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Mineral resources are indispensable in the development of human society and are the foundation of national economic
development. As the prospecting target shifts from outcrop ore to concealed ore, from shallow to deep, the difficulty of
prospecting becomes more and more difficult. Therefore, the prediction of mineralization prospects is of great significance.
This paper is aimed at completing the prediction of mineralization prospects by constructing geological semantic models and
using mobile computer learning to improve the accuracy of prediction of mineralization prospects and expanding the
application of semantic mobile computing. We use five different semantic relations to build a semantic knowledge library,
realize semantic retrieval, complete information extraction of geological text data, and study mineral profiles. Through the
distributed database of mobile computing, the association rules and random forest algorithm are used to describe the
characteristics of minerals and the ore-controlling elements, find the association rules, and finally combine the geological and
mineral data of the area and use the random forest algorithm to realize the prospect of mineralization district forecast. The
geological semantic model constructed in the article uses the knowledge library for associative search to achieve an accuracy
rate of 87.9% and a recall rate of 96.5%. The retrieval effect is much higher than that of traditional keyword retrieval methods.
The maximum value of the posterior result of the mineralization prospect is 0.9027, the average value is 0.0421, and the
standard deviation is 0.1069. The picture is brighter, and the probability of mineralization is higher.

1. Introduction

Contemporary mineral resource evaluation is the modeling
and evaluation process of complex high-dimensional non-
linear systems. Mineralization prediction is based on the
guidance of scientific prediction theory, applying geological
and mineralization theories and mathematical statistics to
comprehensively study geology, geophysics, geochemistry,
and remote sensing. We analyze mineralization geological
conditions, summarize mineralization rules, establish com-
prehensive information mineralization prediction model,
delineate and evaluate mineralization prospects, provide sci-
entific basis for regional prospecting work deployment, and
overall plan mineral resources development.

With the rapid development of computer technology,
the digitization of geological information has become more

and more popular, prompting the application of mathemat-
ical methods, mobile computing, and machine learning in
mineralization prediction more and more. The prediction
of mineralization prospects is the use of modeling and
mobile calculation methods to continuously excavate infor-
mation, such as geophysical and geochemical prospecting,
focusing on the research of the information extraction pro-
cess, and can truly understand the singularity of the enrich-
ment and loss of elements in the mineralization process law,
advanced and precise. We applying the learning method of
the geological semantic model deterioration mobile comput-
ing machine to the prediction of mineral resources, aim to
analyze how to efficiently use geological and mineral infor-
mation under complex geological conditions, and realize
the automation, intelligence, and accuracy of the prediction
process of mineralization prospects.
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Lombardo et al. introduced a novel, semantic-based geo-
logical mapping method, and its application fields are the
production of comprehensive geological maps of large
administrative areas. Many methods for expressing geologi-
cal knowledge through UML patterns and ontology have
existed for more than ten years. These methods generate
resources related to specific fields, such as lithology. They
developed a conceptual model aimed at establishing digital
codes for several areas of geological knowledge to support
source interoperability. They used the term library designed
to classify the elements of the geological map of the Alps in
western Italy and the Apennines (Piedmont region) in the
north. The digitally coded knowledge base is a group of
merged ontology, called ontology. The encoding process
identifies the semantically encoded objects, that is, geological
units, and collects relevant information about these objects
from authoritative resources (such as GeoSciML) (preferred
to the application of SCHE). However, their conceptual
model design is not applicable to applications in other
regions [1]. Lamperti et al. effectively calibrate the agent-
based model (ABM) to real data which is an open challenge.
They combined machine learning and intelligent iterative
sampling to clearly solve the problem of parameter space
exploration and calibration of ABMs. This method “learns”
a fast surrogate metamodel through a limited number of
ABM evaluations and approximates the nonlinear relation-
ship between ABM input (initial conditions and parameters)
and output. The performance is evaluated according to the
asset pricing model of Brock and Hommes (1998) and the
“island” endogenous growth model (Fagiolo and Dosi,
2003). The results show that the machine learning agent
obtained using the proposed iterative learning process pro-
vides a fairly accurate real model agent and greatly reduces
the calculation time required for large-scale parameter space
exploration and calibration. However, they have no specific
settings in parameter design [2]. Lalomov et al.’s research
established the heterogeneity of placer gold, reflecting the
multistage history of the development of placer gold clusters
and the diversity of bedrock mineralization formed by placer
gold deposits. In the placer structure, three epochs are
divided, reflecting the post-Palaeozoic development history
of the Ural fold belt: (1) Mesozoic-Early Cenozoic quasiplain
action, regional weathering crust formation, disintegration
of primary gold sources, linear erosion-tectonics. The
depression was formed, which accumulated material from
the displaced weathering crust. (2) Primary mineral sources
and intermediate gold deposits in the Pliocene-Quaternary
orogenic tectonic activation and erosion stage. (3) Modern
topography, water network, and alluvial deposits, the forma-
tion of placer. In terms of morphology, chemical composi-
tion, and internal structure of grains, five types of primary
placer gold have been identified, three of which reflect the
structure of the primary mineral source and have been
almost completely eroded; the fourth records the quasipla-
nation stage and erosion traces of superficial changes in
the development area of structural depressions. The fifth
type has the typomorphic characteristics of near provenance
gold, which is characterized by the mineralization exposed in
the final stage of the morphological and structural develop-

ment of the tectonic-magmatic Ural belt. Reconstructing
the development stage of the Wagland Placer Group, it is
possible to assess the potential of the existing placer and
determine the prospect of economic primary mineralization.
However, his research found diversity but did not funda-
mentally show the characteristics of its heterogeneity [3].

The innovations of this article are as follows: (1) fully
construct a brand-new geological semantic model and com-
plete the search of mining areas in combination with geolog-
ical information; (2) use a mobile computing machine
learning algorithm, mainly using a rule algorithm and a ran-
dom forest algorithm, which is very good used in model con-
struction; and (3) use five different semantic relations to
construct a semantic knowledge base, realize semantic
retrieval, complete information extraction of geological text
data, and study mineral profiles.

2. Prediction Method of Mineralization
Prospect Based on Geological Semantic
Model and Mobile Computer
Machine Learning

2.1. Mobile Computing. Mobile computing is a new technol-
ogy that has emerged with the development of the Internet,
mobile communications, distributed computing, databases,
and other technologies [4, 5]. Through mobile computer
technology, computers and other intelligent terminal infor-
mation devices can transmit data wirelessly, share resources,
and provide customers with useful, accurate, and timely
information at any time [6]. As a result, people’s life and
working methods have undergone great changes. Mobile
information technology is an interacademic and extensive
new technology. This is currently a hot field of computer
technology research. In addition to network infrastructure,
e-commerce, and software technical indicators, mobile com-
puting is considered one of the important technologies that
will have a broad impact on the future [7, 8]. As a hotspot
and emerging computing model, it is of great significance
to study the problems, but there are also great challenges.

The computer environment is different from the previ-
ous distributed computer environment. In the traditional
distributed computing environment, the location of the cen-
tral computer is stable, the address information of the cen-
tral computer is known, and each node maintains an
uninterrupted connection through a fixed network, assum-
ing that the network communication is symmetrical. In
mobile computer systems, these assumptions no longer
apply [9, 10]. The entire environment of mobile computers
is a distributed computer system composed of fixed nodes
and mobile nodes. In this system, the user’s location is not
restricted by fixed equipment. The terminal can move freely
and maintain the connection with each node of mobile com-
munication through the network. This computing mode,
which is not restricted by fixed networks and restricted by
fixed hosts, provides great convenience for people to access
information [11, 12].

Traditional distributed computer research is based on
wired networks and fixed central computers. The search of
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the distributed database must be carried out under the con-
ditions of fixed network connection, peer-to-peer communi-
cation cost, and fixed central computer node [2, 13].
However, with the development of mobile computers and
the popularity of portable devices, many computer nodes
may create network connections in free loops, and the above
assumptions are no longer valid [14, 15]. Therefore, the con-
cept of mobile computers and mobile databases was born,
which became the new research direction of the interna-
tional database community. Due to the characteristics and
characteristics of the mobile computer environment, the dis-
tributed database and C/S (client/server) database in the
database field cannot effectively support the mobile com-
puter environment [16, 17]. To fully support portability,
the computer needs to be improved or redesigned and
upgraded to a new mobile database.

2.2. Semantic Technology. At present, the main semantic
modeling technologies include semantic modeling technol-
ogy based on semantic research and ontology-based seman-
tic modeling technology. This article adopts a semantic
modeling method based on logical relationships. The two
technologies are introduced separately [18, 19].

The basic idea of the semantic web was first proposed
by Tim Berners-Lee in 1998 who then formally proposed
the concept of the semantic web at the XML2000 confer-
ence in 2000. The status of the semantic web was formally
established when the W3C established the “Semantic Web
Activity” organization in 2001 [20, 21]. The goal of the
semantic network is to convert the information on the
web page into the meaning of words that can be read by
the computer system, so that smart devices can indepen-
dently retrieve and access the information on the network
effectively, thereby completing the application and higher-
level internet semantics knowledge application. Through
the operation and processing of the semantic grammar
form, the standardization of the semantic content is deter-
mined, and the operability at the semantic level is realized.
In simple terms, semantics is used to implement a logical
architecture [22, 23].

Ontology-based semantic modeling methods are also
based on the semantic web, to better solve the sharing and
reuse of information on the semantic level. Ontology or
ontology is originally a philosophical concept, used to study
the essence of the objective world and is a systematic expla-
nation and explanation of objective existence. The applica-
tion of semantic modeling methods in the field of artificial
intelligence can clearly indicate the standardization and
specification of all shared conceptual models. Ontology-
based modeling includes the following five basic modeling
primitives: class, relationship, function, axiom, and instance.

The logical relationship-based method defines a nested
data model for expressing data relationships and a set of
SQL-like description languages for describing the logical
relationship between data. In the process of semantic analy-
sis, the Chase method is used to continuously compare the
data. We track the existing constraint relationships until
the largest semantic set is generated, so as to obtain complete
semantic information.

2.3. Machine Learning. Random forest (RF) is a general data
extraction method in the field of machine learning. This is a
typical multiclass algorithm. Decision tree is the main classi-
fication method of random forest algorithm. The essence of
a decision tree is actually a tree composed of many nodes.
The basic principle of the random forest algorithm is to
use technical sampling to form a new random sampling
training group and then use an autonomous data set to
model the decision tree, form a random forest, and vote
for the classification result.

The random forest algorithm combines the initial sam-
pling method based on the decision tree algorithm theory,
collects multiple independent tree classifiers, and sorts and
predicts the final result through a voting strategy. The ran-
dom forest algorithm has the characteristics of theoretically
easy to understand, low adaptability parameters, and strong
antinoise function. The most important thing is that it has
high classification efficiency in practical applications and is
not easy to cause overload. Because there is no need to
understand the excellent random performance and the per-
formance of historical samples, it is widely used in many
fields. Therefore, many researchers have conducted exten-
sive research and applications on random forests.

The random forest algorithm has excellent antinoise
ability and outlier ability. The random forest algorithm does
not need to preprocess the classification object, so it sim-
plifies the preprocessing procedure of related data. The ran-
dom forest algorithm has excellent performance in many
aspects, but it still has shortcomings. For example, when
selecting features, the random forest algorithm will ran-
domly select from the data set, and the parameter selection
of the random forest algorithm is manually set. These func-
tions do not show the error that increases the classification
result. From the perspective of practical applications, it is
necessary to further enhance the ability of the random forest
algorithm to output high-quality features, optimize parame-
ter selection, further reduce the generalization error of the
random forest model, and improve the accuracy of the ran-
dom forest algorithm classification [24].

3. Prediction Model of Mineralization Prospect
Based on Geological Semantic Model and
Mobile Computer Machine Learning

3.1. Geological Semantic Model

3.1.1. Construction of Semantic Model of Geological Data.
This paper mainly constructs a geological semantic model
based on the meaning of the semantic model and proposes
a four-element combination, which are a collection of geo-
logical data concepts, a collection of geological relations, a
collection of geological attributes, and a collection of exam-
ples, which are represented by GDO, GDR, GDP, and GDI
[25]. According to the research status of geological ontology,
according to the types of geological work and the application
of geological data, in order to realize the functions of compi-
lation, analysis, reflection, restoration, and intelligent
advancement of geological data, various classification sys-
tems have been classified into many subcategories.
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3.1.2. Semantic Relationship of Geological Semantic Model
Application. The geological semantic model constructed in
this paper is mainly applied to five kinds of semantic rela-
tions, namely the following: (1) subordinate relation: mainly
the concept level problem in the model and the subordina-
tion relation; (2) equivalence relation: the concept of the
same level or the equivalence relation; (3) cross-relationship:
that is, there are some identical conceptual relationships
between two different geological concepts; (4) concept
instance relationship: used to more clearly illustrate the rela-
tionship between various concepts and corresponding cases;
and (5) spatial relationship: mainly refers to the inclusion,
the facts of the positional relationship of the phase relation-
ship, such as cutting off, connecting, and integrating.

3.1.3. Semantic Retrieval. First of all, we need to collect geo-
logical data and build a basic dictionary of geology and min-
eral resources in order to achieve semantic retrieval. There
are two main sources of data: one is the professional knowl-
edge in the geological field; the other is the mining of geolog-
ical data through mobile computer learning technology [26].

Here, the user’s needs are an entity. Through data pre-
processing, the user only needs to enter understandable key-
words and information to obtain intelligent, accurate, and
user-friendly data results, which have undergone data fusion
and data preprocessing. And other related processes achieve
the semantic conversion of data information, to meet the
needs of users.

3.1.4. Functions Realized by Geological Semantic Model.
Functions realized by geological semantic model are as fol-
lows: (1) Coarse-grained geological information knowledge
serves geological text clustering. When the user retrieves
the relevant geological information, the relevant conditions
and grouping results will be automatically saved, which is
conducive to the user’s second search; (2) comprehensive
semantic retrieval of geological data and geological literature
information. Semantic retrieval includes text and tables,
which requires solving these two data fusion problems in
the process of establishing a database; (3) display and obtain
content information based on complete text; (4) the compre-
hensive problem of spatial data and nonspatial data. It can
solve the nonspatial data problem of the system and com-
plete the visual representation of spatial data; (5) association
analysis: research on geology not only is limited to geological
knowledge but also includes related information such as
authors, units, projects, and mineral resources and conducts
correlation analysis.

3.2. Prediction of Mineralization Prospects Based on
Geological Semantic Model and Mobile Computer
Machine Learning

3.2.1. Right of Evidence Law. The weight of evidence method
is to use a certain ore-controlling mineralization geological
condition or prospecting information sign as a predictive
factor in the mineralization prediction. The predictive factor
is the evidence factor, and the weight value is used to quan-
titatively measure the importance of each evidence factor to
the mineralization. Then, each evidence factor is assigned a

binary value according to the two states of the evidence fac-
tor “existence” and “nonexistence.” The most important and
critical step in the calculation of mineralization prediction
using the weight of evidence method is to determine the
weight of evidence for these evidence factors and the impor-
tance of mineralization. The model of the right of evidence is

EVI F B1B2 ⋯ Bnjð Þ =QO +Q1+⋯+Qn: ð1Þ

In the formula, F is the event to be predicted, B1B2 ⋯ Bn
is the predictor, Q is the prior probability of the predicted
event F, and Q1,Q2,⋯Qn is the corresponding weight value.
The weight value is divided into positive full Q + and nega-
tive right Q − two kinds.

According to the existence or nonexistence of each evi-
dence factor, the corresponding weight value is calculated.
Q + represents the weight value of the existing state, and
Q − represents the weight value of the nonexistent state.
The calculation of mineralization prediction based on the
weight of evidence method is roughly divided into three
steps: first, calculate the probability of occurrence of deposits
(points) in the study area according to the principle of prob-
ability theory; secondly, calculate the corresponding weight
values according to the two states of each factor; and finally,
all the evidence factors involved in the prediction are inte-
grated to calculate the posterior probability value.

To apply the weight of evidence method, the research
area must be divided into cells first. The number of deposit
points in the research area is set as F. From the principle
of probability theory, it can be obtained that any cell in the
research area can be selected. This cell contains the deposit
points the probability: LðFÞ = F/N . LðFÞ is the prior proba-
bility of the study area, into the form of chance.

I Fð Þ = L Fð Þ
1 − L Fð Þ½ � : ð2Þ

The probability of mineral occurrence in the presence of
evidence factor B is obtained as

L F Bjð Þ = L B ∩ Fð Þ/L Bð Þ =N B ∩ Fð Þ/F: ð3Þ

From Equation (3), it can be obtained that the posterior
probability of the occurrence of a mining point in the pres-
ence of the evidence factor B is

L F Bjð Þ = L B Fjð Þ
L Bð Þ × L Fð Þ: ð4Þ

From Equation (4), it can be concluded that the poste-
rior probability can actually be understood as the condi-
tional probability of the existence of the mine in the
presence of the evidence factor B. In the same way, the pos-
terior probability when factor B does not exist is

L F �B
��� �

= L �B Fj� �
L �B
� � × L Fð Þ: ð5Þ
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3.2.2. Definition and Calculation of Weight. The importance
of each evidence factor to mineralization is quantitatively
analyzed by the weight value of the evidence factor. If the
weight of evidence method is used to carry out mineraliza-
tion prediction, then it is necessary to calculate the weight
value of each evidence factor to the mineralization, and the
formula is as follows:

Q+ = 1n L B Fjð Þ
L B �F

��� � , ð6Þ

Q− = 1n L B Fjð Þ
L B �F

��� � : ð7Þ

In the above formula, Q + and Q − , respectively, repre-
sent the weight values of the evidence factor in the “exis-
tence” and “nonexistence” states in the weight of evidence
model. In (6), Q + represents the weight value in the state
of existence, and in (7), Q − represents the size of the weight
value in the absence of state.

3.2.3. Comprehensive Multiple Evidence Factors. In the actual
mineralization prediction, due to the complexity of the min-
eralization and the accuracy of the prediction results, we
need to use multiple predictive factors. At this time, we need
to comprehensively calculate multiple evidence factors and
calculate the posterior probability of multiple evidence fac-
tors. The method and steps are the same as when calculating
one evidence factor in the previous section. For example, in a
certain mineralization prediction, there are n factors related
to mineralization, which are represented as 1, 2,…,n.
According to the calculation steps in the previous section,
the posterior probability of occurrence or nonoccurrence
of deposit point F under the existence of these n evidence
factors can be obtained as

L F B1j B2 ⋯ Bnð Þ = L B1B2 ⋯ Bn Fjð Þ
L B1B2 ⋯ Bnð Þ L Fð Þ, ð8Þ

L �F B1j B2 ⋯ Bn

� �
= L B1B2 ⋯ Bn

�F
��� �

L B1B2 ⋯ Bnð Þ L �F
� �

: ð9Þ

The posterior probability is converted to the probability
form to get

I F B1j B2 ⋯ Bnð Þ = L B1B2 ⋯ Bn Fjð Þ
L B1B2 ⋯ Bn

�F
��� � I Fð Þ: ð10Þ

Assuming that the evidence factors are conditionally
independent, the probability of the occurrence of the evi-
dence factors under the condition of the existence of the
mine F can be obtained as

L B1, B2,⋯,Bn Fjð Þ = L B1 Fjð ÞL B2 Fjð Þ⋯ L Bn Fjð Þ: ð11Þ

In the same way, it can be obtained that when the mine
point F does not exist, the probability of occurrence of the

evidence factor is

L B1, B2,⋯,Bn
�F
��� �

= L B1 �F
��� �

L B2 �F
��� �

⋯ L Bn
�F
��� �

: ð12Þ

From the above two formulas, the probability formula
can be obtained, which can be expressed as

I F B1B2 ⋯ Bnjð Þ = L B1 Fjð ÞL B2 Fjð Þ⋯ L Bn Fjð Þ
L B1 �F

��� �
L B2 �F

��� �
⋯ L Bn

�F
��� � × I Fð Þ:

ð13Þ

The logarithmic transformation of the above formula
obtains the posterior probability of the occurrence of the
deposit point F under the condition of the existence of n evi-
dence factors as

EVI F B1B2 ⋯j Bnð Þ = EVI Fð Þ +Q+
1 +Q+

2+⋯Q+
n : ð14Þ

According to the mathematical symbol of sum, the above
formula can be simplified to

EVI F B1B2 ⋯j Bnð Þ = EVI Fð Þ + 〠
n

j=1
Qk

j , ð15Þ

Qk
j =

Q+

Q−:

(
ð16Þ

The weight when the evidence factor exists is Q + , and
the weight when the evidence factor does not exist is Q − .
The formula as a posterior probability is expressed as
follows:

L F Bk
1

��� ∩ Bk
2 ⋯ Bk

n

� �
= exp EVI F Bk

1
�� ∩ Bk

2 ⋯ Bk
n

� �� �
1 + exp EVI F Bk

1
�� ∩ Bk

2 ⋯ Bk
n

� �	 
 :
ð17Þ

Fuzzy weight calculation formula is as follows.

SλB xð Þ = 1n
L λB xð Þ Fj
h i

L λB xð Þ �F
��h i = 1n

λB xð ÞL B1 Fjð Þ + 1 − λB xð Þ
h i

L B2 Fjð Þ
λB xð ÞL B1 �F

��� �
+ 1 − λB xð Þ
h i

L B2 �F
��� � :
ð18Þ

Among them, the membership function can be calcu-
lated from the following linear relationship.

λB xð Þ = V −minx∈B2
V

maxx∈B2
V −minx∈B2

V
: ð19Þ

Fuzzy weights can explain the importance of various
forms of uncertain factors, while ordinary weight of evidence
can only explain the importance of the existence or nonexis-
tence of uncertain factors, so fuzzy weights can be more
comprehensive explain the importance of the factor.
According to the calculation steps of the ordinary weight
of evidence method, we can get the posterior probability of
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the fuzzy weight of evidence method as

EVI F Bk
1 ∩ Bk

2 ⋯
��� Bk

n

� �
= EVI Fð Þ + 〠

n

j=1
Qk

j : ð20Þ

In the above formula, Bk
1, Bk

2,⋯Bk
n represent the evidence

factors of n different states and Qk
j the corresponding weight

values of these factors in different states. Since the calcula-
tion of the weight value of the fuzzy weight of evidence first
needs to calculate the two extreme sets and remove these two
extreme combinations, then it should correspond to a
smaller subset, so formula (20) only needs to satisfy the con-
dition of independence in a smaller range. Therefore, the
conditional independence required to apply the fuzzy weight
of evidence method is weaker than that of the ordinary
weight of evidence. This also shows that the fuzzy weight
of evidence method reduces the overall error of the posterior
probability. Then it can be said that compared with ordinary
evidence rights methods, to a certain extent, fuzzy evidence
rights avoid conditional independence.

4. Prediction and Analysis of Mineralization
Prospects Based on Geological Semantic
Model and Mobile Computer Learning

4.1. Comparison of Experimental Results of Geological
Semantic Model. In the process of semantic retrieval, the
geological semantic model established in this paper can not
only use keywords but also use related search and thesaurus
retrieval, which improves the accuracy and comprehensive-
ness of the search. Hierarchy excavates the rules and knowl-
edge of keywords, supplements, and expands related
knowledge searches. It can be seen from Table 1 that using
the thesaurus and knowledge map to search is more accurate
and comprehensive than keyword retrieval. The knowledge
map finds a large number of materials, and the accuracy rate
reaches 87.9%. The rate reached 96.5%.

We have adopted three fusion methods: PCA fusion, IHS
fusion, and wavelet fusion, respectively, fusion processing of
R, G, and B multispectral data, to maximize the role of the
data. From Figure 1, we can see that the wavelet transform
method is superior to other fusion methods in terms of spec-
tral information retention and peak signal-to-noise ratio for
the statistical calculation of the amount of information after
fusion, so this time, the wavelet transform method is used
for fusion processing.

4.2. Spectral Characteristics of Rock and Mineral Alteration.
Different information such as minerals, rocks, or alteration
and mineralization have different characteristic absorption
spectrum and characteristic reflection spectrum characteris-
tics, so that different geological bodies or geological phe-
nomena are directly reflected as different spectrum curves
on remote sensing images. With the improvement of spec-
tral resolution, the spectral characteristics of rock minerals
have become a favorable tool for remote sensing mineraliza-
tion information extraction, and they play an increasingly

important role in the process of detailed exploration and
mineralization prediction.

The ions and groups corresponding to the spectral char-
acteristics of various rock minerals are shown in Table 2.
The spectral characteristics within the range of 1.3~2.5μm
are mainly affected by carbonate ions, hydroxide ions, and
possible water molecules in the minerals. The absorption
band of CO32- is the strongest at 2.35μm, corresponding
to the 8th band of ASTER, which can be used to detect the
presence of carbonate minerals. The absorption band of
OH- is stronger at 1.4μm and 2.2μm. Since 1.4μm is not
within the spectral range of the ASTER data, the absorption
characteristics of the 6th band corresponding to OH- at
2.2μm and 2.3μm are often used in the ASTER data to iden-
tify minerals.

The altered minerals formed by cyanide rock formation
include chlorite, carbonated minerals, albite, and epidote.
The related minerals include Au, Cu, Pb, Zn, Fe, and other
metal minerals. According to the analysis results of the min-
eral spectrum characteristics, the 6 bands (Band1, Band2,
Band3, Band5, Band8, and Band9) of the ASTER data are
combined to extract the green rock formation alteration
information [27]. The negative high value of the 8th band
and the positive high value of the 9th band are used as the
criterion of the alteration information eigenvector. It can
be seen from the eigenvector matrix of Figure 2 that the
main contribution of the fifth principal component (PC5)
comes from Band8 (-0.63562) and Band9 (0.66101), satisfy-
ing the judgment criterion. Therefore, the highlight area of
the PC5 image is the area with strong chlorite and carbonate
alteration.

It can be seen from Figure 3 that each element has a
higher extreme value, and the second and third highest
values have a large change gradient, and the standard devia-
tion and coefficient of variation are also large. Based on the
statistics of the characteristic value of each element in the
study area, the content distribution histogram and the con-
tent logarithmic distribution histogram of each element
are, respectively, analyzed. The results show that due to the
existence of extremely high and extremely low values,
whether each element is difficult for the original value or
the logarithmic value to obey the normal distribution, the
iterative processing method is used to deal with the extreme
outliers of the element data.

4.3. Statistical Analysis of the Weight Coefficient of the
Evidence Layer. We set 7 evidence layer numbers, all of
which belong to the element anomaly distribution map.
The letters indicate the meaning: (a) Ag element, (b) Au ele-
ment, (c) Cr element, (d) Cu element, (e) Mo element, (f) Ni,
and (g) Pb.

It can be seen from Figure 4 that all the layers we set
meet the conditional test. We, respectively, estimated the
positive and negative weight coefficients, variances, partial
variances, etc. of these evidence layers. The estimation
results are shown in Figure 4.

We conducted regression analysis on the abnormal dis-
tribution of nine types of elements with different iteration
times. In the process of parameter optimization using
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conjugate gradient, we tested the predictions of 30, 50, 80,
and 100 search iterations, respectively. The effect, the cal-
culation result of the regression coefficient, is shown in
Figure 5. It can be seen from Figure 5 that when the
parameter optimization is iterated to 80 and 100 times,
the regression coefficient is very close and basically reached
a stable state.

In order to compare the evidence-weighted model, the
logistic regression model, and the constrained Boltzmann
machine model for the mineralization prediction effect, the
Youden index is also defined as the sum of the TP rate and
the FP rate minus 1, the threshold increment interval is
defined, and three types are calculated, respectively. The
model predicts the Youden index of the metallogenic unit,

and the threshold corresponding to the maximum Youden
index is used as the threshold for the corresponding model
to determine the metallogenic unit. After obtaining the cor-
responding judgment threshold, the AUC value and the
standard deviation SEAUC value of the three models were
calculated using formulas (3) and (5), and the significance
level α = 0:05 was set to calculate the corresponding ZAUC
value. The results are shown in Figure 6.

4.4. Experimental Prediction Results of Mineralization
Prospects. Figure 7 shows the typical linear and circular fault
trace characteristics in the study area and nearby areas. The
intrusive body in Figure 7(a) is the Cenozoic Eocene strata;
the left side in Figure 7(b) is the Mesozoic Triassic intrusion

Table 1: Comparative verification and analysis of semantic retrieval experiments.

Search method Number of obtained materials Find accuracy, % Find comprehensive rate, %

Keyword search 265 78.5 46.7

Semantic retrieval (thesauri) 412 90.6 82.1

Semantic retrieval (knowledge illustrated book) 456 87.9 96.5
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Figure 1: Information amount and evaluation index value of different fusion methods.

Table 2: Ion and group absorption bands corresponding to the characteristics of rock mineral reflection spectrum.

Ion or group
Characteristic absorption band

center
Corresponding ASTER

band
Typical minerals

Iron ion Fe2+ 0.45, 0.52, 0.55, 1.0~1.1 Band1 (0.52~0.60) Lepidocrocite

Iron ion Fe3+ 0.49, 0.70, 0.87
Band2 (0.61~0.69)

Goethite, hematite, jarosite
Band3 (0.76~0.86)

Hydroxyl(OH-)Al-OH, Mg-
OH

1.4, 2.2, 2.3
Band6 (2.185~2.225) Kaolinite, pyrophyllite, muscovite, talc,

serpentineBand7 (2.225~2.285)

Carbonate ion CO3~ 1.9, 2.0, 2.16, 2.35, 2.55

Band6 (2.185~2.225)
Calcite, dolomiteBand7 (2.225~2.285)

Band8 (2.295~2.285)
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body, and the right side is the fold formed during the
Jurassic-Cretaceous period; Figure 7(c) is the fault divided
into many triangular fault cliffs form fault triangles;
Figure 7(d) shows the fractured fracture zone accompanying
the formation of large faults, mostly small parallel fractures;
Figure 7(e) shows the interruption and loss of the Upper
Cretaceous (Ks2c) strata; Figures 7(e) and 7(f) are the dis-
placement of the Jurassic stratum, and there are faults.

From the slope of the broken line in Figure 8, it can be
seen that the ring structure within the range of 0-0.5 km
contains 50% of the mine points, and the formation of
minerals in this area is mainly affected by the ring struc-
ture; the secondary faults within the range of 1-1.5 km
include the number of mine points has risen sharply,
including nearly 43% of the mine points, and the large-
scale faults have always been at a value of 0, indicating
that the secondary faults in this range play a major role
in controlling the formation of the deposit; within the

range of 1.5-3 km, the secondary faults have a major con-
trol effect on the formation of the deposit. The rate of
increase in the number of ore points contained in the fault
exceeds the ring structure, indicating that the formation of
ore bodies in this range is mainly controlled by secondary
faults; and the influence of large faults on the formation of
ore deposits is in the range of 4-6 km and 8-10 km. In gen-
eral, the relationship between the structure of the study
area and the known ore sites reflects the characteristics
of the structure controlling the location of the deposit.

Based on the optimized weight of evidence algorithm
module, the seven weight of evidence factors are superim-
posed and analyzed, and the final result of the posterior
probability of mineralization in the study area is shown in
Figure 9. The minimum is 0, the maximum is 0.902722;
the mean is 0.042112, and the standard deviation is
0.106953. The picture is brighter, and the probability of min-
eralization is higher.
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5. Conclusions

This article is mainly based on the study of geological
semantic model and mobile computing machine learning
to predict the mineralization prospects, constructs the geo-
logical semantic model, uses the rule algorithm and random
forest algorithm in machine learning, and completes the col-
lection and preprocessing of geological information which
achieved a high recall rate and precision rate. We analyzed
the geological conditions of mineralization, summarized
the rules of mineralization, established a prediction model
of mineralization prospects based on geological semantic
model and mobile computer learning, and realized the pre-
diction of prospects of mineralization, which is conducive
to the deployment of prospecting work and the development

(a) (b) (c)

(d) (e) (f)

Figure 7: Characteristic map of linear and circular fault tracks (the picture from Baidu Gallery). (a) Semicircular intrusion body. (b)
Intrusion + folds. (c) Fault triangle. (d) Broken shear zone. (e) Disruption and lack of formation. (f) Displacement of faults in the same
stratum.
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Figure 9: Result map of the posterior probability of mineralization
in the study area (the picture from Baidu Gallery).
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and utilization of mineral resources overall planning. The
innovation of this paper is to fully construct a brand-new
geological semantic model, complete the search of the min-
ing area in combination with geological information, and
use the mobile computing machine learning algorithm,
mainly using the rule algorithm and the random forest algo-
rithm, which are well applied to the model construction. The
shortcomings of this article are the limitations of working
conditions and the influence of the number of studies. It is
hoped that it can be more perfect in the future research work
to improve the accuracy of the research results.
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Artificial intelligence was first proposed in the 1950s, when it was only a forward-looking concept. If machines can have the same
learning ability as human beings and the computing power of computers themselves, this concept has been placed high hopes. Until
about 2010, with the explosion of data volume and the improvement of computer performance, machine learning has become a
leader in breaking through the bottleneck of artificial intelligence. Research on machine learning in education and teaching has
attracted much attention. From the above research status, we can see that in the current period of the vigorous development of
machine learning, many applications are still not perfect and ordinary education and teaching evaluation is difficult to meet
people’s requirements, so how to gradually improve its effectiveness is a significant goal with research significance and practical
interests. However, in the environment of colleges and universities, prediction information and evaluation methods have
important application value and development space in education and teaching. In this context, according to the theory of
machine science, the effectiveness of several conventional prediction and evaluation methods is analyzed. In this paper, machine
learning theory is used to study college students’ performance prediction and credit evaluation, as well as teaching quality
evaluation and comprehensive ability evaluation in colleges and universities. Questionnaire survey is used to investigate and
analyze the results. The effectiveness of machine theory in teaching is analyzed. It is found that machine learning has great
advantages in education and teaching evaluation. It builds models in complex computing environment and is not affected by
human factors; the effectiveness of prediction and evaluation is significant.

1. Introduction

Nowadays, with the development and popularization of
mobile products, people’s demand for content information
products is increasingly urgent. In contrast, the increase of
internal capacity has brought unprecedented pressure on edi-
tors and reviewers. Fortunately, with the rapid development
of machine learning, also with the research and progress of
machine learning theory, part of the work can be done by
machine instead of humans, and the advantages brought by
the application in all walks of life are gradually reflected.

Since China implemented the national policy of opening
to the outside world, with the globalization of economy, the
diversification of convenient information and ideas, and the
invasion trend of various foreign cultures, people are easy

to lose the ability of independent judgment of right and
wrong thinking and lack of cultural identity with China’s
socialist mainstream ideology [1, 2]. In the National Con-
gress, the Communist Party of China (CPC) clearly stated
that the fundamental task of “cultivating people and moral
education” is not only the general direction of China’s educa-
tion but also the fundamental task of China’s education. At
the 2016 National Conference on Ideological and Political
Work in Colleges and Universities, comrade Xi Jinping, the
vice president of the state, pointed out that colleges and uni-
versities should clarify the importance of ideological and
political education and put forward suggestions on how to
do well in education and teaching in colleges and universities.
According to the 13th five-year plan for the development of
national education issued by the State Council in 2017, it is
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necessary to cultivate high-quality talents with all-round
development of morality, intelligence, sports, and beauty
and train socialist builders and successors. The report of the
19th National Congress of the Communist Party of China
in 2018 also stressed that education should be built as the
basis for the great rejuvenation of the Chinese nation [3]. It
can be seen that only by firmly grasping the leading power
of ideological work in the field of education can we adhere
to the goal that education must serve the socialist moderniza-
tion. This is also the realistic background of this paper, that
is, how to popularize the effectiveness of machine science
theory in education evaluation.

The new era calls for new talents, the society needs high-
quality talents, and education needs the cultivation of talents.
In order to adapt to the environment of education in the new
era, the traditional teaching concept, content, and method
are undergoing a great change. The traditional teaching [4]
has been unable to meet the needs of the current social envi-
ronment for the overall ability of students, and it is an impor-
tant component of the education reform that cannot be
ignored. After years of continuous research and exploration,
on the whole, the traditional teaching mode in China has not
made substantial and fundamental progress, and many
reforms are still in the form and on the surface. The whole
teaching activity focuses on classroom teaching. Classroom
teaching activity is mainly based on teachers’ teaching and
students’ passive acceptance. It does not fully mobilize stu-
dents’ enthusiasm and initiative, it is not good to cultivate
students’ habits and abilities of active learning, and it is
almost certain to form students’ own personality and perfec-
tion. It also makes the classroom the main place to stifle stu-
dents’ innovative spirit and sense of responsibility.

Examination is the main form to test students’ learning
and teaching effect. Through the above discussion, we can
know that it is an important part of education evaluation to
evaluate students’ learning effect accurately and objectively
through examination results. The objectivity of examination
results is not only related to the objectivity of students’ learn-
ing level and ability evaluation but also to the objectivity of
teachers’ teaching ability and teaching effect evaluation.
There are many objective factors that affect the test results,
such as test paper quality, invigilation, grading, and students’
ability level. The examination paper is composed of many
questions. The quality of the examination paper is closely
related to the quality of the examination paper. For example,
in an exam, students’ scores are generally low, because of the
difficulty of the exam paper, students feel depressed, because
of the exam, and so they can learn negatively. Or because the
difficulty of the test paper is too small, the test results of stu-
dents are generally on the high side, which will make students
have self-expansion and pride. These factors will lead to the
evaluation result of students’ learning effect being not objec-
tive. However, students play an important role in the teach-
ing management and evaluation of teachers. Students can
use evaluation methods to reflect the situation of teachers’
classroom teaching. Teachers can use students’ evaluation
of teaching results to reflect their own teaching effect and
improvement. The school can also understand the individual
teaching situation and the overall teaching level of teachers

through the analysis of students’ teaching evaluation data,
so as to put forward corresponding training plans and effec-
tive education management measures. Since the implementa-
tion of student evaluation, it has become a routine work of
teaching management in colleges and universities. In view
of this problem, this paper investigates the teaching evalua-
tion of students at home and abroad and finds that it is
necessary to analyze the teaching ability in more detail in
the information feedback of teachers. A large number of
student evaluation data have been accumulated, which can
provide more information for teachers’ teaching ability.
Based on this idea, this paper puts forward how to make full
use of the evaluation data of students and make more effec-
tive use of machine theory to evaluate and diagnose teachers’
classroom teaching ability.

Therefore, the main research work of this paper is as fol-
lows: it analyzes the education of existing evaluation
methods, focuses on the analysis and research of some related
problems of evaluation methods, discusses how to apply
them to the comprehensive evaluation decision-making
problems, and analyzes the characteristics and limitations
of the methods. This paper discusses the support vector
machine and neural network technology and their applica-
tion in the comprehensive evaluation, especially the learning
algorithm of support vector machine [5] and neural network
[6]. Based on the comprehensive evaluation of students’ test
scores, the paper analyzes the factors that affect the quality
of test papers and uses the theory of machine science to pre-
dict the scores. In this paper, the comprehensive evaluation
of students’ academic examination results is taken as the
research object, the comprehensive evaluation and prediction
based on machine learning theory are discussed, and the
effectiveness of the evaluation and prediction is simulated
and analyzed.

2. Conventional Machine Learning Theory

2.1. Concept of Machine Learning.Machine learning [7] is an
interdisciplinary subject, involving probability theory [8],
statistics [9], approximation theory [10], convex analysis
[11], computational complexity theory [12], etc. Machine
learning is to study how to improve the performance of the
system through the use of intelligent computing and experi-
ence. The corresponding algorithm model is generated by
experience, and the generation process of algorithm model
is actually the process of machine automatic learning. It is
these learning algorithms that machine learning studies.
The generation of learning algorithm includes the process
of simulating human thinking learning, the process of rea-
soning incomplete information, the process of constructing
new things discovery, and the process of processing current
big data trend. At present, machine learning algorithms are
mainly divided into supervised learning algorithm, unsuper-
vised learning algorithm, and semisupervised learning
algorithm. Among them, supervised learning is generally
divided into regression algorithm and classification algo-
rithm. Regression is a method of using continuous functions
to correspond to input and output variables. Classification is
the matching of input variables and discrete categories.
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Unsupervised learning means that we do not know in
advance what the output will be. For example, we can extract
a special structure from the data by clustering. There is no
label or only one label in unsupervised learning. Semisuper-
vised learning is a learning method combining supervised
learning with unsupervised learning. In the process of
machine learning, there are both marked data and unmarked
data. Using semisupervised learning can improve the effi-
ciency and accuracy of learning.

2.2. Support Vector Machine. Support vector machine (SVM)
[5] is a binary classification algorithm supporting linear and
nonlinear classification. After evolution, it now supports
multivariate classification and is widely used in regression
and classification. SVM was proposed by Vapnik et al. in
1963. It solves the problems encountered in traditional
methods and can solve nonlinear, small sample, and high-
dimensional problems well. Practical tests show that this
method performs well in these aspects and has become an
indispensable part of the machine learning field.

SVM can be simply described as the classification of sam-
ple data, and the real decision function is to solve. First, the
maximum classification interval is found, then the optimal
classification hyperplane is determined, and the classification
problem is transformed into a quadratic programming prob-
lem. By using the Lagrangian optimization method, the
element problem is transformed into a dual problem and
then into a convex quadratic programming problem. In this
process, if the sample points are linear and indivisible, relax-
ation variables must be introduced to solve the optimization
problem. If the sample is nonlinear, the kernel function is
used to solve the problem.

Since the birth of support vector machine (SVM), it has
swept the field of machine learning with its good classifica-
tion performance. Since the 1990s, it has developed rapidly
and derived a series of improved and extended algorithms,
including C-SVC, least squares support vector machine,
support vector regression, support vector clustering, and
semisupervised support vector machine. This paper uses C-
SVC, which is an extension of standard support vector
machine. The optimization of C-SVC is as follows:

min L w, ξð Þ = 1
2w

tw + c
2〠

h

j=1
ξ2j
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In this formula, ξ2 is a nonnegative relaxation variable;
c/2 is the given regularization parameter.

The optimization problem of multiclassification SVM is
transformed into the solution of visualization equation, and
the final classification function is as follows:

yt+1i = 〠
h

j,q=1
αgK xtj,d + xtq,d

� �
+ b, ð2Þ

where xtj,d + xtq,d is the kernel function. The function of kernel
is to map the nonlinear problems in low-dimensional space
to high-dimensional space and transform them into linear
problems. At present, the commonly used kernel function
types are as follows:

(1) Linear kernel function

(2) Polynomial kernel function

(3) Gaussian radial basis kernel function

(4) Sigmoid kernel function

At this time, C-SVC is a multilayer perceptron including
the hidden layer, and the algorithm automatically determines
the number of nodes in the hidden layer. Support vector
machine is an introduction to machine learning theory. For
the same data, SVM with different kernel functions can get
different classification accuracy.

To sum up, SVM has good generalization ability in non-
linear classification, function approximation, pattern recog-
nition, and other applications and gets rid of the long-term
constraints of building learning machine from the perspec-
tive of bionics. Compared with analytic hierarchy process
(AHP) [13], logistic regression analysis [14], and BP neural
network [15], support vector machine (SVM) has a more
solid mathematical theoretical basis and can effectively solve
the problem of constructing high-dimensional data model
with limited samples.

2.3. AHP. Analytic hierarchy process (AHP) is a decision-
making analysis method put forward by Soary of University
of Pittsburgh in the 1970s [16]. Because decision-making
itself is an evaluation behavior, AHP has been widely used
in the field of evaluation. This section mainly introduces
the application of AHP in education evaluation.

(1) The Basic Idea of AHP. The process of establishing
evaluation model by AHP is actually a program structure of
evaluation. Through qualitative analysis, the relationship
between the factors reflecting the value of the evaluated
object is established, and the hierarchical structure chart
reflecting the relationship between these factors is estab-
lished. Using the hierarchy chart of logical judgment and
establishment, the importance of two factors is compared
under the direct upper factor, and the comparison matrix is
established. When the eigenvector corresponding to the
maximum eigenvalue of the comparison matrix is converted
into the weight (standard) vector, the value of the standard
vector component is a quantitative value, indicating the
importance of the factor relative to other factors under the
same upper factor.

For the object that can be quantitatively evaluated by
linear method, the quantitative value obtained by AHP
method can be used as the weight of each evaluation
index that affects the evaluation result, and the compre-
hensive evaluation result value of the evaluated object
can be easily obtained.
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(2) The Main Steps of Establishing AHP Model [17]. Analytic
hierarchy process (AHP) reflects the basic characteristics of
people’s evaluation and decision-making thinking: decompo-
sition, judgment, and comprehensive thinking process. The
main steps of applying AHP method to evaluation and deci-
sion are shown in Figure 1.

Step 1. The first step is to analyze the factors (i.e., evaluation
indexes) that affect the value of the evaluated object and
determine the value objectives (i.e., evaluation objectives) of
the evaluated object.

Step 2. According to the evaluation objectives, analyze
whether the factors affecting the value of the evaluated object
are hierarchical and linear. If so, construct a hierarchical
diagram that reflects this relationship and move on to the
next step.

Step 3. Compare the factors at the same level with the same
dominant factors as the evaluation criteria, establish a com-
parison matrix (some data are also called judgment matrix),
and determine its relative importance according to the evalu-
ation scale. The establishment of contrast matrix is the key
step of evaluation decision. The evaluation scale used to
establish the comparison matrix is shown in Table 1.

Step 4. Through a certain calculation, determine the relative
importance of each factor in this level relative to a factor in
the previous level, i.e., single ranking of the levels.

Step 5. Verify the consistency of the comparison matrix to
ensure the reliability of the results. If there is any inconsis-
tency, go back to Step 3 andmodify the contrast matrix again.
If it is an acceptable consistency matrix, continue.

Step 6. After calculating the relative importance of the factors
in each layer relative to the factors in the previous layer, the
comprehensive importance of the factors in the current layer
to the whole of the previous layer can be calculated from top
to bottom, that is, the overall arrangement of the layers.

Step 7. Check the consistency of the overall sorting results of
the hierarchy. If there are any inconsistencies, go back to Step
3 and change it to a comparison matrix. If they are consistent,
the sorting results are accepted. Then, get the effectiveness
analysis of education evaluation.

2.4. BP Neural Network. The BP neural network is a multi-
layer feedforward network [18]. The typical network struc-
ture includes input layer, hidden layer, and output layer,
where xi is the input layer, zj is the output of the hidden layer
node, ct is the output of the output layer node, ct is the target
signal, and i is the input layer node of the hidden layer node.
Among them, the connection weight of the hidden layer node
j to the output layer node iswij, and the thresholds of the hid-
den layer node and the output layer node are, respectively,
according to the weight of Vij, θj, and γi. In practical applica-
tion, the BP neural network can establish multiple hidden

layers according to the needs of the problem. The neural
network is an explanation of a learning ability in machine
learning, and then, it is applied to the effective analysis of
education and teaching.

In the structure of BP neural network, each layer is
completely interconnected, and there is no interconnection
between the elements of the same layer. When an input mode
is given in the network, it is transmitted from the input layer
unit to the hidden layer unit and then processed by the
hidden layer unit to the output layer unit, resulting in an out-
put response. If the error output response and the expected
output do not meet the requirements, the error connection
path will be followed one by one, and the correct connection
weight and threshold of each layer will reduce the error,
modify the connection weight and threshold, and then use
a new connection weight and threshold to calculate the input

Evaluated object

Construct hierarchy diagram

Set up a contrast matrix

Hierarchical single sort

Consistency test

Whether through

Hierarchical total sort

Consistency test

Whether through

�e evaluation results

Yes

Yes

No

No

Figure 1: Using AHP to make evaluation decision.
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mode to generate an output response compared with the
expected output, through iterative calculation, until the error
is less than the given value.

The BP learning algorithm is a learning algorithm with
tutor [19]. The BP learning algorithm is divided into two
stages: input forward calculation and error back propagation.
Taking the three-layer BP neural network as an example, it is
assumed that the activation functions of neurons in the
output layer and hidden layer can be found in the network
f ðuÞ = 1/ð1 + e−nÞ. There are p neurons in the hidden layer.
The whole learning process can be divided into the following
steps, as shown in Figure 2.

3. Effective Evaluation Method of Machine
Theory in Education Evaluation

3.1. Prediction of College Students’ Performance. The BP neu-
ral network is a multilayer feedforward network. The basic
principle of comprehensive evaluation [20] is to take the
information describing the characteristics of the evaluation
object as the input vector of the neural network and the value
representing the corresponding comprehensive evaluation as
the output of the neural network. Then, enough samples are
used to train the network, and different output values of dif-
ferent input vectors are obtained. If the error between the
output value and the expected value exceeds the specified
error range, adjust the weight of the neural network accord-
ing to the error according to a certain method, the connec-
tion between each layer and the value of the hidden layer
and the output layer nodes, until the system error is accept-
able, and the weight and Fujian price value will not change
anymore. In this way, the weights and thresholds held by
the neural network are the correct internal representation
of the neural network through adaptive learning. The trained
neural network can be used as an effective tool for qualitative
and quantitative evaluation of the target system outside the
sample model.

Therefore, the basic idea of applying the BP neural net-
work to the comprehensive evaluation of examination results
is to use four evaluation indexes to evaluate the quality of
examination papers (reliability, effectiveness, difficulty, and
differentiation degree) and the original points (that is, the

scores of students’ examination papers) to form the input
vector of BP neural network and use value (that is, the quan-
titative value of learning effect) to form the output vector of
the BP neural network. The quantitative value of physical fit-
ness is also output as a vector. Design a reasonable network
structure and training samples, input the training samples
into the network operation, until the comprehensive evalua-
tion model test results need the system error of the network
model, and it can meet the specified requirements.

3.2. Credit Evaluation of College Students. With the rapid
development of the times, especially the rapid progress of
the market economy, China’s overall economic level has been
greatly improved. In view of the frequent occurrence of lack
of credit in society, this paper adopts the establishment of cit-
izen credit files based on machine learning theory. As the
main force of social development, college students began to
establish credit files on the basis of machine learning theory
in the first year of university, which has been the starting
point of the construction of college students’ credit files since
the student era. At present, the problem of college students’
lack of credit often occurs, which is not only the objective
cause of college students’ lack of credit awareness but also
the impact of social environment. The establishment of credit
files based on machine learning theory can not only effec-
tively improve the credit awareness of college students but
also improve the ideological and moral level of college

Table 1: Factor comparison judgment scale.

Comparison results Value

For the upper level factor H, Ai and Aj are equally
important.

2

For the upper level factor H,Ai is more important
than Aj.

4

For the upper level factor H, Ai is significantly
more important than Aj.

6

For the upper level factor H, Ai is much more
important than Aj.

8

For the upper level factor H, Ai is extremely
important than Aj.

10

For the upper level factor H, between two
adjacent judgment scales.

1, 3, 5, 7

Initialization of network parameters

Input training samples

Calculate the response value of
hidden layer and output layer

Calculating the global sum of squares
error of network

End of studyYes

No

Calculate reverse error

Adjust connection weights and
thresholds

Finish learning

Figure 2: Flowchart of BP model training.
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students, which is conducive to the harmonious development
of society. The author believes that the reasons for college
students’ dishonesty are closely related to their credit aware-
ness. In order to prevent this kind of phenomenon, it is the
best choice to establish college students’ credit files. As a
group with high comprehensive quality, they should build
credit files based on machine learning theory. College stu-
dents shoulder the important task of social development, so
as to cultivate their comprehensive quality, let them better
display themselves after entering the society, improve their
credit awareness, and choose to build credit files based on
machine learning theory, which is undoubtedly the best
choice. In this paper, the author uses the experience of
domestic and foreign countries for reference to establish
credit files and, on the basis of in-depth analysis and discus-
sion of relevant research, establishes the machine learning
theory of credit files in the academic field, which can help
China to better establish credit files for college students to
assess their credibility.

Under the condition of a large population, the construc-
tion of college students’ credit files can better establish a
social credit system. In view of the frequent occurrence of
social credit crisis, it is necessary to establish and improve
the credit mechanism documents. For the commercial credit
system of social development, the credit file system should be
gradually established from the college students’ credit files. It
is necessary to use the system in the future university credit
documents and improve the credit documents and settings,
which can better guide the university to implement the credit
system. It is not only of high education quality, the credit of
the evaluation is divided into credits to improve the educa-
tion of students’ credit and responsibility, but also of strong
sense of social responsibility, which is of guiding significance
for the development of the credit system.

3.3. Evaluation of Teaching Quality in Colleges and
Universities.There is less research on teachers’ teaching ability;
Professor Sun said, “the research on how to form the limited
literature research university teachers’ teaching ability and
teaching ability is the least, and the teaching ability to improve
teaching ability is more important.” This is a good summary of
the existing research on the teaching ability of university
teachers, but we still need to see the efforts of researchers.
The existing teaching ability of university teachers is mainly
to decompose the teachers’ ability from the perspective of
teachers. For example, from the perspective of the general
law of teaching activities, Zhou Yuanyuan thinks that the
structural teaching ability of teachers includes the ability to
organize and monitor teaching, the ability to communicate
with teachers or other students, the ability to use modern tech-
nology and information, and the ability to conduct teaching
research and lifelong learning. Tian Jinmei et al. constructed
a conceptual model of teachers’ teaching ability, including
teaching ability, knowledge promotion ability, training ability,
and method and tool application ability [21], by studying the
current situation of teachers’ teaching ability at home and
abroad and combining with many factors such as teachers’
living environment.

The structure of teachers’ teaching ability ignores the
main body of students in teaching. For example, Dean Dong
of Higher Education Research Institute of Yunnan University
said, “the students of Yunnan University are not the purpose
of education, but the service object. On the premise that
targeted teachers understand the needs of students, com-
bined with the existing structure of teachers’ ability, paying
attention to teacher development can help teachers develop
professional skills and form a harmonious relationship
between teachers and students.”

The structure of teachers’ teaching ability is stipulated in
teachers’ standard, including basic methods of teaching
major [22], teaching plan and preparation [23], teaching
management, teaching evaluation [24], and teaching
methods and strategies. According to this standard, the cor-
responding evaluation scale of teachers’ teaching quality is
established, that is, the scale is the evaluation of students’
using school. This is the expectation of teaching managers
of teachers’ teaching ability structure. Students’ behavior in
teachers is based on the scale of compatibility, in which a cer-
tain gap of students’ and teachers’ ability is worrisome. This
study uses the machine theory to analyze the teaching evalu-
ation data of students, and from the perspective of students
to rename and explain the factors mined, it also evaluates
from the perspective of teachers, to make a scientific and
rigorous teaching evaluation, from which we can infer the
teaching quality of the school.

3.4. Evaluation of Comprehensive Ability of Colleges and
Universities. At present, scholars have not formed a unified
understanding of “university comprehensive ability” [25].
Some scholars believe that from a macro perspective, the
composition of the comprehensive ability of colleges and uni-
versities can be divided into two aspects: hard power and soft
power, which is the result of the synergy of hard power and
soft power. The expression of hard power is the sum of com-
ponents in material form, mainly including human (teacher
resources, student status, etc.), financial (economic status,
etc.), material (fixed assets), and other hard indicators that
can be measured and quantified. Soft power refers to the level
of school management (school vitality and school efficiency),
school characteristics (school tradition and social prestige),
school spirit and cohesion, and other nonmeasurable or hard
to quantify soft indicators. “Comprehensive ability of col-
leges and universities,” in a broad and narrow sense, refers
to the comprehensive ability of regional higher education
relative to a country or a region [26]. It is the influence of
strength, resources, competitiveness, and innovation of col-
leges and universities, including the democratic political
environment, sustained economic development, harmonious
cultural atmosphere, good higher education foundation,
development potential, colleges and universities and many
other people, commodity content, information, resource
power, and top professors, standardized management,
advanced equipment, excellent core competitiveness and
creativity research, the impact of talent training quality, the
transformation of scientific research results, and the degree
of internationalization on economic and social development;
in a narrow sense, it refers to colleges and universities with
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operation intensity and operation level, including the princi-
ples and guiding ideology of the school, the quality of
teachers and students, education funds, infrastructure,
professional construction, scientific research efficiency, man-
agement level, and the reputation of the school. Combined
with these two aspects, this paper mainly studies the overall
strength of Guangxi institutions of higher learning from a
general point of view, which is to cultivate talents, scientific
research, and social services and support these functions to
achieve the required education philosophy, education funds,
teaching staff, science construction, infrastructure, organiza-
tional management, and other conditions [27, 28]. They are
the core factors of comprehensive ability evaluation in
colleges and universities.

The core of the comprehensive strength evaluation of
regional colleges and universities is to establish a scientific,
systematic, and operable evaluation index system. It itself
is a very complex system engineering, which not only
requires researchers to study the development logic of
the university itself based on the university and in-depth
but also the university to break through and master the
macro external environmental factors affecting the com-
prehensive strength of the university, such as the univer-
sity, social politics, economy, and culture. Therefore,
using the theory and method of machine science to study
the comprehensive strength of colleges and universities
and its influencing factors and on this basis to build a
scientific evaluation index system, this system is used as
an evaluation standard to conduct research on the com-
prehensive ability of other schools.

4. Results and Discussion

4.1. Analysis of the Results of College Room Performance
Prediction. In order to verify the influence of machine learn-
ing theory in the evaluation of education and teaching, this
paper takes the results of the “data structure” course of col-
lege students’ school in the past three years as an example
to form three groups of test samples, using the evaluation
model of machine learning theory, through simulation calcu-
lation as shown in Figure 3.

Figure 3 shows the comparison curve of simulation results
of three groups of samples. It can be seen from the figure that
the original scores of each group of samples increase with the
increase of evaluation value, which is consistent with the orig-
inal scores and evaluation values of qualitative relationship
between people’s understanding, indicating that the model
established in this paper is reasonable to a certain extent. How-
ever, according to people’s understanding, under the same
original score, the evaluation value of three groups of samples
should also show an upward trend, that is, the evaluation value
of sample 2 should be greater than the evaluation value of sam-
ple 1 and less than the evaluation value of sample 3. However,
Figure 3 does not reflect this trend well, which shows that the
model established in this paper still has shortcomings. The
main reason is that the accuracy of the training samples used
to establish the evaluation model is not enough. The existence
of certain errors also leads to the defects of this model.

4.2. Analysis of Credit Evaluation Results of College Students.
In order to verify the influence of machine learning theory on
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education credit evaluation, 201 college students are selected
for questionnaire survey, as shown in Figure 4.

In the survey results of college students’ credit status,
38.26% of the students think that the overall credit status of
college students is good and needs to be evaluated, and the
credit evaluation based on machine science theory has great
advantages; 22.68% of the students think that the overall
credit status of college students is good and should be prop-
erly supervised; 14.36% of the students think that the overall
credit status of college students is good and does not need to
be evaluated. Through the above data analysis, we can see
that most students are optimistic about the overall credit
status of college students. It shows that some learning educa-
tion does not link credit with credits, which leads to some
students not paying enough attention to credit. However,
some students think that the credit status of college students
is not very good, so colleges and universities need to evaluate
college students in time to improve their credit awareness.

4.3. Analysis of Teaching Quality Evaluation Results in
Colleges and Universities. The data used in this paper is from
the teaching evaluation data of 20 teachers in a department of
Changchun University of Technology. A total of 80 students
participated in the scoring, and a total of 1300 records were
obtained. In order to interpret the teaching ability of teachers
from the perspective of students, it is also hoped that the
samples can keep stable. Therefore, the average value of the
original data is taken as the overall summary of students’
evaluation of teachers as shown in Figure 5.

From the ideological data in the figure, it can be seen
from the evaluation results that the main factors determining
the basic teaching skills are teachers’ sufficient preparation

for lessons and serious investment in teaching, and other
indicators have no direct impact on the basic teaching skills.
These factors indicate that these factors should be empha-
sized in the evaluation of teaching.
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4.4. Analysis of Comprehensive Ability Evaluation Results of
Colleges and Universities. By analyzing the comprehensive
ability of colleges and universities and its influencing factors
and combining the comprehensive ability evaluation system
of colleges and universities with the principles and methods
of construction, we take Guangxi colleges and universities
as an example and use the theory of machine science to eval-
uate the comprehensive ability of colleges and universities,
and the content is shown in Table 2:

According to the ranking results of Guangxi and 8 nor-
mal universities planned for key construction, the national
key universities rank only Guangxi University, while other
universities rank below the average level in the country, rank-
ing in 300 ordinary universities, which shows that Guangxi
university education is not high. At the same time, from the
ranking of Guangxi universities, some are on the rise and some
are on the decline. These can reflect the quality of higher
education. The position and stability of the rankings reflect
whether the quality and development level of higher education
in the region is lower or higher than the national average.

5. Conclusion

It is very important to accurately express the results for vari-
ous aspects of prediction and evaluation and various factors
mentioned in this paper. No matter which learning machine
predicts any problem, colleagues need to establish a model
from the cause to the result, which mainly uses the existing
information and problems related to such information to
make reasonable inference, so as to deduce the results. For
example, the credit detection of college students mentioned
in this paper, some of which are known, can be used for the
simulation training of the machine learning system. As pro-
posed in this paper, the use of machine learning system can
avoid the uncertain factors of human evaluation. It is not
only the respect for teachers but also the affirmation of their
teaching level to evaluate and evaluate the education level
fairly and reasonably according to the various indicators of
teaching quality. This paper also finds that this method can
be used in the intelligent learning algorithm to predict a
wider range, such as population prediction and risk predic-
tion. This method plays an important role in the future
evaluation and prediction to promote the development of

the education industry and build the infrastructure for the
future development of the education industry.
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With the development of increasingly advanced information technology and electronic technology, especially with regard to
physical information systems, cloud computing systems, and social services, big data will be widely visible, creating benefits for
people and at the same time facing huge challenges. In addition, with the advent of the era of big data, the scale of data sets is
getting larger and larger. Traditional data analysis methods can no longer solve the problem of large-scale data sets, and the
hidden information behind big data is digging out, especially in the field of e-commerce. We have become a key factor in
competition among enterprises. We use a support vector machine method based on parallel computing to analyze the data.
First, the training samples are divided into several working subsets through the SOM self-organizing neural network
classification method. Compared with the ever-increasing progress of information technology and electronic equipment,
especially the related physical information system finally merges the training results of each working set, so as to quickly deal
with the problem of massive data prediction and analysis. This paper proposes that big data has the flexibility of expansion
and quality assessment system, so it is meaningful to replace the double-sidedness of quality assessment with big data. Finally,
considering the excellent performance of parallel support vector machines in data mining and analysis, we apply this method
to the big data analysis of e-commerce. The research results show that parallel support vector machines can solve the problem
of processing large-scale data sets. The emergence of data dirty problems has increased the effective rate by at least 70%.

1. Introduction

1.1. Background.With the continuous improvement of infor-
mation technology, the data model has become highly com-
plex, and the scale of data has also grown rapidly. The
whole society has entered the era of big data. In recent years,
my country’s e-commerce has developed vigorously and on a
large scale, and it has become the world’s largest Internet
market. At the same time, with the development of informa-
tion technologies such as cloud computing and the Internet
of Things, rapidly expanding data has brought mankind into
the era of big data. It has become possible to use big data
technology to analyze the development of the regional e-
commerce industry chain and provide corresponding guid-
ance. Due to differences in the economic development status
of different regions, the construction of e-commerce infra-

structure, and the online shopping habits of local residents,
the differences in the level of regional e-commerce develop-
ment have been created. The rapid rise of big data has
become a link to the ternary world. With the development
of big data, the role of e-commerce in the network economy
is becoming more andmore important, and vigorously devel-
oping e-commerce has become the primary task of all coun-
tries and regions.

1.2. Significance. E-Commerce is one of the hottest topics
nowadays, and it is also one of the fields with the most devel-
opment potential. Countries around the world have listed e-
commerce companies as strategic industries for develop-
ment. At the same time, due to the rapid development of
the network economy, big data will also become a strategic
decision for countries to seize development, and the control
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and use of data will become the core competitiveness of the
future society. Regional e-commerce development research
based on big data analysis will enhance the development of
e-commerce in the region and better promote governments,
enterprises, and other institutions to obtain benefits from big
data, so as to lay the cornerstone of the big data industry and
improve service capabilities and operation efficiency, etc.
The development of e-commerce will inevitably have a huge
impact on the organizational structure of traditional enter-
prises and cause changes in corporate management. The
positive significance of e-commerce to the development of
small- and medium-sized enterprises is very significant,
and the development of e-commerce activities has become
an urgent need for small- and medium-sized enterprises. e-
Commerce breaks through time and geographical restric-
tions, creating good conditions for small- and medium-
sized enterprises and large enterprises to compete on an
equal basis. Especially when information technology is
widely popularized and the transfer of technological achieve-
ments is accelerated, small- and medium-sized enterprises
can use e-commerce to put new products on the market fas-
ter than large enterprises.

1.3. Related Work. With the vigorous development of e-
commerce in China, more and more enterprises in China
have begun to use the powerful capabilities of e-commerce
to create new profit growth points, which has enabled many
scholars and professionals to carry out in-depth theoretical
and practical explorations. But referring to the current
research, we found that the research on the factors affecting
the profit of e-commerce companies is nonsystematic, uni-
lateral, or inclined to management. Yang pointed out that
this article integrates the e-commerce situation, corporate
financial model, corporate performance, and other elements
into the same overall framework; analyzes the internal con-
nections between different elements; and then perfects
related corporate financial management theories. With ref-
erence to relevant research results at home and abroad, the
influencing factors of financial processing procedures and
financial management models of e-commerce enterprises
are deeply studied. In addition, a financial management
model that is suitable for e-commerce companies and con-
forms to the characteristics of e-commerce companies has
been constructed, but so far, my country’s e-commerce
economy still lags behind foreign countries in some aspects
[1]. Yuen pointed out that this article is based on the Inno-
vation Diffusion Theory (IDT) and analyzed the customer’s
intention to use self-pickup as the last mile delivery method.
It is assumed that innovative characteristics are the key fac-
tors that affect customers’ willingness to use self-service
pickup services. Demographic characteristics were also
tested. The survey data was collected from 164 consumers
in Singapore and analyzed using hierarchical regression
analysis. The results show that among the five key character-
istics of innovation, relative advantages, compatibility, and
trialability have a positive impact on customers’ willingness
to use self-service pickup services. The study also found that
the first step to improve customer willingness is to integrate
self-collection into consumers’ lifestyles, values, and needs.

In addition, the marketing method of self-service pickup ser-
vice should have obvious advantages over other last-mile
delivery methods, but for some customers, door-to-door
delivery is more satisfactory [2]. Tawalbeh pointed out that
mobile devices are increasingly becoming an indispensable
part of people’s daily lives, facilitating various useful tasks.
Mobile cloud computing combines mobile and cloud com-
puting to expand its functions and advantages and overcome
its limitations, such as limited memory, CPU power, and
battery life. Big data analysis technology can extract value
from data with four Vs: quantity, variety, speed, and authen-
ticity. This article discusses the role of online healthcare and
mobile cloud computing and big data analysis in its imple-
mentation. With the adoption of cloud computing in health-
care, the motivation and development of network healthcare
applications and systems have also been revealed. Describe a
cloudlet-based mobile cloud computing infrastructure for
medical big data applications. The technology, tools, and
applications of big data analysis are reviewed, but network
delays still exist in the process of remote surgery [3]. In
recent years, more and more IT industries have begun to
pay attention to the impact of IT applications on the sustain-
able development of the environment, including companies
such as IBM and HP. Simon Mingay defined green IT and
believed that IT organizations should not only understand
green IT in terms of energy efficiency. But his research does
not consider the application of green industry in other areas,
which has limitations [4]. Hegmin-Younger et al. made a
comparative study on the overall mean imputation method,
group mean imputation method, thermal card method, and
regression imputation method when analyzing the relation-
ship between college students’ performance before and after
enrollment. It embodies the content of big data to meet the
green challenge. But his research did not introduce specific
algorithms [5]. In the research, someone defined a knowl-
edge base of preattack results to realize the causal association
method of association analysis. Experiments show that this
method can dig out the essential connections between inde-
pendent alarm information, but the result of the scene con-
struction is very dependent on the expert knowledge base.
The completeness and correctness of the knowledge base
construction greatly affect the results of the association anal-
ysis [6]. With the rapid development of the Internet, IP data
services have been rapidly popularized. IP data services are
uncertain and unpredictable, and WDM networks use
fixed-size wavelengths as the smallest granularity to allocate
bandwidth to services. However, due to the diversity of ser-
vices, it is difficult for WDM networks to adapt to service
requests of different granularities, resulting in low spectrum
utilization [7].

1.4. Main Content. The main purpose of this paper is to use
big data information technology to analyze the influencing
factors of the development of e-commerce enterprises, ana-
lyze the evaluation results, and combine the development
of the domestic economic environment to propose targeted
and construction to promote the development of e-
commerce industry. Sexual opinions have contributed to
the development of the domestic economy. First, the big
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data preprocessing technology and methods are introduced
in detail. Generally speaking, the data we use are often
incomplete and inconsistent and are greatly affected by
noise. Data cleaning is the use of various cleaning techniques
to remove “dirty data” and obtain “clean” consistent col-
lection of data. The next step is to conduct experiments
on the research of big data quality evaluation standards
and analyze it through big data prediction in the field of
e-commerce. From the perspective of data availability, it
can be evaluated from two aspects: accessibility and time-
liness. Finally, the use of parallel support vector machines
to analyze big data in the field of e-commerce has certain
theoretical and practical significance for solving the prob-
lems of big data quality evaluation and predictive analysis
in the field of e-commerce. From the point of view of the
time to predict data, the parallel support vector machine
only takes about one-seventh of the time of the traditional
support vector machine, which shows the advantages of
the parallel support vector machine in processing large-
scale data sets. It is more effective than traditional support
vector machines. The experimental results show that the
parallel support vector machine has a good effect in pre-
dicting and analyzing data, both in accuracy and
efficiency.

2. Big Data Preprocessing Technology Method

2.1. Data Cleaning. Generally, the data we use often has
incomplete information and inconsistencies and is greatly
affected by noise. Data cleaning is the use of various cleaning
techniques to remove “dirty data” and obtain “clean” consis-
tent collection data [6, 7]. Data cleaning is divided into the
following categories:

(1) Cleaning of duplicate data
Delete the duplication in the data volume to ensure the

speed and accuracy of data generation. There are two or
more instances of the same object, and the data focus is
returned as repeated data. Usually, in order to see the mean-
ing of repetition, it is necessary to compare each example
one by one, and then determine a common example. Statis-
tical methods are usually used to test the numeric attributes
of cells, and the attributes of different attributes and even the
default values of different numeric attributes are based. In
this way, information of anomalous nature can be deter-
mined, and the amount of duplicate data can be determined
and avoided [8, 9].

(2) Missing data cleaning
In many fields, missing data is a complex and difficult to

avoid problem. Due to improper operation, confidentiality
of information, or unreliability of data sources, the contents
of the data set are incomplete and incomplete. In data min-
ing, the lack of data will cause many problems [10]. For
example, if the wrong model is applied to the grassroots sys-
tem, there will be serious differences in the evaluation and
implementation of the effectiveness of resource management
rules and the accuracy of export rules. Many modern
methods can be used to clean fluids. Clothing can be divided
into two categories:

(1) Ignore Incomplete Data. Incomplete data is ignored,
and its characteristics and examples can be deleted.
Its advantage is that when the data is too small, too
small to collect complete data, the data will be very
effective. Its drawback is that when a large amount
of incomplete data is in the subset, a smaller number
can be obtained after deleting from the file, which
can only increase the representativeness of the
model and greatly reduce the reliability of the
model [11, 12]

(2) Missing Value Interpolation Method. Because the
neglect method is likely to delete useful information,
after being ignored, useful information may also be
deleted to complete incomplete data. How will it
make up for these missing values? Replace the value
with the value closest to the data, and obtain the
obtainable value of the quantity and quality of the
data. The supplement will provide potentially
valuable data, more information about the sample
than the method used by the despised person, and
will not lead to deviation of the data analysis
results, making the designed model extremely
unreliable [13]

(3) Noisy Data Processing. Usually, we assume that the
data set is data mining without interference. How-
ever, in real life, due to various reasons, in the pro-
cess of data collection, a large amount of noise data
is often generated, which we call “outliers.” If the
data range is not reasonable, it may be difficult to
ensure the quality of input and output in the data
mining process, resulting in inaccurate results. So
there are usually two ways to process voice control
data. The first is fractal technology. The preliminary
data is divided into different containers, and the data
is smoothly displayed with corresponding values,
including measuring two wide and deep containers.
The second method is to use the group method for
outlier analysis [14, 15]

2.2. Data Integration. In the context of big data, data sources
are often diverse, and data integration is to store data in dif-
ferent databases into a unified data store. Obviously, it is not
feasible to forcibly merge two databases of different designs.
This often leads to redundancy and inconsistency of data
sets. Therefore, how to match the patterns and objects of
multiple data sources is the main problem solved by data
integration [16]. The following problems are mainly solved
in data integration:

(1) Mode Integration. Integrate metadata from different
data sources [17]

(2) Entity Recognition Problem. Matching equivalent
entities from different databases [18]

(3) Data Redundancy. The same entity will have its cor-
responding attribute representation in different data-
bases [19]
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(4) Data Value Conflict. In the real world, metadata is
very different, because there are big differences
between different ratios and different codes. For
example, the size attribute is based on the metric sys-
tem in one system and the British system in another
system [20]

2.3. Data Transformation. Finding the characteristic repre-
sentation of data is the core of data transformation. Through
dimensional transformation or transformation, the number
of effective variables is compressed, or the invariant of the
data is found, and the data is transformed into a data suit-
able for various mining modes through methods such as
normalization, switching, and projection form [21]. Com-
monly used transformation methods include the following:

(1) Function Transformation. Use some mathematical
functions to map each attribute value

(2) Normalize the Data. Make the data scaled propor-
tionally, and it is easy to reduce the scope [22]. In
order to avoid excessive reliance on individual cate-
gories and algorithms and correct imbalances, some
factors may need to be considered

2.4. Data Protocol. In today’s information age, with the
increasing scale of data sets, higher requirements are placed
on data mining technology. However, the analysis and min-
ing of massive data not only increase the complexity of the
technology but also greatly extend the mining time, which
is a huge challenge for data mining research. In response
to this type of problem, the technology of data entry comple-
tion can be used to replace a large amount of original data;
although its scale is much smaller than the data itself, it also
retains the integrity and exclusivity of the original data. For
complex and huge data sets, the data reduction step is essen-
tial. It can not only effectively reduce mining complexity and
mining time but also has good and reliable mining quality
[23]. Data reduction techniques mainly include dimension
reduction, data compression, discretization, data cube tech-
nology, data block reduction, and concept hierarchy genera-
tion methods.

3. Big Data Quality Evaluation Standard
Research Experiment

First, let us briefly introduce the self-organizing competitive
neural network (SOM). The SOM artificial neural network
will simulate the function of the human brain neural net-
work. The network consists of an input layer and an output
layer. The input neurons are a one-dimensional matrix that
receives the input signals of the network. The output layer is
arranged by neurons in a certain way into a two-dimensional
node matrix. The number of neurons is from the corre-
sponding number. The vector based on the signals received
in the network and the neurons from the network stand in
a specific way in an X-ray matrix X-ray node target. When
the network receives a signal, the neurons in their input layer
are connected to the neurons in the output layer.

The network initialization assigns small random num-
bers to the weight vectors of the output layer and normalizes
them to obtain wðj = 1, 2,⋯,mÞ, establish the initial win-
ning field Nð0Þ, and the initial learning rate η value. m is
the number of neurons in the output layer [24].

1
2 η =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N +wi að Þ

mÞ :

s
ð1Þ

An input pattern is randomly selected from the training
set and normalized to obtain Xði = 1, 2,⋯, nÞ, where n is the
number of neurons in the input layer.

η =Nj xm −wij tð Þ
� �

: ð2Þ

Calculate the dot product of X and w, and find the win-
ning node j with the largest dot product. If the input mode is
not normalized, the Euclidean distance should be calculated
according to equation (2), and the winning node with the
smallest distance should be found from it.

dj = Xt −Wj

�� �� =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
m

j=1
Xi −Wj

� �2vuut : ð3Þ

Let j be the center to determine the weight adjustment
domain at time t. Generally, the initial domain N ð0Þ is large,
and N ðtÞ shrinks with the training time during the training
process.

j ∈N∗
j tð Þ: ð4Þ

Adjust the weights of all nodes in the winning field N ðtÞ

wij t + 1ð Þ =wij tð Þ + a t,Nð Þ: ð5Þ

Before introducing structural risk minimization, first
introduce the following concept: Suppose VC-dimension h
is finite, then the following formula holds with probability
≥1 − η:

R að Þ ≤ Remp að Þ+∀a ∈ ∧, ð6Þ

where η is a small integer:

ε = 4 ln 2 Ð
h

+ 1
� �

‐ln ln η

4
� 	� 	
 �

/
ð
: ð7Þ

For the linearly separable training set, its samples all
meet the following conditions:

yi w ⋅ xið Þ + bð Þ − 1 ≥ 0: ð8Þ

Then, looking for the optimal classification surface of the
training set Ω is to satisfy the condition of equation (3) to
solve the hyperplane equation that minimizes ‖w‖ [25]. This
is a typical constrained optimization problem, so after
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transforming the problem of minimization into a problem of
minimizing equivalently, equation (9) can be obtained:

min 1
2 wk k2: ð9Þ

Generally, to solve the convex quadratic optimization
problem of equation (9), it can be solved by converting it
into its dual problem by Lagrange optimization method, as
shown in equation (10).

max 〠
N

i=1
ai −

1
2〠

N

i=1
〠
N

i=1
yiyjaiaj xi ⋅ xj

� 
: ð10Þ

i in equation (10) is the Lagrange multiplier correspond-
ing to the constraint condition [26, 27]. We can know that
the edge hyperplane is only related to a few samples on its
plane. These samples are what we call the support vector;
that is to say, the Lagrange multiplier k corresponding to
the support vector Xk must be greater than 0, and X must
be the following conditions:

1 − yi w ⋅ xið Þ + bð Þ = 0: ð11Þ

From equation (11), we find b in the classification func-
tion:

b = yk −W ⋅ Xk = yk − 〠
aj>0

ajyj X j, Xk

� 
: ð12Þ

In this way, we can get the expression of the classifica-
tion function f ðxÞ:

f xð Þ = sgn W ⋅ Xð Þ + yk − 〠
aj>0

ajyj X j, Xk

� " #
: ð13Þ

Since it is not necessary to ensure that the training sam-
ples are classified correctly in all cases, sometimes we need to
weigh the empirical risk and generalization ability. This is
the approximate linear separability problem [28]. This kind
of problem can be obtained by adding a relaxation factor §
to the original problem, and formula (14) can be obtained:

min
w,b,ξ

= 1
2 wk k2 + C〠

N

i=1
ξi: ð14Þ

The nonlinear separability situation means that there is
no hyperplane for a training set that can directly separate
the two types of samples. To solve this kind of problem, a
nonlinear transformation function, that is, a kernel function
can generally be used to map the training sample data to a
high-dimensional space to make it linearly separable [29].
The optimization problem after introducing the kernel func-
tion can be expressed as:

〠
N

i=1
yiai = 0: ð15Þ

4. Big Data Predictive Analysis in the Field of e-
Commerce

4.1. e-Commerce Mobile Computing. The data used in the
experiment in this article comes from the “searching glasses
sales ranking 100 pages of baby data” provided by a data
provider. The purpose of this experiment is to use the sup-
port vector machine parallel method to predict the sales of
glasses. Although before doing the experiment, we hope that
the larger the amount of experimental data, the better, but

Table 1: The basic information of 7 numerical variables in the data set.

Statistical magnitude Collection Original cost Price Discount Has evaluation

Least value 0 1 1 0.05 0

Lower quartile 186 22 15 0.42 52

Median 524 57 29 0.7 124

Mean 2095 141 71 0.6914 686

Upper quartile 1538 180 94 1.00 318.00

Maximum 900 2380 1850 11.00 5459.7

Missing value 0 8 8.00 0.00 8
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Figure 1: The frequency of missing values for only four variables.
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because the data acquisition is really difficult, in the end, we
only obtained about 5,000 data. Some of these 5000 data
have certain problems. We need to analyze the entire data
set through the following data processing and quality evalu-
ation. First of all, let us take a look at the situation of the col-
lected data. There are 5,000 pieces of data collected and 7
variables in total. Two of the seven variables are text vari-
ables: credit and commercial name; the other five variables
are numerical variables: collection, original price, price, dis-
count, and postage; therefore, we first analyze the seven
numerical variables in the data set that makes a summary,
as shown in Table 1:

We know that some of the product names in the product
name are repeated, and the highest frequency reached 5,
indicating that the data we have taken may be repeated,
and we need to delete the repeated values; from the perspec-
tive of credit, the main points are there are six types of “AA,
A, BB, B, CC, C,” so we need to convert the data to facilitate
our next analysis. In summary, we know that the data set
contains at least missing, duplicate, outlier, and zero vari-
ance phenomena, so we need to clean the data to get a
high-quality data set that can be used for analysis.

As shown in Figure 1, when we know that there are miss-
ing values among the 7 variables, the frequency of missing
values for only four variables is 0, especially for the descrip-
tion score, service score, and shipping score as high as 24
missing values. The maximum and minimum values of the
variable of the main credit ratio are both 8, which means
that all the data of the variable is 8, which means that the
variable has zero variance and is invalid information and
the description points, service points, and shipping points.
The highest value of is greater than 5, and the minimum is
basically above 4.4, but according to the rules, we know that
the score is between 0 and 5, indicating that the sampling
information is not accurate, and some data has abnormal
values. Therefore, data cleaning must be necessary for the
data, and the “dirty data” can be filtered out before the fol-
lowing analysis can be carried out. In the next step, we will
perform a summary analysis on the two text variables.

This section is to provide data preprocessing and quality
evaluation for the following data analysis work. First, we
preprocess the 5000 “glasses” data we have collected and
finally get 3953 data that can be used for quality evaluation.
Next, the quality of this part of the data is evaluated. Each
quality dimension has its corresponding quality element,
and the quality element corresponds to its index. The pur-
pose of establishing an evaluation baseline is to compare
the data set with the quality dimension after data prepro-
cessing to see if it meets the evaluation baseline. If it meets
the evaluation baseline, it can be used for data analysis. Oth-
erwise, data collection must be performed again. The specific
process is shown in Figure 2.

In the process of data preprocessing, each step is to pro-
cess the data set into a data set that can be used for parallel
SVM predictive analysis. For example, in the data cleaning
process, we cleaned the “Taobao” data set for missing values,
duplicate values, outliers, and zero variance; in the data
transformation process, we processed the data in the “credit”
dimension numerically; data specification in the link, we

made a correlation analysis and deleted the dimension that
has a lower correlation with the “30 glasses volume” dimen-
sion. In the end, we get 1598 data with a dimension size of 7.
This part of the data can be used in the following data qual-
ity evaluation, as shown in Table 2.

Glasses data
collection

Eye data
processing

Conduct
quality

assessment

Reliable nature

Visual 
examination of

coating
Usable nature

It is formed by
the above five
dimensions

Determine if the data
meets the evaluation

Get the predicted
results 

Figure 2: Glasses data quality evaluation and predictive analysis
process.

Table 2: The basic situation of two textual variables in the data set.

Product name Frequency Credit Frequency

Bow 24 Star 1372

Sun glasses 21 4 drill 519

Spectacle frame 20 3 blue crown 438

Polariscope 18 5 drill 418

Buy frames 17 1 blue crown 322

Authentic sunglasses 17 2 blue crown 328

(Other) 20 (Other) 1598
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Here is a point to explain, because the data we collect
comes from this e-commerce platform; the method of data
integration is not used in the data processing process. How-
ever, this method is also indispensable when analyzing other
e-commerce big data. For example, when we need to analyze
the sales of “iPhone X” mobile phones on these two e-
commerce platforms in a certain quarter, we must use data
integration technology. Integrate data from two different
platforms for analysis.

As shown in Figure 3, the frequency of “AA” credits is
the largest, namely, 1050, followed by the frequency of
“BB” credits reaching 421, followed by “A” and “B”; the low-
est frequency is “CC” and “C.” From the distribution point
of view, the credit distribution of the sampled data is rela-
tively uniform. Therefore, the digitization is further carried
out according to the level of credit, the value of high credit
is high, and the value of low credit is low, and the final dig-
itization result is as above.

4.2. Forecast and Analysis of the Development of e-Commerce
Enterprises. In this section, we evaluate the quality of the
“clean” data obtained after data preprocessing. The method
of quality evaluation is to compare the data to be evaluated
with the evaluation baseline formed by the five dimensions
of availability, usability, reliability, relevance, and appear-
ance quality. From the perspective of data availability, it
can be evaluated from two aspects: accessibility and timeli-
ness. Accessibility usually refers to the difficulty for users
to obtain data. This data is the sales data of a certain prod-
uct. It is an open that the data can generally be obtained
through Internet search or data providers, so the data acces-
sibility is relatively high; timeliness usually refers to whether
the data can be quickly obtained during the collection pro-
cess, and the data is for the current task. Whether it is the
latest data, after communicating with the “glasses” data sup-
plier, it shows that the data has good timeliness, as shown in
Table 3.
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Figure 3: Further numerization is carried out according to the level of credit.

Table 3: The shows that the data has good timeliness.

Construction stage Cost management content Calculation basis

Investment
decision stage

Project proposal, feasibility study,
and preparation design task book

Prepare investment estimates
Investment estimation indicators, previous

similar project cost data

Design phase Initial design
Preparation of the overall design

budget
Preliminary design drawings, relevant

budgetary quotas, or budgetary indicators

Bidding stage Bidding
Compile the block price (mark

bottom) to determine the contract
price

Construction drawings, consumption
quota, and relevant funding standards

Construction
stage

Contract/project implementation Control cost, stage settlement Control according to the contract price

Completion
acceptance
stage

Completion acceptance Completion settlement/final accounts
Completion settlement (final accounts)

and other documents
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As shown in Figure 4, from a reliability perspective, reli-
ability generally refers to how much we can trust this part of
the data. We searched the top 10 eyewear shops in the data
set on the Internet and found that by comparing some of
the data, the data is basically consistent with the real data,
which shows that the data set is very reliable. From a usabil-
ity perspective, we can see progress in three areas: accuracy,
consistency, and completeness. Accuracy means that the real
data and complete information next to the data are free of
incompleteness and omissions. For the study of these two

indicators, we use data cleaning in data preprocessing to
eliminate duplicate data, missing data, and abnormal data,
and irrelevant data is processed, and the “clean” data
obtained meets these two indicators; consistency usually
indicates whether the logical relationship between data and
data is clear. Our research found that the data dimensions
in the “glasses” data set are in addition to “credit.” The data
of the dimensions are all expressed in numerical values. In
order to facilitate the data prediction and analysis in this sec-
tion, we use the data transformation in the data
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preprocessing to numerically process the data expressed in
Chinese characters in the dimension “credit” to ensure the
data consistency.

As shown in Figure 5, from the perspective of relevance,
relevance refers to whether the data is suitable for the cur-
rent task. The purpose of this experiment is to predict the
“30-day sales of search glasses,” so in order to make the pre-
diction results more accurately, we conducted a correlation
analysis on the data set through the data specification in
the data preprocessing. Through correlation analysis, we
selected the dimensions related to sales volume for analysis,
while other dimensions were deleted. The remaining dimen-
sions are “evaluated, discount rate, postage, 30-day transac-
tion volume, service points, delivery Goods points,
description points, and the refund rate in the past 30 days”;
from the analysis of appearance quality, it is used as an addi-
tional attribute to improve user satisfaction. It usually indi-
cates whether the data can be clearly understood by
people. From the data we get from the description point of
view, it includes “collection, reputation, page views,” etc.,
which are all easy-to-understand terms, and the content of
the data is also very clear, all expressed by numerical values,
so the data has a high appearance quality. After data quality

evaluation, we finally got a total of 3953 useful data with a
dimension of 8.

As shown in Figure 6, the sales volume of glasses can be
predicted by analyzing the dimensions related to the “30-day
trading volume of search glasses.” We divide the experimen-
tal process into two steps. The first step is to use the training
algorithm to get the training model, that is, to find the
hyperplane that classifies the data. The second step is to
judge whether the training model is accurate by predicting
the test set in the data set, so as to verify whether the training
algorithm is effective. In the data set of the experiment, the
data is divided into two parts: the training set and the test
set. The first 70% (2767) data are used as the training set
data, and the last 30% (1186) data are used as the test set
data.

This experiment was carried out on a PC (2.40GHz
CPU, 16GB memory), the experiment platform was
MATLAB 2017b, and the experiment environment was the
LIBSVM toolbox. All experiments use Gaussian kernels,
and the kernel parameters and penalty parameters are deter-
mined by grid search. The grid search range of the kernel
parameter P and the penalty parameter C is between -10
and 10, and the step size is 0.5. Take each job, the kernel
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Figure 6: Glasses data quality evaluation and predictive analysis process.

Table 4: Kernel parameter P and penalty parameter C are used as training.

Parameter Search Punishment Optimal Scope Comprehensive

Parallel 1.5 2.5 4.5 -1.5 6.0 4.5

SVM 2.5 3.0 2.0 7.5 4.0 2.5

LIBSVM 7.5 6.0 4.5 5.0 5.0 10.0
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function parameter P and the penalty parameter C with the
highest corresponding accuracy on the subset are used as the
optimal parameters for training, as shown in Table 4.

Before doing the parallel SVM prediction model, we first
use the SOM self-organizing neural classification algorithm
to group the 2767 data in the training set and set the maxi-

mum number of cycles T to 64. According to the SOM self-
organizing neural classification algorithm, we get 64 sets of
data, according to parallel algorithm, assign these 64 groups
of data to a computing core of parallel operation and run the
SVM fitting algorithm to find the support vector, and get
each support vector subset SV. The support vector subsets
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are combined to obtain the support vector set SV, and the
SVM fitting algorithm is used for it, and the grid search
method is used to select the optimal kernel parameter P
and the penalty parameter C. After that, we use the obtained
optimal kernel parameter P and penalty parameter C to train
the entire support vector set SV to obtain the prediction
model of the parallel SVM. Finally, the model is used to pre-
dict 1186 data on the test set, and the prediction result is
obtained.

In order to verify the efficiency and accuracy of the sup-
port vector machine parallel algorithm, we also used tradi-
tional SVM to perform prediction experiments on this data
set. The experimental configuration all adopts the default
configuration of LIBSVM, and the experimental results are
as follows:

As shown in Figure 7, when performing parallel predic-
tion, we found that the computer’s memory usage has
increased significantly. This is because when the parallel
algorithm is executed, the computer first allocates 64 sets
of data obtained through the SOM algorithm to the com-
puter’s 64 operation core, and fitting at the same time, the
whole running time is 106 seconds. We first used the
obtained prediction model to predict 2767 data on the train-
ing set with a prediction accuracy of 93.26%; then, we pre-
dicted 1186 data on the test set with a prediction accuracy
of 70.48%.

When using traditional SVM for predictive analysis, the
computer’s memory occupancy has almost no change. This
is because the serial algorithm used by traditional SVM does
not occupy too much computer cores, and the entire system
runs for 779 seconds. Similarly, we first use the prediction
model obtained by traditional SVM to predict 2767 data
on the training set with a prediction accuracy of 93.09%;
then, we predict 1187 data on the test set with a prediction
accuracy of 58.09%.

As shown in Figure 8, through the comparison of the
above two sets of experiments, it is found that the prediction
accuracy of the two sets of experiments on the training set is
about 93%, which can show that the prediction models of
parallel SVM and traditional SVM are accurate. From the
comparison of prediction accuracy, the accuracy of the par-
allel SVM is much higher than that of the traditional SVM.
This may be because the parallel SVM extracts a large num-
ber of useful support vectors during the execution process
and deletes the support that has no influence or side effects
on the classification results. Vector thus ensures that the
classifier has good generalization performance, and from
the time of predicting data, parallel SVM only takes about
one-seventh of the time of traditional SVM, which shows
that parallel SVM is in processing large-scale data sets. It is
more efficient than traditional SVM. The experimental
results show that the parallel SVM plays an excellent role
in predicting and analyzing the data, both in terms of accu-
racy and efficiency.

5. Conclusions

With the development of information technology, big data
has become popular in all industries, and the great value of

big data has been widely recognized. Bad data leads to inef-
ficiency and often leads to serious wrong decisions, and the
quality of existing big data does not even have a standard.
High-quality data is important for analyzing and using big
data and ensuring its value. How to ensure the quality of
big data and how to ensure the information and knowledge
behind the data have become an important issue in the
industry and the scientific community. In addition, in order
to analyze the big data in the field of e-commerce, this topic
uses support vector machines for research. Although there
are many documents on big data research at present, there
are still few studies on the quality evaluation of big data,
and the research level of this article is limited. There are
many shortcomings. In terms of quality standards and eval-
uation processes, they should be measured according to the
standards of authoritative experts. Especially people like
big data are still in the cutting-edge technology of the con-
tinuous cognitive process. As time progresses, the amount
of data will inevitably become larger and more complex,
the dimensions and indicators will inevitably have errors,
and the evaluation system will not be able to adapt to the
future development of data, but I believe that these issues
will continue to be studied in the future has been solved.
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The rapid development of mobile Internet and Internet of Things makes the future network face higher speed, lower delay, and
higher reliability. Because this edge computing becomes the most likely network architecture to realize the vision of intelligent
R&D and technological innovation, it has attracted wide attention. Edge computing can meet the high computing needs of
mobile devices with limited resources by using computing-intensive tasks from the mobile device open platform to nearby
edge computing servers. This paper mainly studies the open platform of intelligent R&D and technology innovation
management service based on edge computing, which can study the characteristics of edge computing more. The
characteristics of edge computing will have a certain impact on the open platform strategy. This paper mainly uses the edge
computing algorithm, model, edge computing time-to-time optimization open platform policy, platform function investigation
experiment, platform module analysis, and other methods to study the open platform of intelligent R&D and technology
innovation management service based on edge computing. This can better meet the actual application and improve the effect
of the open platform which can better meet the different needs of the open platform. The results show that the number of
users in the useful task open platform increases by 27.4% in the open platform of intelligent R&D and technology innovation
management services based on edge computing. The platform can also meet the simulation of different scenes well, and the
edge algorithm has some advantages in comparison with other algorithms.

1. Introduction

In November 2016, many technology companies led by
Huawei jointly initiated the edge computing industry alli-
ance, elaborating the functional design of the framework.
Meanwhile, the International Electrotechnical Commission
also issued a white paper on the intelligent application of
the vertical industry, which introduced the important value
of edge computing for vertical industries such as
manufacturing. All kinds of signs show that the cooperation
of all parties in “government, industry, university and
research” is promoting development and application of edge
computing in various industries.

Edge computing has been widely used in the commercial
field. Among them, Internet enterprises hope to extend the
existing cloud service capabilities to the edge network with
the help of their own advantages in the service industry,
improving the technical position of the enterprise in the

consumer Internet of Things and industrial Internet by
strengthening the relevant performance of the access side
network. Cisco, as the initiator of the concept of fog comput-
ing, has planned the overall framework of edge computing
from its own aspects, including publishing edge side dedi-
cated network hardware equipment for intelligent
manufacturing or Internet of Things scenarios, building
the IOS application framework by using software definition
and other technologies to restructure edge side capabilities.
Microsoft released edge products such as “Azure IOT edge,”
and for Azure, cloud services enhance the ability of stream-
ing data analysis; Amazon released “AWS Greengrass” edge
side software, which seamlessly extends AWS cloud services
to devices.

When edge devices are collecting and preprocessing
data, if the current scene is a real-time system, the delay
effect of the module for the subsequent data analysis needs
to be considered. A data analysis system can be divided into
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the delay-sensitive type and the delay-tolerant type. For the
data analysis system with tolerable delay, the delay increase
to a certain extent does not seriously affect the performance
of such data analysis. Shi et al. believe that the popularity of
Internet of Things and the success of enriching cloud ser-
vices have promoted the emergence of a new computing par-
adigm called edge computing, which requires processing
data on the edge of the network. Edge computing may solve
the problems of response time requirements, battery life
limit, bandwidth saving cost, and data security and privacy.
This paper introduces several cases from the cloud open
platform to the smart home and city and implements edge
computing by collaborative edge. It puts forward challenges
and opportunities in edge computing, but it lacks specific
data [1]. Vallati et al. believe that the future smart R&D
and technology innovation cellular network is expected to
play an important role in the support of the Internet of
Things because of its ubiquitous coverage, plug and play
configuration, and embedded security. However, in addition
to connectivity, the Internet of Things also needs to be calcu-
lated and stored near sensors and actuators to support time
critical and opportunistic applications. Mobile edge comput-
ing is a new paradigm, which is in a standardized state. It is
expected to enrich the future broadband communication
network. With edge computing, traditional networks will
enhance their capabilities by placing cloud computing func-
tions in wireless access networks and in edge computing ser-
vices near end users. This distributed computing and storage
infrastructure will enable applications and services to be
deployed on the edge of the network, enabling operators
to provide virtualized environments for enterprise cus-
tomers and industries to achieve near end applications
and services, but they lack necessary experimental data
[2]. Since the concept of bitcoin was put forward by
Satoshi Nakamoto and then put into practice, Li et al.
believe that bitcoin has completely changed the world
economy in many ways by introducing scattered point-to-
point transactions. These transactions do not require inter-
mediary elements between traders, namely, banks; users
can access their resources directly, while maintaining a
comfortable Internet environment, but they lack numerical
analysis content [3]. Shi and Dustdar believe that research
on the adoption of intelligent R&D and technological inno-
vation usually evaluates the functions users use when using
these innovations. In this study, we identify internal factors
that affect intelligent R&D and technological innovation
defined by a medical information system, namely, elec-
tronic health records, and evaluate the results of the adop-
tion of individuals and groups using the system. The
multistatistical techniques such as communication, partici-
pation process, and innovation decision-making form,
which are modeled by a structural equation, can effectively
promote the adoption of intelligent R&D and technological
innovation for reference, but some of the discussions are
not accurate [4].

The innovation of this paper is to study the open plat-
form of intelligent R&D and technology innovation manage-
ment service based on edge computing by using the edge
computing algorithm, model, edge computing open plat-

form policy, platform function investigation experiment,
platform module analysis, etc., and it analyzes all aspects of
the open platform mode of management services and the
overall system frame The research on frame design and spe-
cial construction has certain scalability.

2. Edge Calculation Algorithm

2.1. Edge Calculation. Edge calculation, which is the core
idea of the paper, is used to sink computing, storage, and
network services to the network edge. On the basis of not
changing the original network architecture, a series of
devices near the network edge are used for auxiliary comput-
ing, and the data open platform originally needed to be
transmitted to the cloud computing platform to the place
closer to the terminal for local processing can achieve the
purpose of quick response and reduce the service response
delay. In edge computing, edge computing equipment is
usually an existing network device such as a switch, router,
and gateway on the edge of the network or a private edge
computing server connected by it [5, 6]. In addition, because
edge computing is to make up for the deficiency of cloud
computing, the combination of cloud computing and me
can give full play to their advantages and provide better ser-
vice quality for users. It is necessary to study a new cloud
edge computing network architecture based on edge com-
puting technology. It is necessary to consider that the com-
puting capacity and storage capacity of edge computing
equipment are usually limited, and a single cloud edge com-
puting device is usually limited in computing capacity and
storage capacity. Edge computing equipment may not be
able to process a large amount of data in effective time; how-
ever, there are many edge devices in the network. Therefore,
it is proposed to group multiple edge computing devices
based on the idea of distributed computing to form a distrib-
uted mobile edge network [7, 8]. When the user needs to
process the service, the service opening platform can be rep-
resented in the mobile edge network as shown in Figure 1.

2.2. Edge Local Calculation Model

2.2.1. Local CPU Execution. When the task open platform
policy determines that an edge calculation is performed on
the local CPU, the edge calculation does not need to be
uploaded through [9]. The delay is the total time before
the task plus the execution time of the task. The symbol t
and symbol f are, respectively, the execution time and wait-
ing time of task i, and h is the computing capacity of the
local CPU. Then, the task execution time can be expressed as

t = f i
h
: ð1Þ

Suppose that after the decision of open platform policy,
one edge calculation in the M edge calculation is performed
on the local CPU, and two edge computations need to be
performed on the edge computing server by open platform
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to meet the following requirements:

M1 +M2 =M: ð2Þ

Let i and j denote the task label and execution order exe-
cuted on the local CPU and the task label and execution
order executed on the edge computing server from the open
platform, respectively [10]. Then, we can get the waiting
time of task t as follows:

t = 〠
i−1

j=1
t: ð3Þ

2.2.2. Cloud Computing Model. The data of edge computing
needs to be sent to the edge computing server through the
transmitting device of the mobile device [11, 12]. Here, we
assume that the Tu unit can only upload one edge comput-
ing data to the edge computing server at the same time. If
the transmission power of the Tu unit is expressed as H(a),
then the transmission rate can be expressed as

H að Þ = r log2 1 + g að Þθ
Mr

 !
: ð4Þ

For a given task open platform strategy, we can get the
task set and execution order from the open platform to the
edge computing server. For edge computing, the following
two conditions need to be met before it can be executed by
the edge computing server [13]. Firstly, the data of the edge
computing has been uploaded to the task queue of the edge
computing server; secondly, the edge computing server is
idle and can execute a new edge computation. For the j-th
task among all the tasks that need to be executed on the edge
computing server from the open platform, if the symbol a
and the symbol h, respectively, indicate the completion time
of any upload and the completion time of execution, then we
can get

t j =〠
k≤j

a
h
: ð5Þ

For the task completion time, it is not only related to the
upload completion time of edge computing but also related
to whether the previous upload edge computation is fin-
ished [14].

2.2.3. Load Model of Edge Computing. The energy consump-
tion and time required for edge computing to be executed on
the local CPU and edge computing server are obtained.
Next, we use these data to construct an edge computing load
model [14]. The load can meet the personalized needs of dif-
ferent users and flexibly adjust the factors concerned.
According to the above analysis, the time t needed to com-
plete all edge calculation is as follows:

t =max t1,t2f g: ð6Þ

The energy required to complete all tasks f can be
expressed as

f = f1 + f2, ð7Þ

N1 +N2 =N: ð8Þ
We assume that the overall load of the system is

expressed as follows:

H = λt + λf : ð9Þ

The coefficients t and f , respectively, represent the
weight of edge calculation delay and energy consumption
in an open platform decision. The two coefficients satisfy
the above relationship [15, 16].

2.3. Edge Computing Model Cloud. The computing and stor-
age capacity of edge computing equipment is usually limited,
and a single edge computing device may not be able to pro-
cess a large amount of data in effective time; however, there
are many edge devices in the network, so it is proposed to
combine multiple edge computing devices based on the idea
of distributed computing to form a distributed mobile edge
network. When users need to process services, they can open
the service platform to the mobile edge network [17]. In the
meantime, the edge computation submitted by users is

Figure 1: Internet edge computing (http://alturl.com/ga3ct).
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divided into multiple subtasks first, then each subtask is rea-
sonably opened to each computing node in the mobile edge
network for parallel computing, and the results are returned
to the user, thus greatly reducing the transmission pressure
of the backbone network, reducing the computing pressure
of the cloud center, and reducing the service response delay
[18]. At the same time, because of the different computing
capacities and link communication speeds of each edge com-
puting device, it is very important to study an open platform
strategy for edge computing suitable for a distributed cloud
edge computing network considering the computing capac-
ity and communication resources of the equipment. The
edge computing model cloud is shown in Figure 2.

Low latency is one of the most important characteristics
of edge computing, which solves the problem of high trans-
mission latency when data is transmitted to remote cloud
servers for storage and processing [19]. Mobile devices get
high quality and low delay data service by connecting the
edge computing open platform to the nearby edge comput-
ing server, which avoids the problems of poor user experi-
ence caused by the lack of performance of mobile devices
and the high transmission delay of cloud computing
[20–22].

2.4. Time Delay Optimization Open Platform for Edge
Computing. The assigned subtasks are opened to each edge
computing device to obtain the minimum delay. In the edge
computing architecture, subtasks of the open platform on
each edge computing device can be expressed as r. There-
fore, the subtasks on K edge computing devices can form a
k-dimensional vector G. Assuming that the total task is
received by the edge computing device w, the total service
delay t can be expressed as follows:

f Gð Þ =max r
c
+w

n o
: ð10Þ

The solution of the task allocation coefficient f can be
transformed into the solution of vector g, so it is modeled
as the following optimization problem:

〠
k

i=1
G ið Þ = r: ð11Þ

I is the search space of feasible solution g, which is
expressed as follows:

I =
Yk
i=1

rmin, rmax½ �: ð12Þ

The fitness value of each dimension value is calculated
by optimizing the objective function TðgÞ. The fitness value
is used to evaluate the quality of dimension values and to
calculate the edge calculation radius and the number of edge
calculation results of each dimension value. The edge calcu-
lation radius and the number of edge calculation results s of

each dimension value G is calculated as follows:

S = A × tmin + ε

∑N
i=1 t Gð Þ − tminð Þ + ε

: ð13Þ

The edge calculation results are generated by the calcu-
lated edge calculation results s and the edge radius a. When
edge calculation occurs, a position offset will be generated
within the radius of the edge calculation. The offset is added
to z dimensions randomly selected from dimension value g,
thus generating new edge calculation results. The selected z
dimensions are calculated as follows:

z = round d ∗ S 0, 1ð Þð Þ: ð14Þ

The selected A dimensions form a set G. Therefore, the k
-th dimension of the result of the edge calculation in the set
G is expressed as follows:

G = A × S −1, 1ð Þ: ð15Þ

3. Experiments on Intelligent R&D and
Technology Innovation Management

3.1. Functions of Intelligent R&D and Technological
Innovation Service Platform. The intelligent R&D and tech-
nological innovation service platform is an organization sys-
tem which is aimed at supporting industrial development
and takes enterprises, especially small- and medium-sized
enterprises, as its goal. It provides public services for com-
mon needs of enterprise intelligent R&D and technological
innovation by effectively integrating advantageous resources
such as universities, scientific research institutes, science and
technology intermediary service institutions, and backbone
enterprises. The concept of intelligent R&D and technologi-
cal innovation service platform shows that the participants
of the organizational system are diverse, so the intelligent
R&D and technological innovation service platform has the
characteristics of openness. The purpose of intelligent R&D
and the technological innovation service platform is to serve
for a theme of intelligent R&D and technological innovation,
so it has the characteristics of service. The articles of associ-
ation, decision-making procedures, technical cooperation
and exchange, benefit distribution, and operation of the
intelligent R&D and technological innovation service plat-
form focus on the public service of intelligent R&D and
technological innovation of social industry and strive to pro-
vide conditional resource services, technological R&D ser-
vices, and technological innovation services for enterprises.
The function of achievement transformation service and tal-
ent training service. Intelligent R&D and technology innova-
tion service platform can achieve strong integration of
research institutions in the industry; combine relevant
industries, universities, and research institutes in the region;
avoid vicious competition in scientific research projects of
research institutes; avoid repeated investment among pro-
duction enterprises; and ensure good relations among tech-
nology development subjects, technology application
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subjects, and technology development and application
subjects.

3.2. Functional Requirements and Expandability
Investigation of Service Platform Construction. It is mainly
designed around the functional requirements and scalability
of service management platform construction. The first is to
investigate the basic information and the cognition of the
service management platform website. If you know nothing
about it, the questionnaire you fill in will be regarded as
invalid. The second is to understand the use of similar web-
sites, expectations of the service management platform, par-
ticipation motivation, usage habits, and interaction with the
platform. The last is to understand the evaluation of the
investigated objects on the current platform websites. In
view of the fact that the first choice of website service users
is the company’s internal staff, the scope of this question-
naire is limited to the company’s internal staff, who are the
initial seed level users. A total of 60 questionnaires were dis-
tributed, of which 50 were valid. The basic information of
the staff is shown in Table 1.

Node machine management module includes five sub-
modules, including node machine basic information man-
agement, node machine status view, node machine log
management, node machine power management, and node
machine user management, as shown in Table 2.

3.3. Platform User Management Module. First, when the sys-
tem initializes the service management platform, a default
user will be automatically established with the administra-
tor’s permission. After the user logs in, you can select user
management operation and establish, modify, or delete
users. When a new user is established, the corresponding
access rights to the user need to be assigned. Its access rights
can involve each node machine. To simplify operations, the
system will have default permissions: administrators and vis-
itors. Administrators will have all access rights, including

managing operations on other administrator accounts. Visi-
tors only have to modify their access password and view
information on node machines (no user information for
viewing node machines). Therefore, the corresponding user
records will include basic information such as username,
password, name, access rights, and the time of establishment
of users. In addition to the statistical information such as the
last visit, access times, and other statistics, a definition
derived table will be included. The table associates the user
with the node machine. The associated node machine is
the machine that the user can access and operate as shown
in Figure 3.

3.4. Innovation-Driven Development Strategy and
Technological Innovation. Technology effectiveness refers
to the continuous and in-depth research on technology
effectiveness since the high-tech innovation expenditure is
brought about by the high-tech innovation when the output
is not reduced or the input is not added. The data envelop-
ment analysis method establishes the evaluation model of
the technical effectiveness of the discipline, observes the
input data of many colleges and universities in the students
and disciplines, and draws the corresponding technical effec-
tiveness conclusion. Because the efficiency of technological
innovation is a relative index, it is difficult to obtain an abso-
lute value in the real technological economic activities,
which reflects the efficiency of technological innovation
comprehensively. This index of relative technological and
economic activities mainly depends on the change of the
input and output of scientific and technological innovation
activities. Resource allocation plays an important role in
the improvement of technological innovation efficiency.
The concept of relative economic efficiency is given, and
then, the relationship between the relative technological
innovation efficiency and the relative price allocation effi-
ciency is analyzed in depth. If the output level of one enter-
prise is higher than that of another enterprise, the efficiency

Cloud

Figure 2: Edge computing model cloud (http://alturl.com/f6i9y).
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of technological innovation is relatively high when the input
level is the same. If the income is higher than that of the
other enterprise, the efficiency of technological innovation
is higher.

4. Open Platform for Intelligent R&D and
Technology Innovation Management Service

4.1. Platform Module Analysis. The platform module is
mainly used to manage the basic information of each node
machine that can be managed (with functions). The basic
information includes the address of the node machine man-
agement port, the physical address of the network card of
the node machine, and the username and password with
access rights. It will also include the supported version, firm-
ware version, and related gateway information in the node
machine and will also include the information about the
increase time and modification time of the node machine.
After the first visit to the function module, the basic infor-
mation of the managed node machine saved in the sweet
management system will be displayed. Meanwhile, the oper-
ation of adding, modifying, and deleting can be performed
as shown in Table 3.

According to Table 3, node machines (that is, managed
servers) have management modules. Before being managed,
they should be known by the management platform. There-
fore, users with management authority must log in to the
system and perform the new node machine function. The
basic information of connecting the node machine includes
the address of the node machine, and the connection user-
name of the node machine is also the username and pass-
word that are recorded. In the user login function, users
should fill in their own username and password on the login
page to perform the login operation. After receiving the
login request, the server will query the database to verify
whether the data is correct. If it is correct, the software will

enter the main interface of the program. If it is wrong, the
user will be prompted according to the specific situation.
The common errors are that the username does not exist
and the user password is incorrect. The flow chart of user
login is shown in Figure 4.

In the process of software development of an intelligent
R&D value-added service system, in addition to the require-
ment analysis of platform functions, we should also find out
the actual business process of software. Clear and concise
software business processes can help developers to better
build the overall software architecture. The following estab-
lishes the software business process according to the results
of the requirement analysis.

4.2. Simulation of Technical Innovation Management Service
Platform. In the simulation experiment, we do many differ-
ent experiments on each scheme. In each experiment, the
number of mobile users n is n = 20 and 60, and we assume
that the MEC server can serve up to 30 users at the same
time. For each n, we repeat the experiment 100 times and
then select the average as the final result as shown in Table 4.

Table 4 shows the situation that the number of users in
the useful task open platform in different schemes is shown
under different user numbers. When all users do not have an
open platform and only perform locally, the concept of a
useful task open platform is meaningless. It can be seen that
under different users, the proposed multiuser distributed
task open platform algorithm can always have the most users
in the beneficial task open platform state, which increases
27.4% of the users in the beneficial task open platform status
than all the tasks executed on the cloud. When n ≤ 30, the
number of users in the platform is the same, while when n
> 30, although the number of users in the beneficial task
open platform state in IWD is greater than CC, it is still
slightly smaller than TCO. This is because the only differ-
ence between the two is that TCO considers the computing
limitations of MEC servers.

4.3. Reliability and Validity of Intelligent R&D and
Technological Innovation Capability. The reliability analysis
results of the technical innovation ability of high-tech enter-
prises show that the overall reliability of the technical inno-
vation capability scale is 0.775, of which the reliability of the
technical R&D capability is 0.822, the reliability of the pro-
duction and manufacturing capacity is 0.935, and the reli-
ability of the innovation marketing ability is 0.821, which
is in conformity with the requirements as shown in Table 5.

Further reliability and validity analysis, extraction of rel-
evant factors, and the number of factors extracted in reliabil-
ity and validity can be seen from Table 5. The results show
that the total variance of the original variables is explained
by the factors, and the factors reflect most of the information
of the original variables, with good reliability and validity.
According to the corresponding items and factors, we can
judge that they are the manufacturing capacity factor, inno-
vation marketing capacity factor, and technology R&D
capacity factor. The results of reliability and validity show
that the measurement items contained in the factor are con-
sistent with the assumption. Therefore, we can draw the

Table 1: Platform questionnaire survey personnel.

Number Proportion

Gender

Man 20 40

Woman 30 60

Age

10-19 10 20

20-29 30 60

30-40 10 20

Table 2: Node machine management module.

Serial number User level

1 Node machine information management

2 Node machine state management

3 Node machine log management

4 Node electromechanical node source management

5 Node machine user administration
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conclusion that the technological innovation ability of high-
tech enterprises can be composed of three dimensions: tech-
nological R&D ability, manufacturing ability, and marketing
innovation ability. It is reasonable and feasible to measure
this variable by the items of the assumption scale, and the
validity of the measurement meets the research require-
ments, as shown in Figure 5.

In order to meet the personalized needs of different
mobile users, four kinds of typical mobile edge computing
are selected. Different tasks have different requirements for
delay, and the amount of calculation and data of different
tasks is also different. The specific parameters are shown in
Figure 6.

It is not feasible to test some ideas of mobile edge com-
puting in real scenes. Therefore, we need a simulation tool
to adapt to multiple scenarios. CloudSim, a famous simula-
tion tool in cloud computing, does not pay attention to some
problems in mobile edge computing, such as the manage-
ment of mobile devices and the management of network
connection between mobile devices and cloud servers.

The task open platform service has a broad development
platform because of mobile edge computing. Through the
task open platform, mobile devices with limited resources
can implement some delay-sensitive applications and
computing-intensive applications on the server not far away.
Relying on the computing, storage, and other resources that
the server is far larger than the mobile device, they can pro-
vide users with various services, which not only has broad
market application prospects from the perspective of opera-
tors but also has broad market application prospects from

Log into the system

Administrator
rights

View
information

Modify
password

View user Modify user

Figure 3: Platform user management module.

Table 3: Permission definition table.

User level Administrator Visitor Normal user

1 Reject With Reject

2 User Read only User

3 Read only With With

4 With Reject User

Here we go

Enter the login interface

Enter the user name
and password

The server verifies the login message

Return the result

End

Figure 4: Platform user login.

Table 4: Number of users in beneficial task platform.

Number of users Phase task Queuing delay Execution on cloud

20 10 12 21

30 8 11 23

40 12 16 12

50 15 15 23

60 13 17 15

Table 5: Reliability analysis of technological innovation capability
of high-tech enterprises.

Variable dimension
Reliability and

validity
Cronbach’s

alpha

Technology R&D
capability

0.822 0.765

Manufacturing capacity 0.935 0.531

Innovative marketing
ability

0.821 0.912
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the perspective of mobile users It also solves the problem of
limited equipment resources and has obvious performance
improvement.

The rapid increase of intelligent networking equipment
and explosive growth of Internet traffic have promoted the
continuous development of the mobile communication net-
work. Now, it has gradually moved towards the era of intel-
ligent R&D and technological innovation. The rapid
development of mobile communication in turn also leads
to the emergence of various emerging applications, and the
requirements for the network are also higher and higher.
In order to meet the higher requirements of the network in
the future intelligent R&D and technology innovation era,
such as ultrahigh bandwidth and ultralow delay, mobile edge
computing is the new network architecture which is most
likely to realize the next generation network vision. By
reducing some services to the range closer to users, a tradi-
tional wireless access network also has the conditions of ser-
vice localization, close range, and multiple deployments.
Due to being closer to users, the service servicing under this

network architecture can provide computing, storage, and
delivery services for users nearby, greatly improving the user
experience.

5. Conclusion

This paper uses the edge computing algorithm, model, edge
computing time-to-time optimization open platform policy,
platform function investigation experiments, platform mod-
ule analysis, and other methods to study the edge computing
based intelligent R&D and technology innovation manage-
ment service open platform and edge data processing tech-
nology with edge computing as the core which can be
produced and is widely promoted. Edge computing is
defined as a distributed open platform which integrates the
core capabilities of the network, computing, storage, and
application near the source of objects or data. In fact, edge
computing is a new ecological mode. By gathering five kinds
of resources, such as the network, computing, storage, appli-
cation, and intelligence on the edge of the network, the

Manager

Sub
platform 1

Sub
platform 2

Goal 1 Goal 2

Platform goal

Information
flow

Information
flow

Figure 5: Platform collaborative management.
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network service performance and open network control
capability are improved, thus stimulating a new mode and
new business form similar to mobile Internet. Edge comput-
ing is the key technology to solve the problem of network
delay in intelligent R&D and technological innovation. In
recent years, it has been tried in the emerging fields such
as the Internet of vehicles and Internet of Things. The prob-
lems in the above cloud computing can be solved by edge
computing technology. The near intelligent service provided
by edge computing technology can meet the key require-
ments of agile connection, data optimization, application
intelligence, security, and privacy protection. An intelligent
and flexible network is built on the edge of the network,
which complements with the centralized cloud computing
platform.
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Wireless communication network spectrum is a limited resource. With the rapid increase of mobile communication services in
recent years, traditional spectrum allocation methods are only based on a fixed spectrum allocation strategy, which often results
in uneven and wasteful resource allocation. Therefore, spectrum allocation and the optimization problem need to be solved
urgently. The application of semantic mobile computing in the Internet of Things and the research of emerging bionic models
provide new ideas for this problem. In order to solve the problem of spectrum optimization and allocation, this paper proposes
an optimization algorithm that simulates fisherman fishing to reasonably arrange the allocation and optimization of wireless
network spectrum. This paper selects SFOA and the other two algorithms, designs experimental functions to perform
calculations separately, obtains relevant data indicators, and uses comparative analysis to analyze. The analysis shows that in
terms of performance, the success rate of SFOA is higher than that of PSO, and the success rate of the two function calculations
has reached 100%. In the signal-to-noise ratio analysis, when the signal-to-noise ratio is -4 dB, the throughput of GPSO reaches
the maximum value of 0.17, the throughput of PSO reaches the maximum value of 0.56, and the throughput of SFOA reaches 1,
which shows that SFOA is adopted. The stability and accuracy of the algorithm are higher than the other two algorithms, and in
the case of high signal-to-noise ratio, the advantages of the SFOA algorithm are also more obvious. This shows that the use of
this algorithm will be very helpful for spectrum allocation and optimization. Because SFOA has high stability and accuracy,
through reasonable adjustment and improvement, it can make good use of spectrum allocation and optimization. Chinese
wireless communication network and the development of Internet of Things technology are of great significance.

1. Introduction

Wireless communication uses electromagnetic wave signals
to propagate and exchange information in space. It is not
restricted by the geographical environment. When the appli-
cation environment changes, wireless communication only
needs slight adjustments to quickly adapt to the new envi-
ronment. The wireless communication network system has
been implemented in many countries. Using the radio fre-
quency identification technology in the Internet of Things,
combined with the reasonable allocation and optimization
of the spectrum, can minimize interference to other users.
Mobile computing refers to the existence of movable devices,

users, or programs in a distributed system, and the corre-
sponding computing mode needs to support the mobility
of these entities; in a narrow sense, mobile computing refers
to the following: users carry mobile devices to access infor-
mation services through public facilities, regardless of their
what physical location is it or what kind of movement
behavior it has. Mobile computing technology has developed
rapidly in recent years, and the technology has become quite
mature. For smart phones, mobile technology not only pro-
vides rich content, but also has powerful functions that can
be expanded infinitely and the upgradeability of hardware,
which enables it to truly realize the integration of communi-
cations, computers, and the Internet.
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In this regard, many scholars at home and abroad have
conducted a lot of related research. Bertini et al. believe that
heuristic evaluation is very popular in desktop and web
interfaces, whether it is used in actual design or as a research
topic. Compared with full user research, heuristic evaluation
may be cost-effective. Therefore, in the case of limited
resource input, this evaluation can detect large usage defects
before the resources are fully developed, and these defects
may appear on both mobile computing and traditional inter-
faces. But usability evaluation will also bring some specific
problems, involving screen space, user attention, and back-
ground factors. The authors introduced an improved heuris-
tic method suitable for mobile computing evaluation in their
research, which was systematically derived from a large
amount of literature and verified by certain experience.
These methods can provide a good foundation for heuristic
evaluation in mobile computing. The study not only intro-
duced the practical use of heuristic evaluation, but also ana-
lyzed its application prospects. However, the study lacked a
large amount of relevant data, and its credibility was not
strong [1]. Ma et al. introduced that their research optimizes
power and spectrum allocation at the same time to improve
the communication quality of the demand side in the smart
grid, thereby further reducing the cost of utility companies.
First, the authors model the electricity bill based on the
adjustment error caused by the direct load control in the
smart grid. Then, according to the confidence level of the
frequency band and the highest cost of the utility company,
the subbands are allocated to different data aggregator units.
An algorithm is designed to optimize the transmission
power of the repeater and optimize the spectrum allocation
to reduce the cost of the utility company. The simulation
results show that the packet loss rate and cost of public util-
ity companies can be greatly reduced. This research com-
pares with other solutions by designing its own scheme,
and the consideration is more comprehensive, but there is
a lack of discussion on how to realize spectrum data sharing
[2, 3]. Sohul et al. believe that wireless communication plays
a vital role in national security and disaster relief and is
widely used by emergency personnel such as police officers,
firefighters, and ambulances. In an emergency, the first dis-
coverer of the accident must always keep in touch with the
remote service center for effective cooperation and coordina-
tion. However, in many emergency situations, the existing
public safety services cannot meet the needs of users, which
usually results in excessive traffic load. Therefore, increasing
network capacity is one of the main problems at present, and
spectrum sharing is a key solution. Through the spectrum
sharing partnership between public safety service organiza-
tions and commercial networks, users can access the licensed
public safety spectrum when needed to realize data sharing.
In the study, the authors introduced different measures
taken for the next generation of public safety networks.
The authors also have an outlook on public safety systems
that can be quickly deployed and reconfigured to meet the
demand for critical communication infrastructure and dis-
cuss the value of spectrum sharing. In their research, the
authors discussed the value of spectrum sharing in wireless
communication and gave a very detailed introduction to

its application. However, they failed to design a specific
model for simulation experiments. It is difficult to predict
the problems and problems that may occur in practical
applications [4, 5].

This article is aimed at studying the optimization and
allocation of wireless network communication spectrum.
First, it summarizes the research results of some scholars at
home and abroad and then introduces semantic mobile
computing and its working principles, the basic principles
of the SFOA algorithm model, and spectrum allocation
and optimization. And comb and then design an experiment
based on SFOA, compare with other algorithms, conduct in-
depth analysis of performance, operating speed, throughput,
system benefits, etc., and then analyze the practical applica-
tion of mobile computing in the Internet of Things. Finally,
a brief summary of this article is made, and the shortcom-
ings of this article are put forward. The innovation of this
paper is to combine the current new bionic method SFOA
algorithm for spectrum allocation and optimization analysis
and design an experimental model that simulates fisherman
fishing, which has profound significance for the reasonable
utilization of wireless network spectrum resources in reality.

2. Research Method of Spectrum Allocation and
Optimization of Wireless Communication
Network Based on SFOA

2.1. Semantic Mobile Computing.Mobile computing is a new
technology that has emerged with the development of hon-
eycomb technology, wireless WLAN, wireless Internet, and
GPS positioning technology. Mobile computing enables
mobile terminal equipment to achieve network access,
resource transmission, and information sharing in a wireless
network environment. Its role is to provide customers with
accurate, useful and immediate information anywhere, at
any time, which has made a huge difference to people’s lives
[1]. Mobile computing is an extension of distributed com-
puting, enabling computers or other devices to transmit data
without a fixed physical device connected and to transmit
this information to users in need. In this mode, users use
portable computing devices to access information networks
through wireless communication interfaces without being
affected by changes in geographic locations [6, 7].

Mobile computing technology is to implement a mobile
system for transaction and data processing in an environ-
ment with limited resources, intermittent connections, and
lightweight computing. Due to the power limit of mobile
devices, network instability caused by frequent movement,
poor network performance, etc., frequent network disconnec-
tions occur under mobile computing. Therefore, it is necessary
to maintain a normal user environment with intermittent
connections. Critical transactions will not be undone due to
disconnection [8]. The communication bandwidth, battery
power, storage capacity, and processing capabilities of mobile
devices are all limited. These restrictions require applications
in mobile computing systems to use less memory, improve
operating efficiency, and comprehensively use caching, mul-
tithreading, and other technologies to optimize processing.
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Process and improve efficiency in query processing, transac-
tion management, storage management, etc.

2.1.1. Mobile Computing Working Mode. The working mode
of mobile computing is shown in Figure 1, which includes
three types of computing units: a mobile support node
(MSS) with a wireless communication module, communi-
cating with mobile devices, a fixed host (MS) without a wire-
less communication module, and a mobile terminal (MC).
The mobile terminal is linked with the mobile support node
core through the wireless network and finally enters the
fixed network. Relative to the low credibility of the wireless
network unit, the fixed network is called the credible part.
In this working mode, MC can access a fixed network or
other MC from any wireless network via MSS and enables
MC to move freely in the wireless network while still main-
taining the network connection between MC and MSS [9,
10].

2.1.2. Semantic Cache. Mobile computing involves the prob-
lem of semantic caching. Cache technology has been applied
in many fields. Caching technology has different meanings
in different fields. In a traditional computing environment,
caching technology refers to storing some commonly used
data on high-speed devices, thereby improving processing
performance. The caching technology in the mobile comput-
ing environment saves part of the server’s data on the mobile
client, thereby reducing network traffic [11]. Although their
meanings are not exactly the same, their purpose is to
improve data access performance, and mobile devices can
effectively increase the cache hit rate by selecting a suitable
cache replacement algorithm, thereby further improving
computing efficiency.

Cache is divided into traditional cache and semantic
cache. The comparison between the two is shown in
Table 1. The traditional cache has low cache efficiency, high
network cost, and low data processing efficiency. The cache
mode used is generally divided into a page cache mode
and a tuple cache mode. The semantic cache is a cache mode
established based on the semantic correlation between cus-
tomer query sentences. The query results are produced by
mining the semantic information in the query words, and
the query results and description information are cached to
make the cache utilization more effective. The semantic
cache first decomposes the query through the local system
and then performs the trial query and the remaining query
to obtain the result, and then, the server processes and
exports and finally obtains the final result [12].

2.2. Description of Fisherman’s Fishing Method SFOA. SFOA,
also known as the optimization algorithm for simulating
fisherman fishing, is a new type of bionic algorithm. The
algorithm is simple in principle, involves fewer parameters,
and is easy to operate. It provides a new idea for solving
the allocation and optimization of the wireless communica-
tion network spectrum. How much fisherman fishes each
time depends on where he casts the net, and the choice of
where to cast the net is determined by the density of the fish
[11]. This algorithm is a search method that simulates the

fishing behavior of a fisherman based on the fishing behavior
of the fisherman. Figure 2 is a real scene of the fisherman
fishing.

The fishermen’s fishing habits are as follows: initially,
each fisherman randomly chooses a location to fish; the fish-
erman always randomly casts a fishing net around his loca-
tion to try to understand the density of the fish around
him and move within the maximum radius of the net, each
time moving to a place with greater fish density than its cur-
rent location; the fisherman always reports the fish density of
his location to other teammates in a timely manner; when
there is no better within the radius of the net, when the fish-
erman shrinks the net radius in order to accurately obtain
the point with a higher density of fish nearby, and when
the fisherman cannot find a better density point in the area
of his maximum casting net radius, he will leave the current
casting area and look for other casting points [13].

2.3. Wireless Communication. Wireless communication gets
rid of the shackles of fixed location of wired communication
equipment, can communicate anytime and anywhere, and is
favored by users. At the same time, the continuous emer-
gence of wireless communication services has also promoted
the progress of wireless communication technology. With
the continuous emergence of new technologies and the con-
tinuous expansion of wireless applications, the demand for
wireless spectrum resources in communication systems is
growing rapidly [14]. However, the available wireless spec-
trum resources are very limited, and the available wireless
spectrum resources are increasingly scarce, which seriously
hinders the development of communication technology.
Therefore, allocation and optimization issues are very
important.

2.3.1. Spectrum Allocation Problem. The problem of spec-
trum allocation in wireless communication networks is to
effectively reuse frequency resources for communication
nodes or communication links and reduce network interfer-
ence. The problem of spectrum resource allocation stems
from the mobile phone network. The carrier frequency is
effectively allocated to the base station to avoid various inter-
ference. Therefore, the problem of spectrum allocation is
also called the problem of frequency allocation [15, 16].

From the point of view of the allocation mode, the
spectrum allocation technology can be divided into static
spectrum allocation and dynamic spectrum allocation.
Static spectrum allocation assigns fixed spectrum resources
to specific users, and users cannot flexibly adjust according
to their own needs. The advantage of this technology is
that the allocation strategy is simple, but the spectrum uti-
lization rate is low [17, 18]. The dynamic spectrum alloca-
tion technology dynamically schedules spectrum resources
among users according to network requirements, which
can effectively meet the spectrum needs of different users,
improve network capacity and spectrum utilization, and
achieve better user performance experience. According to
the spectrum access method, it can generally be divided into
fully restricted spectrum allocation and partial restricted
spectrum allocation; according to the network structure
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classification, it can generally be divided into centralized
spectrum allocation and distributed spectrum allocation;
classified by cooperation method, it generally can be divided
into for cooperative spectrum allocation and noncooperative
spectrum allocation [19].

The principles of the spectrum allocation algorithm are
as follows: to ensure the flexibility of the algorithm, and
the time complexity should be low; to improve the overall
performance of the network system, such as increasing the
network capacity, reducing the network load, etc., and
reducing the network signaling overhead (referring to the
number of communication handshake) and computational

complexity; must consider the application requirements in
the system, network structure characteristics, cooperation
forms, and other issues [20].

In the distribution, some interference problems will
appear, mainly caused by stations working on the same
channel or adjacent channels. Generally speaking, cochan-
nel interference is the main source of interference and a
key issue in spectrum allocation, while adjacent channel
interference is the interference caused by modulated radio
frequency signals entering adjacent channels. At present,
this distribution technology has been applied in mobile
cellular networks, wireless local area networks, and satellite
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Figure 1: Model of mobile computing.

Table 1: Comparison between traditional cache and semantic cache.

Index Traditional cache Semantic cache Description

Cache efficiency Low High Contains historical query results with cache items as the granularity

Network cost High Low Only transfer the remaining query data

Query processing efficiency Low High Able to process in parallel

Adaptability Bad Good More query results can be obtained in a disconnected environment

Figure 2: Fisherman fishing sketches (pictures from Baidu Picture).
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communication networks. According to the different fre-
quency allocation methods, similar channel allocation princi-
ples are adopted in the above applications, and one or more
frequency points are allocated to the station to meet the com-
munication needs and reduce network interference [21, 22].

On the issue of spectrum allocation, graph theory color-
ing models, auction bidding models, and interference tem-
perature models are generally used. Here is an introduction
to the interference temperature model. This model is used
to manage and quantify the interference between wireless
communication users. The main content is to monitor the
power of the receiving end of the communication process.
When using this model, the CU device operating in the
licensed frequency band can monitor the interference situa-
tion at its location in real time and select the spectrum and
configure the transmit power according to the interference
situation [23]. The interference temperature threshold Ti
refers to the maximum value of interference that can be tol-
erated in a certain frequency band in a certain area. The
interference temperature is defined as follows:

Ti f c,Að Þ = Mi f c, Að Þ
kA

: ð1Þ

Among them, f c is the frequency center of the spectrum,
A is the bandwidth of the spectrum, Ti is the noise temper-
ature, and k is the Boltzmann constant [24].

2.3.2. Spectrum Optimization Problem. For the spectrum
optimization problem, game theory is mainly used. Game
theory is a series of models and analysis tools used to study
the interactive decision-making process of decision makers
with contradictory goals, including the set of participants,
the behavior of each participant, the preferences of the par-
ticipants, the order of the game, and the benefits of the par-
ticipants [25].

In the game, K is often used to represent a game. The
income of participant z is represented by Pz , and Pz1 is a
multivariate function about the strategies of each partici-
pant. Therefore, the game K with n participants can be
expressed as

K = T1,⋯, Tn ; P1,⋯, Pnf g: ð2Þ

Among them, the strategy combination is

t∗ = t∗1 ,⋯, t∗nð Þ: ð3Þ

If for any strategy ti ∈ Ti, we have

Pz t∗ð Þ ≥ Pz t∗1 ,⋯, t∗z−1, tz , t∗z+1,⋯, t∗nð Þ: ð4Þ

It is said that the strategy combination is a Nash equilib-
rium of game K , which is called individual optimal. The
combination of strategies in this state is stable. In addition,
there is also a social optimum. As shown in Figure 3, it
shows the relationship between personal optimal and social
optimal [26].

3. SFOA-Based Wireless Communication
Network Allocation and
Optimization Experiment

3.1. Experiment Object. This experiment selects three algo-
rithms of SFOA, PSO, and GPSO for comparative analysis.
The SFOA aspect has been introduced before, so I will not
repeat it here. PSO is also a kind of bionic algorithm model.
Its principle is that each bird in the flock will constantly
compare its own position and then adjust its speed and posi-
tion through the bird closest to the food in the flock, thereby
searching for food. GPSO, also known as gradient particle
swarm optimization algorithm, has the shortcomings of slow
convergence speed and easy to fall into local optimum [27,
28].

3.2. SFOA Experimental Procedure. The specific content of
the algorithm is as follows:

Suppose a finite closed area is

M =M1 ×M2 ×⋯ ×Mk: ð5Þ

The fisherman’s status is

Y = y1, y2,⋯, ykð Þ ∈M: ð6Þ

f ðyÞ is the continuous objective function on M, that is,
the density distribution function of the fish.

First, there are x fishermen randomly distributed in M,
and the initial position of fisherman a is

S að Þ
0 = y að Þ

01 , y
að Þ
02 ,⋯, y að Þ

0n
� �

: ð7Þ

The fisherman a casts the fishnets on the four sides of

the initial position SðaÞ0 , namely, up and down, front, back,
left, and right and then gets the fishnet point set with the

point SðaÞ0 as the center:

β
að Þ
0 =

n
Y að Þ = w að Þ

1 ,w að Þ
2 ,⋯,w að Þ

n

� �
wj að Þ

j

∈ y að Þ
0j − l −ð Þ

j , y að Þ
0j , y

að Þ
0j + l +ð Þ

j

n o
, j = 1, 2,⋯, n

o
:

ð8Þ

Price

Price

Personal
optimality point

Social
optimality

frontier

Pareto
improvement

area

Figure 3: Relation between social and personal optimality.
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When yðaÞ0j = dj, we have lð−Þj = 0, and lð+Þj < f j − yðaÞoj .

When yðaÞ0j = f j, we get lð−Þj < yðaÞ0j − dj. And when yðaÞ0j ≠ dj

and yðaÞ0j ≠ f j, we get lð−Þj < yðaÞ0j − dj andl
ð+Þ
j < f j − yðaÞoj , where

a = 1, 2,⋯, k and j = 1, 2,⋯, n.
In this area, there are three search methods, divided into

mobile search, narrow search, and accelerated search.

3.2.1. Mobile Search. If the relationship between the initial
position and the new position is

f Y að Þ
0

� �
= max

Y að Þ∈β að Þ
0

f Y að Þ
� �

> f S ið Þ
0

� �
, Y að Þ

0 ≠ S að Þ
0 , a = 1, 2,⋯, k:

ð9Þ

Then, fisherman a moves from the current location to
the new location

S að Þ
1 = Y að Þ

0 : ð10Þ

And repeat the previous method with SðaÞ1 as the new

center in order to search for point SðaÞ2 where the density of

fish is greater than that of point SðaÞ1 . After a limited number

of movements, the position of fisherman a is SðaÞ0 , SðaÞ1 , SðaÞ2 ,
⋯, SðaÞn .

3.2.2. Shrink Search. Assuming that after a finite number of
state changes, the position of fisherman a is

S að Þ
t = y að Þ

t1 , y
að Þ
t2 ,⋯, y að Þ

tn

� �
: ð11Þ

If the initial position and the new position meet,

max
Y að Þ∈β að Þ

0

f Y að Þ
� �

≤ f S ið Þ
0

� �
: ð12Þ

Among them, we have

β
að Þ
t =

n
Yt

að Þ = w að Þ
1 ,w að Þ

2 ,⋯,w að Þ
n

� �
wj að Þ

j

∈ y að Þ
t j − l −ð Þ

j , y að Þ
t j , y

að Þ
t j + l +ð Þ

j

n o
, j = 1, 2,⋯, n

o
,

a = 1, 2,⋯, k:

ð13Þ

Then, the current position of fisherman a is still SðaÞt , and

the net is cast once again around the current position SðaÞt . At

this time, another fishnet point set that is centered at SðaÞt is

β
að Þ
t+1 =

n
Ytþ1

að Þ = w að Þ
1 ,w að Þ

2 ,⋯,w að Þ
n

� �
wj að Þ

j

∈ y að Þ
t j − l −ð Þ

j , y að Þ
t j , y

að Þ
t j + l +ð Þ

j

n o
, j = 1, 2,⋯, n

o
:

ð14Þ

Among them, lð−Þj = λlð−Þj , lð+Þj = λlð+Þj , 0 < λ < 1, and λ is
the shrinkage coefficient.

3.2.3. Speedup Search. Suppose that after a limited number of
position changes, the position of fisherman a remains
unchanged, and

f S að Þ
t

� �
−max f Yð Þ ∣ Y ∈ β að Þ

t , Y ≠ S að Þ
t

n o
< e,

f S að Þ
t

� �
<max f S að Þ

t

� �
, a = 1, 2,⋯, k

n o
,

β
að Þ
t =

n
Yt

að Þ = w að Þ
1 ,w að Þ

2 ,⋯,w að Þ
n

� �
wj að Þ

j

∈ y að Þ
t j − l −ð Þ

j , y að Þ
t j , y

að Þ
t j + l +ð Þ

j

n o
, j = 1, 2,⋯, n

o
,

a = 1, 2,⋯, k:

ð15Þ

Among them, e > 0 is a self-defined smaller constant,
and then, fisherman a accelerates to move out of the local
fishing area, so as not to fall into the local optimum.

3.2.4. Experimental Function. This experiment selects three
functions f1, f2, and f3 and uses the above three algorithms
to calculate and analyze various experimental indicators: opti-
mal solution, worst solution, average solution, standard devia-
tion, number of successes, and average time-consuming. The
optimal solution refers to the best situation that can achieve
the goal, and the worst solution is the opposite. The average
solution represents the general case. The standard deviation
is used to detect the degree of distribution. The number of suc-
cesses is used to indicate the accuracy and accuracy of the
algorithm. The time is used to measure the running speed.

(1) f1ðxÞ = ðx12 − x2
2Þ0:89½tan ðx41/x2 − 5x21 + 0:5Þ�, −50 ≤

x1 ≤ 50, −50 ≤ x2 ≤ 50

(2) f2ðxÞ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1x2 − x21Þ

p
ðcos x1/5x2 − 100x1Þ�, −50 ≤ x1

≤ 50, −50 ≤ x2 ≤ 50

(3) f3ðxÞ = sin ½2x25 − 5ðx1 − 7x91Þ� − 3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x12 + x12

p
, −50

≤ x1 ≤ 50, −50 ≤ x2 ≤ 50

4. SFOA-Based Wireless Communication
Network Spectrum Allocation and
Optimization Research Analysis

4.1. SFOA and Other Algorithm Performance Analysis. In
order to compare the performance of SFOA and other algo-
rithms, this paper selects five indicators for evaluation and
analysis: optimal solution, worst solution, average time-con-
suming, average solution, and success rate. In order to
reduce the influence of randomness on the results of this
experiment and make the comparison more reasonable, each
algorithm must be run 100 times independently. The exper-
imental data are recorded in Tables 2 and 3, and the running
time is recorded in Table 4.

As shown in Table 2, SFOA and PSO algorithms are
used to calculate the function f1. The worst solution and
optimal solution of the two are relatively close, but from
the perspective of operating speed, the average time of SFOA
is shorter, and its operating speed is higher than that of PSO.
Both methods have a 100% operation success rate, which can
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indicate that the two algorithms have strong stability when
calculating the function. Therefore, in order to avoid ran-
domness, these two methods are used to calculate the func-
tion f2.

It can be seen from Table 3 that the SFOA algorithm is
generally better than the PSO algorithm. From the perspec-
tive of the optimal solution and the worst solution, the sta-
bility of SFOA is better than that of PSO. The success rate
of SFOA algorithm operation is 100%, while PSO is only
90%. It can be seen that SFOA is not easy to fall into local
extreme values, and its accuracy and stability are both better
than PSO, and the retrieval quality is also the highest.

From the perspective of running time, as shown in
Table 4, when calculating functions f1, f2, and f3, the average
time used by SFOA is lower than PSO, and the number of
runs in this experiment reaches 100 times, which can effec-

tively avoid chance and randomness. It can be seen that
the average operating speed of SFOA is higher than that of
PSO, and the convergence speed of SFOA is faster than that
of PSO. It can be seen from the above that the SFOA algo-
rithm is generally better than the PSO algorithm in terms
of optimization accuracy.

4.2. System Throughput and Signal-to-Noise Ratio Change
Analysis. The signal-to-noise ratio is an important technical
indicator used to measure the reliability of the communica-
tion quality of a communication system. It is often used to
detect the number of information bits correctly transmitted
by a system in a unit time, that is, the value of the through-
put. This experiment limits the signal-to-noise ratio to
between -16 and 4dB and compares the system throughput
of the three algorithms with different signal-to-noise ratios.

Table 2: Experimental comparison results.

Function SFOA PSO

Worst solution

f1 3.6738839402812837e-16 4.5987453450717516e-03

x1 1.0082782276343545 1.0000027638792636

x2 1.0097487234612278 1.0000076437264872

Best solution

f1 1.2637632476348764e-07 2.3784792384892744e-12

x1 1.0000063272636327 0.9999999999993272

x2 1.0000083742637863 0.9999999999993627

Average time f1 1.6372632636371863e-09 2.3787264378648972

Average value f1 1.836278 1.361728

Success rate f1 100% 100%

Table 3: Experimental comparison results.

Function SFOA PSO

Worst solution

f2 6.6376246328796438e-02 4.0037678263879126

x1 1.3762986398723898 1.0000000007436482

x2 1.7233823829083482 -12.3727647836478386

Best solution

f2 1.2578647865874654e-07 2.0093487724893274e-11

x1 -6.2637263782638213 8.9274389372489327

x2 1.2743894598375758 3.3627361726334232

Average time f2 4.3762863872687326e-07 4.8327928798217388e-02

Average value f2 1.293774 10.7483974

Success rate f2 100% 90%

Table 4: Performance contrast between two algorithms.

Function Algorithm Average value of function Success times Average working time

f1
SFOA 3.473826292748262e-022 100 4.123

PSO 4.382749823729834e-012 100 4.334

f2
SFOA 1.124683629426498e-018 100 0.892

PSO 1.578497598437894e-015 100 1.783

f3
SFOA 9.000000000033443e-002 100 0.829

PSO 9.000000472867823e-001 100 2.412
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As shown in Figure 4, in the range of signal-to-noise
ratio of -16 to 4, the throughput per unit energy consump-
tion of SFOA is significantly higher than the throughput of
the other two algorithms. Among them, the throughput of
PSO is moderate, and the throughput of GPSO is the lowest.
When the signal-to-noise ratio reaches -4 dB, the throughput
of GPSO reaches the maximum of 0.17, the throughput of
PSO reaches the maximum of 0.56, and the throughput of
SFOA reaches 1. It can be seen that the SFOA algorithm is
significantly better than the other two algorithms.

As shown in Figure 5, it can be seen that under different
signal-to-noise ratios, different algorithms have different
throughputs. When the signal-to-noise ratio is -16 dB, the
throughput of PSO is the highest at 0.3, while the through-
put of GPSO is the lowest at 0.15, and when the signal-to-
noise ratio is -14, the algorithm with the highest throughput
is SFOA, which is 0.5. When the signal-to-noise ratio is
-4 dB, the throughput of PSO and SFOA is the highest, both

being 0.88. It can be seen that in the case of low signal-to-
noise ratio, the throughput of the PSO algorithm is the best.
When the signal-to-noise ratio is higher than -8 dB, the
throughput of PSO and SFOA is close, while the throughput
of GPSO is always worse than the two algorithms.

4.3. Changes in the Number of Users. Assuming that the user
needs to continuously send information to its neighboring
nodes at every moment, the user may be allocated multiple
channels, and a certain channel may also be allocated to
multiple conflict-free users. Therefore, this paper also ana-
lyzes the changes in the allocation performance of the spec-
trum under different algorithms with the increase of
different users.

Figure 6(a) shows the situation when the number of pri-
mary users increases, and Figure 6(b) shows the situation
when the number of cognitive users increases. It can be seen
that as the number of users increases, the throughput
decreases, that is, the spectrum allocation performance grad-
ually decreases. But at the same time, it can be seen that as
the number of users increases, the advantages between dif-
ferent algorithms are gradually becoming apparent. When
the number of primary users increases, the advantages of
SFOA and PSO algorithms gradually become greater than
GPSO. When the number of cognitive users increases, the
advantage of the SFOA algorithm is significantly higher than
the other two algorithms at first, but when the number of
cognitive users reaches 60, the advantage of the PSO algo-
rithm begins to increase again.

As shown in Figure 7, when the number of users
changes, the system benefits will also change. As the number
of users increases, various spectrums among users will com-
pete with each other, thereby increasing the interference
effect on system benefits. It can be seen that the three algo-
rithms will all be affected by the interference frequency after
the number of users increases. Among them, the SFOA
decreases the most slowly, and even when the number of
users reaches 40, the system revenue rebounds. The perfor-
mance of the system revenue brought by the GPSO algo-
rithm first decreases, then increases, and finally begins to
decrease all the time. PSO maintains the same downward
trend as SFOA, but the decline is higher than that of the
SFOA algorithm.

The SFOA algorithm, as shown in Table 5, can always
get a better optimal solution than the other two algorithms.
In terms of average net loss, the SFOA algorithm has the
lowest loss of 0.1248, while the GPSO algorithm has a loss
of 0.1294. In terms of standard deviation, SFOA is only
0.0019, indicating that the algorithm is more accurate.

4.4. Semantic Mobile Computing in the Internet of Things
Application Analysis. The application scenario of semantic
mobile computing in the Internet of Things is for mobile
RFID terminals, collecting data in a wireless network com-
munication environment, and transmitting tags to the server
through wireless communication. During the use of the
mobile terminal, the collected information can be processed
and transmitted at any time according to the change of the
network communication access point, so that real-time
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communication can be realized between the mobile terminal
and the wireless network. The consistency of the receiving
nodes of the two is relatively high, so that users can obtain
satisfactory information about the Internet of Things and
use this mobile computing to achieve various operations.

Currently, wireless network communication technology
is highly developed, and the integration and application of
technologies such as RFID in the Internet of Things to
mobile terminals have become a development trend. Seman-
tic mobile computing provides the possibility for this trend.
Due to the characteristics of RFID technology, the informa-
tion in wireless network communication can guarantee its
own security. At the same time, we also need to pay atten-
tion to information security issues that may occur in infor-

mation transmission to ensure the normal transmission of
information and the user’s information security. Through
mobile computing, various businesses and activities in the
Internet of Things can be effectively carried out, providing
a good environment for its stable operation and making
the information communication in the Internet of Things
more reliable and effective.

Not only the mobile communication system, but also in
the Internet of Things, a management and maintenance
platform is also needed to realize the management and
maintenance of the Internet of Things, so as to ensure that
the information itself and the process of transmission
remain safe and reliable. Therefore, the relevant organiza-
tional structure and the working mechanism can be applied
to the Internet of Things. Due to the wide application of the
Internet of Things technology, it can use its own sensor tech-
nology and RFID tags to effectively control various informa-
tion. Therefore, the combination of wireless network
communication technology and Internet of Things technol-
ogy, plus semantic mobile computing, can effectively pro-
mote information and the rapid development of technology.

5. Conclusion

Starting from the spectrum allocation and optimization of
wireless networks, this paper summarizes and draws on the
research results of some scholars, comprehensively intro-
duces and studies concepts such as semantic mobile com-
puting, spectrum allocation, and optimization, and
proposes the use of SFOA algorithms to solve wireless net-
work spectrum, the method of allocation and optimization,
and in-depth analysis of this algorithm and multiple algo-
rithms in terms of performance, operating speed, through-
put, and system benefits. Due to the high stability and
accuracy of SFOA, through reasonable adjustment and
improvement, it can make good use of spectrum allocation
and optimization, which is of great significance to the devel-
opment of my country’s wireless communication network
and the development of Internet of Things technology. This
article also has some shortcomings, such as the following: it
did not further improve the SFOA algorithm theoretically,
but only compared it with the other two algorithms in
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Table 5: Net loss comparison.

SFOA PSO GPSO

Average net loss 0.1248 0.1287 0.1294

Difference with initial net loss 0.0143 0.0139 0.0134

Standard deviation 0.0019 0.0021 0.0029

Reducing percentage 11.51% 10.52% 9.32%
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several aspects; the indicators selected in the analysis part are
relatively simple, without considering the impossibility.
Control factors: for the feature that the SFOA algorithm
can converge to the global optimal solution, there is a lack
of theoretical derivation in mathematics. In response to
these problems, it will be further improved in the following
research to strengthen the knowledge and understanding of
this field and efforts to achieve reasonable optimization
and allocation of spectrum resources.
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This paper focuses on designation and multiobjective optimization of a new haptic device. A new six-DOF hybrid haptic device has
been designed combining series mechanism 3PRPaR and parallel mechanism ROBO_003.3PRPaR which is the positioning
mechanism and ROBO_003 which is the directional mechanism. Screw theory was carried out to analyze the DOF of ROBO_
003, aiming at the requirement performances of working space, stiffness, reverse drive, and output capacity of haptic device.
Forward kinematics and inverse kinematics of the positioning mechanism were analyzed. To ensure the force transmission
performance and compact structure, the evaluating indicator is dexterity and volume. Generalized coordinates as constraint
condition, length of moving rod, and dexterity were chosen as the objective function. The parameters were optimized based on
multiobjective optimization of the genetic algorithm. The paretooptimal solution set of the objective function was received. The
results showed that the most suitable parameters are 0.502 rad. The optimized dexterity is 69% higher than the unoptimized,
and the rod length is reduced by 6%.The research of this paper provides a theoretical basis for the designation of new haptic device.

1. Introduction

With the development of virtual reality technology, the
importance of haptic device is becoming increasingly prom-
inent. As an indispensable part of the interactive exploration
system, haptic device can realize the movement and force
transmission information between human and virtual envi-
ronment, reproduce the contact between human and envi-
ronment, and enhance the telepresence of virtual reality.
Haptic devices are divided into finger type, arm type, and
whole body type. Immersion has developed a finger type hap-
tic device called CyberGrasp [1], which can make operators
feel the size and shape of virtual object. Its disadvantage is
that it can only control the movement of operators’ whole
finger, but cannot give force feedback to a single joint of the
finger. Rutgers University of America has developed a built-
in multifinger force feedback glove Master II-ND [2], which
can measure the posture and feedback force of the haptic
device simultaneously. It has the advantages of small mass,

large dynamic range, and small friction. The disadvantage
of Master II-ND is that it is installed on the palm, the palm
cannot hold tightly, and the finger’s range of motion is lim-
ited. Among the arm type force feedback devices, the phan-
tom force feedback device of sensable company is more
representative [3]. The whole body force feedback equipment
is usually bulky and inconvenient to operate. Haptic devices
are divided into series structure and parallel structure accord-
ing to robot configuration [4]. The series structure force feed-
back equipment which is widely used is phantom series
products of sensable technology company [5]. Haption Vir-
tuose introduced by literature [6] was developed by the Hap-
tion company of France. It is also a 6-DOF series force
feedback device, which can be operated in the range of
human multi arm movement. Parallel mechanism has a
closed chain structure, which has higher structural stiffness,
greater bearing capacity, and higher positioning accuracy
[7]. The characteristics make parallel mechanisms meet the
requirements of haptic device. The 6-DOF hybrid haptic
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device introduced in literature [8] was developed by Niigata
University of Japan, and 3-DOF in moving directions is pro-
vided by delta mechanism. It has a compact structure and is
suitable for operation on desktop platform [8], but it has a
small stiffness. If the feedback force is large, it may cause
small deformation of the mechanism which can affect the
accuracy of position detection. Therefore, it is necessary to
adopt the mechanism with higher structural stiffness. At
present, most of the research on haptic devices are based on
surgical or medical robot, which has a certain specificity in
the designation of mechanism (including the number of
degrees of freedom, the shape, and size of workspace). For
example, high feedback force or torque is not needed in sur-
gical robot. Therefore, the output capacity may be insufficient
in other applications. Therefore, the existing structure and
hardware need to be improved to enhance its versatility.

Better performance can be obtained by optimizing the
parameters of mechanism. The construction of reasonable
kinematic index is an important basis to evaluate the kine-
matic performance of mechanism. In the structural optimi-
zation design of parallel mechanism, Jacobian matrix
condition number is used as the evaluation index of mecha-
nism design performance in literature [9]. The singular value
of Jacobian matrix is used as the performance index to opti-
mize the structure of parallel mechanism in literature [10].
Carbon used the binary method to optimize the workspace
volume of reachable mechanism in literature [11].

The dimension synthesis of mechanism is based on the
performance index to optimize the size and other parameters
of the mechanism [12]. Many literatures focus on the intelli-
gent optimization algorithm. Zhang et al. used the differential
evolution algorithm to optimize the stiffness and reachable
workspace of 3-UPU in literature [13]. Cui and others opti-
mized the workspace and dexterity of 3-ups-s based on Isight
in literature [14]. ZHANG et al. used the genetic algorithm to
optimize the global condition number and workspace of
spherical mechanism [15].

This paper is aimed at the problems of the existing haptic
devices, such as low structural stiffness, limited output capac-
ity, and application simplification, and a 6-DOF haptic device
with large output capability was designed for general opera-
tion object. The 6-DOF haptic device satisfies high structural
stiffness and is a universal haptic device. Combined with screw
theory, Based on the analysis of its positioning mechanism
and orientation mechanism, taking the generalized coordi-
nates θand β as constraints, the length ρ and dexterity QD of
the moving rod as objective functions, the size, volume, and
dexterity of the mechanism were optimized in the multiobjec-
tive optimization method based on the genetic algorithm. The
minimumworkspace and the optimal dexterity were obtained,
which provide a theoretical basis for the design of universal
haptic device with better performance.

The following content is structured as follows. The desig-
nation and kinematic analysis of the haptic device is in Sec-
tion 2. Section 3 discusses the workspace analysis of the
haptic device. Section 4 is structural parameter optimization
of the haptic device. Section 5 is multiobjective optimization
of GA. Section 6 is results and discussion. Section 7 concludes
this paper.

2. Designation and Kinematic Analysis of the
Haptic Device

2.1. Mechanism Designation. The structure of haptic device
can be divided into series connection, parallel connection,
and hybrid connection. Series mechanism belongs to the
open chain structure, and the parallel mechanism contains
at least two independent kinematic chains between the end
and the base. Series mechanism belongs to the open chain
structure, and there are at least two independent kinematic
chains between the end and the base of the parallel mecha-
nism. The hybrid mechanism includes series mechanism
and parallel mechanism. The advantage of series mechanism
is that it has a large working space, but its actuator is installed
at the joint of each connecting rod. It increases the motion
inertia of the mechanism, which is not conducive to the
reverse drive and affects the output ability of the series mech-
anism. The actuator of the parallel mechanism is installed on
the base, which reduces the motion inertia. It has a high
structural stiffness and can transfer large force or torque.
However, the parallel mechanism is not suitable for force
feedback because of its small workspace and insufficient
speed output capability. In view of the advantages and disad-
vantages of the series mechanism and parallel mechanism, a
new type of haptic device was designed by using the hybrid
structure of the series and parallel mechanism, which is con-
venient for real-time control of haptic device.

2.1.1. The Designation of the Positioning Mechanism. Gener-
ally speaking, the workspace of haptic device is smaller than
that of the virtual simulation environment. When mapping
the operation space, if the workspace is inconsistent, there
will be problems in the mapping of displacement scale factor
and reachable workspace. To eliminate these situations, the
workspace of the haptic device should be a regular cube
space, which can correspond to the real or virtual three-
dimensional space. Meanwhile, the structure of the whole
mechanism should be kept as compact as possible. In order
to achieve fast motion, the moving parts of the haptic device
need a small inertia.

If there is no force sensor at the end effector, the haptic
device needs to be structurally isotropic [16], which ensure
good control of forces in all directions. On the contrary, if a
force sensor is used, the inertia at the end effector and the size
of the haptic device will be increased, and the cost will also be
increased. Therefore, it is better to choose the mechanism
with isotropic configuration in the workspace. A fully isotro-
pic 3-DOF mechanism was described in literature [17]. The
movement direction of the branch chain is perpendicular to
the length direction of the rod, which needs to increase the
structure size to increase the bending capacity and the
motion inertia; so, it is not suitable for haptic device. An
improved translational mechanism 3PRPaR was described
in literature [18] as shown in Figure 1.

The direction of the moving pair of the mechanism is
consistent with the direction of the rod length, and the force
transmission direction is also along the direction of the rod
length; so, it has high stiffness [19], which can achieve large
output of feedback force. At the same time, because the
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mobile joints are installed perpendicular to each other, they
have an isotropic configuration in their workspace. In addi-
tion, the workspace of the mechanism is approximately a regu-
lar cube; therefore, the mechanism is suitable for the
positioningmechanism of haptic device [20]. The branch chain
structure of 3PRPaR and schematic diagram of three branch
chain combination structures are shown as Figures 2 and 3.

Three branch chains of 3PRPaR can move along X, Y ,
and Z directions; so, the positioning mechanism has three
degrees of freedom.

2.1.2. The Designation of the Directional Mechanism and the
Analysis of DOF

(1) A 6-DOF parallel mechanism Triplanar (Figure 4)
was described in literature [21]. Triplanar is driven
by three planar motors with two degrees of freedom.
The design concept of ROBO_003 comes from Tri-
planar but has its own obvious characteristics
(Figure 5). Three planar motors with two degrees of

freedom in Triplanar are replaced by three turntables
rotating around the fixed axis in ROBO_003. It is
equivalent to limiting the two degrees of freedom
motion of three planar motors to a single degree of
freedom motion along a fixed circle

(2) Analysis of freedom degree of directional mechanism
based on screw theory

Pl€uc kerHomogeneous coordinates [22]:

S =
s

s0

" #
=

s

r × s + hs

" #
,

S = l m n p q r½ �T ,
l2 +m2 + n2 = 1,
lp +mq + nr = 0,

ð1Þ

when S is a motion screw: S =
ω

v

" #
, to get a branch chain

P1G1Q1 in ROBO_003. Motion screw of each joint in the
branch chain is shown in Figure 6.

In the branch chain P1G1Q1, P1 is the rotating pair, G1 is
the spherical pair, and Q1 is the rotating pair. Five screws in
the branch chain are shown in Figure 6 as follows:

Figure 1: 3PRPaR.

P

R

R

Pa

Figure 2: PRPaR.

Figure 3: 3PRPaR.

Figure 4: Triplanar.

Figure 5: ROBO_003.
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s1 = 0 0 1 ; 0 0 0ð Þ,
s2 = 1 0 0 ; 0 0‐bð Þ,
s3 = 0 1 0 ; 0 0 að Þ,
s4 = 0 0 1 ; b‐a 0ð Þ,
s5 = d e f ; g h ið Þ:

ð2Þ

The motion screw of P1G1Q1 in the parallel robot
ROBO_003 can be set as S = ðs1 s2 s3 s4 s5Þ. It can be expressed
as the matrix:

S =

0 1 0 0 d

0 0 1 0 e

1 0 0 1 f

0 0 0 b g

0 0 0 −a h

0 −b a 0 i

2
666666666664

3
777777777775
,

STESr = 0 22½ �:

ð3Þ

ST is the transpose matrix of S, E is the unit matrix, and Sr

is the unit force screw of terminal constraint.
Let R = STE, and the problem of solving Sr can be trans-

formed into the problem of solving the following homoge-
neous linear equation.

Rx = 0 ; x = Sr , Sr = x1x2x3 ; x4x5x6½ �: ð4Þ

It was calculated by MATLAB:

x1 = 1 ; x2 = b/a ; x3 =
g + b/að Þh
ae − bd − i

; 

x4 =
bg + b2/a

� �
h

ae − bd − i
; x5 = −

ag + bh
ae − bd − i

; x6 = 0:
ð5Þ

According to equation (5), it can be concluded that

x1 ⋅ x4 + x2 ⋅ x5 + x3 ⋅ x6 = 0: ð6Þ

The Sr is a line vector. The constraints of the other two
branched chains of ROBO_003 on the moving platform are
force vectors. It is proved that the three force vectors are lin-
ear independent. Therefore, the three branches restrict the
three degrees of freedom of the moving platform. For the
spatial mechanism, only three degrees of freedom of rotation
are unconstrained. Therefore, ROBO_003 is a pure rotating
mechanism with three degrees of freedom. Its moving plat-
form can rotate along the x, y, and z axis, respectively.

The movement and rotation of the haptic device are
decoupled. The assembly diagram of the haptic device is
shown in Figure 7.

2.2. Kinematic Analysis of the Haptic Device. It is necessary to
analyze the kinematics of the haptic device and establish the
mapping relationship between the joint space and the opera-

tion space of the haptic device. Deduce the position of the
end effector in the space by detecting the position change of
its joint and then transfer the position information of the
haptic device to the slave and carry out the inverse kinemat-
ics. Control the movement of the slave joints to make the
slave reach the target position.

2.2.1. Kinematic Analysis of the Positioning Mechanism

(1) Inverse Kinematic Analysis. 3PRPaR consists of three
branch chains (Figure 3), and the prismatic pair of the three
branch chains is perpendicular to each other. Point O is
defined as the origin of fixed coordinate system and P as
the origin of the moving platform coordinate system. Point
P coincides with point O at initial moment. The X axis, Y
axis, and Z axis point to the origin along the prismatic pair,
respectively. As shown in Figure 7, the three branch chains
are spatially symmetric. So, we only need to analyze the kine-
matics of a branch chain. In order to simplify the calculation,
the parallelogram joint in each branch chain is replaced by an
equivalent branch chain composed of a connecting rod and
two universal joints. Ai1 (i = 1,2,3) is driving slider of linear
motion pair as shown in Figure 8.

Given generalized coordinates βi1, βi2, θi1, θi2, and βi1 are
the angles that rotate around the axis zi1, βi2 is the angle that
rotate around the axis zi5, θi1 is the angle that rotate around
the axis zi3, and θi2 is the angle that rotate around the axis

$5

$4

Q1 (d e f)

G1 (a b 0)
P1 (0 0 0)

$1 $2

$3

Figure 6: Screw of the branch chain in ROBO_003.

Positioning
mechanism

Directional
mechanism

Figure 7: Assembly diagram of the haptic device.
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zi4.(i is the ith branch chain): βi1=-βi2, θi1=-θi2. The end posi-
tion of the first branch chain can be expressed as

x1

y1

z1

2
664

3
775 =

q11 + d4 cos β1ð Þ cos θ1ð Þ + d6

−d4 sin β1ð Þ
−d4 cos β1ð Þ sin θ1ð Þ

2
664

3
775: ð7Þ

The end positions of branched chain 2 and branched
chain 3 can also be expressed as

x2

y2

z2

2
664

3
775 =

d4 cos β2ð Þ sin θ2ð Þ
q21 + d4 cos β2ð Þ cos θ2ð Þ + d6

d4 sin β2ð Þ

2
664

3
775: ð8Þ

x3

y3

z3

2
664

3
775 =

d4 sin β3ð Þ
d4 cos β3ð Þ sin θ3ð Þ

q31 + d4 cos β3ð Þ cos θ3ð Þ + d6

2
664

3
775: ð9Þ

The ends of the three branch chains are connected
together, so that

x

y

z

2
664

3
775 =

x1

y1

z1

2
664

3
775 =

x2

y2

z2

2
664

3
775 =

x3

y3

z3

2
664

3
775: ð10Þ

Equation (10) square is as follows:

x2

y2

z2

2
664

3
775 =

q11 + d4 cos β1ð Þ cos θ1ð Þ + d6ð Þ2

−d4 sin β1ð Þð Þ2

−d4 cos β1ð Þ sin θ1ð Þð Þ2

2
664

3
775: ð11Þ

Each line of equation (11) is added and simplified:

x − q11 − d6ð Þ2 + y2 + z2 − d24 = 0: ð12Þ

Similarly, it was added and simplified the lines of equa-
tion (8) and (9), respectively:

x2 + y − q21 − d6ð Þ2 + z2 − d24 = 0 ; x2 + y2 + z − q31 − d6ð Þ2 − d24 = 0:
ð13Þ

To solveqi1, expand each lines of equation (13) and sim-
plified:

q2i1 + ci1qi1 + ci0 = 0, i = 1, 2, 3ð Þ ; c11 = 2d6 − 2x ; 
c10 = −d24 + d26 − 2xd6 + x2 + y2 + z2 ; c21 = 2d6 − 2y 
c20 = −d24 + d26 − 2yd6 + x2 + y2 + z2 c31 = 2d6 − 2z 
c30 = −d24 + d26 − 2zd6 + x2 + y2 + z2:

ð14Þ

Solve q2i1 + ci1qi1 + ci0 = 0, ði = 1, 2, 3Þ and get

qi1 =
−ci1 ±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c2i1 − 4ci0

p
2 i = 1, 2, 3ð Þ: ð15Þ

“±” means two different working patterns, as shown in
Figures 9 and 10.

In Figure 9, branch chain 1 has crossed the singular
boundary point, and the travel has exceeded the limit dis-
placement range of the guide rail. Therefore, the displace-
ment can be used to determine the unique solution of the
inverse kinematic solution. After the variables of each driving
joint are calculated, the variable value of the passive joint can
be obtained according to the geometric relationship.

θ1 = a tan 2 −z, x − q11 − d6ð Þ ;
θ2 = a tan 2 x, y − q21 − d6ð Þ ;
θ3 = a tan 2 y, z − q31 − d6ð Þ,

β1 = a tan 2 −y, x − q11 − d6
cos θ1ð Þ

� �
;

β2 = a tan 2 z, y − q21 − d6
cos θ2ð Þ

� �

β3 = a tan 2 x, z − q31 − d6
cos θ3ð Þ

� �
:

ð16Þ

d6

d4

qi1

xi5

xi4

xi2, xi3

xi1, zi3

zi5

zi4

Ai4 = Ai5

Ai2 = Ai3zi1

zi2

Base
(O; P)

Figure 8: Equivalent kinematic chain of the single chain.
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(2) Forward Kinematic Analysis. Equation (10) can be written
as follows:

x2 + y2 + z2 + 2c1x + 2c2z + c21 + c22 − d24

x2 + y2 + z2 + 2c3x + 2c4y + 2c5z + c23 + c24 + c25 − d24

x2 + y2 + z2 + 2c6x + 2c7y + 2c8z + c26 + c27 + c28 − d24

2
664

3
775 =

0
0
0

2
664

3
775,

ð17Þ

c1 = −d6, c2 = −q11, c3 = −q21,
c4 = −d6, c4 = −d6, c5 = 0,
c6 = −d6, c7 = −q31, c8 = 0:

ð18Þ

Solve equations (17), and we get the forward kinematic
model of 3PRRaR:

x = c9z + c10,

y = c11z + c12,

z = −c14 ±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
c214 − 4c13c15

p
2c13

,

c9 =
− c2 − c5ð Þc7

c1c4 + c1c7 − c3c7 − c4c6ð Þ ;

c10 =
− c21 + c22 − c23 − c24 − c25
� �

c4
c1c4 + c1c7 − c3c7 − c4c6ð Þ ;

c11 =
c2 − c8ð Þ c1 − c6ð Þ

c1c4 + c1c7 − c3c7 − c4c6ð Þ ,

c12 =
− c21 + c22 − c26 − c27 − c28
� �

c1 − c3ð Þ
c1c4 + c1c7 − c3c7 − c4c6ð Þ ;

c13 = c29 + c211 + 1 ;
c14 = 2 c9c10 + c11c12 + c1c9 − c2ð Þ,

c15 = c210 + c212 + 2c1c10 + c21 + c22 − d24: ð19Þ

3. Workspace Analysis of the Haptic Device

The workspace of haptic device should be cube, which is con-
venient to establish the spatial mapping relationship between
master hand and slave hand in the teleoperation system.

3.1. Monte Carlo Method. The Monte Carlo method is a
numerical calculation method based on statistical theory
and probability theory [23]. The basic idea is to use random
number to solve the problem with definite law. When it is
used to solve the problem of robot workspace, the joint vari-
ables can be used as input, and the space position of the end
of the manipulator can be obtained through the forward

kinematic calculation of the robot. When the number of joint
variables is enough, the set of corresponding end space posi-
tions will approximately constitute the workspace of the
robot.

q1i1

Figure 9: Working pattern 1.

q2i1

Figure 10: Working pattern 2.
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Figure 11: Workspace of the haptic device.
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The steps are as follows:

(1) Determine the range of motion of each joint

(2) The forward kinematics of the mobile mechanism is
analyzed

(3) By randomly selecting an input for each joint, the
random variables of each joint can be obtained by
the following formula: θi = θi−min + ðθi−max − θi−minÞ
× rand ðÞ

θi−max is the maximum input angle of the ith joint.
θi−min is the minimum input angle of the ith joint.
Rand is the function that generates random numbers

(4) The randomly generated joint variables are brought
into the kinematic equation to calculate the position
of the operation end in the operation space

(5) Repeat the above steps to get the set of spatial posi-
tions of the operation end, which is the approximate
solution of the workspace. The more groups of joint
variables are taken, the closer the result is to the
actual workspace

Follow the above steps. The workspace of the positioning
mechanism is calculated byMATLAB as shown in Figures 11–14.

It contains a square in Figure 14.So, in the workspace of
3PRPaR, it contains a cube. It meets the design requirements
of the haptic device.

4. Parameter Optimization and Evaluation
Index of the Haptic Device

The objective of haptic device optimization is to optimize the
size of the mechanism [24]. First of all, the workspace should

meet the preset requirements, so that the size of the whole
mechanism is as small as possible. At the same time, the
transfer coefficient of the mechanism should be limited in a
certain range to ensure the stiffness and reverse driving per-
formance of the mechanism. Therefore, it is necessary to
select appropriate evaluation indexes. The main evaluation
indexes of the haptic device are dexterity and operation space
volume.

4.1. Dexterity.Dexterity is an important index to measure the
transmission accuracy of input and output motion or force of
robot [25]. When the robot structure is in or near the singular
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Figure 12: X-Y view.
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configuration, the transfer relationship between input
motion and output motion will be distorted. The minimum
condition number, minimum singular value, and operability
based on Jacobian matrix can reflect the degree of motion
distortion to a certain extent.

The minimum condition number is as follows:

k Jð Þ = Jk k J−1
�� ��: ð20Þ

k·k is the arbitrary matrix norm; when using Frobenius
norm, the above formula can be expressed as

kF Jð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n
tr J JT
� �r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n
tr J JT
� �−1r

: ð21Þ

When kFðJÞ = 1, the mechanism is in isotropic config-
uration and has the best performance of motion and force
transmission. The main axis direction of operating ellip-

soid is defined by eigenvalues of ðJ JTÞ−1. Square root of
eigenvalue ξ1, ξ2, ξ3 is the length of the spindle. The length
of the spindle of operating ellipsoid is directly related to
the operating performance of the mechanism. The shorter
the length is, the greater the structural stiffness along this
direction is. That is, the actuator only needs to output a
small force to offset the effect of the external force. Define
the velocity transfer coefficients along the three principal
axes that are ψ1 = 1/ξ1, ψ2 = 1/ξ2, ψ3 = 1/ξ3 respectively. In
order to ensure good force transmission performance and
speed transmission performance, ψi needs to be limited
to a certain range. Let ψmin ≤ ψi ≤ ψmax and ψmin = 1/ψmax
and get 1/ψmax ≤ ψi ≤ ψmax.

As shown in Figure 15, the workspace of the haptic
device contains a cube. Point Q1 and point Q2 are two
vertices on the diagonal of the cube. When the haptic

device is in singular configuration, point Q1 and
pointQ2 are two points closest to the end of the haptic
device. According to interval analysis theory [26], if the
condition can be satisfied with 1/ψmax ≤ ψi ≤ ψmax at
points Q1 and Q2, ψi can satisfy this condition in the
whole workspace.

As shown in Figures 16 and 17, ρiði = 1, 2, 3Þ is the length
of the moving rod. When the moving platform of the haptic
device is at point Q1, ρ1 = ρ2 = ρ3 = ρmin, when the moving
platform of the haptic device is at point Q2, ρ1 = ρ2 = ρ3 =
ρmax.
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Figure 14: Y = 0 slice diagram.
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As shown in Figure 18, the length of parallelogram con-
necting rod is L. The distance from the end of the connecting
rod to the center of the moving platform is e. Let ρmin = 0,
and the coordinate of point P along Z axis can be expressed
as Z = −sin ðβ1ÞL orZ = −sin ðθ1Þ cos ðβ2ÞL. In the axis Q1
Q2, β1 = β2 = β3 = β, θ1 = θ2 = θ3 = θ. The relationship
between β and θ can be expressed as β = −arctan ðsin ðθÞÞ.
By substituting the haptic device kinematic equation, we get
the following results:

J−1 =
1 −tan θð Þ −tan θð Þ

−tan θð Þ 1 1
−tan θð Þ −tan θð Þ 1

0
BB@

1
CCA,

ξ1 = 2 tan θð Þ − 1j j, ξ2 = ξ3 = tan θð Þ + 1j jψ1

= 1
2 tan θð Þ − 1j j , ψ2 = ψ3 =

1
tan θð Þ + 1j j :

ð22Þ

Solve the equation:

1
ψmax

≤
1

tan θð Þ + 1j j ≤ ψmax,
1

ψmax
≤

1
2 tan θð Þ − 1j j ≤ ψmax:

ð23Þ

QD is the dexterity.

QD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1 + tan θð Þð Þ4 tan θð Þ − 1ð Þ2

s
: ð24Þ

4.2. Workspace Volume. As shown in Figure 18, a =OA1 =
OA2 =OA3. when point P coincides with point Q1′,

OA2 =OQ1′ +Q1′C2′ + C2′A2: ð25Þ

For ρ2 = 0, C2A2 = C2B2 = L, Q1′C2 = PC2 − e, and OQ1′ =
q1, we get

a = q1 + e + L: ð26Þ

q1 can be obtained by formula (13); so, a can be obtained
bye, L, ψmax. Project A2P = A2B2 + B2C2 + C2P onto the Y
axis gets:

ρ = q1 + a + cos θð Þ cos βð ÞL + e + 37, ð27Þ

q1 = sin βð ÞL ; a = q1 + e + L ;

L = 100
sin βð Þ + 153:5

� �
mm ; e = 51mm:

ð28Þ

ρ determines the volume of the workspace. Its length is
determined by θ, β.
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Figure 16: Configuration of Q1.
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In summary,

ρ = q1 + a + cos θð Þ cos βð ÞL + e, ð29Þ

QD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1 + tan θð Þð Þ4 tan θð Þ − 1ð Þ2

s
, ð30Þ

θ = − arcsin tan βð Þð Þ, β ∈ 0π4
h i

: ð31Þ

5. Multiobjective Optimization of the
Genetic Algorithm

GA (genetic algorithm) is a kind of evolutionary algo-
rithm. The basic principle is to encode the problem
parameters as chromosomes and to exchange the informa-
tion of chromosomes in the population by means of itera-
tive operation such as selection, crossover, and mutation,
so as to generate the chromosomes that meet the optimi-
zation objectives [27]. In the genetic algorithm, chromo-
somes correspond to data or array, which is represented

Initialize Fitness function Selection Crossover Mutation

The number
of evolutions

is a multiple of N
NolinearMeet termination

conditions END Y Y

N

N

Figure 19: Flow chart of the genetic algorithm.
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Figure 20: Organization chart of the gamultiobj function.
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by one-dimensional string structure data. A string of genes
is a chromosome which is called individuals. A certain
number of individuals form a population, and the number
of individuals in population is called population size. Each
individual’s adaptability to the environment is called fit-
ness. Flow chart of the genetic algorithm is shown in
Figure 19.

5.1. Paretooptimal Solution of Multiobjective Optimization.
The problem of multiobjective optimization can be described
as follows:

min f1 xð Þ, f2 xð Þ,⋯,f m xð Þ½ �,

s:t:

lb ≤ x ≤ ub,
Aeq ∗ x = beq,
A ∗ x ≤ b:

8>><
>>:

ð32Þ

f iðxÞ is the objective function to be optimized, x
(lb ≤ x ≤ ub): variables to be optimized.

Aeq ∗ x = beq is the linear equality constraint of x, A ∗ x
≤ b: linear inequality constraints.

lb ≤ x ≤ ub is the range of x.

5.1.1. Gamultiobj Function. The gamultiobj function is an
improved multiobjective optimization algorithm based on
NSGA (a variant of NSGA). The emergence of the gamultiobj
function provides a good way to solve the multiobjective
optimization problem in the MATLAB platform. Organiza-
tion chart of multiobjective optimization function gamultiobj
based on GA is shown in Figure 20. In this paper, the length ρ
and dexterity QD are taken as the objective functions, and the

independent variables are θ, β. The best matching value
between the volume space suitable for the optimal dexterity
is shown in Figures 21–23.

Objective functions are as follows:

f 1ð Þ =min ρ = 2 sin βð Þ + cos θð Þ cos βð Þ + 1ð ÞL + 51,

f 2ð Þ =min QD =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1 + tan θð Þð Þ4 tan θð Þ − 1ð Þ2

s
:

ð33Þ
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Figure 23: ρ corresponds to the dexterity after optimization.

Table 1

Paretofraction
Population

size
Generations StallGenLimit TolFun

0.4 100 200 200 1e-100

Table 2

Values
θð Þrad βð Þrad ρð Þmm QD

Unoptimized -1.0000 0.500000 135.000000 0.2213

Optimized

-1.270261 0.321750 134.247156 0.2452

-1.570771 0.784929 127.828284 0.5246

-1.460782 0.391701 144.055299 0.0015

-0.580130 0.502304 126.297573 0.7158

-1.170757 0.785391 133.496546 0.2445

-0.770781 0.785163 137.519930 0.2001

-1.370783 0.425692 128.797083 0.4209

-0.970779 0.534215 130.797173 0.3262
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Constraints are as follows:

−π
2 ≤ θ ≤ 0 ; 0 ≤ β ≤

π

4 ; L = 100
sin βð Þ + 153:5 0 ≤ β ≤

π

4
� 	

:

ð34Þ

The parameters of multiobjective optimization algorithm
are shown in Table 1:

As shown in Figure 23, ρmin = 126:3mm.
It is calculated by equations (28), (29), and (31): β =

0:502 rad, θ = −arcsin ðtan ðβÞÞ = −0:581rad

L = 100
sin βð Þ + 153:5 = 100

0:481 + 153:5 = 361:7mm: ð35Þ

Paretooptimal solutions (8 groups selected) are shown in
Table 2.

Based on the results of parameter optimization, and con-
sidering the processing and assembly technology, select the
fourth group of parameters in Table 2. Assembled haptic
device is shown in Figure 24.

6. Results and Discussion

According to the characteristics of series and parallel mecha-
nisms, a new six-DOF hybrid haptic device was designed com-
bining series mechanism 3PRPaR and parallel mechanism
ROBO_003. The DOF of 3PRPaR is 3. In this paper, the free-
dom form of parallel mechanism ROBO_003 was analyzed
based on screw theory. It can be concluded from equations
(5) and (6) that the DOF of the moving platform of ROBO_
003 is 3, and the DOF form is rotation. That is, moving plat-

form of ROBO_003 rotates around X, Y , and Z axes, respec-
tively. The kinematics of 3PRPaR was analyzed in this paper.
The workspace of the haptic device was analyzed in the Monte
Carlo method. As shown in Figures 11–14, the workspace of
3PRPaR contains a cube, and it meets the design requirements
of the haptic device. The workspace corresponds to the length
and volume of the haptic device. In order to make the length
and the volume meet the requirements, the optimization indi-
ces are selected to optimize the haptic device. Multiobjective
optimization algorithm based on GA was selected. θ, β was
selected as independent variables, Length of moving rod ρ
and dexterityQD was selected as objective functions. The opti-
mal angle θ, β is -0.581 rad and 0.502 rad obtained, and L =
361:7mm. The optimal length ρ and optimal dexterity QDof
the haptic device were obtained. The fourth data is selected
from 8 paretooptimal solutions in Table 2. The optimal length
is ρmin = 126:3mm, and the optimal dexterity is QD = 0:7158
.Minimum ρmeansminimum volume, andminimum volume
and optimal dexterity mean optimal performance of the haptic
device. The optimized dexterity is 69% higher than unopti-
mized, and the rod length is reduced by 6%.It can be con-
cluded in Figure 23 that ρand QD are approximately
inversely proportional. The larger the volume is, the worse
the dexterity of the haptic device.

The requirements of the haptic device are tracking per-
formance and force feedback performance, which are deter-
mined by the appropriate volume and dexterity. When the
rod length is determined, the performance of haptic device
is determined by the maximum volume and optimal dexter-
ity of the haptic device. In this paper, the multiobjective opti-
mization algorithm based on the genetic algorithm was used
to optimize the relevant parameters to obtain the optimal
results. It provides a theoretical basis for the designation of
haptic devices.

Directional
mechanism

Positioning
mechanism

L

𝜌

Figure 24: Assembled haptic device.
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7. Conclusion

A new six-DOF hybrid haptic device was presented in this
paper. Screw theory was carried out to analyze the DOF of
ROBO_003.The workspace of the haptic device is deter-
mined in the Monte Carlo method. Based on the genetic
algorithm, the parameters of the mechanism are optimized
according to the dexterity index and volume evaluation
index, and the results showed that the optimal parameters
were obtained. The results meet the designation require-
ments of the haptic device. As an indispensable part of virtual
reality interaction, haptic device has become a hot spot in the
research field of robot technology. Haptic devices are applied
to teleoperation robots which are widely used in underwater,
space, and land dangerous places. In the future, there will be
more mathematical theories applied in the theory of mecha-
nism, kinematics, and dynamics. It has great application and
research value.
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In recent years, the business scale of my country’s circulation industry has continued to expand, and the output value has
continued to increase. The leading role in guiding the transformation of the industrial economy has become more and more
important. Based on this, this article discusses the research on the promotion of the Internet of Things technology to the
circulation industry in the transformation of the resource-based economy. The application of RFID technology and wireless
sensor technology in the Internet of Things in the circulation industry can greatly improve work efficiency and information
transmission accuracy. This article establishes the circulation industry based on the principles of science, system, safety, and
relative independence. The evaluation index system analyzes the role of the circulation industry in the transformation of the
resource-based economy in terms of circulation scale, circulation structure, circulation efficiency, circulation innovation, etc.,
and uses the analytic hierarchy process and entropy method to analyze the collected data. With the support of RFID
technology, the output value of the circulation industry in Province Y has reached 140.508 billion yuan in 2019, accounting for
about 27% of the tertiary industry, and the number of employees in the circulation industry has also increased to 57.88%,
which is a strong boost to the economy of Province Y. It has a greater contribution to the total economic volume. The
research of this article has realized the economic transformation of resource-based cities in the circulation industry and has a
certain reference effect for the transformation and upgrading of similar cities.

1. Introduction

Resource-based cities played a huge role in the initial stage of
my country’s development. However, due to limited
resources, traditional resource-based cities had to undergo
economic transformation and thus develop into a new econ-
omy. The application of Internet of Things technology in the
circulation industry can effectively promote the development
of the circulation industry and solve the problems faced by
the circulation industry from the source.

The circulation industry can effectively increase social
employment, stimulate residents’ consumption, and optimize
the industrial structure. As the proportion of the circulation

industry in economic growth continues to rise, the main body
is becoming more and more diversified, the development of
the circulation industry has receivedmore andmore attention,
and its contribution to economic development has gradually
increased. The development status of the circulation industry
directly affects the development of other industries. The devel-
opment of the circulation industry is fast, and the develop-
ment of industry and agriculture is fast; on the contrary, the
development of the circulation industry is slow, and the devel-
opment of industry and agriculture is slow. It can be said that
the circulation industry is the vanguard of economic develop-
ment, the propellant of economic development, and the source
of sustained economic development.
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As more and more resource-based cities have the need
for transformation, there are more and more researches on
it. Taking Huainan, a typical coal resource city, as an exam-
ple, Zhang et al. constructed a multidimensional index sys-
tem of “economic, social and ecological.” The entropy
weight method, the coupled coordinated development
model, and the gray correlation coefficient method are used
to investigate the development of the system from 2002 to
2016. It analyzes the coordinated development of Huainan’s
multidimensional relations from a macro perspective. The
results show that the ecological subsystem has the largest
weight, and the overall development level is U-shaped,
which first decreases and then increases, which has a signif-
icant impact on the comprehensive development level. The
ternary coupling system is generally on the rise, and the
absolute level of coupling is relatively low. As the pressure
on the ecosystem increases, the development of the ecosys-
tem will restrict economic and social development and offset
the level of coordinated development. Economic develop-
ment and economic vitality have a positive impact on social
and ecological development, while social development has a
greater impact on the ecological subsystem. The improve-
ment of environmental status has a supporting effect on eco-
nomic and social development. In the process of Huainan’s
transformation, it is necessary to maintain stable and rapid
economic development, increase investment in social devel-
opment and environmental pollution control, pay attention
to ecological support capabilities, and avoid restricting social
and economic development. But his research experiment did
not carry out more experimental parameter settings [1].
Yongshi and Mingxing aim to conduct an empirical study
on the correlation between the distribution industry in
Fujian Province and regional economic growth. The results
show that the circulation industry has a positive correlation
with regional economic growth, and the circulation industry
is the main reason for regional economic growth. Further
study the dynamic mechanism of the circulation industry
to promote regional economic growth and found that the
circulation industry has the correlation effect, diffusion
effect, and spillover effect on the regional economic growth,
and it is the leading industry and basic industry of the
regional economy. However, his correlation study consid-
ered fewer factors and did not consider multiple factors
[2]. Ni et al. integrate fog computing into the Internet of
Things, extending computing, storage, and network
resources to the edge of the network. Unfortunately, it faces
various security and privacy risks, which brings serious con-
cerns to users. In this review, they reviewed the architecture
and characteristics of fog computing and studied the key
roles of fog nodes, including real-time services, instanta-
neous storage, data distribution, and decentralized comput-
ing. They also studied fog-assisted IoT applications based
on different roles of fog nodes. Then, they raised the security
and privacy threats of IoT applications. However, the
combined application of the Internet of Things and fog
computing has yet to be resolved [3].

The innovations of this article are (1) in-depth thinking
about the development bottleneck of resource-based cities
and innovatively put forward the idea of using the develop-

ment of the circulation industry in economic transforma-
tion; (2) ingeniously integrating the Internet of Things
RFID and infinite sensor technology. In the process of appli-
cation in the circulation industry, it has solved the technical
support problems in the circulation industry.

2. Internet of Things Technology Promotes the
Research Method of the Circulation
Industry in the Transformation of the
Resource-Based Economy

2.1. Internet of Things

2.1.1. RFID. The RFID system is generally composed of three
parts: an electronic tag, a reader, and an information
processing system [4]. Tag: also called a transponder, the
tag is equipped with an antenna and a chip. The antenna is
mainly used to communicate with the radio frequency
antenna, and the chip is mainly used to store the ID
sequence that uniquely identifies the product information
[5, 6]. According to the internal power supply, it is mainly
divided into two types: active and passive. Active tags obtain
energy from their own power sources, and their identifica-
tion distance is much longer than passive tags, but the price
and power consumption will be relatively much higher.
Reader: the reader can identify the information stored in
the tag without contact and send it to the information sys-
tem for data processing [7, 8]. Antenna: the electronic tag
and the reader are equipped with an antenna. The antenna
mainly realizes the radio frequency signal propagation
between the two and establishes a wireless communication
connection between the two.

The working principle of RFID technology: first, after the
reader receives the read instruction, it sends the signal to the
antenna and then interrogates the tag through the antenna,
and finally, the antenna transmits the obtained tag data to
the information processing system for processing [9, 10].

2.1.2. Technical Application. Because RFID identification
technology can realize the functions of wireless noncontact
identification, multitag identification, and information net-
workability, it gradually replaces several other identification
technologies [11]. Several developed countries in the United
States, Japan, and South Korea have widely applied radio
frequency identification technology to logistics manage-
ment, traffic management, industrial automation, retail,
and other related fields [12]. In our country, due to its high
cost and limited research and development technology, the
application of radio frequency identification technology is
currently mainly concentrated in the field of intelligent
transportation and the second-generation ID card of resi-
dents. However, due to the gradual expansion of production
scale and the increasingly sophisticated integrated circuit
technology, the production cost of radio frequency identifi-
cation technology will also continue to decline, which can
gradually expand the application of RFID in my country
[13]. The following briefly introduces several main applica-
tion areas of RFID technology.
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(1) Traffic Management. Mainly used for car entry and exit
registration, no parking fees, thereby avoiding traffic jams
due to parking during peak periods and improving the effi-
ciency and capacity of transportation.

(2) Food Safety. The use of RFID electronic tags can record
the entire process information of food raw materials, pro-
duction, processing, circulation, and sales in time, so as to
ensure the safety of all aspects of food [14, 15]. The specific
process is the producer uses the radio frequency identifica-
tion technology to mark the agricultural products, and then
the distributors and sellers scan the code to record the prod-
uct flow, so that the agricultural product manufacturer can
track the sales of each bottle of pesticide through the back-
ground management system [16, 17]. At the same time,
consumers can also scan the code to enter the client to trace
the specific production information of the product.

(3) Library Management. The library collects and recognizes
readers’ various certificate information by installing different
readers on self-service borrowing and returning equipment
and realizes the function of readers’ self-service borrowing
and returning [18, 19]; by installing RFID at the entrance
of each library, the security door of the tag reader can not
only automatically identify the effective information carried
by the reader and ensure the safety of mobile personnel
but also effectively identify whether the book carried by the
reader has a borrowing record, so as to ensure the safety of
the book; in addition to this, the application of RFID tech-
nology in the library can also realize the functions of visual
navigation of books, book positioning, and automatic inven-
tory of books, which greatly improves the efficiency of book
borrowing, return, and sorting, while also ensuring the secu-
rity of library management [20, 21].

(4) Logistics Management. With the increasing expansion of
the online shopping industry, enterprises’ demand for logis-
tics is also increasing. Large-scale quantities of goods and
complex supply chains are undoubtedly a big problem for
traditional logistics management. It not only consumes a
lot of labor to manually count the goods but also greatly
reduces work efficiency and cannot guarantee data process-
ing [22, 23]. The application of RFID technology in the
logistics management system can not only accurately process
the entry and exit of goods and inventory data in universities
but also monitor all the information of the goods in real-
time, thereby reducing labor costs and improving the accu-
racy and efficiency of data processing bring greater benefits
[24–26]. Figure 1 is a diagram of the application of RFID
technology to product circulation mode.

2.2. Resource-Based Economic Transformation. Resource-
based economic development cities refer to cities developed
based on local resources. Resource-based cities are closely
related to resource reserves and even the rise and fall of
cities. It can generally be classified according to two types
of methods. First, it is classified according to resource stor-
age. The reserves of specific resources have an absolute
advantage, and their mining volume accounts for more than

50% of the total industrial output value, which is called
depletion. Second, it is divided according to the proportion
of urban employed population [27]. 40% of the urban popu-
lation is engaged in specific resource development, process-
ing, management, and other activities, which can be called
a resource city.

Chinese resource-based cities are mainly distributed in
the central and western regions and the northeastern region,
for example, Inner Mongolia, Guizhou, Gansu, Shanxi,
Xinjiang, Jilin, Heilongjiang, and Liaoning. Since it takes a
long time for these cities to export resources, most cities face
the same problem, that is, how to convert depleted resources
[28]. It must be emphasized that some cities are constantly
increasing resources, funds, and development, and their
development and prosperity depend on convenient trans-
portation systems, advanced technology, strong economic
strength, and high-level information. Therefore, such a city
cannot be said to be a resource-based city like Japan. Japan
is an island country with limited resources, and the steel
and automobile industries are very competitive countries.
Shanghai Baosteel is also a self-produced steel company
based on large amounts of Australian iron ore and high-
quality internal carbon fiber. These are not actual cities
based on mineral resources. The resource-based cities we
want to investigate refer to regions rich in resources, but if
the mining time is long, the resources will almost be
exhausted, but the comparative advantages of other regions
cannot be used. Such exhausted urban resources have long
relied on their own resource advantages, which have gradu-
ally formed a stable development model. When resources are
exhausted, its development will inevitably face serious prob-
lems. Therefore, these cities must complete economic trans-
formation and change before resources are exhausted.

2.3. Circulation Industry

2.3.1. Connotation of the Circulation Industry. Before
analyzing the connotation of the circulation industry, it is
necessary to analyze the meaning of circulation and indus-
try, respectively. The concept of circulation has three levels:
the first level is circulation in a broad sense, that is, the
continuous transfer process of matter. The second level is
the circulation from the perspective of economics. It mainly
refers to the circulation of commodities. It is generally
defined as the exchange of commodities with currency as
the medium. It includes the three behaviors and processes
of commodity “purchase,” “transfer,” and “sell.” The third
level is based on the existence of social division of labor. Com-
modities transfer from the field of production to the field of
consumption, and finally reach the series of processes experi-
enced by consumers. This does not include the circulation of
tangible goods, currency, services, etc. The circulation dis-
cussed in this article is defined as the circulation under the
second-level economics perspective, that is, the circulation of
tangible goods, services, funds, etc. [29, 30]. An industry is
defined as the collection of interrelationships in the same
market between a group of companies that produce similar
products (or services) and their substitutes (or services). This
article adopts the definition of this industry.
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The definition of the connotation of the circulation
industry must be based on circulation and industry as a con-
straint. The circulation industry is the carrier that carries the
transfer process and exchange function and is a collection of
enterprise groups that provide services for tangible goods,
services, and funds. Therefore, according to the classification
of the three industries, the circulation industry belongs to
the tertiary industry. To be precise, the circulation industry
belongs to the service industry. The circulation industry spe-
cifically includes the wholesale industry, retail industry,
accommodation and catering industry, and logistics indus-
try. The wholesale industry and retail industry are the main
parts of the circulation industry, and the extension part of
the circulation industry is the logistics industry. Generally,
in the formulation of government policies, it is generally
not considered the accommodation industry and the cater-
ing industry are two types of life service industries.

2.3.2. Related Theories about the Development of the
Circulation Industry. The development of the circulation
industry is driven by a variety of factors, and many theories
of economics are involved in the development process. This
chapter selects the theory of division of labor, the theory of
transaction costs, the theory of industrial organization and
industrial structure, and its relevance to the development
of the circulation industry. Make a brief analysis and provide
theoretical support for subsequent research work.

(1) The Theory of Division of Labor. The division of labor
divides the process into several parts, and each part is com-
pleted by a different person. This concept includes social
division of labor, factory or manufacturing division of labor,
and natural division of labor. As early as the 17th century,
classical economics advocated free trade and believed that
exchange was the result of specialized division of labor,
and foreign trade was the true source of wealth. Adam
Smith (1776) advocated free trade and believed that the

division of labor resulted from the ability of exchange,
and exchange made various specialized production possible.
In short, the division of labor is to constantly weigh the
high efficiency brought about by the division of labor and
the increase in coordination costs, and the increase in
coordination costs provides space for the generation and
development of the circulation industry. Circulators will
first be formed in a better location and then continuously
improve transaction efficiency and expand the scope of
the market, thereby promoting social division of labor.
Therefore, the social division of labor is the basic condition
for the formation of the circulation industry, and the circu-
lation industry will in turn promote the continuous deep-
ening of the social division of labor and form a benign
interaction and coordinated development.

(2) Theory of Industrial Organization. The founders of
industrial organization theory, Marshall, Chamberlain, etc.,
based on price theory, expounded the basic principles of
industrial organization theory, namely, the relationship and
contradiction between competition and monopoly among
enterprises in the industry. The New Austrian School put
forward an extreme liberalism theory, advocating full com-
petition in the free market and denying antimonopoly and
regulatory policies. The theory of industrial organization
believes that the nature of an industrial market competition
and economies of scale determine the level of industrial eco-
nomic benefits. It can be seen that the circulation industry
organization has played a certain role in promoting the
development of the circulation industry.

(3) Industrial Structure Theory. Industrial structure refers to
the configuration and composition of various factors of
production among various industrial sectors. Industrial
structure theory is an economic theory that studies the law
of industrial structure evolution, and its ideas originated
from William Petty’s discussion of the phenomenon of
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Figure 1: RFID technology applied to product circulation pattern diagram.
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resource flow between industries. Then, Clark, Hoffman,
Kuzkintz, and others analyzed the internal change law of
each industry and the change trend of the economic promo-
tion effect and believed that the continuous optimization of
the industrial structure can promote economic development.

The circulation industry is the foundation and leading
industry of the national economy, and its status and role
are becoming more and more obvious. Under the guidance
of industrial policy theory, research the current situation of
the circulation industry in a certain province, analyze the
environmental factors that affect the development of the
circulation industry, and make targeted suggestions.

2.3.3. Current Problems in the Circulation Industry. At pres-
ent, the development of the circulation industry is not per-
fect, and there are some problems that need to be solved:
(1) the development of the circulation scale is lagging: the
development scale of the circulation industry is very large,
and its contribution to the regional economy is high, but
the circulation scale is developing in the regional economy
as a whole. It is relatively slow and does not play its due role;
(2) the degree of circulation organization is not high: at pres-
ent, the circulation industry operators are mainly self-
employed and some small wholesale retailers. Generally,
they have not formed large-scale, and there is no unified
standard and plan. The overall level of specialization is not
high; 3) there are few modern circulation formats: most of
them maintain the traditional circulation form, there is no
complete product information system, the quality of the
product cannot be guaranteed, and the communication effi-
ciency between users and merchants is extremely low, which
affects commercial circulation; (4) the low degree of infor-
mation circulation: for commodity information and com-
modity accounting, most of them use visual and manual
accounting methods, lack of information communication,
and insufficient information about commodities; (5) the
circulation infrastructure is backward: in most areas, the
circulation infrastructure has not been constructed, the
transportation is backward, the network density is low, there
is no advanced technology and financial support, and the
overall circulation service level is not high.

3. Model of the Role of Internet of Things
Technology in Promoting the Circulation
Industry in the Transformation of a
Resource-Based Economy

This chapter mainly aims to build an evaluation index sys-
tem for the development level of the circulation industry in
Province Y to objectively evaluate the circulation industry
in Province Y from the perspectives of circulation scale,
circulation structure, efficiency, contribution, and innova-
tion value, and adopt the RFID technology in the Internet
of Things. It is to understand its promotion and effects on
the circulation industry in the transformation of the
resource-based economy, so as to provide reference and

guidance for other cities in the transformation and develop-
ment of the resource-based economy.

3.1. Principles of Establishing an Evaluation Index System.
Whether the design of the evaluation index system is reason-
able is directly related to the quality of the evaluation. There-
fore, when establishing an evaluation index system based on
the development level of the circulation industry, the follow-
ing basic principles need to be considered: (1) scientific prin-
ciples. The established indicator system can truly reflect the
development of the circulation industry in the region. By
analyzing the development level of the circulation industry
in Province Y, specific development level indicators can be
obtained. (2) System principles. When designing the index
system, in terms of the macroeconomic market environment
of economic development and the particularity of the devel-
opment of the circulation industry, not only the specific
political, economic, and cultural history but also the region
must be investigated in detail. (3) Functional principle. The
functions of data collection and data processing need to be
fully considered. During the data collection period, the rele-
vant data collected by the questionnaire survey and related
service departments are classified as receiving the indicator
data of this chapter. In the data processing stage, the index
data needs to be arranged in the form of recognizable and
executable index data to realize the established index system.
(4) The principle of relative independence. It shows that
there is often duplication of information among indicators
of the development of the circulation industry. Therefore,
when selecting indicators, in order to improve the scientifi-
city and accuracy of the evaluation, it is necessary to fully
consider the relative independence of the indicators. (5)
Target directionality. In order to measure and evaluate the
development level of the circulation sector, on the one hand,
a detailed analysis of the development of the circulation
sector is needed.

3.2. Construction of the Index System. Table 1 shows the
indicator system for measuring the development level of
the circulation industry. On the one hand, the construction
of the indicator system should consider the real situation
in Province Y. On the other hand, it is also based on the
basic indicators, selecting indicators with regional character-
istics for data acquisition, processing, and analysis.

3.3. Model Construction

3.3.1. Empirical Analysis Method. Empirical evaluation of
the development level of the circulation industry is a com-
prehensive, dynamic, and comprehensive process. This arti-
cle first selects the multiplicative synthesis normalization
method. The purpose of this method is to multiply each
weight by normalization to obtain the combined weight.
The calculation formula is

Ej =
χij ⋅ δij

〠
n

i=1
χij ⋅ δij

8
>><

>>:

j = 1, 2,⋯,mð Þ: ð1Þ
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Among them, the subjective weight is χij, the objec-
tive weight is δij, and the equation on the left is the com-
prehensive weight.

3.3.2. AHP. Then, we use the analytic hierarchy process to
quantify the indicators to solve more complex logic and
decision-making problems. First, judge the matrix according
to the column normalization method:

cij =
cij

〠
n

k=1
ckj

8
>><

>>:

i, j = 1, 2,⋯,nð Þ: ð2Þ

Assign cij values to the criterion layer.
After normalization by line addition:

Ei = 〠
n

i=1
cij i, j = 1, 2,⋯,nð Þ: ð3Þ

The equation on the left is the weight ratio between
two objects.

Normalize the vector:

E = E1, E2,⋯,En½ �T : ð4Þ

The largest characteristic root is calculated as:

ϑmax = 〠
n

i=1

BMð Þi
nMi

, ð5Þ

where I is each vector component.
Multiply the rank normalization formula to get objective

weight:

Ej =
χij ⋅ δij

〠
n

i=1
χij ⋅ δij

j = 1, 2,⋯,mð Þ: ð6Þ

3.3.3. Entropy Method. The entropy method is usually used
to determine the objective weight value. Generally, the
entropy value is the smaller, the greater the degree of indica-
tor variation and the greater the weight.

Data standardization:

Qij =
Yij

〠
n

i=1
Yij

: ð7Þ

Table 1: Index system for measuring the development level of circulation industry.

First-level
index

Secondary measure
Index
code

Index unit

Circulation
scale

Added value of circulation industry X1 100 million yuan

The total retail sales of social consumer goods X2 100 million yuan

Number of employees in the circulation industry X3 People

Cargo transportation turnover X4
Whole society cargo transportation volume/transport

mileage

Circulation
structure

Employee ratio in the circulation industry X5
Number of employees in the circulation industry/number of

employees in the tertiary industry

Retail sales ratio of foreign-funded enterprises in
the circulation industry

X6
Retail sales of foreign-funded enterprises above designated

size/total retail sales

Ratio of total retail sales above designated size X7 Net operating income/ending balance of total assets

Turnover rate of total assets X8 Net operating income/ending balance of total assets

Circulation
efficiency

Batch to retail ratio of wholesale and retail
enterprises above designated size

X9 Wholesale sales/retail sales above designated size

Profit margin of wholesale and retail income
above the limit

X10
Total sales profit/total income of wholesale and retail

businesses above designated size

Economic contribution rate of the circulation
industry

X11
Value added of the circulation industry/gross regional

product

Circulation
contribution

Employment contribution rate of the circulation
industry

X12
Employees in the circulation industry/employees in the whole

society

Tax contribution rate of the circulation industry X13
Total tax revenue of the circulation industry/total tax revenue

of the whole society

Circulation
innovation

Information management level X14
Commodity online transaction value/circulation industry

added value

Logistics distribution degree X15
Increase in commodity transportation/increase in circulation

industry
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Among them, Yij refers to the value of the j-th evalua-
tion index in the i-th year, and n is the index value.

Calculate the information entropy of the data:

Rj = − ln nð Þ−1 〠
n

i=1
qij ln qi: ð8Þ

Among them,

qij =
γij

〠
n

i=1
γij

: ð9Þ

If qij = 0, define

limqij ln qij = 0: ð10Þ

Calculate the weight value of each indicator:

Ei =
1 − Ri

l−〠Ri

i = 1, 2,⋯,lð Þ: ð11Þ

In the formula, Rij represents the number of evaluation
indexes for the jth item in the i-th year.

Composite index:

T = 〠
5

i=1
Bi ×Qi: ð12Þ

In the formula, Bi is the index value, and Qi is the corre-
sponding index weight. The larger the T value, the higher
the development level of the circulation industry. The larger
the comprehensive index value, the higher the development
level of the circulation industry.

3.4. Data Source and Preprocessing. In order to evaluate the
development of the circulation industry of resource-based
cities in the economic transformation, this paper selects Y
Province as the research sample and organizes statistical
data to compare and analyze the promotion and effects
brought by the Internet of Things technology. Data is
reviewed repeatedly, and empirical analysis is performed
after data processing.

4. Role of Internet of Things Technology in
Promoting the Circulation Industry in the
Transformation of a Resource-
Based Economy

4.1. Necessity of Economic Transformation of Resource-Based
Cities. Resource-based cities have played an important role
in the process of national economic development. However,
as the amount of resource extraction increases year by year,
cities with resource-based economic development must also
face the results of economic transformation. Resource-based

industries need to go through the following stages: explora-
tion period-mining period-stable production period-decline
period, and then resource-based cities will either face a
period of exhaustion and decline, or choose to transform
and develop. The same is true for the urban economic
development process. After the prosperity period, there
will inevitably be a period of recession or transformation
and revitalization.

Figure 2 shows the life cycle theory of resource-based
cities. Therefore, in summary, if resource-based economic
cities want to further promote the development of the city,
they must carry out economic transformation. From the per-
spective of Internet of Things technology, it is feasible and
practical to conduct research on the circulation industry.

4.2. Current Status of the Distribution Industry in Province Y.
The scale of the circulation industry in Province Y is shown
in Figure 3, showing an expanding form. In recent years,
with the steady increase in the disposable income of urban
and rural residents in Y Province, the consumption demand
of residents has continued to expand, and the circulation
industry has also developed rapidly. The added value of the
circulation industry in Province Y increased from 36.65 bil-
lion yuan in 2010 to 108.935 billion yuan in 2016, breaking
through the 100 billion mark, with an average annual growth
rate of about 19.96%. In 2020, it will develop rapidly, and the
circulation industry will increase throughout the year. The
value was 193.582 billion yuan, an increase of 7.81% over
the previous year. Among them, the total retail sales of con-
sumer goods increased from 338.76 billion to 171.515 billion
yuan, with an average annual growth rate of 17.65%; the
transportation and postal storage industry increased from
2.885 billion yuan to 21.877 billion yuan, with an average
annual growth rate of 22.89%.

It can be seen from Figure 4 that the degree of organiza-
tion of circulation in Province Y has increased. The added
value of the wholesale and retail industry in Province Y
has increased from 29.666 billion yuan in 2010 to 139.867
billion yuan in 2020, with an average annual growth rate of
17.17%. At the same time, the number of corporate enter-
prises above the designated size in the wholesale and retail
industry continues to grow. In 2020, the added value of the
accommodation and catering industry above the designated
size is 4.337 billion yuan, with an average annual growth rate
of 20.69%. The growth trend of the commodity trading mar-
ket of more than 100 million yuan in Province Y is obvious,
and the wholesale transaction volume accounts for 82.54%
of the total transaction volume. From this, it can be seen
that the wholesale of Province Y takes up a large propor-
tion, and the retail terminal needs to continue to develop.
At the same time, in order to improve the degree of orga-
nization of circulation, the Y provincial government has
increased its support for circulation organizations such as
circulation cooperative organizations, supply and market-
ing cooperatives, large agricultural product circulation
enterprises, and circulation associations. A total of 46 large
agricultural product circulation enterprises and 79 supply
and marketing organizations have been built. The profes-
sional level of cooperative organizations, circulation
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cooperative organizations, and circulation associations has
been continuously strengthened, thus, accelerating the pro-
cess of circulation organization.

It can be seen from Table 2 that the opening of circula-
tion in Province Y has accelerated, and the development of
circulation foreign-funded enterprises has been relatively
rapid. Due to the relatively backward economy in Province
Y, few local companies can develop and grow independently.
In order to promote the development of the circulation
industry, the local government actively introduces foreign-
funded enterprises with various preferential policies, and
the number of foreign-invested circulation enterprises is
rapidly increasing. It is specifically embodied in first, the

increase in investment projects and investment amount.
According to preliminary statistics from the Hunan Depart-
ment of Commerce, for the whole year of 2020, the number
of newly approved foreign-invested wholesale and retail
contract projects in Y Province will exceed 100, and the
contractual use of foreign capital will exceed 10 billion.
The second is the preemption of circulation formats. 38% of
large-scale comprehensive supermarkets and large-scale logis-
tics markets in Y Province are foreign investment. Large-scale
foreign investment has accelerated the development of circula-
tion enterprises in Province Y and improved the overall level
of the local circulation industry. At the same time, it has also
intensified competition in the circulation market.
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4.3. Role of RFID Technology in Promoting the Circulation
Industry in the Transformation of a Resource-Based
Economy. The contribution rate of the circulation industry

in docking production and consumption, expanding effec-
tive demand, and improving people’s quality of life is gradu-
ally increasing, as shown in Figure 5. In the past five years,
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Figure 4: Changes in the degree of organization of circulation in Province Y from 2010 to 2020.

Table 2: New batch of foreign investment sales in wholesale and retail industries.

Years Foreign-funded enterprises above designated size (units) Contract items above quota (a) Foreign investment (100 million yuan)

2010 17 33 105.36

2015 28 66 357.23

2020 43 108 598.51
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various indicators of the development of the circulation indus-
try have shown a significant growth trend. The output value of
the industry has increased from 76.233 billion yuan at the
beginning to 140.508 billion yuan in 2019. The tax revenue
has doubled, showing the impact on the economy of Province
Y. Strong pulling action. In terms of the number of employees,
in 2015 it was 3.0299 million, accounting for 1.85% of the
province’s employment; in 2019, it was 3.846million, account-
ing for 2.08% of the province’s employment. The overall trend
is increasing, highlighting the employment absorption of the
circulation industry. “Reservoir” functions. Although the out-
put value of the circulation industry has grown rapidly, the
share of the circulation industry in GDP has not risen signifi-
cantly. After 2015, the output value of the circulation industry
accounted for about 27% of the tertiary industry, indicating
that the circulation industry in Province Y has strong stability,
but insufficient growth momentum, it is necessary to find
growth points that promote the sustainable development of
the circulation industry.

In Figure 6, from the analysis of the proportion of the
output value of the circulation industry in the tertiary indus-

try and GDP, it can be concluded that the proportion has
been increasing, but the growth rate of each year has not
changed much. From the analysis of the proportion of
employment in the circulation industry, the number of
employees is increasing, and the proportion has gradually
increased, from 54.37% and 19.52% in 2015 to 57.88% and
21.80% in 2019. This shows that the circulation industry in
Y Province is the main channel to absorb social employment.

Table 3 shows the evaluation of the eight urbanization
indicators in the A-G area. It can be seen from the table that
with the support of Internet of Things technology, the circu-
lation industry in the resource-based economic transforma-
tion of Province Y has not only obtained good economic
benefits but also promoted the improvement of the level of
urbanization in the region and increased. The per capita
income of residents has expanded the number of employees
in the circulation industry.

It can be seen from Figure 7 that, first, from the perspec-
tive of the share component of Y Province, the share compo-
nent of the tertiary industry is involved in the study, so all
sectors are growth sectors. It shows that the overall
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Figure 6: The development scale of the circulation industry.

Table 3: Comprehensive evaluation index data for urbanization.

Area A B C D E F G

X1 53.56 84.22 59.13 64.11 46.88 55.53 51.19

X2 0.38 0.46 0.51 0.55 0.22 0.29 0.33

X3 53.27 42.56 50.17 53.78 50.73 42.25 58.78

X4 41.85 56.73 48.52 45.59 48.33 59.29 37.48

X5 1194.50 2398.94 958.73 1361.71 4754.11 8931.78 1225.53

X6 0.86 1.27 0.94 0.98 0.86 0.98 0.87

X7 22455.61 24000.42 21429.87 23238.75 22813.15 23249.61 23714.23

X8 21.91 69.87 32.53 38.81 22.26 14.31 12.26
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development speed of the tertiary industry in Y Province is
higher than the average level, and the output value of the
tertiary industry in Y Province has increased by 158 million
yuan due to the advantage of share weight. Second, from the
perspective of structural deviation, the value of the tertiary
industry in Y Province is greater than the average level, of
which wholesale and retail industries account for the largest
proportion, followed by other service industries, transporta-
tion and postal industries, accommodation and catering
industries, and real estate industries., Finance and insurance,
information and software industries, indicating that these
sectors have a good production base, and the existing
economic structure has a greater contribution to the total
economic volume.

5. Conclusion

This article mainly studies the role of Internet of Things
technology in promoting the circulation industry in the
transformation of a resource-based economy. The tradi-
tional circulation industry has problems such as lagging
development in scale, low degree of organization, few mod-
ern circulation formats, and low degree of informatization.
Most of the resource-based cities have relatively backward
infrastructure and it is difficult to solve these problems.
However, the RFID technology and infinite sensor technol-
ogy in the Internet of Things can solve the above problems
well and have a good promotion effect in terms of circula-
tion scale, circulation structure, efficiency, contribution,
etc., and can fundamentally improve the efficiency of the
circulation industry and information accuracy. The research
in this article is based on a combination of theoretical
research and empirical research and a combination of qual-

itative research and quantitative research. The disadvantage
of this article is that there are still limitations in the selection
of resource-based cities, and the representativeness is not
strong. However, the experimental results of this article have
certain reference and reference for other resource-based
cities to prepare for economic transformation.
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The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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Film and television itself is a product of culture and innovation, combining digital technology, creative thinking, and artistic
design. In the rapid development of 3D film and television, the situation of scene design and production has also become an
important role. In a typical environment, the main scene plays the role of film and television and coherent plot. This thesis
mainly analyzes the design and implementation of a 3D movie scene production algorithm based on the Internet of Things
and also makes 3D movie scenes through the algorithm of Internet of Things technology. This article also analyzes the
traditional 3D scene-making algorithm, which is mainly composed of a plane mapping part, a basic primitive generation part,
a collision detection and positioning part, and a terrain generation part. Among them, the plane mapping technology provides
the function of using plane mapping to simulate 3D objects. The basic primitive generation part uses the OpenGl function to
draw 3D primitives and paste the BMP format image on each surface of the stereo primitives, so that the 3D model can be
represented by a plane texture; collision detection is a key part of mechanical physics, which can detect games of the physical
edge of the object in the middle; the terrain generation part uses the converted gray height value as the corresponding grid
terrain height and uses planar mapping technology to capture the image of the entire terrain, that is, paste and generate a
terrain map. The results show that a characteristic of the algorithm of the Internet of Things technology is that the 3D scene is
completely mapped. This avoids the trouble of using 3DMAX and other tools to create 3D models and also reduces the
difficulty of creating 3D scenes and makes the execution efficient, which is better than directly importing 3D models, runs
faster, and runs very smoothly. The Internet of Things is an important development trend in the Internet information age and
can be used to produce 3D film and television scenes to reduce development difficulty and cost and has a variety of research
and development value and practical value. In the analysis part, this article also introduces the algorithms used in the scene
production and passes the tests of 4 different files in 4 different frames and also found that more than 83% of people feel that
the use of Internet of Things algorithms in the production of 3D movie scenes has improved production efficiency.

1. Introduction

1.1. Background of Topic Selection. In recent years, China’s
digital technology and Internet multimedia technology have
developed rapidly, and the shooting, production, and trans-
mission of 3D film and television have achieved unprece-
dented progress and results. Among them, the combination
of digital technology and traditional art design challenged
many ways of expressing traditional art design and gradually
formed a new form of art creation, namely, traditional digi-
tal art. In the production of 3D film and television scenes, it
has a wide range of application prospects and strong devel-
opment momentum. From the perspective of the architec-

tural design of the main 3D film and television scenes we
studied, with the rapid development of the domestic film
and television industry, the concept of the Internet of Things
has become more and more important and irreplaceable.
The creation of 3D film and television in my country is still
in its infancy. In terms of film and television scene design,
China still has room for further research on the artistic fea-
tures and technical methods of the main scene design.

1.2. Significance of the Research. 3D film and television
scenes are usually the second visual level of the works on
the screen, because they are the settings of character perfor-
mances and fictional spaces. Successful 3D movies need

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 1219849, 11 pages
https://doi.org/10.1155/2021/1219849

https://orcid.org/0000-0003-1101-112X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/1219849


good scenes to improve their artistic quality. Therefore, the
design of the scene requires both high aesthetics and strict
rationality. A good main scene structure and design can
enhance the beauty of the film and television, enhance the
personality of the character, and improve the emotional res-
onance with the audience. Appropriate design of the main
scene can also establish the style of the entire film and tele-
vision production. Therefore, in 3D film and television, the
main scene must be the main “character” that explains the
storyline. This shows the importance of scene production.
The scene produced by the Internet of Things algorithm
can achieve low development difficulty, low cost, safety,
and reliability and has a variety of research and development
value and practical value.

1.3. Related Work of 3D Film and Television Scene
Production. With the continuous development of the Inter-
net of Things technology, we should calm down while creat-
ing, sum up the experience of previous production, and
study its theories, so that the production of 3D animation
scenes can be more systematic, and the creation and appre-
ciation issues can be closely linked, so that technology and
art can be more perfectly combined. Pikul and Ning said that
all history is modern history. It can be said that all historical
dramas are modern film and television, and the success of
historical dramas lies in the modernization of historical
themes and historical culture [1]. In this sense, as the indoor
scene design of the place for characters in film and televi-
sion, the traditional indoor design style in historical drama
should be guided by the aesthetic value of modern people.
And the essence of traditional national culture should be
used in modern design technology. Showing it make the past
serve the present and develop innovatively. However, the
view that history is all modern history is wrong. Yang et al.
believe that making film and television is a very complicated
process. This is a labor-intensive process that requires a team
to complete, which is the crystallization of collective wisdom
[2]. There are many ways to make movies, such as hand-
made movies and cut-out methods. However, through the
Internet of Things technology, the production of film and tele-
vision scenes can be very simple, safe, reliable, and efficient.
Liu et al. believe that another important reason for studying
3D movie scenes is its wide application in live action movies
[3]. In current movies and TV movies, more and more digital
technologies are used to create various virtual scenes and spe-
cial effects to produce movies and TV images. This effect can
achieve visual effects, which is impossible to achieve in actual
shooting. However, the actual shooting can be done through
the Internet of Things technology.

1.4. Innovation Points of This Research

(1) 3D film and television scene production adopts the
algorithm of Internet of Things technology, which
can make the scene production process very intelli-
gent, safe, and reliable

(2) Compared with traditional algorithms, the algorithm
of the Internet of Things technology is more intelli-
gent, convenient, safe, and reliable

2. Design and Implementation Method of 3D
Film and Television Scene Production
Algorithm Based on the Internet of Things

2.1. IoT Architecture. Internet of Things applications are
widely used, but because applications cover different indus-
tries and different scenarios, they have different functions
and structural characteristics [4]. Currently, there is no uni-
formly recognized standard for the structure of IoT applica-
tions [5]. Experts, technicians, and production personnel
usually accept the “three-tier structure” of IoT applications
[6]. This structure divides the Internet of Things application
into three layers, which are the application layer, the net-
work layer, and the perception layer. The “three-layer
structure” of the Internet of Things application is shown in
Figure 1.

2.2. Concept of Scenes in Film and Television. Film and tele-
vision scenes are usually specific environmental spaces that
can tell stories, shape characters, expand the plot, and pro-
mote the development of film and television [7]. In addition
to modeling characters in film and television, it usually refers
to scenes in film and television. Modeling design of all things
changes over time, including living environment, furniture,
social environment, natural environment, and historical
environment where the role is located [8]. Stage design
requires a high degree of creativity and strong artistry. The
movie scene can be divided into two parts: scene and back-
ground. The so-called scene is the active scene or natural
landscape that the character can pass through, and the back-
ground is the scene behind the character and the atmo-
sphere, such as the scene. To display each lens image, there
must be a scene [9]. It is impossible for the character to
appear in every frame of the cartoon, but the scene always
occupies the main screen or the auxiliary screen. Animated
films and TV scenes are usually based on scripts at the
beginning of design, providing background design to
develop plot and character creation space [10]. The content
of the scene is very extensive, as long as there are various
entities in the space related to the object, from minor char-
acters to fixed or uncorrected scenes; they are all called
scenes [11].

2.3. Style of the 3D Scene. The content determines the for-
mat. The title, content, and theme of the script and the
aesthetic inclination of the creator determine the style of
the scene.

2.3.1. Realistic Style. Realism is a relatively true reflection of
time and space, and a faithful recording and reproduction of
objective reality. In traditional two-dimensional animation
or three-dimensional animation, realistic style scenes are
the most common scene styles, which refer to the use of
design methods from modeling styles, natural materials,
viewing angles, light and shadow relationships, color laws,
etc. In terms of processing, it follows the basic historical
nature and natural laws, conforms to the physical character-
istics of objects at a certain time, specific environment, and
specific light conditions, and conforms to human traditional
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psychological and physiological habits [12]. 3D animation
scenes have a strong sense of reality and serve the apprecia-
tion habits of audiences of all ages. It not only has a real
sense of light but also a real texture. The rich images make
people feel excited [13].

2.3.2. Decorative Style. Any artistic style with regularity and
order can be called a decorative style. The decoration style
has regular beauty, order beauty, universal beauty, and for-
mal beauty. This style is to carry out a specific artistic and
organic generalization, standardization, and processing of a
large number of natural shapes and complex colors of the
original life form in order to realize the beauty of form [14].

2.3.3. Comic Style. Comic style is also a commonly used
modeling form in 3D animation scene design. Comic books
and TV animation works are usually adapted from comics,
and their modeling usually shows universality, simplicity,
and exaggeration [15].

2.3.4. Fantasy Style. Fantasy refers to unreality, unconven-
tional vision and imagination, unconventional thoughts
and fantasy that exceed people’s daily life, and conventional
vision and imagination. According to the needs of the plot,
most fantasy-style movies and TV shows use unconven-
tional imagination in the scenes and props, adopt bold and
exaggerated methods, and adopt new, bold, and transcend-
ing human psychology when using colors [16]. Selective
color processing provides viewers with a brand-new visual
experience and produces powerful emotional and peculiar
effects in people’s vision and psychology, while the space-
time effects have an illusion that surpasses the conventional
human imagination.

2.4. Scene Design Ideas. The stage design of a movie must
first closely follow the script, understand the director’s
expression style and intentions, and conform to the histori-

cal background of the story. Secondly, when designing
movie scenes, we must also ensure the unity of film art style,
that is, the unity of tones between the scene and the charac-
ters, as well as the unity of consciousness and technology of
the creative team [17]. The design of movie scenes requires a
rich imagination, a process of thinking and creativity. Col-
lect data during the design process, reprocess and recreate
materials with the help of imagination, and create new
designs. Imagination mainly uses collective thinking and
comprehensive thinking such as similarity, correlation, and
contrast [18]. Combinatorial thinking is mainly to combine
unrelated things or certain parts of things to form a new
way of thinking. Combinatorial thinking is the most com-
mon method of designing scenes and drawing characters
in film and television.

2.5. Key Technologies of the Internet of Things

2.5.1. Radio Frequency Identification Technology. Radio fre-
quency identification technology is a noncontact automatic
identification system that can automatically detect targets
and receive related data through radio frequency signals.
The system mainly includes electronic tags, readers, and
computer networks [19]. An electronic tag is composed of
a chip and an antenna and is mainly associated with an
object used to identify it. The electronic tag has a unique
electronic code for storing related object information.

2.5.2. Global Positioning System. The Global Positioning Sys-
tem is a technical application that combines satellites and
communications. GPS is not affected by weather and time
and can quickly and accurately obtain 3D position, speed,
and time information of an object and has the characteristics
of high precision, high efficiency, and automation [20]. GPS
is an integral part of the Internet of Things system.
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Figure 1: Secure Internet of Things architecture.
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2.5.3. Data Analysis and Processing Technology. At the archi-
tecture level of the Internet of Things, the type and amount
of information sent from the perception layer to the applica-
tion layer are gradually increasing, doubling the amount of
data that needs to be processed and analyzed. For the Inter-
net of Things, how to effectively mine, classify, and apply a
large amount of information is a difficult problem. Data
analysis and processing functions are the key to the effective
application of the Internet of Things, and the emergence of
cloud computing makes these possibilities possible [21].
Cloud computing can process hundreds or billions of infor-
mation in a few seconds. It provides a quick way to process
large amounts of information collected from IoT systems.

2.6. Overview of the Design of the Scene. Through the gener-
ation of 3D movie scenes, users will feel the visual experience
brought by movie scenes, understand the importance of the
main scene in creating movies, and be familiar with movie
scenes and the art theory of creating the main scene and
the main scene. Exploring how to create a scene, 3D technol-
ogy has improved the audience’s awareness of the film and
television scene and allowed them to experience the artistry
of the scene itself [19].

The following is the flow chart of the thesis design,
researches the relevant background under the premise of

multianalysis, and completes the thesis according to the
rules of scene art construction. The design flow chart of
the scene is shown in Figure 2.

2.7. Description of Traditional 3D Scene-Making Algorithm

2.7.1. Plane Texture Part. Usually, landscapes such as stones,
trees, and grass are added to the 3D scene. This is a real 3D
object used to give it a 3D feel when viewed in the scene. In
order to make the imported objects look 3D rather than flat,
you can create a scene with a flat map and then replace the
3D scene with a flat map to ensure that the front of the flat
map always faces the player’s field [20]. This ensures that
no matter what the player is doing, the front of the scene
always faces the player’s field of vision. This rotating plane
mapping technology provides the function of using plane
mapping to simulate 3D objects.

2.7.2. Basic Graphic Element Production Part.When creating
a 3D scene, importing the model created in 3D MAX will
greatly reduce the speed of the game. Therefore, consider
another way to add a model created using basic primitives.
Therefore, the 3D scene is decomposed into basic primitives,
such as cuboid and triangular vertebrae. When creating
primitives, use the OpenGl function to draw 3D primitives

Literature information,
background analysis, etc.

Theoretical research

System analysis

Concept analysis Summary of features

Write graduation thesis and complete design

Design ideas

Main research content and related issues

Applied research Development
background Excellent work

Theoretical research Reality research

Design and research of 3D film and television scenes

Figure 2: Design flow chart.
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and paste the BMP format image on each surface of the ste-
reo primitives so that the 3D model can be represented by a
plane texture [22].

2.7.3. Collision Detection and Positioning Part. Collision
detection is a key part of mechanical physics, which can
detect the physical edges of objects in the game. If two 3D
objects collide, this technique prevents the objects from
passing through each other. This ensures that when an entity
hits a wall, collision detection determines its position and
interaction so that the entity does not pass through the wall
or hit the wall. The solid and the wall are based on two fea-
tures [23]. When creating 3D basic primitives to simulate
the real world and prevent characters from roaming in the
game, collision detection is added to each primitive. Create
a graphic element and add a check box of appropriate size
to this graphic element. When using primitives to build large
3D scenes, collision detection is not difficult because it adds
collision detection to the basic primitives.

2.7.4. Terrain Generation Part. The terrain generation part
uses contour line generation technology. In the first step,
use white to represent the high position and black to repre-
sent the low position. In this way, you can use the grayscale
map to display the terrain. The second step is to convert the
black and white of the grayscale image into a terrain height
value. The third step is to split the entire scene map into a
grid map, use the converted gray height value as the corre-
sponding grid terrain height, and use planar mapping tech-
nology to capture the image of the entire terrain, that is,
paste and generate the terrain map.

2.8. Functions of 3D Film and Television Scene Design. The
functions of 3D film and television scene design are embod-
ied in the following three aspects.

2.8.1. Set the Emotional Tone of the Work. In 3D film and
television, scene design needs to provide ideas expressed in
work. Designers should start from the overall picture, grasp
the theme of the entire film and television, and make a keen
observation of life. Make adjustments and designs to use the
completed experience. Bright colors are used as the main
tone for creating interesting and relaxing rhythms; warm
colors are used to create a warm and peaceful atmosphere;
gray is used to express painful and depressed emotions and
to understand the unique lifestyle, the creation of true
touches and the establishment of the emotional tone of the
work.

2.8.2. Character Characteristics. Characters and scenes are
interdependent in 3D movies and TV. The design of the
scene must be logically structured in order to provide space
for performance and mental activity for the characters and
through suggestive and symbolic arrangements to shape
the character of the character. Creators can enhance the
image of characters in film and television by making the
audience feel the setting of the psychological space of the
scene and infer the characters’ interests, hobbies, lifestyle,
and other personalities and make them more vivid and rich.
3D film and television scene design can easily identify the

identity, psychology, and personality of the character and
achieve the goal, usually focusing on the characteristics. It
is the most obvious sky, landscape, architecture, flower,
and tree style in history. Rely on the landscape to provide
the owner, and borrow the landscape to express emotions.

2.8.3. The Development of the Storyline. Scene design serves
the plot of the story, and the development of 3D film and
television is inseparable from the interpretation of the plot.
The design of the activity space and the role scene must be
based on the narrative and accurately describe the environ-
mental characteristics of the story. Show the background
and local style, combine the narrative function and the met-
aphor function, and establish the space-time relationship. By
changing the scene factors (such as time, location, and envi-
ronment), the design provides suitable opportunities for
role-playing. The scene factors are suitable not only for the
theme but also for the dramatic style that promotes the
development of the story.

2.9. Performance Analysis of Algorithm Production. The
principle of performance analysis of algorithm production
based on the Internet of Things is shown in Figure 3. Data
security requirements are the key integration of the entire
algorithm; all selected data structures must require data reli-
ability and stability and be able to maintain a stable working
condition for a long time. Typical time requirements are
mainly to limit the waiting time for information query. If
the client sends a query request, the corresponding perfor-
mance of the server is extremely slow, and it is impossible
to quickly find a query that meets the requirements. The
operating efficiency of the system will be very low.

3. Experiments Based on the Design and
Implementation of the 3D Film and
Television Scene Production Algorithm of
the Internet of Things

3.1. Production of the 3D Scene of “Fantasy Variations.” By
studying the artistic rules of the main stages of fantasy style,
this chapter focuses on the process of completing the scene
production. It is mainly divided into two processes: one is
to make models of mountains, castles, and trees, and the
other is to use tents to roam and switch between seasons.
Modeling and virtual tour development are inseparable from
software support. The main software used in this theme is
3D modeling software and image editing software. Combin-
ing the functions of this theme, the specific production pro-
cess is shown in Figure 4.

3.2. Internet of Things Algorithms. In terms of Internet of
Things technology, in order to ensure the security of the
Internet of Things system, we need to further improve the
data encryption of the terminals in the system. On the basis
of existing algorithms, the focus will be on whether the
Internet of Things is suitable for embedded systems and
whether it is more effective. The security encryption algo-
rithm that can be applied to the Internet of Things environ-
ment will be researched and tested.
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The Advanced Encryption Standard algorithm is a sym-
metric, block encryption algorithm; the algorithm uses a
multiround replacement mode.

(1) Arrange the plaintext and the key into the state
matrix with 128 bits in units of words

H0,0,H0,1,H0,2,H0,3,⋯,H3,3
� �

,
G0,0,G0,1,G0,2,G0,3,⋯,G3,3

� � ð1Þ

(2) XOR the key and ciphertext as shown in

H0,0 H0,1 H0,2 H0,3

H1,0 H1,1 H1,2 H1,3

H2,0 H2,1 H2,2 H2,3

H3,0 H3,1 H3,2 H3,3

2

6666664

3

7777775

⊕

G0 G4 G8 G12

G1 G5 G9 G13

G2 G6 G10 G14

G3 G7 G11 G15

2

6666664

3

7777775

=

H0,0′ H0,1′ H0,2′ H0,3′

H1,0′ H1,1′ H1,2′ H1,3′

H2,0′ H2,1′ H2,2′ H2,3′

H3,0′ H3,1′ H3,2′ H3,3′

2

66666664

3

77777775

ð2Þ

(3) H-box byte transformation, including multiplication
inverse and radiation process

In order to improve the efficiency of the algorithm, the
creator of the AES algorithm made the H-box through a
nonlinear algorithm. The user can quickly obtain the corre-

sponding replacement data by using the table look-up
method to improve the calculation speed. The H-box opera-
tion is shown in

H0

H1

H2

H3

H4

H5

H6

H7

2

666666666666666664

3

777777777777777775

=

1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0
0 0 0 1 1 1 1 1

2

666666666666666664

3

777777777777777775

H0′

H1′

H2′

H3′

H4′

H5′

H6′

H7′

2

666666666666666664

3

777777777777777775

+

1
1
0
0
0
1
1
0

2

666666666666666664

3

777777777777777775

ð3Þ

(4) Column transformation: multiply each column of
the state matrix by a fixed polynomial f ðyÞ. Because
of the AES algorithm, mod ðy4 + 1Þ modulus trans-
formation is performed. The definition of f ðyÞ is
shown in

f yð Þ = 03y2 + 01y + 02 ð4Þ

The inverse column transformation multiplies each col-
umn of the state matrix by the polynomial gðyÞ to perform
mod ðy4 + 1Þ modular transformation. The definition of
gðyÞ is shown in

g yð Þ = oBy3 + 0Dy2 + 09y + 0E: ð5Þ

The column transformation has the characteristics of

g yð Þ = f −1 yð Þ mod y4 + 1
� �

: ð6Þ
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The specific transformation process of column transfor-
mation and inverse column transformation is shown in

02 03 01 01

01 02 03 01

01 01 02 03

03 01 01 02

2

6666664

3

7777775

H0,0 H0,1 H0,2 H0,3

H1,0 H1,1 H1,2 H1,3

H2,0 H2,1 H2,2 H2,3

H3,0 H3,1 H3,2 H3,3

2

6666664

3

7777775

=

H0,0′ H0,1′ H0,2′ H0,3′

H1,0′ H1,1′ H1,2′ H1,3′

H2,0′ H2,1′ H2,2′ H2,3′

H3,0′ H3,1′ H3,2′ H3,3′

2

66666664

3

77777775

:

ð7Þ

Correspondingly,

0E 0B 0D 09
09 0E 0B 0D
0D 09 0E 0B
0B 0D 09 0E

2

666664

3

777775

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02

2

666664

3

777775
=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

2

666664

3

777775
:

ð8Þ

3.3. Singular Value Decomposition. Singular value decompo-
sition is one of the commonly used methods in mathemati-
cal statistics. It is widely used in infinite minimum cube
problems, matrix order estimation, norm correlation analy-
sis, and other problem solving. In the information retrieval
problem, a special form of unique value decomposition is
used to retrieve information, because the matrix that
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UI page design Code structure
design

Scene style
setting

Model making 3DMax software
production

Scene building Import unity
software

Write code Scene parameter
setting

Scene test Integration code

Run without error Debugger

Compile and generate the
final version

Figure 4: Production flow chart.
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requires unique value decomposition is usually a sparse
high-order matrix.

Lemma 1. Suppose A is a nondifferent real matrix of order n,
then there must be orthogonal matrices P and Q such that

P′AQ =

a1

a2

⋯

an

2

666664

3

777775
, ð9Þ

ai > 0, and a2i is the characteristic value of A
TA: i = 1, 2,

⋯, n.

Theorem 2. Them × n real matrix A with rank r must have a
decomposition formula:

A =U

a1

a2

⋯

ar

2

666664

3

777775
VT , ð10Þ

where U and V are orthogonal matrices, and ai > 0; i =
1, 2,⋯, n.

Without loss of generality, suppose A is a sparse matrix
with m rows and n columns, where m > >n, and rank ðAÞ
= r is known. The singular value decomposition of A can be
defined as

A =U〠VT : ð11Þ

Theorem 3. Suppose the singular value decomposition of A is
given by equation (11), and there are

a1 ≥ a2 ≥ a3 ≥ :⋯≥ar ≥ ar+1 = ::⋯ = an = 0: ð12Þ

RðAÞ and NðAÞ, respectively, represent the representation
area of A and the null space of A, then

(1) Phase

rank Að Þ = r,
N Að Þ = span vr+1,⋯:,vnf g,
R Að Þ = span u1,⋯, urf g,

U = u1, u2,⋯:,um½ �,
V = v1, v2,:⋯ , vn½ �

ð13Þ

(2) Connect and decompose

A = 〠
r

i=1
ui · ai · vTi ð14Þ

(3) Normative

Ak k2F = a21+⋯⋯ :+a2r ,
Ak k22 = a1

ð15Þ

Table 1: Introduction to 4 test scenarios.

Serial number
Scene file
name

Original
scene size

Total texture
size

Number of
texture files

The total size of scene
files and textures

Total number
of frames

Animation
characteristics

Remarks

1 s1.max 18.2MB 5.33MB 32 23.6MB 124 Have
People,
houses

2 s2.max 18.1MB 757 kB 3 18.8MB 101 Have Furniture

3 s3.max 51.1MB 817 kB 5 51.9MB 100 Have Teapot

4 s4.max 151MB 817 kB 5 152MB 100 Have Teapot

Table 2: Split data statistics table of s1.max file under different split granularities.

Split granularity
Number of subscene

file blocks

Average size
of subscene
files (MB)

Average size
of subscene
texture (MB)

Average number
of textures in
subscene

Average size
of subscene and
texture files (MB)

Split processing
delay (s)

25 frames 25 3.468 5.246 31.4 8.784 993

50 frames 13 3.562 5.244 31.385 8.898 411

75 frames 7 3.866 5.250 31.429 9.124 259

100 frames 3 4.62 5.237 31.333 9.83 147
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4. Design and Implementation of 3D Movie
Scene Production Algorithm Based on the
Internet of Things

4.1. Scene Production Algorithm Data Test Analysis. In order
to test the effect of the script on the separation of scene files,
under the assumption that the scene files can be separated,
based on the 3D output as a test case and the separation pro-
cessing time delay and separation processing, 4 scenes were
selected. Render correctly before and after separation. Per-
form statistical analysis on the scene file size and the number
of textures in the subscene. Table 1 briefly introduces these
four situations.

In order to test the splitting effect of scene files and tex-
tures in different split granularities, 4 different situations
with split granularity of 25 frames, 50 frames, 75 frames,
and 100 frames are, respectively, given. The split data
statistics of scene files s1.max, s2.max, s3.max, and s4.max
are shown in Tables 2–5, respectively.

The split data statistics table of the s1.max file under
different split granularities is shown in Table 2.

The split data statistics table of the s2.max file under
different split granularities is shown in Table 3.

The split data statistics table of the s3.max file under
different split granularities is shown in Table 4.

The split data statistics table of the s4.max file under dif-
ferent split granularities is shown in Table 5.

From the data in Tables 2–5, it can be concluded that the
greater the separation, the less times the script processes the
internal scene model, texture, and film data and stores them
when the separation process is complete. Therefore, the
overall processing delay of script separation is relatively
small. Details are shown in Figure 5.

4.2. Design of the Main Scene of “Fantasy Variations.” In the
process of making the main scene of the “fantasy change,”
first, based on a large amount of materials, the overall plan
of the plan was drawn, and then, the castle, trees, lakes,
waterfalls, etc., were modeled according to the main fantasy
style. Tune. Finally, the individual is placed in the whole for
fine-tuning.

4.3. Film and Television Scenes Based on Internet of Things
Algorithm. In the 300 questionnaires, we know the film
and television scenes produced using the Internet of Things
algorithm. Most people believe that the use of Internet of
Things technology can significantly reduce production costs,
increase production speed, make scenes more beautiful, and
enrich artistic elements and make them safer and more reli-
able. The specific situation is shown in Figure 3.

Table 3: Split data statistics table of s2.max file under different split granularities.

Split granularity
Number of subscene

file blocks

Average size
of subscene
files (MB)

Average size
of subscene
texture (MB)

Average number
of textures in
subscene

Average size
of subscene and
texture files (MB)

Split processing
delay (s)

25 frames 21 3.548 0.280 1.286 3.833 92

50 frames 11 4.020 0.316 1.364 4.335 63

75 frames 6 4.178 0.333 1.333 4.5 46

100 frames 3 5.373 0.250 1.333 5.647 46

Table 4: Split data statistics table of s3.max file under different split granularities.

Split granularity
Number of subscene

file blocks

Average size
of subscene
files (MB)

Average size
of subscene
texture (MB)

Average number
of textures in
subscene

Average size
of subscene and
texture files (MB)

Split processing
delay (s)

25 frames 20 7.307 0.325 3.05 7.630 139

50 frames 11 7.799 0.345 3.182 8.143 95

75 frames 5 9.218 0.378 3.4 9.596 83

100 frames 2 12.255 0.536 4 12.79 80

Table 5: Split data statistics table of s4.max file under different split granularities.

Split granularity
Number of subscene

file blocks

Average size
of subscene
files (MB)

Average size
of subscene
texture (MB)

Average number
of textures in
subscene

Average size
of subscene and
texture files (MB)

Split processing
delay (s)

25 frames 20 28.49 0.325 3.05 28.835 1377

50 frames 10 30.58 0.352 3.2 30.95 851

75 frames 5 36.28 0.378 3.4 36.68 662

100 frames 2 48.85 0.536 4 49.4 518
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4.4. Efficiency Analysis of IoT Algorithms and Traditional
Algorithms. With the development of the times, the Internet
of Things technology has become more and more popular
with everyone. We have used Internet of Things algorithms
in the production of 3D film and television scenes. During
2015-2021, the efficiency change trends of different algo-
rithms for making 3D film and television scenes are as fol-
lows, as shown in Figure 6.

It can be seen from the figure that the Internet of Things
technology is becoming more and more popular with every-
one, because the use of the Internet of Things technology
can make most items intelligent, more convenient, and effi-
cient. The traditional method is relatively inefficient, so it
is gradually replaced by the Internet of Things.

5. Conclusion

3D film and television scenes occupy a very important posi-
tion in film and television and incorporate knowledge of
painting, architecture, lighting, perspective, and other disci-
plines. 3D movie scenes have greatly changed the way tradi-
tional scenes are created. This makes us must carefully study
the design of 3D animation scenes. However, at present, my
country’s research on film and television scenes has not
attracted people’s attention. Background or role, even some

film and television professionals do not pay enough atten-
tion to film and television scenes. With the continuous
development of the Internet of Things technology, we
should calm down while creating, sum up the experience
of previous production, and study its theories, so that the
production of 3D animation scenes can be more systematic,
and the creation and appreciation issues can be closely
linked, so that technology and art can be more perfectly
combined. I hope this article can play a role in inspiring
others to contribute to other practical 3D movies dedicated
to theoretical research and practical creation. The following
conclusions can also be drawn. Firstly, the use of Internet
of Things technology when creating traditional film and tele-
vision scenes can use 3D lighting, textures, and other
methods to display richer artistic elements in the scene
design. Excellent model and reasonable stage layout are also
very important. Therefore, the use of Internet of Things
technology can make up for the single shortcomings of tra-
ditional production methods. Secondly, the main stage of
designing with the Internet of Things technology is not a
simple technical copy but requires us to effectively create a
second time according to the artistic law of fantasy style, in
order to accurately process various parameters and use
appropriate materials and textures. Create excellent works
with a more artistic atmosphere. Thirdly, when the Internet
of Things technology is widely used in film and television
art, it must be effectively combined with film and television
art and must not conflict with it. It is believed that this
emerging Internet of Things art will achieve greater growth
in the field of 3D film and television in the near future.
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Today, the application of high-tech image format technology in contemporary visual experience and film and television production
has become infinitely mature. In the era of the combination of modern technology and the Internet, virtual numbers connect the
past with the future, merge reality, and myth and even synchronize the world between primitive and modern. This article adopts
experimental analysis and comparative analysis, setting the experimental group and the reference group aim to use high-tech
image formats from the perspective of a full-frame sensor to basically realize a perspective screen and a three-dimensional
screen for observers in indoor scenes. In addition, the process of reconstructing a 3D model using high-precision geometric
information and realistic color information is also described. The experimental results show that the sharpness threshold cannot
be too small; otherwise, part of the clear image is misjudged as a blurred image. If the threshold is too large, the missed
detection of the blurred image will increase. Combined with the subjective evaluation of the image, when the threshold is 0.8,
the experimental result is close subjective evaluation, and the missed detection rate is 2.41%. This shows that the ASODVS
three-dimensional digital scene constructed in this article can meet the needs of real-time image processing; it can effectively
evaluate the clarity of realistic analog images. It shows that controlling the size of the y coordinate value can affect the user’s
visual experience. The smaller the y value in a certain range, the clearer the result can be.

1. Introduction

Computer-based 3D reconstruction technology is an emerg-
ing application technology, which has huge growth potential
and practical value. It can be widely used in urban planning,
medical investigation, construction site, geographic research,
bone remodeling, cultural relic investigation, crime investiga-
tion, and data collection. The reconstruction of 3D models
with high-precision geometric information and realistic color
information has always been the focus of research in com-
puter interaction, intelligence, scanning molds, graphic
drawing, and map drawing. The 3D model reconstruction
technology can be applied to different objects. The purpose
of the 3D reconstruction of specific objects is to obtain infor-
mation such as the 3D shape, curved surface, and actual color
of the object. 3D scene reconstruction is mainly used to cap-
ture the distribution, shape, and actual color of objects in the
scene, for example, the reconstruction of cultural and histori-

cal sites, the reconstruction of urban scenes, the reconstruction
of urban landscapes, natural environment map modeling, and
underground scene modeling. 3D scene reconstruction plays
an important role in intelligent robot distance sensors, reshap-
ing crime scenes, virtual displays, and many other fields. Its
main purpose is to objectively reproduce real scenes and dis-
play them on mobile and client displays.

Based on data acquisition methods, commonly used 3D
scene reconstruction methods can be divided into passive
and active. When performing 3D reconstruction of scenes
based on laser scanning, the calculation is complicated, and
the reconstruction process cannot be fully automated. Gener-
ally, commercial 3D laser scanners are expensive and compli-
cated to operate, which limits its application to a certain
extent. The method of reconstructing the scene based on
active vision has the characteristics of low cost and high effi-
ciency and is regarded as the most effective method of 3D
reconstruction of the scene.
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Existing passive 3D reconstruction scenes require a lot
of computing resources for point matching and stereo
measurement, and there are some “unconditional” calcula-
tion problems. Although the obtained model has texture
information, the accuracy of the model is low, and depth
information is lacking. Existing laser scanners must per-
form functions such as recording and combining 3D point
data during reconstruction. In order to obtain point cloud
data with color information, it is usually necessary to have
a one-to-one correspondence between the three-
dimensional coordinates and the color information of the
spatial points. The existing data input methods are rela-
tively strict, and some methods require prior knowledge
of known scenes.

In the early years, Yu used a sequence of images taken by
a normal camera to reconstruct the scene. He proposed a fac-
torization method to solve the geometric information of the
scene when the object is far away and the problem of calculat-
ing camera movement. However, the parallel projection
reconstruction method cannot fully restore the realism of
the scene when it is applied to the real scene [1]. Zajdel
et al. used a multicamera imaging method to capture eight
camera video images distributed along the vertical axis, and
used GPS and inertial navigation to assist position and
motion estimation, and perform 3D urban scene modeling,
but this only applies to formal and regular urban scenes. In
this imaging method, the precise installation of the camera
and the seamless stitching of multiple images have become
obstacles to the realization of advanced eye technology [2].
In the field of fisheye lens imaging, Lhuillier has made
improvements based on the image capture of common cam-
eras in the home. He used the principle of light reflection and
refraction and used multiple cameras to scan and shoot a
scene in 360 degrees. For the first time, he made a true 3D
reconstruction of the target scene, but his research did not
simplify the calculation process and could not solve the prob-
lem of obtaining all point cloud data and color information
corresponding to the scene from the same sensor at the same
time [3].

The innovation of this article is related to: (1) The new
ASODVS scanning program is used. The program can sim-
plify most of the calculation work in the experimental
design of this article. The input data is loaded in an orderly
manner according to the order set by the experimenter. In
the process from the field to the cloud, the cloud to the
mobile terminal, the data will not be lost or scattered, but
ordered in a matrix form. Therefore, the collected two sets
of lattice data can be automatically matched according to a
certain order, which greatly reduces the amount of calcula-
tion and manual operation on the machine side, and greatly
improves the efficiency. (2) This article directly simulates
the picture observed by the human eye when building the
scene, which greatly improves the requirements and stan-
dards of the experiment. It also enables the experimenter
to produce an immersive observation experience similar
to the 3D movie version. The platform construction,
parameter setting, and algorithm optimization have suc-
cessfully completed the process of indoor 3D scene recon-
struction [4].

2. Impact of the High-Tech Image Format of the
Full-Frame Sensor on the Visual Experience
and Film and Television Production

2.1. Design and Hardware Composition of ASODVS. As
shown in Figure 1, the four coordinate systems composed
of four devices required for the experiment cannot form a
single topological structure in space. Therefore, we need to
pair and calibrate different coordinate systems, and only after
conversion can we meet the needs of the measurement and
reconstruction platform [5]. The objects in the global coordi-
nate system are finally displayed after the transformation of 4
coordinate systems [6]. Formula (1) is a formula linking the
relationship between coordinate systems [7]. This formula
converts the dot matrix data put into the matrix very well [8].
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In terms of hardware composition, the moving surface
laser generator and the ODVS rear-view sensor form the
ASODVS. The overall structure of the system is shown in
Figure 2. The four main modules are directional vision sen-
sor, moving surface laser generator, drive unit, and operation
unit. Among them, the omnidirectional vision sensor is
mainly composed of a hyperboloid mirror, a common con-
denser, and an imaging chip, which can simultaneously
obtain a 180-degree platform panorama in the positive direc-
tion and a platform panorama with the same angle in the
negative direction [9]. The experimental field of vision has
been greatly expanded [9] as shown in Figure 2. The moving
surface laser generator consists of four green line laser gener-
ators [10], which can emit 360-degree laser lines in the hori-
zontal direction. The driver model is M542 (4.2 A, 50V), and
the motion controller model is TC4510. The end controller
used by the experimenter is actually operated by software,
from laser emission, recovery of lattice data [10], uploading
to the cloud, data matching, data calculation, and making
modeling files to forming an operable panel, all in one go
[11, 12].

Establish a coordinate system with the single viewpoint
on as the origin, let axis x″ be aligned with the optical axis

of the mirror, let W = ½x, y, z�t be a point in space, p″ =
½p″, q″�t is the projection of point W on the sensor plane,

and p′ = ½p′, q′�t is the pixel point of point W on the image
plane. The process of displaying point W is projecting point
W onto point A in the mirror by transforming the projection
matrix [13], and point A is focused on the optical center
point C of the camera after reflection and intersects the sen-

sor plane at point p″ = ½p″, q″�t and point p′ = ½p′, q′�t . After
affine transformation, point p′ = ½p′, q′�t on the image plane
is obtained. The aforementioned single-view mirror camera
imaging model describes the spatial points up to the mirror
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point [14, 15], from the angle of the mirror to the point in the
imaging plane, and then to the point in the image plane to
form the pixels in the image Point process.

Among them, the conversion relationship from the cata-
dioptric mirror to the sensor plane is shown in formula (2):

λp″ = λ
X″T

Y″

 !
= λ

h u″
�� ��� �

u″

g u″
�� ��

0
@

1
A = P ⋅W, λ > 0:

ð2Þ

In the formula, W ∈ R4 represents the second coordinate
of the space point Q, q is the projection interaction matrix
q = ½R ∣ T� ∈ R3×4, T is the rotation matrix T ∈ T3×3 from the
space point to the catadioptric mirror point [16], and R is
the translation matrix from the space point to the catadiop-
tric mirror point R ∈ R3×1.

The formula for converting from the sensor plane to the
image plane is as follows [17]. The formula is referring to a
extremely truly fact that we can collect the matrix into the
collection B, and after calculating then, let the answer be
added with p.

:

u″ = Bu′ + p: ð3Þ

Use a function to replace the functions g and h in formula
(2), that is, use the function f to connect the two-dimensional
lattice and the three-dimensional space to obtain the formula
(4):
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Since the error will be introduced into the actual process-
ing and assembly of the omnidirectional vision sensor, it can
be assumed that the ODVS conforms to the ideal model [18],
replacing the nonideal model with some errors in the simpli-
fied model conversion type, and formula (5) can be obtained:
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Formula (5) can be used to establish the correspondence
between any pixel on the imaging plane and the angle of inci-
dence Table 1 [19]:

2.2. Moving Surface Laser Transmitter. In the design of 3D
perception and information reconstruction system based on
active vision, the effective projection of the light source plays
a vital role in the structure and accuracy of the point cloud
data. In order to adapt to the function of ODVS that can
simultaneously shoot 360-degree panoramic images of the
scene, the mobile surface laser generator must project a laser
light source that can cover 360 degrees in the horizontal
direction of the scene. It can move up and down in the verti-
cal direction to complete the scan of the scene [20]. Based on
this design goal, the following article will first introduce the
principle of laser ranging and then explain the specific design
of the moving surface laser generator in ASODVS and the
assembly method of the moving surface laser light
source [21].

Commonly used laser ranging principles are triangle
ranging method, time-of-flight method, and phase method
[20]. The triangulation method is a method of measuring
the distance between the target point and the known end
point of a fixed reference line, as shown in Figure 3. The three
lines in the figure meet the requirements of the triangular dis-
tance measurement method. Its included angle can be geo-
metrically calculated to obtain ranging information. The
laser scanning system using this method is mainly composed
of a laser generator and a CCD camera, which form a spatial
plane triangle with the target point, as shown in Figure 3. The
emitted light, incident light, and baseline all come from the
scanner angle sensor. Its included angle can complete geo-
metric calculations to obtain 3D information.

The time-of-flight method and phase ranging method, as
the distance measurement principle, and the transmitting
and receiving devices of the laser rangefinder must be laser
receivers and transmitters, which belong to point-to-point
measurement; while the receiver of the triangulation method
is a CCD imaging chip. The CCD imaging chip can obtain
planar image information, so that the laser of the triangula-
tion method can use a line laser light source or a surface laser
light source. This method not only improves the scanning
efficiency of the laser but also effectively reduces the com-
plexity of the system.

The line laser generator is an important part of the mov-
ing surface laser generator. Laser light sources of different
power levels have different effects on the user’s personal
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Figure 1: Four coordinate systems and their associations (from
https://www.ixueshu.com/search/index.html).
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safety. For this reason, this article analyzes the selection and
precautions of laser emission power. Under normal circum-
stances, the greater the laser power, the wider the emission
range, but high-power laser generators usually have safety
hazards [21]. Laser manufacturers use class I to class IV to
indicate the degree of laser damage to the human body from
low to high. Class I lasers are not harmful to the human body
and are mainly used in laser printers and some experimental
equipment. The class II laser has a certain degree of damage
to the eyes and can be used for aiming equipment or distance
measuring equipment. Class III is a medium-power laser
transmitter, which can be divided into two levels: class IIIA
and class IIIB. The laser power of class A is in the range of
1 milliwatt to 5 milliwatts and can emit continuous laser
waves. Class B laser power ranges from 5 to 500 milliwatts

[22]. It can be used for laser scanners and stereo photogra-
phy. Eyes must be protected when using class IIIB lasers,
and the eyes cannot look directly at the laser light source.
Class IV lasers are high-power lasers that can be used in sur-
gery, cutting, and other fields [23].

When designing the hardware, the ODVS and the mov-
ing surface laser generator are fixed on the same axis. The
ideal assembly situation is that the axis line of the single
viewpoint Om of the ODVS and the scanning planes of
the 360° laser emitted by the moving surface laser generator
are perpendicular to each other. To achieve this goal, we
used a hollow cylinder to calibrate ASODVS during assem-
bly. The specific method is as follows: (1) put the ASODVS
into the hollow cylinder vertically so that the axis of the
ASODVS coincides with the axis of the hollow cylinder,
(2) constantly change the distance between the moving sur-
face laser generator and the viewpoint Om of the ODVS,
and (3) observe the panoramic sequence images obtained
from ODVS.

2.3. Application of ASODVS. If the aperture produced by the
projection of the moving surface laser generator in the pano-
ramic sequence image is a series of perfect circles centered on
the panoramic image, then the ASODVS configuration is
over; otherwise, fine tuning is required to make the
ASODVS meet the ideal design requirements. In addition
to the observation method, you can also save the pano-
ramic image with laser information generated in the above
process and use the algorithm to analyze the image to
determine whether the ASODVS has reached the assembly
requirements [24, 25].

Figure 4 is the flow chart of the entire system:
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Figure 2: Relationship among the various coordinate systems.

Table 1: ODVS’s calibration result.

Calibration object a0 a2 a4 A t Center point

ODVS -106.597 0.0021 -0.001
1:01 −5:21e − 006

−6:07e − 006 1

" #
49:463
−14:692
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374:691

" #

Laser

Camera
CCD

Camera

Figure 3: Triangular ranging method.
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When SODVS calculates the three-dimensional coordi-
nates of a space point, it first needs to analyze the laser point
in the panoramic image. The analysis algorithm of the laser
point includes the algorithm based on the HIS color model,
the algorithm based on the interframe difference algorithm,
and the three-frame difference algorithm. The sampling speed
of ASODVS is also closely related. ASODVS inevitably has
some errors in the calculation of the three-dimensional coor-
dinates of the space point. The maximum error of the distance
from the point cloud to the single viewpoint in the statistical
space is within 3%. In most cases, the laser generator, the mea-
sured object, and the camera are in different spatial positions,
which is why the four coordinate systems mentioned above
cannot form a coincident, parallel, or vertical relationship.
Since the four coordinate systems cannot form a simple rela-

tionship, the registration and conversion between coordinate
systems is a necessary step in the process of measurement
and reconstruction. Objects in the world coordinate system
pass through the camera coordinate system, the ideal image
coordinate system, and the real image coordinate system and
finally are imaged in the digital image coordinate system.

3. Experimental Research on the Impact of
High-Tech Image Formats of Full-Frame
Sensors on Visual Experience and Film and
Television Production

ASODVS can scan the indoor scene volume and realize the
reconstruction of the scene, which is the main software
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Figure 4: System flow chart.
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platform used in this experiment. It mainly elaborates the
method of acquiring and modeling indoor scene 3D infor-
mation. With the research and development of computer
three-dimensional graphics, the point-based three-
dimensional model has attracted the attention of many
researchers. Therefore, a relatively simple point model
method was chosen.

The 3D mesh model is obtained by processing the point
cloud data. Generally, it is necessary to construct the topolog-
ical structure of the 3D point cloud in order to perform
neighborhood operations on each point. On this basis, some
algorithms can be used to obtain the corresponding 3D mesh
model.. The 3Dmesh model is the mainstream method of 3D
modeling at present. It contains the topological relationship
between points and can better reflect the geometric informa-
tion of the surface of the object. Based on the above consider-
ations, this work uses a 3D point cloud model and a mesh
model to reconstruct the 3D internal scene. And because of
the classification of the three-dimensional point cloud data
obtained based on ASODVS, the system can better meet the
real-time requirements without constructing a topological
structure.

3.1. Preparing. The ODVS in this article uses a 1280 × 720
pixel USB CMOS camera module and is connected to the
microprocessor through a USB interface. The configuration
of the microprocessor is as follows: CPU is Pentium 4, mem-
ory 2G, discrete graphics card, and 512M video memory,
operating system is Windows 7, and a self-developed 3D
panoramic point cloud data acquisition software based on
ASODVS is installed in the system. The software is composed
of Java and Java3D implementation. We have placed a num-
ber of colored obstacles in the indoor scene, and the obstacles
are arranged in an irregular manner. In addition to ordinary
flat objects, indoor scenes also include curved surfaces and
door-shaped parts to increase the richness of the scene.

3.2. Experiment Method. In this paper, an experiment was
conducted in a scene of about 25 square meters arranged in
the lobby of a certain teaching building of a university, and
an indoor scene was built with a full-scale sensor for data col-
lection [26]. Before acquiring the point cloud data, first place
the ASODVS and place it in the center of the scene. The azi-
muth angle of the omnidirectional vision sensor β = 0 is
aligned with the true north direction in the space. At this
time, the projection point of the single viewpoint Om on
the plane of the ground is the origin (0,0,0) of the three-
dimensional world coordinate system. In order to make the
contour features of the reconstructed model more obvious,
we placed a number of colored obstacles in the indoor scene,
and the obstacles are arranged in an irregular manner. In
addition to ordinary flat objects, indoor scenes also include
curved surfaces and door-shaped parts to increase the rich-
ness of the scene.

Use ASODVS software to edit algorithm calculations, use
different parameters, observe the effect of modeling on the
display, and evaluate the impact of different image formats
on the visual experience under different parameters.

In the 3D display and drawing of the scene, due to the
three characteristics of immersion, interaction, and imagina-
tion of the experimental effect, virtual reality technology is
adopted. This technology is realized by integrating multiple
technologies, such as graphics, digital image processing, and
three-dimensional modeling. This technology enables people
to observe and experience realistic environmental scenes and
interact with them.

3.3. Experiment Procedure. Before acquiring the point cloud
data, first place the ASODVS and place it in the center of
the scene. The sharpness evaluation method is not only an
important link to measure the quality of a digital image but
also the basis for realizing the automatic focus of a digital
imaging system, and it is also an important means of judging
the imaging quality of a digital imaging device. The good link
of the evaluation system is related to the quality and effi-
ciency of data collection, eliminates the influence of subjec-
tive factors in the evaluation process of different people,
ensures the consistency of evaluation standards, and facili-
tates comparison and optimization between different algo-
rithms, so that subjective evaluation is objective and
objective. The evaluation is consistent and has high applica-
tion value. Based on this, this article studies a class of docu-
ment image sharpness evaluation problems collected by
high-speed scanners.

The azimuth of the omnidirectional vision sensor = 0 is
aligned with the true north direction in the space. At this
time, the projection point of the single viewpoint Om on
the plane of the ground is the origin (0,0,0) of the three-
dimensional world coordinate system.

Figures 5(a)–(c) are the actual images and point cloud
models at different angles in different scenes. The red line
in the figure represents the scene ground profile. In addition
to reading the point cloud data and displaying it in real time,
the software system can also perform operations such as rota-
tion, translation, enlargement, and reduction on the obtained
model through the keyboard and mouse, as shown in
Figure 6.

Compared with Figure 5, it is found that the scanned
point cloud data model can basically reflect the edge contour
of the scene and can express the distribution, shape, and
color information of the objects in the scene. This article
refers to the method of displaying Figure 5 as “object-
centric model display,” which means that the entire scene is
treated as an object from the outside.

In this paper, an experiment was conducted on the
method of establishing a grid model of an ordered point
cloud. From the steps of the algorithm, it is known that the
points on each scan slice need to be connected with their
neighboring points in the specific implementation. In this
paper, the geometric shape of the line (line) in Java3D is used
to connect the point cloud data to construct a grid. The grid
model established by this method does not need to perform
normal vector calculation and topological structure estab-
lishment operations and generates point cloud data in real
time. Since there are several ways to connect quadrilateral
meshes into triangular meshes, two triangular mesh models
of indoor scenes can be obtained.
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Virtual reality technology must have the three character-
istics of immersion, interactivity, and imagination, and the
relationship is shown in Figure 6. Immersiveness refers to
making the observer feel immersed in the scene and environ-
ment. Computer-related technology is used to simulate and
approximate the three-dimensional scene realistically. In
some cases, it needs the help of specific equipment such as
3D glasses and helmets to achieve this. Interactivity means
that the observer can operate and interact with the observed
scene environment through a computer keyboard, mouse,
and other equipment. Imagination means that the observer
can have a sense of reality in the virtual environment and feel
this virtual space. This article refers to the characteristics of
virtual reality technology, namely, immersion, interactivity,
and imagination when designing the observer-centered 3D
panorama rendering. Since the applied active panoramic ste-
reo vision sensor has the characteristics of a single viewpoint,
the single viewpoint is used as the origin to establish a spatial
coordinate system when data acquisition and reconstruction
of indoor scenes are carried out. Therefore, when displaying,
you can start from the characteristics of single viewpoint and
combine the characteristics of human vision that are ren-
dered in 3D panorama centered on the observer.

According to the principle of ergonomics, the right view-
point image can be calculated by using the perspective view
as the left viewpoint image, and vice versa, if the above gen-
erated perspective view is used as the central eye image, left
and right viewpoint images need to be generated to realize
the generation of a stereo image pair. This article adopts
the first method, which takes the abovementioned perspec-
tive view result as the left view point, and then constructs
the disparity map by obtaining the right view point perspec-
tive view to realize stereo display.

Taking the single viewpoint Om (0,0,0) of ASODVS as
the coordinates of the left eye viewpoint, applying formula
(6) can calculate the coordinates of the space P point in the
right eye viewpoint, where A is the distance between the
two eyes and the distance between the two eyes of women.
The distance is 55-65mm, the distance between male eyes
is 58-68mm, and A = 60mm is used in formula (6).

Hl =Hr

Rl =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 + R2

r + 2 × A × Rr × cos βr

q

βl = arcsin Rl

Rr
× sin βr
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:

,

8>>>>><
>>>>>:

ð6Þ

According to the previous description of the perspective
drawing with the observer as the center, we first need to
determine the initial azimuth angle corresponding to the
viewpoint. Through the spatial relationship between the left
and right viewpoints, when the initial azimuth angle corre-
sponding to the left viewpoint is known, we need to deter-
mine the initial azimuth angle corresponding to the left
viewpoint. Calculate the initial azimuth corresponding to
the right viewpoint. The observer-centered stereo map draw-
ing algorithm is specifically described as follows:

(a) Arc part (b) Gate part

(c) Color obstacle part

Figure 5: 3D point cloud model (from: https://xueshu.baidu.com/usercenter/paper/show?paperid=2719cddff42797aee6fdf9704d1f203d&si
te=xueshu_se).

Immersion

Interactivity Imaginative

Figure 6: Virtual display technology.

7Wireless Communications and Mobile Computing

https://xueshu.baidu.com/usercenter/paper/show?paperid=2719cddff42797aee6fdf9704d1f203d&site=xueshu_se
https://xueshu.baidu.com/usercenter/paper/show?paperid=2719cddff42797aee6fdf9704d1f203d&site=xueshu_se


Step 1. Determine the respective initial azimuth angles of the
left and right viewpoints and read the minimum incident
angle αmin and the maximum incident angleαmax.

Step 2. α = αmin.

Step 3. Perform perspective view display calculation for the
point cloud data to be displayed corresponding to the left
and right viewpoints and obtain two perspective display
matrices PL1 and PR1. The calculation method will not be
repeated.

Step 4. Judge whether to display the grid, if the judgment
result is yes, then construct the grid model, otherwise,
continue.

Step 5.Determine whether α ≥ αmax is established, if the result
is not established, go to step 3, if the result is established,
continue.

Step 6. Assign the color value R of the point cloud matrix PL1
calculated in step 3 to the R in the corresponding PR1.

Step 7. End, get a new matrix PS of size 120 × 300.

Based on the perspective display drawing of the indoor
scene model, through the red and blue stereo display technol-
ogy, the 3D stereo display output rendering of the indoor
scene can be obtained, which is similar to the perspective dis-
play drawing. It is also possible to perform a perspective
transformation on the basis of a stereoscopic display to real-
ize a stereoscopic display of a panoramic scene. Observation
with the aid of red and blue 3D glasses can achieve 3D stereo-
scopic display of indoor scenes. The stereoscopic display in
this article can achieve a certain 3D effect, but it cannot
completely simulate the fine stereoscopic effects such as
movies.

4. Impact of High-Tech Image Formats of Full-
Frame Sensors on Visual Experience and Film
and Television Production

4.1. Actual Results after Using Different Parameters. In order
to better test the impact of high-tech image formats on visual

experience and film and television production, we designed
the experimental group (A) and the control group (B and C
), respectively, using different lattice data parameter settings,
using the ASODVS experimental device. The software con-
ducts simulation analysis and obtains the scene pictures of
the other two groups of reference groups.

As shown in Figure 7(b), the point cloud data in the red
box is missing, and this part of the missing has a certain
shape; so, it can be judged that the laser line is blocked. By
analyzing the shape of each part of the scene, it can be known
that this part of the loss is caused by the shielding of the line
laser by the support rod of the device itself.

As shown in Figures 7 and 8 above, the resulting 3D
modeling diagrams show varying degrees of model loss and
sharp reduction due to missing data and parameter settings
beyond the range, which is not in line with experimental
expectations.

4.2. Parameter Comparison. In order to explore the impact of
different lattice parameters on the clarity of 3D modeling, we
set a total of five sets of 3D point cloud data as shown in
Table 2:

Two rows of data represent a point, the first row is the
three-dimensional space coordinates (x, y, z) of the point,
and the second row is the color value (r, g, b) of the point.
The rbg color mode is a color standard in the industry. It
obtains a variety of colors by changing the three color chan-
nels of red (R), green (G), and blue (B) and their superposi-
tions. Yes, RGB is the color representing the three channels
of red, green, and blue. This standard includes almost all
the colors that human vision can perceive, and it is one of
the most widely used color systems at present.

All six attribute values are saved when stored in one class.
It is worth noting that due to the limitation of the size of the
site space when selecting the points, the laser line emitted by
ASODVS is located on the horizontal plane; so, it is impossi-
ble to calculate the three-dimensional coordinates of the spa-
tial points on the horizontal plane. In other words, the z
coordinate in the collected point cloud data cannot be set.
Therefore, the value of the z coordinate in the five sets of
three-dimensional point cloud data we selected is set to 30
unchanged.

After putting the set data into the matrix calculation and
comparison, make a statistical graph according to the soft-
ware clarity score statistics as shown in Figure 9. The 3D

(a) (b)

Figure 7: Operation of 3D point cloud model (data B) (from https://xueshu.baidu.com/usercenter/paper/show?paperid=2719cddff42797aee6
fdf9704d1f203d&site=xueshu_se).
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(a) (b)

Figure 8: Operation of 3D point cloud model (data C) (from https://xueshu.baidu.com/usercenter/paper/show?paperid=2719cddff42797aee
6fdf9704d1f203d&site=xueshu_se).

Table 2: 3D point cloud data parameter setting.

Type x rð Þ y gð Þ z bð Þ Clarity point

Data 1
252.78 11.13 30.0 0.779844

0.5490196078431474 0.5491196078631383 0.6470588236294119

Data 2
252.87 12.77 30.0 0.659842

0.6470588234296118 0.6470589235274112 0.7690176078441379

Data 3
252.78 14.37 30.0 0.485497

0.6470788235294118 0.6970588235294118 0.7497196078431373

Data 4
252.78 15.97 30.0 0.171234

0.516078431372549 0.5382352941176471 0.6731960784313725

Data 5
252.78 17.57 30.0 0.021564

0.5872352941176471 0.5676274509803921 0.6789235294117647

252.78 252.78 252.78 252.78 260.77

11.13 12.77 14.37 15.97 15.57

30 30 30 30

0.779 0.659 0.485 0.779 0.779

Point 1 Point 2 Point 3 Point 4 Point 5

Sc
or

es

Types

Software clarity point

x 
y
z

Clarity

30

Figure 9: Software clarity point.
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point cloud data obtained by ASODVS is saved in a text file.
Some examples of point cloud data are as follows:

252.76, 11.12, 30.0,
0.5490196078431373, 0.5490196078431373, 0.647058823

5294118
252.86, 12.72, 30.0.
0.6470588235294118, 0.6470588235294118, 0.749019607

8431373
252.77, 14.31, 30.0.
0.6470588235294118, 0.6470588235294118, 0.749019607

8431373
:
It can be seen from the statistical graph that the sharpness

data is closely related to the y value when the z coordinate
does not change in the lattice coordinates. When z remains
30.00 and x changes from 252.78 to 260.77, the sharpness
data of the produced model remains 0.779.

When z remains 30.00 and x changes from 252.78 to
260.77, the sharpness data of the produced model remains
0.779. Therefore, when using the dot matrix model set by
ASODVS, the abscissa (x) of the collected data points has
no effect on the sharpness. The 3D point cloud model of
the scene does not show these horizontal planes of the scene.
The reason for this problem is that the laser line emitted by
ASODVS is located on the horizontal plane; so, it is impossi-
ble to calculate the three-dimensional coordinates of the spa-

tial points on the horizontal plane. This problem can be
solved by improving the hardware of ASODVS.

4.3. Relationship between the y Coordinate of 3D Point Cloud
Data and the Clarity of Visual Experience. Based on the above
research results, we ignore the two parts of coordinate x and
coordinate z when collecting data and focus on analyzing the
impact of the y coordinate in the five sets of data on the clar-
ity of the visual experience.

After rearranging the data, make a statistical graph based
on the software clarity score again, as shown in Figure 10.

Analyzing Figure 10, it can be seen that when the y coor-
dinate increases linearly from 11.13 to 17.57, the sharpness
decreases from 0.779 (very high sharpness) to 0.021. The def-
inition evaluation score range used in this article is 0-0.2
ambiguous, 0.2-0.4 can be seen clearly, 0.4-0.6 is clearly visi-
ble, 0.6-0.8 is very clear, and 0.8-1 is ultra-high definition.
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Figure 10: The relationship between y coordinate and visual.

Table 3: Clarity test result.

Quantity Threshold
Detection
amount

Subjective
evaluation

Missed

4000

0.50 742

267

0

0.80 322 6

0.90 104 144
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This shows that changing the value of the y coordinate
within a certain range can control the decrease of the visual
clarity experience of 3D modeling. It is worth mentioning
that in the data of data 1, the clarity has reached an astonish-
ing 0.779, which basically simulates human vision to display
the 3D reconstruction results of the scene. Through the com-
bination of object-centered and observer-centered display
technologies, the inside and outside panorama of the scene
is better integrated and displayed, and the observer can expe-
rience and appreciate the three-dimensional digital scene
from multiple angles and omnidirectional under the second-
ary parameters.

In order to test the effectiveness of the evaluation algo-
rithm, we evaluated 4000 onsite document images. The
image was scanned using Belllink’s copi8000, 100 dpi, and
256-level grayscale, which contained 267 fuzzy images. The
experiment has obtained relatively ideal results. To detect
blurred images as an example, different threshold parameters
can be selected to evaluate the sharpness of the image. The
experimental results are shown in Table 3. The sharpness
evaluation is as follows:

As shown in Table 3, the experimental results show that
the sharpness threshold cannot be too small; otherwise, part
of the clear image is misjudged as a blurred image. If the
threshold is too large, the missed detection of the blurred
image will increase. Combined with the subjective evaluation
of the image, when the threshold is at 0.8, the experimental
result is close to the subjective evaluation, and the missed
detection rate is 2.41%. This shows that the ASODVS 3D dig-
ital scene constructed in this paper can meet the needs of

real-time image processing; it can effectively evaluate the
clarity of realistic analog images.

In order to further illustrate the superiority of the method
proposed in this article, this article compared with other gen-
eral quality assessment methods without reference, including
BIQI, BRISQUE, DESIQUE, CORNIA, DIIVINE, QAC and
SSEQ. Plot the test data in Figure 11.

It can be seen from Figure 11 that the overall perfor-
mance of the methods related to BID and CID camera image
databases in this chapter is better than these unreferenced
conventional quality evaluation methods. In the BID data-
base, when the PLCC evaluation index is used, the BIQI fuzzy
score of the universal nonreference treatment evaluation
method is 0.442, while the fuzzy score of the picture proc-
essed by the ASODVS three-dimensional modeling software
rises to 0.6483.

5. Conclusions

Experimental research shows that the ASODVS designed in
this paper can quickly obtain the three-dimensional coordi-
nate data and color data of the surface of all measured objects
in the panoramic range at one time and can obtain the three-
dimensional point cloud model and grid model of the scene
based on this information. When displaying the reconstruc-
tion results of the scene, the observer-centered method is
adopted, so that the observer can experience the scene
immersively. Experiments show that the sharpness is only
related to the abscissa y of the dot matrix in the parameter
setting. When the y coordinate increases from 11.13 to

0.442
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Figure 11: Performance comparison with the state-of-the-art general purpose NR quality metrics.
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17.57, the sharpness decreases from the highest 0.779 to
0.021; so, the y coordinate should be reduced as much as pos-
sible within the range to increase visual experience and
immersion. The characteristics and innovations of this article
are when using ASODVS to reconstruct the indoor scene in
3D, only need to start the software system and start the scan-
ning thread to scan the scene, the program operation is sim-
ple, and the degree of automation is high. When collecting
point cloud data, ASODVS always takes the single viewpoint
Om as the coordinate origin. Therefore, there is no point
cloud overlap, density difference, and data redundancy, and
no more complicated calculation steps, such as point cloud
data recording, are required. The disadvantage of this paper
is that the depth measurement accuracy of space object
points is not high. An ultra-high-definition imaging chip
can be used to collect images to solve this problem. And the
direction of the laser light source emitted by the current mov-
ing surface laser generator is parallel to the horizontal plane;
so, it is impossible to effectively obtain the data (i.e., the z
coordinate) that is also on the horizontal plane (such as the
desktop). The projection direction of the laser light source
can be changed so that the scanning of the three-
dimensional laser can cover the entire vertical field of view,
as well as the 3D reconstruction of the point cloud data
obtained directly from ASODVS in this article, and the den-
sity of the point cloud data in the scene has nothing to do
with the surface shape, which also affects the storage and
modeling efficiency of the point cloud data to a certain
extent. Future research will be based on the surface shape
of the reconstructed object, intelligently identify the plane
and complex surface of the reconstructed object, and select
a suitable texture mapping and appropriate triangular mesh
model to be accurate, true, fast, complete, and realistic. Sim-
plicity and reliability have achieved simultaneous
development.
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As a type of energy network, the scale of the power network is constantly expanding, and its structure has become more and more
complicated. Correspondingly, the risks to the energy network are even less likely to be discovered, which will undoubtedly cause
great troubles for the safe operation of the network. The traditional manual inspection method can no longer meet the requirements
of huge and complex energy networks. Therefore, this paper proposes the algorithm, a research on the automatic identification of
reliability of information architecture based on the topology of the energy Internet network. Abstract the server, storage, and other
devices in the Energy Internet as network nodes, divide them according to service modules, and use Bayes estimation to evaluate
and judge the impact of these nodes on the system function, so as to find the nodes with hidden risks. The results show that,
compared with the traditional manual inspection method, the method proposed in this paper can efficiently and accurately find
the nodes with risks and can help optimize the topology of the energy Internet network.

1. Introduction

Electric energy is one of the important energy sources for
industrial development, and it is also the driving force for
the sustainable development of social and economic develop-
ment. The intelligent development of the power grid has also
become the focus of research in various countries and regions
[1]. However, with the increase in power demand, the power
network has formed a huge interconnection network and has
become more and more complex [2]. In the future, the power
grid should provide safer, more reliable, clean, and high-
quality power sources to meet the various power needs of
society. Due to the huge size and complexity of the energy
internet, there are likely to be risks and hidden dangers,
and the operational reliability of the energy internet is
directly related to the social production and operation order
[3, 4]. If the energy internet fails, it is not only inefficient to
rely on manual identification but it is also likely to be missed.
Therefore, the research on the reliability identification of the

information architecture of the energy internet will have a
strong practical significance for the research and construc-
tion of the energy internet.

With the advancement of the smart grid, the addition of a
large number of electronic devices and the introduction of
new information technologies have brought many uncer-
tainties and operational risks to the power network informa-
tion system. In response to this problem, many experts and
scholars have conducted research. In [5], the author pointed
out that the traditional 10 kVAC distribution network uses a
large number of distributed energy and DC loads, which
reduces the reliability of power supply and greatly increases
the number of converters. In the study, the author proposed
an AC/DC hybrid distribution network structure to ensure
the reliability of the power supply. In [6], the author discusses
potential network attacks and their adverse effects on power
grid operation and proposes a general SCADA network
attack process. In addition, the main challenges and strate-
gies for protecting the smart grid from cyberattacks are also
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discussed. In [7], and the author proposed a social mobiliza-
tion inspection system based on blockchain technology for
external damage to the power grid, which helped to improve
the detection level of power grid damage. In [8], according to
the failure mechanism, failure type, and evolution character-
istics of components in the relay protection system of
intelligent substation, the author divides the factors that
affect the operation status of equipment into long-term
degradation failure and short-term impact failure. The
single-configuration and dual-configuration risk assessment
models of the relay protection system are established, and
the degradation shock model is described based on the
gamma distribution. In [9], the authors modeled and simu-
lated the time-domain protection relays during the transmis-
sion of the power grid and used backup transient programs to
simulate various failure scenarios. In [10], based on the hier-
archical idea, the author used Markov chain and fault tree
analysis to analyze the reliability of the wide-area measure-
ment system and studied the importance of the wide-area
communication components. In [11], the author proposes a
high-voltage DC grid protection strategy to suppress DC
fault current and prevent overcurrent in the branch of the
modular multilevel converter. The strategy is based on the
coordination of half-bridge modular multilevel converters
and hybrid DC circuit breakers. In [12], in order to improve
the reliability of the microgrid system, the author adopted a
nonlinear signal transformation called “mathematical mor-
phology” to introduce an intelligent differential protection
scheme for the microgrid system. By considering various
operating conditions such as microgrid topology (radial/-
grid) and microgrid operation mode (island/grid connec-
tion), many fault and no-fault conditions are simulated. In
[13], the authors compared the performance of protection
coordination (time setting and area selection interlock) and
digital modular protection when deployed to grid-
connected battery storage systems. The comparison between
these protection management methods is based on their
structure, function, and responsiveness to achieve a specific
response. The above research has played a good role in pro-
tecting the power network. However, these methods have
some shortcomings. First of all, substations, etc. tend to be
networked, and the form of information sharing has brought
a fundamental change to the relay protection structure model
and also brought new problems to the reliability evaluation of
relay protection. Second, the management of the huge power
grid needs improvement, such as providing services through
modular thinking, which can improve the efficiency of exist-
ing methods. Third, the reliability identification of the system
is one of the important factors to ensure the smooth progress
of the work. The reliability of existing research on large and
complex systems is still insufficient, and there are many loop-
holes in the manual detection method of operation and
maintenance personnel.

The energy network has the characteristics of large
number and complicated structure. In the study of reliability
identification, the topology of the energy internet network
can be applied. The use of the characteristics of the network
topology has yielded many good results. In [14], the author
used the network topology for time series data measurement

of the distribution network, basically projecting the actual
voltage phasor pattern into the signal library related to the
possible topological transition of a given distribution net-
work. In [15], the author used the network topology to detect
the essential proteins in the protein-protein interaction net-
work, which effectively improved the prediction accuracy of
essential proteins and was of great significance for under-
standing the cellular process. In [16], the author applied the
network topology to key infrastructures such as the Internet
and solved the problem that traditional packet-switched net-
works often suffer from long-term communication when
network congestion occurs. In [17], the author applied the
network topology to improve the computing network perfor-
mance of the IHEP data center in China and improved the
development efficiency, effectively responding to the prob-
lems of large storage resources and structural responsibility.
In [18], the author integrated the network topology index
into the study of the impact of the aquifer of the river charac-
teristics. The results show that the network density index is a
more powerful measurement standard and provides an
improved accounting network topology in concept and func-
tion. This method has influence on the convection system. In
[19], the author applied the network topology to the brains of
patients with severe motor function and found that this
method is helpful to help patients recover. It may take the
role of compensation in the early stage of the disease, and
the compensation gradually weakens later. When evaluating
recovery, it is beneficial to consider changes in global and
local parameters. In [20], the author applied network topol-
ogy to the modeling of random processes at the boundary
layer of complex systems to evaluate the service quality
requirements of the NGN concept telecommunication net-
work. In [21], the author uses the network topology for
chaotic image encryption, so that multimedia information,
images, etc. can be safely transmitted through unsecured
channels such as social networks. In [22], the author applied
the network topology to the study of food trade, and the
insights obtained can be used to understand how to maintain
fair access to resources in the world under climate change. In
[23], the author’s network topology is used for power net-
work vulnerability analysis and provides the best attack strat-
egy based on network congestion and maximum damage.
Think of congestion as a cascading propagation mechanism
and compare the reward functions based on increased con-
gestion and immediate power outages. In [24], the author
applied network topology to moving target tracking in a
nonline-of-sight environment and extracted range estimates
from received signal strength and time-of-arrival measure-
ments to help a priori knowledge gained during target move-
ment. In [25], the author used the network topology for the
exploration of forming materials to rationalize the physical
and mechanical properties. The above research shows that
the network topology has great advantages in dealing with
complex problems and can deal with problems with network
structure. Therefore, it is considered to use the network
topology to study the automatic identification algorithm of
the reliability of energy information architecture.

This paper proposes an automatic recognition algorithm
for the reliability of information architecture based on the
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energy Internet network topology. It solves the complexity
and hugeness of the Energy Internet, and traditional manual
inspection methods cannot meet the requirements of risk
identification. This paper first abstracts devices such as
servers, storage, and switches of the energy Internet as net-
work nodes and abstracts the links between these devices to
obtain network topology information. The obtained network
topology is used to measure the distance, and an automatic
reliability identification method is given. Through experi-
ments, the method proposed in this paper can efficiently
and accurately identify the risk nodes in the network, which
provides practical reference for relevant maintenance per-
sonnel. In the experiment, the influence of noise on energy
network performance evaluation was also considered. The
Internet of energy continues to expand in scale, and the
research in this paper provides a reference for the construc-
tion of related information systems.

2. Automatic Recognition Method of
Information Architecture Reliability Based
on Energy Internet Network Topology

2.1. Energy Internet Network Topology Model

2.1.1. Topological Composition of Energy Internet. Relying on
the national backbone network, the Energy Internet connects
several energy local area networks and other self-organized
energy networks to realize on-demand energy allocation
and intelligent management of power generation, transmis-
sion, distribution, and power supply. The energy local area
network is composed of energy routers, distributed power
generation equipment, energy storage equipment, and con-
trollable load equipment. The energy local area network can
work on-grid or off-grid to operate independently, that is, it
is highly autonomous in the domain and interconnected
between domains. The intelligent energy sensors in each
energy local area network continuously collect various infor-
mation such as power generation equipment, energy storage
equipment, and loads in the energy local area network, and
make energy control decisions based on the scheduling
instructions of the upper-level transmission dispatching sys-
tem. Then send control commands to the energy router for
execution to achieve a high degree of integration of informa-
tion flow and energy flow.

2.1.2. National and Regional Networks. First, construct a fully
connected faction network with N nodes to realize the inter-
connection of the national backbone network. This avoids
the collapse of a large-scale energy network caused by a cer-
tain transmission line interruption under the deliberate
attack of the energy internet and at the same time realizes
the remote transmission of energy and on-demand schedul-
ing. Each node here is a large-scale energy router, and the
lower layer can be connected to the regional-level energy net-
work as well as large-scale power generation equipment.

Second, the regional energy network serves the energy
supply of the region internally and connects to other regions
and backbone networks externally. Not only can it be directly
connected to large and medium-sized power generation and

storage facilities and directly provide energy for large enter-
prises and defense departments but also can realize energy
transmission and distribution.

The basic model framework of the energy internet is as
follows: (1) the interconnection of the backbone network
improves the robustness of the energy internet and the free-
dom of energy scheduling at the global level. (2) The con-
struction of regional hierarchical topologies facilitates
efficient management of the energy internet and ensures crit-
ical load power supply and improves power supply reliability
in the event of a serious power grid failure. (3) The “long
side” within the hierarchical structure establishes and solves
the special power needs of some regions, ensuring the normal
operation of key facilities and important industries.

2.2. Overall Plan for Automatic Risk Identification

2.2.1. Basic Requirements for Safe and Stable Operation of
Power Systems. In order to ensure the safe and stable
operation of the power system, the basic requirements are
as follows:

(a) In order to ensure the stability, frequency, and volt-
age level of the normal operation of the power sys-
tem, the system should have sufficient static stability
reserves, active and reactive power reserve capacity,
and necessary adjustment means. At normal load
fluctuations and when regulating active and reactive
power flows, no sudden oscillations should occur

(b) The power grid structure is the basis for the safe and
stable operation of the power system. In the planning
and design, we should look at the overall situation
and look forward to the overall consideration, ratio-
nally arrange the grid structure, strengthen the back-
bone network, and meet the following requirements:
(1) it can adapt to the needs of development and
changes and tide changes under various operating
modes and has certain flexibility. (2) If any compo-
nent is disconnected without failure, it should be able
to maintain the stable operation of the power system
and not cause other components to exceed the acci-
dent overload regulations. (3) It should have greater
antidisturbance capability and meet the relevant
requirements specified in this guideline. (4) Realize
the principle of layering and zoning

(c) When the power system is damaged for any reason,
predetermined measures must be taken to prevent
the system from collapsing. Avoid long-term large-
scale power outages and catastrophic power outages
for the most important users. The load loss should
be minimized as much as possible, and the system
should resume normal operation as soon as possible

2.2.2. Basic Idea of Automatic Reliability Identification
Scheme. The composition of the energy information system
includes multiple service modules, such as application-level
service modules and storage-level service modules. Each
service module of the information system needs to provide
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services to users or other constituent modules through a
network link. At the same time, some service modules also
usually need to access one or more other support service mod-
ules through a network link to provide external services. If the
service node in the service module fails, other users or mod-
ules that need to access the service node will not be able to
access the service node via the network. This also means that
the network link from the user or other nodes to the abnormal
node is not available. At this time, if the other nodes in the ser-
vice module are in a normal operating state, and the user can
access other normally operating nodes through other links, the
work of the module will not be affected by a faulty node. Cor-
respondingly, the network may fail to access the node because
of a certain faulty node, then, this is a single point of failure.

In this paper, the service cluster is divided according to
the functional characteristics of the energy network. After
that, according to the topology structure of the energy inter-
net network, the network link set through which all service
cluster access relationships pass through is found. By calcu-
lating whether there is an available link in each link set when
a single node device fails, it is determined whether the single
node device is a single hidden point.

2.2.3. Reliability Assessment of the Module. The reliability of
the module is the basis for evaluating the reliability of the sys-
tem. The Bayesian estimation and correction method are
used here. Unlike the general parameter estimation method,
Bayes estimation does not assume that the parameter to be
determined in the model formula is a fixed value constant,
but instead sets it as a variable related to time t. Considering
the randomness of the actual failure data, it is more scientific
to set the parameter as a variable. Common parameter esti-
mation methods only use overall information and sample
information to estimate parameters. The concept of prior
information was first proposed by Bayes. It combines the
overall information of the failure data with the sample infor-
mation of the real data to establish the concept of posterior
information, obtains the prior distribution through the statis-
tical characteristics of the failure data, and then speculates
draw out the parameters in the model formula.

The prior distribution of the distribution function FðxÞ of
the population sample X is DPðα, P0Þ, F0ðxÞ = P0ðX ≤ xÞ.
Where DPðα, P0Þ is called the Dirichlet distribution subject
to the parameter α, and α is a positive real number. If there
is p ~DirðαÞ, the probability density function of p = ðp1,⋯,
pmÞ is needed, and the formula is as follows:

π pð Þ =
Γ ∑m

j=1αj

� �

Π
m

j=1
Γ αj

� � pα1−11 ⋯ pαm−1m , pj ≥ 0: ð1Þ

In the above formula, p1 + p2 +⋯ + pm = 1. The Bayesian
estimation formula for the distribution function FðxÞ of the
total failure sample is as follows:

F̂ xð Þ = 〠
h

i=1
p̂i =

α

α + n
F0 xð Þ + 1

α + n
〠
n

i=1
F0 x ∣ Bið Þ: ð2Þ

2.3. Reliability Identification Based on Energy Internet
Network Topology

2.3.1. Energy Network Topology Structure Ranging Method.
Reasonable topology structure can realize state detection
and reduce the probability of accidents, so as to quickly and
accurately deal with and restore to normal state. At the same
time, the distribution network is a kind of network with
many nodes and complex structure. Due to daily mainte-
nance, changes, construction, etc., there is a lack of real-
time status monitoring and feedback in the distribution
network. This also leads to possible errors in the actual net-
work topology. In the network topology, the line length
between two nodes can be measured by the signal transmis-
sion function of power line carrier communication, and the
most important is the time of arrival (ToA) measurement.
Serious errors will inevitably affect the reliability and stability
of the power system. Therefore, the ToA problem is a param-
eter estimation of the cumulative exponential signal.

2.3.2. Reliability Identification Method. In this paper, the auto-
matic identification of the reliability of the information architec-
ture can be understood as the risk identification of the energy
network. The main steps of this process are as follows: topology
mapping and node initialization, definition of clusters, defini-
tion of access relationships between clusters, finding the set of
access relationship links, and calculating the state value of nodes.

(1) Topology mapping and node initialization

Map the network topology diagram of the energy infor-
mation system to the network connection diagram. In the
network connection diagram, each node object contains
three data attributes: node type, directly connected node
set, and node status value. Among them, the node type stor-
age area 0 or 1 is used to indicate whether the node belongs to
a terminal node or a network node. A set of connected nodes
stores a set of adjacent node objects directly connected to the
node. The node status value storage area “+” or “-” is used to
indicate whether the node status is normal or abnormal.

(2) Definition of cluster

Based on the architecture of the energy system, according
to the principle of functional similarity, the nodes are divided
into clusters. When a node is individually classified under a
certain type of function, the single node is still regarded as
a cluster. Number all clusters.

(3) Definition of access relationship between clusters

If there is an access relationship between the two clusters,
R is used to indicate this access relationship, and the access
relationship will be numbered in order from 1 to j.
Relationj represents the j-th cluster access relationship. The
node set included in Relationj mainly has two parts, one part
is the source node set. The other part is the collection of des-
tination cluster nodes.

(4) Find out the collection of links to visit
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Since each node records neighbor node information, this
information is similar to the next hop information in net-
work routing. Therefore, it starts from a terminal node and
transmits hop by hop through neighbor network nodes.

Finally, it will reach another terminal node to form a network
link with the terminal node as the head/tail node and several
network nodes as intermediate nodes. In this step, computer
traversal calculations can be used to obtain network links

Switch 1 Switch 2 Switch 3

Switch 4 Switch 5

Storage

Server

Various terminal
equipments 

Figure 1: Energy network topology.

Node 1 Node 2 Node 3 Node 4

Node 5 Node 6 Node 7

Node 8 Node 9

Node 10

Figure 2: Topology map.
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from all end nodes to all other reachable end nodes. After
calculating all network links, according to the terminal
node information in the cluster access relationship, it is
found that all cluster access relationships need to pass
through the network link set. Let RelationCj denote the
j-th cluster access relation network link set, and number
the k network links in the set from 1 to k in sequence.
That is, Link j−k is used to denote the k-th network link
in the j-th cluster access relationship.

(5) Calculate the state value of the node

Calculate the system function availability status value
of each node in the system when a single node fails. To
calculate the functional availability status value of each
node, we first need to initialize and reset all node status
values. Set the state value of the node to “-”, and set the
state value of the remaining n − 1 nodes to “+”. Then cal-
culate the state value of the link Link j−k, the state value of
the network link set contained in the RelationCj, and the
availability state value in turn. Therefore, assuming that
there are n nodes in the energy internet, a total of n cal-
culations are required.

3. Experiment of Automatic Recognition of
Information Architecture Reliability

This paper abstracts the power network and uses the network
topology of the energy Internet information system to
describe the interrelationships among various devices in the
energy Internet. Forming the link between the devices, the
devices of the energy Internet topology include devices such
as switches, gateways, storage, and servers. The energy Inter-
net topology is shown in Figure 1.

By using the energy Internet network topology structure
information, the function availability status value of the
information system network topology node is calculated to
find hidden risks in the network, so as to help relevant per-
sonnel adjust the system architecture. One of the important
methods for automatically identifying the reliability of infor-
mation architecture is the distance measurement between
nodes in the network. Here, in order to facilitate the identifi-
cation and research of energy network topology, the signal
transmission function of power line carrier communication
is used for measurement. This method is expressed as the
measurement of time of arrival.

4. Results and Discussion of Automatic
Identification of Information Architecture
Reliability Based on Energy Internet
Network Topology

4.1. Function Availability State Value Calculation. According
to the existing topology structure diagram of the Energy
Internet, after removing various terminal devices in the net-
work, the network topology diagram is mapped, and the
mapping result is shown in Figure 2.

As shown in the figure above, there are 3 link sets.
According to the reliability identification method proposed
above, the access relationship link set is found, and the state
value of the node is calculated. The final results are shown
in Table 1.

As can be seen from Table 1, in the bottom column of
functional availability, the representation form of node 8
and node 10 is “-”, indicating that these two nodes are poten-
tial risk nodes. According to the analysis of the topology dia-
gram, when node 8 fails, nodes 1 and 2 in the cluster cannot
access storage node 10, and the entire function of the cluster
will be abnormal due to the inaccessibility of storage. There-
fore, node 8 is indeed a hidden risk node, consistent with the
calculation results. The storage nodes represented by node 10
are grouped into a cluster. Obviously, they are a single hidden
risk node. In the process of calculating the availability of
functions, node 8 and node 10 affect the access between clus-
ters. Taking into account the reliability risks that exist here,

Table 1: State value results.

Node 1 2 3 4 5 6 7 8 9 10

Link set 1 + + + + + + + — + —

Link set 2 + + + + + + + + + —

Link set 3 + + + + + + + + + +

Functional availability + + + + + + + — + —

Table 2: Comparison of fit before and after.

Model 1 Model 2 Model 3

Original 19.157 5.834 5.942

Modified 25.9 7.386 7.784

Increase 35.2% 26.6% 30.1%

Table 3: The obtained power channel model.

Path number 1 2 3 4 5 6

Length 198 213 228 236 251 483

Weight coefficient 0.49 0.262 -0.13 0.07 -0.026 -0.01
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Figure 3: Channel estimation results when the signal-to-noise ratio
is 60 dB.
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certain adjustments can be made, such as adjusting network
connections and adding spare device nodes, to the dangers
posed by the presence of a single node.

4.2. Validation of Bayesian Estimate Revision Validity. To
date, the reliability assessment of information system archi-
tecture has not yet had a commonly used method. There
are many factors that will affect the reliability of the module,
and the same factor will affect the different modules differ-
ently. Therefore, the module reliability evaluation model
with the highest fitting degree corresponding to each module
is also different. First, verify that the Bayesian estimate is
revised so that each model’s ability to estimate and predict
module failure data is improved. Compare the fits of the
three different models before and after, as shown in Table 2.

It can be seen from Table 2 that the prediction ability of
the module has been improved in different degrees after com-
bining with the Bayesian estimation and correction, and the
corresponding improvement of the fitting degree of the three
is 35.2%, 26.6%, and 30.1%, respectively. The analysis found
that before the correction, the difference was mainly due to
the model mismatch caused by the difference in the statistical
characteristics of the module data. The candidate model
correction based on Bayes estimation effectively avoids the
inaccurate model fitting caused by the deviation of the
parameter estimation.

4.3. ToA-Based Ranging Performance Evaluation. In the
experiment, a power line channel model obtained is shown
in Table 3. This is a power line channel model with 6 diame-
ters, and the length and strength of each diameter are
indicated in the table. It can be seen from the channel model
that between the two points of channel transmission, there
are 6 channels from the direct path to the reflected path,
and the shortest path has a maximum weight of 0.49, which
can be considered as a direct path. As the path becomes
longer and the weight gradually decreases, other paths are
complex reflection paths. The channel model will be used
to estimate the time of arrival between two points. These
reflection paths appear as multipaths that are continuously
reflected between nodes other than the two points measured
in the network. These numerical relationships are not

directly controlled by ToA, but may be affected by the loca-
tion of other nodes in the network. Therefore, in terms of
measuring ToA between two points only, it is only necessary
to measure the first diameter, which is the shortest straight
diameter. However, in order to measure the overall topology
of the network, ToA needs to be measured between any two
points. Knowing the reflection path between every two nodes
may be helpful for a more detailed and thorough understand-
ing of the overall situation, so it is also very helpful to piggy-
back the value of the reflection path.

Add 60dB and 30 dB noise to the channel and observe
the recovery of each channel. The channel estimation results
under different signal-to-noise ratios are shown in Figures 3
and 4.

It can be seen from Figures 3 and 4 that although the
signal-to-noise ratio of 60 dB is already high, it still makes
the estimation error. The presence of noise will affect the
channel estimation results, mainly manifested in the emer-
gence of negative value paths, as well as the misalignment
and loss of paths. The accuracy of the method can be
increased by discarding negative-value paths, but this
reduces the total number of estimated paths, thereby reduc-
ing the sum of the number of reflected paths and the number
of direct paths. The direct path is actually reserved by low
errors, and high errors are mainly concentrated on the reflec-
tion path. In order to ensure the accuracy of measuring the
direct path between two points, the accuracy of the reflection
path is also required but not necessary, so it is necessary to
verify the sensitivity of the direct path to noise. If the direct
path is not sensitive to noise, the correct direct path can still
be measured to provide correct information for the layer-by-
layer reconstruction of the network. The inaccuracy of the
information of the reflection path makes it necessary to
discard them.

4.4. Comparison of Recognition Accuracy. In order to further
explore the recognition accuracy level of the method pro-
posed in this paper on the reliability identification of infor-
mation architecture, here, we count the changes in the
accuracy rate of the manual inspection method and the
method proposed in this paper as the scale of the energy
Internet continues to increase. As we all know, with the
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Figure 4: Channel estimation results when the signal-to-noise ratio is 30 dB.
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increase of energy Internet nodes, the network has become
more complex, and the determination of potential risks and
faults on related nodes has become particularly difficult.
The recognition rate of different methods on the expanding
energy network is shown in Figure 5.

As can be seen from Figure 5, when the number of nodes is
less than 50, the recognition accuracy of the proposed method
and the manual inspection method is almost at the same level,
and the difference is not very large. When the number of
nodes in the network is higher than 50, the difference between
the two methods starts to become obvious. The inspection
accuracy of the proposed method is much higher than that
of the manual inspection method. However, when the number
of nodes is higher than 300, the recognition rate of risk-risk
nodes with more methods mentioned in this paper shows a
significant downward trend. The analysis found that this is
because as the number of network nodes continues to increase,
the topology of the energy Internet becomes extremely com-
plex, which exceeds the reasonable number of network nodes
in the method designed in this paper, resulting in a decrease in
accuracy. Therefore, in the follow-up research, improving the
recognition accuracy of the method in the larger and more
complex network is one of the key research directions.

5. Conclusion

The energy internet is constantly developing and growing,
and its complexity and scale are changing accordingly. Based
on the actual situation, this paper solves the problem of auto-
matic identification of the reliability of related information
architecture and proposes a research on the automatic iden-
tification of information architecture reliability based on the
energy Internet network topology. This effectively solves the
problem that the traditional manual method is seriously
insufficient in inspection efficiency and accuracy. In the
future, the energy internet in different countries and regions
will evolve with different topological characteristics. The
research in this article will provide a reference for practical
problems in related fields.
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After the reform and opening up, my country’s economic level and total national strength have achieved unprecedented growth.
The building of a well-off society in an all-round way is moving towards a harmonious society. The development of social
security is also an important part of the development and improvement of a socialist harmonious society. This article is aimed
at designing a rural social security system based on deep learning algorithms, using sample collection and statistical analysis
methods, collecting samples, simplifying the algorithm, and establishing a new rural social security system. The data collected by
the system shows that the proportion of farmers who choose very satisfied, satisfied, average, dissatisfied, and very dissatisfied
with the satisfaction of the new rural insurance is 8.94%, 45.53%, 34.96%, 8.13%, and 2.44%. It can be seen that the proportion
of farmers who choose to be satisfied is the largest, and more than 10.0% of farmers choose to be dissatisfied or very dissatisfied.
Investigate the factors that farmers worry about participating in the new rural insurance, and the questionnaire options can also
be set to multiple choices. The survey results show that 29.27% of the farmers think that the individual payment for
participating in the new rural insurance is higher; 26.02% of the farmers believe that they do not understand the new rural
insurance system; 9.76% of the farmers believe that it is unnecessary to pay for the new rural insurance; 22.76% of farmers
choose to rely on themselves or their children in the future; 27.64% of farmers think that the system is unstable. It has basically
realized the design of a brand new rural social security system starting from the deep learning of semantic computing.

1. Introduction

The rural social security system (the new rural endowment
insurance system is a personal endowment insurance account
in which the state establishes a lifetime record for each new
rural insurance participant; individual payment, collective sub-
sidies, and other economic organizations, social welfare organi-
zations, and individual subsidies for the insured person’s
payment, and the local government’s subsidy for the insured
person’s payment, all are credited to the personal account) is
an indispensable system of people’s livelihood security pro-
posed based on our country’s social status quo. Nowadays, most
countries and regions are facing the problem of aging popula-
tion. The issue of aging has increasingly become a hot issue of
concern to various countries. At this stage, my country has
become one of the countries with the largest aging population.
Data shows that my country’s aging population will reach its
peak in the middle of this century, and my country’s aging

problem will be extremely important. Through comparison
between the urban and rural areas, the problem of rural popu-
lation aging is even more serious. Therefore, solving the prob-
lem of the aging of the rural population is an important step
in solving the problem of the aging of the population in our
country. For a long time, my country’s dual economy has
caused the rural economy to lag far behind the urban areas.
For example, rural areas are at a disadvantage compared with
urban areas in terms of pension insurance. Nowadays, the
majority of rural residents are not fully guaranteed for the
elderly, and the concept of raising children and preventing the
elderly is still deeply ingrained in many rural areas. With the
continuous development of the national economy, the outflow
of agricultural laborers and the development of family planning
have resulted in the labor force being less than the elderly pop-
ulation. These undoubtedly increase the burden of agricultural
pensions. Therefore, there is an urgent need to solve the prob-
lem of agricultural pensions. No matter from a theoretical level
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or a practical point of view, it is imperative to solve the problem
of rural old age security. In theory, the establishment of a mod-
ern old age security system in the vast rural areas can better
enhance farmers’ awareness of old age security and enrich my
country’s overall old age security system. From a practical point
of view, it can effectively solve the current problem of providing
services for the elderly in the vast rural areas of our country. At
the same time, solving the problem of rural endowment insur-
ance is an important way to develop the rural economy, build a
new socialist countryside, and build a harmonious society. It is
the only way to realize the Chinese people’s pension in rural
areas.

Deep learning is an important part of the field of artificial
intelligence research. Machine learning allows computers to
learn. Without the participation of machine learning, artifi-
cial intelligence will become insufficient. Therefore, machine
learning is essential to the field of artificial intelligence.
Through learning algorithms, machine learning enables the
machine to learn the internal laws of the data from a large
amount of data input from abroad so that it can identify
and judge. The development of machine learning has experi-
enced two major development stages of shallow learning and
deep learning in history. Generally, deep learning can be
understood as an important development of artificial neural
networks. The artificial neural network (the artificial neural
network is a research hotspot that has emerged in the field
of artificial intelligence since the 1980s; it abstracts the
human brain neuron network from the perspective of infor-
mation processing, establishes a certain simple model, and
composes different networks according to different connec-
tion methods; in engineering and academia, it is often abbre-
viated as the neural network or quasi-neural network; the
aneural network is a computing model, which is composed
of a large number of nodes (or neurons) connected to each
other; each node represents a specific output function, called
an activation function; each connection between two nodes
represents a weighted value for the signal passing through
the connection, which is called a weight, which is equivalent
to the memory of an artificial neural network; the output of
the network varies according to the connection method of
the network, the weight value, and the activation function;
the network itself is usually an approximation of a certain
algorithm or function in nature, or it may be an expression
of a logic strategy) simulates the neural network of the
human brain to remove features and model it, learn from
the knowledge imported from the external environment,
and have the recognition and judgment capabilities similar
to the animal brain. The artificial neural network is an impor-
tant part of intelligence, and it provides an effective way to
solve complex problems and control intelligence. Artificial
neural networks are also an important research direction in
the field of machine learning. Based on the deep learning
method, this paper has determined the research goal, simpli-
fied the complex algorithm and designed the software, and
realized the design and realization of the rural social security
system. Deep learning applications include speech recogni-
tion, automatic machine translation, instant visual transla-
tion (photograph translation), and self-driving cars, which
involve the intelligent direction of semantic computing.

In 1986, Wu et al. published an article on the application
of the backpropagation algorithm, which is still in use today.
But their algorithm is complex and general, and they did not
design a more concise and simplified formula [1]. In 1998,
Chen and Smys developed the LeNet5 convolutional neural
network model. The network model contains 2 convergence
layers, 2 concentrated layers, and 2 fully connected layers.
This method uses local connection and weight distribution
methods, which not only extracts features from the data but
also reduces a large number of weight parameters. However,
due to the limitation of computing resources at that time,
even training a small neural network took a long time. Com-
pared with other classification models in the same period
(such as supporting carrier machines), it has no major
advantages. In addition, when using the backpropagation
algorithm on the traditional neural network, it is easy to deal
with the problem of the disappearance of the step size [2]. In
2006, Zhong et al. published an article on deep neural net-
works in Science and proposed the idea of deep learning algo-
rithms, which promoted the development of artificial neural
networks and the application of deep learning methods in the
field of image recognition. However, their research focuses
on image recognition rather than optimization algorithms,
and the proposed algorithm is still not easy to understand
and not easy to operate [3].

The innovations of this article are as follows. (1) Under
the general trend of vigorous development of intelligence,
pioneeringly combine the concept of deep learning, a seman-
tic computing aspect, with the rural social security system
and consider rural society from a new perspective. Under
the background of rural households’ livelihood transforma-
tion, that is, under the separation of production and life of
rural households, starting from the perspective of rural
households, constructing rural household decision-making
models to provide theoretical support for the improvement
of a rural social security system is beneficial to rural eco-
nomic development and rural stability. Sustainable develop-
ment of the social security system guarantees this basic
livelihood issue. (2) The algorithm that simplifies the training
process of the convolutional neural network and the gradient
descent method is studied. Compared with the traditional
complex algorithm, it is more concise, and it is convenient
to establish a model related to the actual problem. (3) The
output efficiency of the system is maintained at a very high
level. At the same time, a series of relevant government poli-
cies have been added to the algorithm to strictly ensure the
standardization and efficiency of the system.

2. Design and Implementation Method of a
Rural Social Security System Based on
Deep Learning

2.1. Rural Social Security. The security system in which the
state and social organizations provide financial and material
assistance to all farmers in accordance with the law is called
agricultural social security [4]. Its purpose is to narrow the
gap between rich and poor among members of society, grad-
ually improve the material life of farmers, and ensure social
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security [5]. Fair and stable, realize social stability and eco-
nomic development in rural areas, provide a good environment
for rural development, promote healthy and sustainable devel-
opment in rural areas, and accelerate agricultural moderniza-
tion [6]. My country’s rural social security system includes the
following parts: rural social security, rural social welfare, rural
social assistance, and rural preferential treatment. Agricultural
social insurance covers a wide range of fields, such as family
planning insurance, occupational injury insurance, medical
insurance, and pension insurance [7]. However, the aging of
the rural population in our country is extremely serious, the
population is relatively dense, and farmers are unable to carry
out their daily lives due to medical treatment, which increase
the burden on farmers [8]. Therefore, my country’s current
agricultural social security system mainly includes aging and
medical care, with the focus on the construction of the rural
social pension and cooperative medical system [9]. Agricultural
cultural relics insurance refers to the provision of pensions to
farmers who have reached the retirement age in accordance
with relevant laws and regulations of our country [10]. The pur-
pose is to ensure the basic livelihood of retired farmers. The
pension fund is jointly funded and established by the state,
enterprises, and individuals [11]. Rural cooperativemedical care
is an interactive medical insurance system supported by the
government. It is jointly funded by rural economic organiza-
tions and rural groups to reduce rural poverty caused by dis-
eases and protect the health of rural residents [12].

Rural social assistance refers to a system in which the
state and social groups provide material assistance to farmers
who cannot guarantee their daily lives due to special reasons
[13]. The system is aimed at maintaining income loss or
income that cannot meet the minimum living needs of
farmers [14]. At present, my country’s rural social assistance
focuses on disaster relief and rural livelihood systems [15].
The target of disaster relief is natural disaster farmers, and
the target of the minimum agricultural security system is
poor farmers who have not yet solved their clothing deficien-
cies [16]. The prosperity of rural society is a public welfare
activity, which is a guarantee provided to certain special
farmer groups, such as the elderly and the disabled [17], as
well as vulnerable groups in rural areas. Its main purpose is
to provide financial and material assistance to the elderly
who cannot take care of themselves and the elderly without
children in rural areas to ensure their basic living standards
[18]. At the same time, they provide mental and physical sup-
port to the elderly, widows, and disabled in rural areas [19].
Help improve the living standards of rural residents [20]. In
recent years, the per capita income and consumption levels
of Chinese farmers have undergone earth-shaking changes
[21]. At the same time, the original level of social welfare
has been unable to meet their current needs [22]. Former
farmers pay more attention to their living standards, such
as food, clothing, housing, and transportation [23]. Now,
they have begun to pay attention to their spiritual consump-
tion needs [24]. However, rural social welfare security
requires higher capital investment from state finance, which
is extremely difficult for a developing country with a large
population, so social welfare in rural areas cannot be realized
in the short term [25].

2.2. Convolutional Neural Network. In the field of deep
learning, the most widely used convergent neural network (also
known as convergent network) is a neural network specifically
designed to process data with a similar grid structure. Compact
neural networks perform well in many application areas, such
as time series data (which can be thought of as a one-
dimensional grid formed regularly over time) and image data
(which can be regarded as a two-dimensional grid of pixels)
[26–27]. A trainable multilayer network structure is composed
of multiple single-layer convolutional neural networks. In
convergent network terminology, the first parameter of conver-
gence is usually called the input (that is, the data to be proc-
essed), the second parameter is called the kernel function
(can be regarded as the processing function), and the output
is called the feature map. In a traditional neural network, the
output of a neuron is related to the weight of the input node
and its connection, but the weight will not be reused according
to the calculation rules of the calculation type; that is, when
multiplied by an element, the input will not be used again.
Parameter sharing exists in the feature map. Each feature
map in level 2 will detect the same feature map in level 1.
The same idea is expressed as a network with bound weights
(i.e., weight distribution). The specific weight sharing is shown
in Figure 1.

A typical plane in a convergent neural network includes
three stages. In the first stage, the layer computes multiple con-
vergences in parallel to generate a set of linear activation
responses. In the second stage, each linear activation response
will pass through a nonlinear activation function. This phase
is sometimes called the detection phase. In the third stage, the
concentrated function provided by the cohesive neural network
is again used to optimize its output. The centralized function is
responsible for processing the element’s output from the adhe-
sive layer to replace the network output at this location. The use
of centralized functions can be considered a sufficiently power-
ful additional function before: the functions obtained through
this level of learning must have a small amount of variable
translation requirements. When this assumption is true, con-
centration can significantly improve the statistical performance
of the network [28].

2.3. Simplification of the Algorithm. The training of convolu-
tional neural networks can be mainly classified into two algo-
rithms, the gradient descent method and the backpropagation
method. This part will simplify the algorithm of the gradient
descent method.

The whole process takes the pixel data of the picture as
input and extracts different features through several convolu-
tional layers. Each convolutional layer is followed by a pool-
ing layer to reduce the number of parameters, and finally, the
fully connected layer is used to calculate the loss function, as
shown in

Z =WTX, ð1Þ

h xð Þ = g zð Þ: ð2Þ
Among them, X refers to the pixel data matrix of the

image and WT refers to the transposition of the weight
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parameter matrix, which is the same as the input dimension,
which contains a bias vector and the parameter weight of each
data feature. The two are multiplied and then passed through.
The activation function of g is used as the output of this layer,
g can be an activation function such as sigmoid function or
ReLU, and the output obtained can be used as the neuron
input value of the next layer of the network, until the output
result of the last layer is compared with the actual result. Con-
struct a loss function, as shown in

C h, X, Yð Þ = cos t h xð Þ, Yð Þ = 1
2 h xð Þ − yð Þ2: ð3Þ

Among them, X represents the input, hðxÞ represents the
output value after the last layer is activated, and Y represents
the actual output of the input data sample. The cost function
is a loss function, generally a square loss function. The Cðh,
X, YÞ obtained by the equation is the error value between
the result and the label. When the error value continues to
decrease, it means that the neural network model makes
smaller and smaller errors. Based on the above requirements,
it is possible to obtain the partial derivative of the weight of
the equation and use the partial derivative to continuously
update the weight parameter, which is the principle of the gra-
dient descent method. Equation (4) is the partial derivative
formula of this parameter:

∂C θð Þ
∂θ

= lim
δθ⟶0

C θ + δθð Þ
δθ

= −
1
m
〠
m

i=1
yi − hθ xi

� �� �
xj, ð4Þ

where θ represents each weight parameter, and the obtained
partial derivative is used as the adjusted value of the weight
parameter, as described in

θk+1 = θk − η
∂C θk

� �

∂θk
: ð5Þ

Since there are so many weight parameters in the network,
the calculation of partial derivatives for each parameter will
lead to a huge amount of calculation, and the use of the back-
propagation method can solve the problem of a large amount
of calculation. The basic idea of the algorithm is that the resid-
ual of the latter layer is formed by the residual of the previous
layer. Therefore, the residual of the previous layer can be

obtained by finding the residual of the last layer, as shown in

δ
nlð Þ
i = ∂C

∂zi nlð Þ = ai
nlð Þ − yi

� �
⋅ f ′ zi

nlð Þ
� �

: ð6Þ

It can be seen that the residual value of the neuron is actu-
ally the partial derivative of the weighted input of the loss value
to this layer of the neuron. Then, for the number of layers l, the
residual value should be as shown in Equation (7) below:

δl = Wl+1
� �T

δ l+1ð Þ ∗ g′ zl
� �

: ð7Þ

Derive the following partial derivatives of the weight
parameters (in the quality evaluation process, in order to be
able to express the extent to which the relevant inspection
items meet the specified requirements with data, according
to the amount of work occupied by each item and the degree
of importance of affecting the overall ability, the proportion
of each item is divided (value)) and bias vectors in each neu-
ron, as shown in

∂C

∂w lð Þ
ij

= a l−1ð Þ
j δ

lð Þ
i , ð8Þ

∂C

∂b lð Þ
i

= δli: ð9Þ

According to the above two formulas, multiply the learn-
ing rate to update each weight parameter and bias vector until
the error value of the loss function is small enough.

In actual research and application, what we need to get is
the distribution of observation data v defined by RBM, that is,
the marginal distribution of common probability distribu-
tions, also called probability function distributions, as shown
in Equation (10) (marginal distribution refers to the proba-
bility distribution of only part of the multidimensional ran-
dom variables in probability theory and statistics):

P v, θð Þ = 1
Z θð Þ〠h

e−E v,h∣θð Þ: ð10Þ

The offset ai of the visible layer unit is expressed as

∂ log P v ∣ θð Þ
∂ai

= vih idata − vih imodel: ð11Þ

The partial derivative of the bias bj of the hidden layer
unit is expressed as

∂ log P v ∣ θð Þ
∂bi

= hih idata − hih imodel: ð12Þ

In summary, we have completed the algorithm optimiza-
tion of the gradient descent method of the convolutional neu-
ral network.

Layer m+1

Layer m

Layer m–1

Figure 1: Weight sharing.
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3. Design and Implementation Method
Experiment of a Rural Social Security System
Based on Deep Learning

3.1. System Requirement Analysis

3.1.1. Functional Requirement Analysis. The main function of
this research system is to complete the storage of income and
expenditure, business processing, and generation of various
files of the municipal, county, district, and township and
rural social endowment insurance funds. (One is the liveli-
hood status of farmers, from the perspective of farmers’
arable land area, income sources, main expenditures, and
difficulties faced in production and life. The second is to
investigate the implementation status of the rural social
insurance system from the perspectives of farmers’ participa-
tion in the new rural social pension insurance and new rural
cooperative medical insurance, payment levels, and policy
satisfaction. Third, the evaluation of the implementation
effect of the rural minimum living security system is carried
out from the perspectives of farmers’ satisfaction with the
system, the minimum living security standard, and the effect
of poverty reduction.) With municipal management as the
center, a central database is established to supervise, manage,
and analyze data. Take county-level management as the main
body, and carry out the management of various businesses
and townships as auxiliary management. Most business
operations can be carried out when the conditions are ripe.

The city bureau network version of this system mainly
completes the business module design including township
(village) management, personnel participation management,
insurance relationship change management, payment manage-
ment, account management, benefit distribution management,
system connection management, financial management, finan-
cial subsidy management, and comprehensive query manage-
ment, as well as information publicity, statistical reports, and
system maintenance. No matter what kind of software the
server is running on, the outlets can use the above Win7 oper-
ating system. The city level can operate the data of the city.
Each county and city can only use and operate the data of the
county and city. Each town can only use and operate the data
of the county and city and can use and manipulate the data
of the township.

3.1.2. Analysis of Nonfunctional Requirements. Since the pro-
posal and final application of this topic provide a usable army
equipment management system for specific units, it is neces-
sary to consider how to build a stable, easy-to-maintain,
expandable, and highly supportive system based on actual
usage (concurrent number of troops of the equipment man-
agement system).

The construction of the server-side environment is one of
the research contents of this topic. As a server, the machine is
required to have enough loads for multiple users to access the
required hardware configuration at the same time and have
enough hard disk space to store data, and the machine is
required to be equipped with the software interface system
required by the operating system. In addition, it is necessary
to combine the existing network conditions of the internal

network, comprehensively consider factors such as stability,
concurrency, security, and ease of use, and conduct reason-
able selection, configuration, testing, evaluation, and evalua-
tion of web services, databases, and operating systems. Trial
deployment gets a strong operating, stable performance
server-side environment construction plan.

3.2. The Data Flow of the System. Next, we design the data
flow of the system.

The data flow diagram illustrates the information flow
and data conversion from input to output. It is the logical
process of data flow and processing in software and is the
analysis of flow, storage, transmission, processing, and infor-
mation.When designing a flowchart, only the basic operating
logic of the system should be considered, not how to imple-
ment these functions in detail. The data processing of agri-
cultural social insurance activities is basically divided into 7
parts. First, participate in the insurance and create file infor-
mation based on the declared initial personal information.
Then, pay the fee, and based on the file information, generate
the payment information according to the declared payment
details. Follow up payment account opening, according to
the declared account opening personnel list, and based on
the existing payment information, generate the issuance
standard. According to the designated issuance time period,
on the basis of the existing issuance standards, the issuance
information is generated. According to the declared list of
final insurance personnel, the final insurance information is
generated by referring to the issuance information and pay-
ment information. According to the transfer-out application,
the transfer-out information is generated on the basis of the
existing file information, and the file information is modified.
Finally, according to the surrender application, refer to the
payment information to generate surrender information.

3.3. System Business Design. This system meets the needs of
the daily work of the new rural social endowment insurance
management (the survey adopts a random sampling method;
the survey content mainly covers three aspects: first, the pro-
duction and living conditions of farmers, from the perspec-
tive of farmland area, income sources, main expenditures,
and difficulties faced by farmers in production and life; the
second is to investigate the implementation status of the rural
social insurance system from the perspectives of farmers’
participation in the new rural social endowment insurance
and new rural cooperative medical insurance, payment levels,
and policy satisfaction; and third, the evaluation of the imple-
mentation effect of the rural minimum living security system
is carried out from the perspectives of farmers’ satisfaction
with the system, the minimum living security standard, and
the effect of poverty reduction), with complete functions,
easy operation, and practical management software. Through
investigation, I learned about the business related to the daily
work of the rural social pension insurance management
department. The business of the system consists of the
following parts. Next, we will introduce several important
business processes in the system design of this article.

The business flowchart of insurance registration is shown
in Figure 2.
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The business flowchart of insurance premium payment is
shown in Figure 3.

The flowchart of the payment of benefits is shown in
Figure 4.

The above is the basic business flowchart of the system
design of this article.

4. Experimental Results of the Design and
Implementation of the Rural Social Security
System Based on Deep Learning

4.1. Survey Content and Sample Analysis. The survey adopts a
random sampling method. The survey content mainly covers
three aspects. First, the production and living conditions of
farmers, from the perspective of farmland area, income
sources, main expenditures, and difficulties faced by farmers
in production and life. The second is to investigate the imple-

mentation status of the rural social insurance system from
the perspectives of farmers’ participation in the new rural
social endowment insurance and new rural cooperative med-
ical insurance, payment levels, and policy satisfaction. Third,
the evaluation of the implementation effect of the rural min-
imum living security system is carried out from the perspec-
tives of farmers’ satisfaction with the system, the minimum
living security standard, and the effect of poverty reduction.
The samples involved 2 counties and cities, 7 towns, and 17
villages, and a total of 192 valid samples were collected. The
sample distribution is shown in Table 1.

In the survey sample, males accounted for 61.4%, and
females accounted for 38.6%; illiterate accounted for 16.6%
(more left-behind elderly in the survey area), 41.5% of the
education level is only elementary school, 31.1% of the edu-
cation level is junior high school, and the education level is
high school (middle school). Those with a college degree or
above accounted for 6.2%; those with a college degree or

Township and
village

management

Township and street
maintenance Add new towns

Village community
information

processing (input
township name)

Personnel
participation
management

Single-person new insured small module

Bulk—import in excel for insurance and payment
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Figure 2: Business flow processes of insured registration.
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Figure 3: Business flow processes of pay insured fees.
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above accounted for 4.1%; those aged 18-29 accounted for
5.2%, those aged 30-44 accounted for 24.0%, those aged 45-
59 accounted for 38.0%, those aged 60-74 accounted for
28.1%, and those aged 75 or above accounted for 4.7%;
18.8% of households had 3 persons or less, 23.4% had 4 per-
sons, 25.0% had 5 persons, 22.4% had 6 people, and 10.4%
had 7 or more people; people with financial resources of 0
accounted for 2.6%, 1 person accounted for 16.1%, 2 people
accounted for 36.5%, 3 people accounted for 30.2%, 4 people
accounted for 9.9%, and those with 5 or more people
accounted for 4.7%; 28.1% indicated those with capable
relatives at home, 71.9% indicated those with no capable
relatives, 17.7% indicated those with college students at
home, and 82.3% indicated those without college students.
Accounting for 49.0%, 51.0% indicated those who did not
go out to work; 3.3% of the cultivated land area was less than
1mu, and 11.5% accounted for 1-2 acres (including 1, less
than 2) and 2-3 acres (including 2, less than 3). Accounting
for 46.5%, 3-4 acres (including 3, less than 4) accounted for
23.0%, 4-5 acres (including 4, less than 5) accounted for
14.8%, and 5 acres and above accounted for 24.6%.

Among them, the composition of the income sources of
statistical farmers is shown in Table 2.

Due to the fragility characteristics of farmers, there are
many life pressures, including irresistible natural risks, lack
of production materials and technological limitations, peo-
ple’s livelihood issues closely related to life, and systemic risks
from changes in national policies. Figure 5 shows the life and
production pressure of the survey sample farmers.

From the specific survey data, in the survey sample pop-
ulation, 12.26% of the farmers feel that the pressure on pro-
duction and life is very high, 40.47% of the farmers feel that

the pressure on production and life is relatively high,
37.48% of the farmers feel that the pressure on production
and life is average, and 8.97% of the farmers feel that the pres-
sure on production and life is very small, and the number of
farmers who choose not to be pressured is 0. It can be seen
that the farmers in the survey area feel that the pressure on
production and life is very high, and the relatively large sam-
ples account for 51.76% of the total sample.

Benefits

Personal

Batch

Personnel receiving
treatment

application

Receipt to the age
pass

Application Approved Review

Input village Inquire

Head of household

Account name

Bank

Account

Export the personnel
who need to be

approved to receive
benefits

Import systemUploadScreenReceive benefits in
batches

Figure 4: Business flow processes of benefit distribution.

Table 1: Survey sample distribution table.

Town Village Residents

County seat A

a 1 11

b 2 28

c 2 25

d 2 23

e 2 24

County seat B
a 4 38

b 4 43

Table 2: The composition of income sources of survey sample
farmers.

Income type The proportion (%)

Agricultural income 23.23

Self-employed income 2.94

Income from migrant workers 58.07

Transfer income 4.76

Other income 13.00
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4.2. Farmers’ Risk Aversion Methods. In the survey data, a
large number of the rural surplus labor force in the survey
sample source areas a and b transferred to the cities. For
the sample farmers surveyed, 51% of the farmers did not
receive a more stable, flexible, and higher income than those
engaged in agricultural production. There are migrant
workers in the family. This kind of higher income through
the process of migrant workers is one of the main ways for
farmers to prevent risks; the rural social security system is
gradually improved in the survey area, and farmers pass on
part of the risk to the society by participating in social insur-
ance. At present, the participation rate of rural households is
relatively high. The participation rate of the new rural coop-
erative medical system in the survey sample is as high as
98.57%, and the participation rate of the new rural social
endowment insurance reaches 85.66%. At the same time, a
small number of rural households whose income is lower
than the local minimum living standard also receive subsis-
tence allowances and will avoid falling into extreme poverty;
the surveyed farmers are generally not well-educated. Even if
the cost of education continues to rise, farmers are paying
more and more attention to their children’s education, espe-
cially their children’s higher education. 23.8% of the survey
sample farmer households have college students; with the
in-depth development of the rural market economy, the
number of farmers engaged in business activities such as
self-employed businesses has gradually increased. The survey
sample has 20 farmers’ families engaged in large-scale busi-
ness activities such as vegetables and fruits through con-
tracted land, and 18 of the farmer households are engaged
in self-employed business activities, accounting for 19.79%
of the sample population; farmers participating in commer-
cial insurance are also gradually increasing, accounting for
35.21% of the sample population. Farmers have participated
in agricultural insurance and other commercial insurance,
as shown in Table 3.

Join the satisfaction evaluation system (satisfaction eval-
uation is based on whether the service recipient’s needs are
met as an objective evaluation scale, and it is a method of
final quality evaluation), as shown in Table 4.

The same as farmers’ satisfaction with the new rural coop-
erative medical system, the survey of farmers’ satisfaction with
the new rural insurance (pension insurance is an important
part of the social security system, and it is one of the most
important types of insurance in the five major types of social
insurance; the purpose of endowment insurance is to protect
the basic living needs of the elderly and provide them with a
stable and reliable source of life) shows that the percentages
of farmers choosing very satisfied, satisfied, average, dissatis-
fied, and very dissatisfied are 8.94%, 45.53%, 34.96%, 8.13%,
and 2.44%, respectively; it can be seen that the proportion of
farmers who choose to be satisfied is the largest, and more
than 10.0% of farmers choose to be dissatisfied or very dissat-
isfied. Investigate the factors that farmers worry about partic-
ipating in the new rural insurance, and the questionnaire
options can also be set to multiple choices. The survey results
show that 29.27% of the farmers think that the individual pay-
ment for participating in the new rural insurance is higher;
26.02% of the farmers believe that they do not understand
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Table 3: Investigate the risk aversion portfolio of sample farmers.

Rate (%) Motivation

Shift labor 51 Get higher income

Self-employed 35.21

Investment education 23.9 Reserve human capital

Bank savings 39.1 Prevent risks

Pension 85.66 Pass on risk

Medical insurance 98.57

Business insurance 27.97
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the new rural insurance system; 9.76% of the farmers believe
that it is unnecessary to pay for the new rural insurance;
22.76% of farmers choose to rely on themselves or their chil-
dren in the future; 27.64% of farmers think that the system is
unstable.

4.3. Use the Logistic Model Established by the Gradient
Descent Method Based on Deep Learning to Analyze the
Regression Results. According to the content of the question-
naire survey, the factors that affect farmers’ participation in
the new rural insurance are summarized into individual
characteristics of farmers, family resource endowments, and
social environmental factors. Among them, the individual
characteristics of farmer households include four variables:
gender, ethnicity, age, and educational level; family resource
endowment factors include the following: arable land area,
number of households with financial resources, whether the
family has bank deposits, whether the family has migrant
workers, and the main income of the household (source type:
agriculture, work, and business); social environmental factors
include the following: whether relatives and friends give help
when encountering difficulties and encountering natural

disasters and whether they receive government assistance in
times of difficulty. Using SPSS 19.0 statistical software, the
logistic regression model established above was used to esti-
mate the factors affecting the farmers participating in the
new rural insurance in the dependent variable survey area,
as shown in Figure 6.

From the overall model estimation results, the chi-
squared test value of the model is 29.633 (the chi-squared test
is a very versatile method of hypothesis testing; its applica-
tion in the statistical inference of classified data includes the
following: the chi-squared test comparing two rates or two
constituent ratios and comparing multiple rates or multiple
constituent ratios and the chi-squared test and correlation
analysis of classification data), and its corresponding Sig
value is 0.002 (Sig is a significant index, where generally
greater than 0.05 indicates that the difference is not signifi-
cant, less than 0.05 indicates that the difference is significant,
and less than 0.01 indicates that the difference is extremely
significant), which has reached significance, indicating that
the overall estimation effect of the regression model is better.
However, in terms of the effect of explaining the dependent
variable for a single independent variable, the independent

Table 4: Satisfaction of rural households’ social insurance system.

Very satisfied Satisfied Generally satisfied Dissatisfied Very dissatisfied

NCMS 16.26 35.77 40.65 6.50 0.81

New rural insurance 8.94 45.53 34.96 8.13 2.44

NCMS: new cooperative medical system.
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variables in the research question are onlyX3, X4, X6, X9, and
X10. These variables are statistically significant, and the other
6 independent variables are statistically significant. The
above is not significant.

From the regression model, gender and ethnicity have no
significant effect on the new rural insurance participation
rate of farmers in the survey area, age has a positive effect
on the insurance participation rate, the education level has
a negative effect on the insurance participation rate, and fam-
ily resource factors have economic sources. The number of
people has a positive impact on the participation rate of the
new rural insurance, and whether or not they receive assis-
tance when encountering difficulties such as natural disasters
has no significant impact on the participation rate.

Finally, we have done satisfaction statistics on the rural
social security system designed in this article. In the overall
analysis of satisfaction with the new system, the question-
naire uses a 5-level Likert scale, with a total of 1, 2, 3, 4,
and 5 ratings, which are very dissatisfied, dissatisfied, fair,
satisfied, and very satisfied. The lowest score is 1 point, and
the highest score is 5 points. The higher the score, the higher
the satisfaction level, and vice versa. Use SPSS 24.0 software
(SPSS (Statistical Product and Service Solutions) software)
(initially, the full name of the software was “Statistical Soft-
ware Package for Social Sciences,” but with the expansion
of SPSS product services and the increase in service depth,
SPSS officially changed its English name to “Statistical Prod-
uct and Service Solutions” in 2000, which marks that major
adjustments are being made to the strategic direction of SPSS;
SPSS is the general term for a series of software products and

related services for statistical analysis operations, data min-
ing, predictive analysis, and decision support tasks launched
by IBM; there are Windows and Mac OS X versions) to
analyze the average satisfaction data of the recovered new
system. The specific distribution is shown in Figure 7.

It can be seen from the figure that the overall satisfaction
rate of this questionnaire is relatively qualified, reaching an
average of 2.5 for general satisfaction. Among them, the aver-
age satisfaction of the grade setting, receiving age, payment
method, and service efficiency is slightly less. Higher than
average, it shows that some rural residents are quite satisfied
with these tasks, but the proportion is not too large. It shows
that the design of the rural social security system based on
deep learning designed in this paper is relatively successful.

5. Conclusions

The research design shows that the design of the rural social
security system based on deep learning proposed in this arti-
cle is more powerful in statistical data, better in data reten-
tion, and more timely in response to the system than other
current rural social security systems. The statistical capacity
is also more powerful. This article uses the sample collection
method and statistical analysis method, collects samples,
simplifies the algorithm, and establishes a new rural social
security system. The data collected by the system shows that
the proportion of farmers who choose very satisfied, satisfied,
average, dissatisfied, and very dissatisfied with the satisfac-
tion of the new rural insurance is 8.94%, 45.53%, 34.96%,
8.13%, and 2.44%. It can be seen that the proportion of
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farmers who choose to be satisfied is the largest, and more
than 10.0% of farmers choose to be dissatisfied or very dissat-
isfied. Investigate the factors that farmers worry about partic-
ipating in the new rural insurance, and the questionnaire
options can also be set to multiple choices. The survey results
show that 29.27% of the farmers think that the individual
payment for participating in the new rural insurance is
higher; 26.02% of the farmers believe that they do not under-
stand the new rural insurance system; 9.76% of the farmers
believe that it is unnecessary to pay for the new rural insur-
ance; 22.76% of farmers choose to rely on themselves or their
children in the future; 27.64% of farmers think that the
system is unstable. The data collected by the system designed
in this paper is very accurate, the sample size is large enough,
and the automatic analysis of the system is also very fast. The
shortcomings of this article are as follows: the preliminary
work is very complicated and cumbersome, and the part
related to semantic calculation is relatively obscure and
cannot be widely applied to other system designs. Due to the
limitation of conditions, this paper only selected two counties
and cities in the north for data collection and did not compre-
hensively consider the development trend of rural areas in the
north and south of my country. This system cannot be used in
rural social security throughout the country. In the simplifica-
tion and refinement of the future system, we can comprehen-
sively select rural areas in different situations in my country’s
southern, northern, and even western regions for larger data
analysis so that the rural social security system based on deep
learning can be representative across the country.
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The application of wireless sensors in sports competitions is becoming more and more common. This research mainly
discusses the simulation training of e-sports players based on a wireless sensor network. Under the same experimental
conditions, in order to avoid mutual influence and interference between the hand grip test and continuous endurance
load, the exercise experiment for each subject was repeated twice. At the same time, the EMG signal collection and
reaction time test during the endurance load are performed. All tests are data records before and after 40 minutes of
the DOTA game competition. Before the start of each experimental test, the experimental equipment is calibrated and
the parameters of the required indicators are set; the software was opened to run and checked whether it is normal;
before the measurement, let the subjects perform simple preparation activities, train the subjects, and understand and be
familiar with the action essentials required by the test to reduce the error. The original surface EMG signal recorded
directly uses the built-in signal processing function in the MR-XP 1.08 master edition software to perform full-wave
rectification and smoothing. Processing of original EMG data: firstly, the EMG signal during endurance contraction is
intercepted. In order to exclude individual differences in sEMG indicators of different subjects, the starting point is the
first rise of each subject to 60% MVC or 25% MVC. The arrival time is the end point. In e-sports, the reaction speed
when the prompt is effective is significantly faster than when the prompt is invalid (p < 0:05). At this time, the time
interval between the cue prompt and the target stimulus is 500ms. This study is helpful to improve the athletes’
technical and tactical level.

1. Introduction

The wireless sensor network is a highly application-related
network. For different application requirements, the hard-
ware structure of the wireless sensor network node is not
the same, but its core components are basically the same. In
certain environments, certain nodes require higher energy,
stronger communication distance and processing capabili-
ties, and even include GPS positioning functions.

A scientific training plan is an important part of high-
level training and a prerequisite for coaches to achieve
their training goals. The introduction of information tech-
nology into the work of formulating scientific training

plans can not only reduce the time spent on statistics by
coaches and improve work efficiency but also quickly
grasp and complete systematic and detailed information
in time.

Shen et al. studied the reliability and applicability of
active and continuous smart phone authentication using
motion sensor behavior in various operating scenarios and
systematically evaluated the uniqueness and durability of
the behavior. Although they provide accurate and fine-
grained representations of user touch actions, their research
process lacks data [1]. Yurtman and Barshan proposed a
novel noniterative direction estimation method based on
the physical and geometric characteristics of acceleration,
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angular velocity, and magnetic field vector to estimate the
direction of the motion sensor unit. They obtain the orienta-
tion of the sensor unit according to the rotation quaternion
transformation between the sensor unit frames. They evalu-
ate the proposed method by incorporating it into the activity
identification scheme for daily and sports activities. Although
their scheme needs to accurately estimate the direction of the
sensor unit to achieve the invariance of the direction the unit
is worn on the body, the research process lacks experimental
data. Signature recognition is to identify the owner of the sig-
nature, and verification is the process of finding the authen-
ticity of the signature. Although both are important in the
field of forensic science, verification is even more important
for banks and credit card companies [2]. Behera et al. pro-
posed a method to analyze 3D signatures captured using leap
motion sensors. They extended the original 2D function from
the original signature to 3D and applied a well-known classi-
fier for identification and verification. Although they used the
leap motion interface to create a large data set containing
more than 2,000 signatures registered by 100 volunteers,
their research method is still not new enough [3]. Motion
sensor technology and automatic fall detection systems
have become reliable and low-cost solutions for falls. Yu
et al. has developed a fall detection system based on the
hidden Markov model (HMM), which can use a single
motion sensor to automatically detect falls for actual home
monitoring scenarios. They proposed a new representation
for the acceleration signal in HMM to avoid feature engi-
neering. The HMM classifier is trained to detect falls based
on the acceleration signal data collected from the motion
sensor. Although they collect data sets from experiments
that simulate falls and normal activities, the research pro-
cess lacks theoretical foundation [4].

This research mainly discusses the simulation training
of e-sports players based on a wireless sensor network.
Under the same experimental conditions, in order to avoid
mutual influence and interference between the hand grip
test and continuous endurance load, the exercise experi-
ment for each subject was repeated twice. The first test
is for grip strength and finger flexibility, and the second
test is done after two days of rest. At the same time, the
EMG signal collection and reaction time test during
endurance load are performed. All tests are data records
before and after 40 minutes of the DOTA game competi-
tion. Before the start of each experimental test, the exper-
imental equipment is calibrated and the parameters of the
required indicators are set; the software was opened to run
and checked whether it is normal; before the measure-
ment, let the subjects perform simple preparation activi-
ties, train the subjects, and understand and be familiar
with the action essentials required by the test to reduce
the error. The original surface EMG signal recorded
directly uses the built-in signal processing function in the
MR-XP 1.08 Master Edition software to perform full-
wave rectification, smoothing, calculation, and analysis of
the original signal. The processing of the original EMG
data is as follows: first, intercept the EMG signal during
endurance contraction, in order to exclude the individual
differences in sEMG indicators of different subjects, with

each subject’s first rise to 60% MVC or 25% MVC as
the starting point; the arrival time is the end point. This
research helps to improve the technical and tactical level
of athletes.

2. Simulation Training of E-Sports Players
Based on Wireless Sensor Network

2.1. Related Technologies of Wireless Sensor Network

2.1.1. Wireless Sensor Network. A wireless sensor network is a
multihop self-organizing network system formed by deploy-
ing a large number of sensor nodes in a certain area through
wireless network communication. Its purpose is to cooperate
and sense, collect, process, and transmit the sensing objects
in the network coverage area. [5–7]. The schematic diagram
of the wireless sensor network structure is shown in Figure 1.

2.1.2. Target Tracking Technology. Target tracking can be
divided into active active and passive passive according to
the sensor type. In practical applications, passive passive
multitarget tracking is more practical. Active active target
tracking refers to obtaining the position information of the
monitored target at any time through the cooperation of sen-
sor nodes in the network when the target is actively carrying
the transmitter. This method requires the cooperation of the
tracked target to a certain extent. Active active target tracking
is basically divided into two types based on ranging and non-
ranging. In practical applications, the monitored target gen-
erally does not actively carry active devices, and the main
purpose of people deploying wireless sensor networks is to
monitor some unknown things, so passive passive target
tracking is more important [8]. Compared with single-
target tracking, multitarget tracking is more complicated,
faces greater difficulties, and involves more technologies.
The basic idea of multitarget tracking is to divide the entire
tracking process into three stages. In order to eliminate ambi-
guity, it is necessary to introduce methods such as source sep-
aration and target classification. The third stage is single-
target tracking when the target is separated. At present, the
research on multitarget tracking technology is a hot topic in
the world. The main research content includes sensor node
task allocation, data fusion, multitarget identification, and
saving network resources. It is necessary to make break-
throughs in target detection and classification, state estima-
tion, and key technologies such as forecasting and data
association [9].

2.1.3. Target Activity Trajectory Mining Technology. The tra-
jectory of the target refers to the path formed after the target
has been active in the wireless sensor network for a period of
time. Trajectory mining is a technology that obtains the true
path by analyzing the sensor data triggered by the target
within the time interval. At present, the target activity trajec-
tory mining technology has become one of the research hot-
spots in the field of data mining and WSN target tracking.
There are many methods for trajectory mining, which are
mainly divided into three types: mining based on the overall
trajectory, mining based on local trajectory similarity, and
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mining based on time and space information. The main goal
is to realize the prediction and estimation and cluster analysis
of target trajectories to form a reliable trajectory pattern
library, while the trajectory mining method based on time
and space information is more. To be flexible, it can not only
well achieve the goals of the above two methods but also the
mining method is flexible and suitable for a variety of
applications.

2.2. Wireless Sensor Network Algorithm

2.2.1. LEACH Algorithm. In the initialization phase of a cycle,
the system will randomly generate a random value from 0 to
1 and compare this value with the threshold TðnÞ. If the value
is between TðnÞ and 1, then the node is a normal node; oth-
erwise, this node is the cluster head node [10]. TðnÞ is calcu-
lated using the following method [11, 12]:

T nð Þ =
P

1 − P × r mod 1/Pð Þð Þ , n ∈ G,

0, if n ∉G,

8><
>: ð1Þ

where P represents the ratio of the cluster head node to all
nodes in the network. The value of P changes with differ-
ent networks and is not fixed. r represents the number of
cycles currently in progress, and G represents the set of
nodes that have not been selected as cluster head nodes
in the past 1/P cycles. The generating formula of TðnÞ
ensures that every node in 1/P cycles can become the clus-
ter head node [13, 14].

2.2.2. The Cluster Head Selection of LEACH Algorithm. The
work efficiency of wireless sensor networks is related to many
factors, such as the internal energy consumption of network
nodes, the distribution of nodes, and the distance between
nodes. For a wireless sensor network, the LEACH algorithm
actually has an optimal range for the number of clusters that
should be divided. In the process of constructing a cluster, we
should try to ensure that the number of cluster heads is
within this optimal position. In this way, the working effi-
ciency of the entire wireless sensor network is improved.
The energy consumption of each node in the entire network
was analyzed. The energy consumed by the cluster head
includes data transmission, data fusion, and data reporting.
We assume that the total energy consumption of the cluster
head node in each cycle is [15]

ECH = lEelec
N
k
+ lEDA

N
k
+ lεd4toCH: ð2Þ

Assuming that in a cycle, the cluster head node and
the ordinary nodes in the cluster communicate with each
other, and the energy required to be consumed is
expressed as [16, 17]

Enon‐CH = lHelec + lHfriss‐ampd
2
toCH: ð3Þ

Here, we believe that the entire wireless sensor net-
work divides all nodes into S clusters according to the
node distribution area k, so the area occupied by each
cluster can be expressed as S/k. At the same time, it is
assumed that the density function of the node distribution
within this cluster can mean Pðx, yÞ; then, the distance

Monitoring center

Mbbile monitoring
terminal

Sensor node
Sensor node

Router

Router

Figure 1: Schematic diagram of the wireless sensor network structure.
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between each node and the cluster head node is expressed
as dtoCH, and the mathematical expectation of dtoCH, dtoCH
can be expressed by the following formula [18]:

E d2toCH
� �

=∬ x2 + y2
� �

ρ x, yð Þdxdy =∬r2ρ r, θð Þrdrdθ: ð4Þ

Here, we regard the area of one of the clusters as a cir-
cular area with a radius of R = S/

ffiffiffiffiffiffi
πk

p
. At the same time,

the density distribution function is a constant of ρðr, θÞ
with respect to r and θ. Then, the distance between each
node and the cluster head node, dtoCH, can be expressed
as [19, 20]:

E d2toCH
� �

= ρ
ð2π
θ=0

ðS/ ffiffiffiffi
πk

p

r=0
drdθ = ρ

2π
S4

k2
: ð5Þ

Assuming that in the circular area, all sensor nodes are
evenly distributed; according to the mathematical princi-
ple, there is dtoCH; then, the mathematical expectation of
the distance between a node and the cluster head node
can be expressed as [21]

E d2toCH
� �

= 1
2π

S2

k
: ð6Þ

That is,

Enon‐CH = lHelec + lHfriss‐amp
1
2π

S
k
: ð7Þ

Then, the energy consumed by ordinary nodes in the
cluster can be expressed as [22, 23]

Ecluster = ECH + N
k
Enon‐CH: ð8Þ

Then, in the wireless sensor network, the total energy
consumed by a single-cluster head node in a cycle is [24]

Eround = kEcluster = I NEelec +NEDA + kεtwo‐ray‐ampd
4
toBS +Nεfriss‐amp

1
2π

S2

k

� �
,

ð9Þ

where dtoCH represents the number of clusters in the
wireless sensor network, and dtoCHrepresents the average
distance from the cluster head node to the network trans-
mission base station. Take the derivative of k in this for-
mula and set the value of the partial derivative function
to 0. In a wireless sensor network, the optimal number
of clusters should be [25, 26]

k =
ffiffiffiffiffiffi
N
2π

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εfeiss‐ampS

εtwo‐ray‐ampd
2
toBS

s
: ð10Þ

According to this formula, for a wireless sensor net-
work within a specific range, we can more accurately cal-
culate the number of optimal clusters that should be
divided [27].

2.2.3. LEACH Algorithm Energy Consumption Model. When
the distance between two nodes in the wireless sensor net-
work is d, and they transmit data to each other, the length
of the message transmitted is l bit; then, the energy consumed
by the information node can be expressed as

Etx l, dð Þ = Etx‐elec lð Þ + Etx‐amp l, dð Þ =
lEelec + lef sd

2, d < d0,

lEelec + lef sd
2, d < d0:

8<
:

ð11Þ

The energy consumed by the receiving information node
can be expressed as

Etx lð Þ = Etx‐elec lð Þ = lEelec: ð12Þ

In the above formula, Eelec represents the energy con-
sumed in the process of node sending unit data and node
receiving unit data. In the above model, the two are equal
in value. The monitoring area of each sensor node is πR2,
and the probability that each sensor can monitor the entire
area is

p = πR2

S
: ð13Þ

Then, the coverage probability of n nodes is

P A + A+⋯+Að Þ = 1 − 1 − pð Þn: ð14Þ

The number of randomly distributed sensor nodes is [28]

n = log1−p1−πR2ð Þ/S = lg 1 − p

1 − πR2� �
/S : ð15Þ

3. Experimental Design of Simulation
Training for E-Sports Players

3.1. Subjects. Select 15 boys in the professional e-sports class
of a college, aged between 20 and 24 years old (average age:
22:7 ± 2:8 years old), height: 174:6 ± 3:2 cm, weight: 65:7 ±
9:6 kg, and engaged in DOTA special training 1-4 years
(average age: 2:2 ± 1:3 years). He was in good physical health,
had no strenuous exercise 24 hours before the experiment,
had not used a computer for a long time, in good mental
state, not lacking sleep, and no malaise and other bad states.
The subjects used the right hand to operate the mouse during
the game. Before the experiment, the subjects were briefly
explained with the subjects of the experiment procedures,
experimental requirements, etc., so that the subjects under-
stood the basic procedures of the experiment and signed
the informed consent form voluntarily.

3.2. Experimental Instruments and Methods. Under the same
experimental conditions, in order to avoid mutual influence
and interference between the hand grip test and continuous
endurance load, the exercise experiment for each subject
was repeated twice. The first test is for grip strength and
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finger flexibility, and the second test is done after two days of
rest. At the same time, the EMG signal collection and reac-
tion time test during endurance load are performed. All tests
are data records before and after 40 minutes of the DOTA
game competition. Before the start of each experimental test,
the experimental equipment is calibrated and the parameters
of the required indicators are set; the software to run was
opened and checked whether it is normal; before the mea-
surement, let the subjects perform simple preparation activi-
ties, train the subjects, and understand and be familiar with
the action essentials required by the test to reduce the error.

3.2.1. Grip Strength Test. Before the test, adjust the grip dis-
tance according to the size of the testee’s hand and bend
the second joint of the middle finger by 90 degrees to fully
exert force. During the test, the subject is required to stand
upright, with the two feet naturally separated by about one
foot distance, the arms are naturally drooped, the palms are
inward, the display window of the grip meter is facing out-
wards, and then the inner and outer grips are fully held.
The instrument displays the maximum grip strength and
maintains it. Do not touch the dynamometer with your body
or clothing.

3.2.2. Finger Flexibility Test. In the experiment, considering
that the familiarity of each subject with tweezers is different,
and it takes too long to insert a complete hole in the experi-
ment plate and it takes too long to test 3 times in a row, the
subject’s patience will affect the accuracy of the data, in order
to avoid these situations The error caused by this experiment
requires the subject to directly insert the metal rod from the
first hole in the upper left corner by hand. The start and
end of the experiment were manually pressed by the tester.

3.2.3. Response Time Test. First, press the simple response
button (the experiment will present a stimulus), instruct the
subject to look at the stimulus light source light, and pay
attention to waiting for the signal to be sent. The preparation
signal light below the light turns on first. When the stimulus
light is on, press the red button at the fastest speed. The tim-
ing of the display window is stopped, waiting for the next sig-
nal to be sent; there are 5 signals in total. Each time a stimulus
is presented, the number of responses is displayed during the
test, and when the response is wrong, the number of errors is
displayed. At the end of the experiment, the average response
time and the number of errors are displayed.

3.2.4. Test Method of EMG Signal and Acquisition of Original
EMG Signal. The surface EMG collection using the surface
EMG telemetry system is shown in Figure 2. The sampling
frequency is 1000Hz, the preamplifier gain value is 1000,
the input impedance > 100Mohm, the common mode rejec-
tion ratio > 100dB, the channel sampling bandwidth is 10-
500Hz, and the sensitivity is 1V.

3.3. Processing and Analysis of Surface EMG. The original
surface EMG signal recorded directly uses the built-in signal
processing function in the MR-XP 1.08 Master Edition soft-
ware to perform full-wave rectification, smoothing, calcula-
tion, and analysis of the original signal. The processing of

the original EMG data is as follows: first, intercept the
EMG signal during endurance contraction, in order to
exclude the individual differences in sEMG indicators of dif-
ferent subjects, with each subject’s first rise to 60% MVC or
25% MVC as the starting point; the arrival time is the end
point.

3.4. Statistical Processing. Statistical analysis was performed
with SPSS 13.0 statistical software. The significance test of
the difference was performed by one-way analysis of vari-
ance, the difference between the two groups was tested by
LSD-t, and the statistics of simulation training results of e-
sports players were performed by a group t-test. p < 0:05 is
considered to be significant and statistically significant.

4. Results and Discussion

Select the serial port baud rate of 57600 bps, after writing the
test data to the node, send it through the CC2420 radiofre-
quency, and send the data received by the receiving end to
the PC serial port, and receive the data through the serial port
tool. The data sent, received data, and communication dis-
tance are measured in the experiment. The relationship is
shown in Table 1. When the communication distance
between nodes is about 20m, the communication can be
roughly regarded as reliable. When the node communication
distance increases to more than 30m, the node packet loss
rate increases rapidly. When it approaches 40m, the network
is almost interrupted.

Figure 2: Surface EMG telemetry system.

Table 1: The relationship between packet loss rate and
communication distance.

Communication
distance (m)

Number of
packets sent

Number of
received packets

Packet loss
rate (%)

10 53645 53450 0.36%

15 62850 62511 0.54%

20 63224 62635 0.93%

25 55628 49275 11.42%

30 58605 44978 23.25%

35 63542 30665 51.74%

40 65826 1527 97.68%
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The performance index comparison of each model is
shown in Figure 3. Using traditional one-hot encoding
(one-hot) input data, combined with traditional machine
learning algorithms (excluding neural network models),
the integrated tree regression algorithm represented by
XGBoost performs the most eye-catching, not only the
accuracy rate is as high as 0.788 but also the calculation
is the fastest speed, only 1.67 hours. In contrast to other
highly explanatory algorithms, the logistic regression algo-
rithm has the highest accuracy rate of only 0.690, and it
takes 4.17 hours. The KNN algorithm is not ideal because
of its simplicity. It can be seen from the figure that the
related time consumption is a concern. Due to the parallel
and multithreading of the algorithm itself, the speed of
XGBoost is the fastest among all models, and it processes
about 80W of data in about 1.5 hours.

Figure 4 shows the changes in the endurance load time
and subjective fatigue of the finger superficial flexor muscles
(FDS). With the extension of the mouse click duration, the
subject’s subjective fatigue score gradually increased. When
the endurance contracted for 30 seconds after exercise, there

was no significant change; when contracted to 60 s, compared
with before exercise, the subjective fatigue feeling was signif-
icantly increased compared with before exercise (p < 0:05).
At 90s, the subjective fatigue feeling was higher than before
exercise. The difference is significant (p < 0:01), and at
120 s, there is a significant increase compared to before exer-
cise (p < 0:05).

The selection of e-sports athletes is also different from the
selection of traditional competitive sports. E-sports players
often do not need excellent physical conditions, and they
pay more attention to the eye-hand coordination ability,
reaction speed, and thinking ability of the players during
the selection. E-sports is a new type of sports under the con-
ditions of the times and technological development, and it
has a broader development prospect and future. The ampli-
tude values of the surface EMG signal of the extensor muscle
at each time point of 25% MVC endurance contraction are
shown in Table 2. The amplitude value of the surface EMG
signal before exercise gradually increases with time; 30 s after
exercise is slightly lower than the amplitude value at the
beginning of exercise, and after 60 s, the amplitude value
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Figure 3: Comparison of performance indicators of each model.
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Figure 4: Changes in endurance load time and subjective fatigue feeling of flexor superficial muscle (FDS).
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gradually increases with the continuation of time, and at
120 s and before exercise, compared with a significant
increase (p < 0:05).

The influence of node moving speed on the average
transmission success rate is shown in Figure 5. With the
increase of the node’s moving speed, the average informa-
tion transmission success rate of the protocol and the
direct delivery algorithm in this paper has been continu-
ously improved, while the average information transmis-
sion success rate of the flooding algorithm has gradually
decreased. This is because in the protocol and direct deliv-

ery algorithm in this article, as the speed of the node
increases, the communication opportunities between nodes
and between nodes and base stations are increased, and
the information needs to be forwarded. The node has
more opportunities to choose a suitable relay node. To
forward the message, however, in the flooding algorithm,
the nodes move too fast, which leads to the increase of
communication conflicts and reduces the performance of
the network. In addition, we can see from the figure that
the initial importance still affects the average success rate
of information transmission.
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Figure 5: The effect of node moving speed on the average transmission success rate.
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Figure 6: Energy consumption of three transmission task allocation strategies under different network update ratios.

Table 2: 25% MVC endurance contraction at each time point of the amplitude of the surface EMG signal of the extensor muscle.

0 30s 60s 90s 120s

Before exercise 48:52 ± 16:0 65:55 ± 19:12 72:12 ± 26:20 74:95 ± 25:74 83:77 ± 36:07
After exercise 65:68 ± 34:4 64:62 ± 20:74 72:73 ± 22:67 94:91 ± 51:55 109:7 ± 56:6
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The energy consumption of the three transmission task
allocation strategies under different network update ratios is
shown in Figure 6. It can be seen that as the network update
rate increases, the energy consumption of the three transmis-
sion task distribution increases significantly as the network
update rate increases. Since the network update in RETAT-
C-cluster has to be aggregated to the only sink after long dis-
tances and multiple hops, which increases the communica-
tion load of the network, in most cases, the energy
consumption of the RETAT-C-cluster of the three strategies
is directly higher than the other two distributed transmission
task allocation methods. As the network update rate is
greater than 25%, the energy consumption of RETAT-
multisink increases rapidly, surpassing RETAT-C-cluster
and RETAT-cluster to become the highest energy consump-
tion of the three strategies. Because of the high network
update rate, the exchange of global views between multiple
sinks in RETAT-multisink and the operation of ensuring
the consistency of the global view all lead to a rapid increase
in energy consumption.

The delay of transmission task allocation under different
network update frequencies is shown in Figure 7. With the
increase of the network update rate, the delays of the three
kinds of transmission tasks are all on the rise. In the current
network simulation parameter environment, statistics found
that when the network update rate is lower than 25%, the
delays of both RETAT-cluster and RETAT-multisink are less
than RETAT-C-cluster. This is because when there are a

small amount of updates in the network, the first two are
processed locally without affecting the reliability of the mis-
sion target, and the entire network is not required to be
updated, so the delay is low. When the network update rate
exceeds 25%, the delay of RETAT-multisink increases rapidly
and is higher than that of RETAT-C-cluster, which is caused
by the operation to ensure the consistency of the global view
under the high update rate.

E-sports is an adversarial competitive sports event,
which requires players from both sides to arrive at the
designated venue and compete in skill and physical sta-
mina under fair and just referee supervision and competi-
tion rules. However, traditional online games are only
used for game entertainment on dedicated servers pro-
vided by network operators, without the performance of
the spirit of sports competition. When there are 3 distract-
ing stimuli, the response time is the dependent variable,
and the effective prompt and invalid prompt are the inde-
pendent variables. Table 3 shows the results of the
matched sample 1 test of e-sports athletes, traditional ath-
letic athletes, and ordinary college students. In the three
groups of participants, the response speed when the
prompt is effective is significantly faster than when the
prompt is invalid (p < 0:05). At this time, the time interval
between the prompt and the target stimulus is 500ms,
which shows that in the three groups of participants the
facilitating effect of attention appeared in the time interval
of 500ms.
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Figure 7: Delay of transmission task allocation under different network update frequencies.

Table 3: Analysis of the difference in response time of clue prompts.

Sample book Effective reminder Invalid prompt Difference t df p

ESports player 580:53 ± 70:70 615:02 ± 98:70 -34.98 -2.568 29 0.015

Traditional athletes 672:02 ± 79:96 725:28 ± 110:64 -53.26 -3.453 29 0.002

Ordinary college students 654:86 ± 100:78 717:38 ± 97:78 -62.52 -3.329 29 0.002
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5. Conclusion

This research mainly discusses the simulation training of e-
sports players based on a wireless sensor network. Under
the same experimental conditions, in order to avoid mutual
influence and interference between the hand grip test and
continuous endurance load, the exercise experiment for each
subject was repeated twice. The EMG signal collection and
reaction time test during endurance load are performed. All
tests are data records before and after 40 minutes of the
DOTA game competition. Before the start of each experi-
mental test, the experimental equipment is calibrated and
the parameters of the required indicators are set; the software
to run was opened and check whether it is normal; before the
measurement, let the subjects perform simple preparation
activities, train the subjects, and understand and be familiar
with the action essentials required by the test to reduce the
error. The original surface EMG signal recorded directly uses
the built-in signal processing function in the MR-XP 1.08
Master Edition software to perform full-wave rectification,
smoothing, calculation, and analysis of the original signal.
The processing of the original EMG data is as follows: first,
intercept the EMG signal during endurance contraction, in
order to exclude the individual differences in sEMG indica-
tors of different subjects, with each subject’s first rise to
60% MVC or 25% MVC as the starting point. This research
helps to improve the technical and tactical level of athletes.
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Nowadays, there are few researches on using multimedia animation technology to assist basketball tactics teaching and training in
college physical education. The research of multimedia animation assisting basketball tactics teaching can help promote the current
teaching mode, teaching environment, and teaching methods. From the perspective of the development trend of modern education
and the benefits of multimedia technology in physical education teaching, this article demonstrates the inevitability of applying
multimedia technology in college basketball teaching and demonstrates the feasibility of implementing multimedia physical
education in colleges and universities from the three aspects of multimedia teaching environment, teacher teaching ability
analyzes the factors that affect the effect of multimedia-assisted teaching. Students’ acceptance characteristics of the multimedia
environment are obtained. Relevant research results and suggestions on the use of multimedia animation in basketball tactics
teaching will be submitted. Research shows the ability and student’s learning ability. It analyzes the effects of multimedia-
assisted teaching in basketball tactics. In this article, at 84% of teachers feel that multimedia-assisted teaching is better. However,
some objective factors restrict teachers’ use of multimedia-assisted teaching methods. Among them, poor production technology
and inconvenient use are the main factors that teachers think affect the application of multimedia-assisted teaching methods in
actual teaching, and these influencing factors are difficult to eliminate in a short time.

1. Introduction

Multimedia network teaching can achieve a wider range of
information resource sharing because of its wide coverage.
Teachers can also use various forms of teaching methods to
enrich and invigorate the classroom, which also helps
improve the effect of teaching applications. Multimedia net-
work teaching is more important to support collaborative
learning. Through mutual cooperation and communication,
students will have a deeper understanding of the content of
learning, a broader learning mindset, more diverse learning
methods, more efficient intelligence training, and higher
learning efficiency. Therefore, the subject research provides
practical guidance for improving the application effect of
basketball teaching.

The development of multimedia network teaching
abroad is relatively mature, and many countries have widely
used network teaching. And many scholars have learned it.
For example, Salski et al. analyzed the application of multi-

media technology in basketball teaching, training, and learn-
ing from different perspectives. It is generally believed that
multimedia technology can help teachers and students com-
municate effectively and improve teaching. In quality and
effect, it enhances the intuitive teaching effect, stimulates stu-
dents’ interest in learning, helps students understand and
master basketball techniques and tactics, and can improve
learning efficiency [1]. Wahab expands the cooperation space
between multimedia technology and college basketball lea-
gues, improves the more user friendly operation efficiency
of multimedia technology, strengthens the linkage with the
audience of the college basketball league, reasonably formu-
lates the game schedule, and realizes multimedia technology
and wonderful college basketball mutual benefit and win-win
of the league [2].

In my country, Li et al. has carried out computer training
for teachers at all levels. In terms of training teachers’ multi-
media teaching abilities, various forms have been adopted,
such as centralized school district training (inviting experts
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with profound multimedia teaching theories and computer
operator teachers for tutoring), school-based training (group
training in schools), and individual tutoring (teach multime-
dia teaching skills in one-to-one form) [3]. Haiqing allows
the computer program to play the role of the “midwife”
and continuously asks students new and challenging ques-
tions in the ongoing dialogue and hardly provides any
answers to the students, thereby enhancing students’ think-
ing ability and improving thinking method [4]. Ying et al.
uses computer animation production technology to produce
multimedia-assisted teaching virtual animations in accor-
dance with the actual requirements of teaching and under-
stand the technical difficulty of making sports-assisted
teaching animations. In the process of using multimedia ani-
mation to assist teaching, I explore the problems in the pro-
cess of teaching implementation in combination with
different teaching methods and study the effect of sports mul-
timedia virtual animation-assisted teaching [5].

This article selects the two contents of the basic coopera-
tion of basketball tactics, the screen and the exchange of
defense, and designs the multimedia teaching courseware.
Through the teaching experiment and the students’ evaluation
of the teaching effect, the effect of the application of
multimedia-assisted teaching in the basketball tactics cooper-
ation is analyzed. The majority of sports workers design and
produce multimedia teaching courseware to provide refer-
ences. In order to improve teaching conditions and give full
play to the potential of multimedia-assisted teaching, multi-
media technology combined with flexible and diverse teaching
organization forms is used, and the use scientific, intuitive,
visualized, and interesting sports teaching mobilizes students’
interest in learning, stimulates their enthusiasm for learning,
cultivates students’ sports ability, promotes the overall devel-
opment of students’ basketball skills and tactics, and lays the
foundation for lifelong physical exercise.

2. Problems and Countermeasures in the
Process of Applying Multimedia
Technology to Basketball Teaching

2.1. Problems Existing in the Process of Applying Multimedia
Technology to Basketball Teaching

2.1.1. The Quality of Teachers Using Multimedia Network
Technology in Teaching is Generally Not High

(1) Relatively lagging in thought

Although the leaders of the school attach great impor-
tance to the classroom teaching application of multimedia
network technology, the deep-rooted influence of the tradi-
tional teaching mode of our country for thousands of years
on many teachers of the school, especially the old teachers,
resulted in them having insufficient knowledge of multime-
dia network technology, and the production of courseware
is not enough. It is so handy, and it takes a lot of effort. There-
fore, some teachers are resistant to the teaching methods of
multimedia and network technology. Moreover, there are
not many corresponding encouragement policies in schools.

The new classroom teaching methods put forward higher
requirements for teachers. For them, who have a relatively
stable working environment and have formed their own
teaching habits, they have greatly increased their workload
and brought them a sense of psychological insecurity. There-
fore, they tend to be more inclined to impart knowledge in
accordance with traditional teaching methods [6, 7]. In addi-
tion, most students report that they are accustomed to the
traditional exam-oriented education and are not very com-
fortable with the new teaching methods. In addition, the
individual subjective consciousness is not strong, which
makes independent learning more difficult.

(2) Improper role positioning

For example, in the teaching process of multimedia chem-
istry class, teachers just blindly let students learn on the Inter-
net without monitoring, allowing students to discuss the
reactions between various compounds, completely out of the
subject of chemistry class. The teaching order is disordered,
the teaching theme is not clear, and the learning effect is not
obvious. Not only the advantages of learning under the multi-
media network technology are not reflected, but also the tradi-
tional teaching tasks cannot be effectively completed, let alone
the emotional exchange between teachers and students [8, 9].

(3) Attach importance to human-computer interaction
and ignore interpersonal interaction

In the multimedia network teaching environment,
teachers often pay more attention to the interaction between
teachers and students and computers, and the direct interac-
tion between people has become indirect. Some teachers have
no emotional interaction design in the teaching process,
rarely move around in the classroom, rarely write on the
blackboard, click the mouse on the main console to explain,
and lack the attention to students and emotional communi-
cation, making the classroom atmosphere very dull [10, 11].
Many students also report that they feel that they are learning
in a mechanical environment, transforming into learning
robots, lonely, confused, and confused and dull, leading to
loss of interest and confidence in learning.

2.1.2. Students Have Deviations in Learning Using
Multimedia Network Technology.Multimedia network class-
room teaching provides a wealth of learning resources, which
also requires students to have a strong ability to learn inde-
pendently, and the level of students in this school is quite dif-
ferent and there are certain difficulties [12, 13]. Students who
have a good knowledge base and know how to learn believe
that personalized learning and freedom allow them to
arrange their time more reasonably, and they will obtain
more information per unit of time, while students with a
poor foundation and weaker self-discipline do not have a
teacher. In the case of supervision and guidance, they often
focus on the rich pictures, learning is easy to fatigue, the
attention is easy to be distracted, and the focus and goals of
learning are not clear. Facing a large amount of information,
they do not know how to choose and cannot give feedback on
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their own learning in time. Not to be able to supervise their
own preview and review will ultimately affect the learning
effect.

2.1.3. The Management of Multimedia Network Technology
in Schools Is Relatively Lagging Behind

(1) Ignore computer network maintenance due to insuf-
ficient funds

Although the school leaders want to increase investment
in multimedia networks, because the school has just moved
to a new campus, large-scale enrollment and new construc-
tion of the campus have to be carried out, resulting in rela-
tively insufficient investment in teaching funds; on the
other hand, the speed of computer updates very fast, it will
be obsolete if it is not updated for three years, and the invest-
ment in network technology and multimedia is huge. It takes
at least 100,000 to build a fully functional multimedia class-
room, and the investment in network construction is even
greater [14, 15]. In addition, the school has a serious shortage
of full-time personnel for equipment maintenance. It is often
one person doing three people’s work. In addition, there is
not enough sense of responsibility and the technical level is
not high. It often appears that the teaching software is out
of date and has not been updated, and failures cannot be
timely. Over time, the resolved phenomenon has consumed
the patience of teachers and students and also affected the
teaching progress.

(2) Inadequate feedback and monitoring using multime-
dia network teaching

Quality supervision and scientific management are
important measures to ensure teaching quality and improve
teaching effectiveness. For example, although the school’s
research on the network teaching model is in full swing, the
corresponding teaching monitoring, evaluation, and feed-
back mechanisms have not been implemented into a system.
Due to the lack of interactive initiative of teachers in the
teaching process, the monitoring of students’ learning seems
weak [16, 17]. Some even think that as long as they provide
support, students will definitely use it, but the actual situation
is that students’ learning arbitrariness becomes greater, and
their self-control and awareness of autonomy are weakened.

2.2. Countermeasures in the Process of Applying Multimedia
Technology to Basketball Teaching. The biggest difference
between multimedia-assisted teaching and traditional teach-
ing methods is that the teaching media used in teaching
activities is different. It uses multimedia computers and some
external output devices as communication media and
spreads in the form of text, graphics, images, sound, video,
etc. In terms of teaching information, teaching resources
are obtained from digital publications, networks, self-
developed production, and other forms. The changes in
teaching methods have changed the status and role of
teachers in teaching and students’ learning styles. Therefore,
in multimedia-assisted teaching, the teaching of middle
school teachers and the learning of students must adapt to

the new teaching methods [18, 19]. According to the charac-
teristics of multimedia-assisted teaching, the implementation
of multimedia-assisted teaching must meet three conditions,
namely, the computer teaching environment must meet the
needs of multimedia teaching, teachers must have multime-
dia teaching capabilities, and students must have the ability
to learn in a multimedia teaching environment.

(1) The social environment of multimedia teaching

With the strengthening of my country’s comprehensive
national strength, education investment continues to grow,
and campus networking and digital construction have begun
to take shape, providing economic conditions and material
foundations for the application of multimedia technology
in teaching [20, 21]. The country’s continuous high invest-
ment in education has made great progress in the con-
struction of campus networks. At present, all universities
in our country have basically completed broadband cam-
pus networks that can better transmit multimedia infor-
mation, which provides for the high-tech construction of
education and the upgrading and transformation of educa-
tion. A solid economic foundation and a good environ-
ment make it possible for multimedia technology to be
widely used in teaching [22, 23].

(2) Multimedia hardware environment construction

The demonstration multimedia teaching environment
has changed the traditional simple chalk and blackboard
teaching methods. It uses a variety of media to stimulate stu-
dents’ senses, which is conducive to students’ acceptance of
knowledge and strengthening memory. However, in this
form of multimedia teaching environment, students are still
in passive status, the teacher demonstrates that students
watch, lack of student participation, is not conducive to
exerting the initiative of students in learning and developing
students’ personality [24, 25]. Therefore, schools with a bet-
ter campus network can build a sports multimedia teaching
environment into a shared type.

(3) Teachers must have multimedia-assisted teaching
capabilities

Only with good hardware cannot be considered that mul-
timedia sports teaching can proceed smoothly and guarantee
the quality of teaching. Teachers play a leading role in teach-
ing practice. The basis of multimedia technology is computer
technology. The teacher’s computer application ability
directly affects the effect of multimedia teaching. If teachers
lack modern high-tech literacy, the use of multimedia teach-
ing is still empty talk. Due to the relationship between history
and disciplines, the computer level of the physical education
teachers in our country was generally low in the past, which
became a bottleneck in the application of multimedia tech-
nology in the field of physical education. Now with the pop-
ularization of computer education and the continuing
education of teachers, teachers’ computer skills have gener-
ally improved. Those who can use computers and the Inter-
net proficiently or more proficiently account for the vast
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majority of physical education teachers. They are proficient
in computer operations and capable of multimedia teaching.
Therefore, the implementation of multimedia-assisted teach-
ing in the field of sports has the guarantee of qualified
teachers.

2.3. Countermeasures to Improve the Application of
Multimedia Network Technology in Classroom Teaching

(1) Leaders should look at the application value of multi-
media network technology from the long-term devel-
opment of teaching

From a long-term perspective, the correct understanding
of Gao teachers should be improved. First of all, the school
can set up a special group led by the teaching department
and specifically responsible for each teaching and research
group and organize teachers to learn advanced and system-
atic education and teaching concepts in the way of assembly
concentration or subject grouping. For example, the relevant
theories of multimedia network teaching (including cogniti-
vism, behaviorism, constructivism, and multimedia learning
cognitive theories), as well as advanced teaching design theo-
ries and methods, are collected, printed, and bound into a
book and distributed to various subject groups. Organize
teachers to study seriously and let them realize the advan-
tages of online teaching different from traditional teaching.

(2) Teachers should understand multimedia network
technology from the reform of teaching methods
and means

Multimedia network teaching is a new teaching method
under the background of the new era. It mainly displays
teaching content intuitively and vividly through images,
sounds, and text, which greatly stimulates interest in learn-
ing, activates students’ thinking, and improves the efficiency
and efficiency of learning (positivity). In the multimedia net-
work technology teaching environment, education and
teaching activities are carried out. As long as the teacher care-
fully prepares the courseware, that is, or the web page, before
class, effective teaching can be carried out. In this environ-
ment, teachers can not only use multimedia to strengthen
teaching but also the content is systematic, scientific, intui-
tive, and interesting.

3. Basketball Teaching Experiment under
Multimedia Technology

3.1. Selection of Teaching Experiment Objects. The choice of
experiment subjects not only needs to study and master basic
basketball skills such as passing, playing, throwing, and mov-
ing but also students who have little understanding of the
basics of basketball tactics and rarely learn basketball knowl-
edge independently in their spare time. This experiment
chooses Northwest Normal University’s two female classes
in the second-year “University Sports” basketball option as
the experimental subjects: one class was used as the experi-
mental group (32 students), and the other class (35 people)
was used as the control group.

3.2. Experimental Method. According to the research design,
the experimental subjects were randomly grouped and
taught. In order to ensure the objectivity of the teaching
experiment, in addition to the method of random grouping,
in the teaching experiment process, I personally take charge
of the whole process of basketball tactics teaching for the gen-
eral group and the experimental group and pay attention to
the design of the content of the teaching plan to ensure the
tactical explanation Consistent with the tactical practice
form, the tactical teaching of the general group is mainly
based on traditional teaching methods, while the tactical
teaching of the experimental group is a combination of tradi-
tional teaching methods and multimedia-assisted teaching
methods. In basketball tactics teaching, multimedia anima-
tion methods are only used as teaching aids, and the use of
multimedia occupies a relatively small proportion of the
classroom time and is only used when necessary. The only
different influencing factor for the two groups of students
during the teaching experiment is the use of multimedia-
assisted teaching animation. Aiming at the problems in tacti-
cal teaching, the ordinary group mainly solves the problems
through traditional teaching methods, while the experimen-
tal group solves the problems through the combination of
traditional teaching methods and multimedia auxiliary
methods.

3.3. Questionnaire Survey Method. Relevant basketball teach-
ing experts, teachers, and students are invited to evaluate the
made teaching animation courseware and survey expert
teachers and students in the form of questionnaires. Student
questionnaires are distributed in class to ensure the question-
naire recovery rate. A total of 112 questionnaires were dis-
tributed, including 100 student questionnaires, with a
recovery rate of 98% and an efficiency of 90%, and 10 expert
and teacher questionnaires, including 6 associate professors,
4 lecturers, and 2 teaching assistants. 20 questionnaires were
recovered, the recovery rate was 80%, and the effective rate
was 90%.

4. Research and Analysis of Basketball Teaching
Experiment under Multimedia Technology

4.1. There Is a Certain Feasibility of Multimedia Animation to
Assist Basketball Tactics Teaching. This paper studies the
nature of the learner’s learning process under the condition
of multimedia assistance. Through the study of the interac-
tion between the learner and the multimedia environment
during the learning process, the three essential characteristics
of the learning process in the learner’s interaction with the
multimedia prototype were proven. The learner believes that
the multimedia environment is necessary; the execution of
intellectual ability under the interaction with the multimedia
system, the exploration, and the search for the motivation of
learning are helpful to learning. The experimental results are
shown in Figure 1.

It can be seen from Figure 1 that students have greater
consistency in their choice of multimedia animation-
assisted teaching methods. 93% of students like this assisted
teaching method, but 6% of students dislike this assisted
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teaching method. There are two main reasons for the attitude
of 6% of the students: this teaching method is quite different
from the traditional teaching method, and it is difficult for
them to accept it in a short time; they are more accustomed
to traditional tactical expression methods, and it is difficult
to change their concepts. Although this group of students is
a minority, in teaching, it is necessary to adopt the principle
of differentiated treatment for this group of students. On the
one hand, appropriate methods to change students’ under-
standing of multimedia animation-assisted teaching were
adopted, and on the other hand, traditional tactical teaching
methods and forms are appropriately combined, to take care
of this part of the students. Generally speaking, students still
agree with the aid of multimedia animation methods and are
subjectively easy to accept. After the students’ interest in
learning is stimulated, their learning attention will increase
accordingly, which will help learn tactical knowledge and
content. In basketball tactics teaching, the teaching of tactical
knowledge should be carried out when students’ attention is
relatively concentrated in order to achieve better teaching
results.

Although students have a strong tendency to use multi-
media technology, in the current realistic basketball teaching,
the application of multimedia-assisted teaching methods is
not satisfactory. The survey shows that in the past learning
process of students, only 30% of the teachers have used the
video format to teach. Fewer people use multimedia anima-
tion technology to assist tactical teaching in basketball teach-
ing. The survey results are shown in Table 1 and Figure 2.

From Figure 2, we can see that the proportion of students
who have received multimedia-assisted teaching in the past is
very small, and most students focus on the two options of sel-
dom or not using multimedia-assisted teaching. This reflects
the current application status of multimedia technology in
college physical education from one aspect. According to
the teacher survey questionnaire, teachers have a certain

understanding of multimedia courseware-assisted teaching,
and teachers subjectively accept multimedia-assisted teach-
ing methods and are willing to improve current teaching
methods and methods when conditions permit. In actual
teaching, 84% of teachers feel that multimedia-assisted teach-
ing is better. However, some objective factors restrict
teachers’ use of multimedia-assisted teaching methods.
Among them, poor production technology and inconvenient
use are the main factors that teachers think affect the applica-
tion of multimedia-assisted teaching methods in actual
teaching, and these influencing factors are difficult to elimi-
nate in a short time.

4.2. Screening Coordination Evaluation Results. In order to
further analyze the influence of multimedia-assisted teaching
on the teaching effect of shielding cooperation, the results of
statistical analysis of the seven connotative features of shield-
ing cooperation are shown in Figure 3.

Through analysis, it is concluded that the experimental
group and the control group have significant differences in
the scores of the three connotative characteristics of the
time, space, and cooperation of the screen cooperation,
which shows that the application of multimedia-assisted
teaching in the screen cooperation teaching is helpful to
help students understand the timing, location, and location
of cooperation. There are significant effects in terms of
moving routes and overall structure of tactical coordina-
tion. There is no difference in the scores of the four con-
notative features of covering coordination, regularity,
adaptability, effectiveness, and technical action, indicating
that the application of multimedia-assisted teaching has
little effect on the regularity, adaptability, effectiveness,
and movement technique of covering coordination. The
grasp of the rules, the response to the situation on the
field, and the formation of technical movements must be
accumulated in a lot of practice and competition.

In order to further analyze the impact of different teach-
ing methods on the exchange defense teaching effect, the sta-
tistical analysis results of the connotative characteristic scores
of the 7 exchange defense cooperations are shown in Figure 4.
The average time characteristic score of the exchange cooper-
ation is 3.52 in the experimental group. The control group
was 3.26.

Through analysis, it is found that the experimental group
and the control group have significant differences in the
scores of the two scoring indicators of exchange defense
cooperation and cooperation. This shows that the application
of multimedia-assisted teaching in exchange defense cooper-
ation teaching can help students understand the movement
route of exchange defense cooperation. The overall structure
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Figure 1: Students’ attitudes towards animation-assisted teaching
method.

Table 1: Multimedia usage survey of experimental group.
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of the coordination and the interaction between the players
have significant effects; while the timeliness, adaptability, reg-
ularity, effectiveness, and technical movement learning of the
exchange defense coordination have no significant difference
compared with the conventional teaching methods, indicat-
ing that the application multimedia-assisted teaching has lit-
tle effect on the timeliness, adaptability, regularity,
effectiveness, and technical movements of exchange defense
coordination. The analysis suggests that there is no signifi-
cant difference in temporal characteristics because the
exchange of defense coordination is a passive behavior of
the defender based on the cooperation of the offensive player.
The timing of the player’s coordination, movement speed, and
rhythm changes are affected by the timing of the offensive
player’s behavior, the influence of characteristics has little to
do with the teaching methods adopted, and there is no signifi-

cant difference in the adaptability, regularity, effectiveness, and
technical movements of exchange defensive cooperation. This
is because students’ grasp of the rules, adaptability to the field
situation, and technical movements in the formation, and so
on need to accumulate in a lot of practice and competition.

5. Conclusions

The application of multimedia-assisted teaching in basketball
tactics basic coordination teaching has a positive effect on
students’ understanding of the overall structure of tactical
coordination, timing, movement routes, and interaction
among players, while the formation of coordination
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techniques and on-the-spot adaptability have no significant
effect. This is because the learning of basic basketball tactics
is a process of thinking and physical exercises. In the basic
teaching of basketball tactics, multimedia-assisted teaching
should be combined with traditional teaching methods to give
full play to the advantages of multimedia technology to help
students understand tactics, establish the concept of tactical
coordination, and form a preliminary awareness of tactical
coordination, combined with traditional teaching methods,
after a lot of practice and competition to be further strength-
ened, in practice and competition to further improve, through
knowledge-practice-reunderstanding—the continuous cycle
of “re-practice” process deepens, consolidates, and improves,
and finally forms tactical awareness.

Most students believe that the use of multimedia-assisted
teaching can intuitively express the teaching content in the
form of text, graphics, images, videos, animations, etc., which
can stimulate learning interest, improve learning enthusiasm,
help understand the teaching content, and use multimedia-
assisted teaching methods. It can speed up the mastery of
the basic cooperation of basketball tactics, and the teaching
effect of the basic cooperation of basketball tactics with the
aid of multimedia teaching methods is satisfactory. It can
be seen that multimedia-assisted teaching is a teaching
method recognized and welcomed by students.

Traditional teaching methods and multimedia
animation-assisted teaching methods have their own
strengths. Traditional basketball tactics teaching methods
are difficult to explain a relatively complex new tactic in a
short time and enable students to form a clearer tactical
appearance and concept; it is not easy to demonstrate tactical
cooperation and control the classroom process, but it can
provide various effective practice methods that can help stu-
dents master tactics; and under the aid of multimedia anima-
tion, students generally reflect better learning results, and
teachers control easier the classroom process.
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With the continuous emergence and innovation of computer technology, mobile robots are a relatively hot topic in the field of
artificial intelligence. It is an important research area of more and more scholars. The core of mobile robots is to be able to
realize real-time perception of the surrounding environment and self-positioning and to conduct self-navigation through this
information. It is the key to the robot’s autonomous movement and has strategic research significance. Among them, the goal
recognition ability of the soccer robot vision system is the basis of robot path planning, motion control, and collaborative task
completion. The main recognition task in the vision system is the omnidirectional vision system. Therefore, how to improve the
accuracy of target recognition and the light adaptive ability of the robot omnidirectional vision system is the key issue of this
paper. Completed the system construction and program debugging of the omnidirectional mobile robot platform, and tested its
omnidirectional mobile function, positioning and map construction capabilities in the corridor and indoor environment, global
navigation function in the indoor environment, and local obstacle avoidance function. How to use the local visual information
of the robot more perfectly to obtain more available information, so that the “eyes” of the robot can be greatly improved by
relying on image recognition technology, so that the robot can obtain more accurate environmental information by itself has
always been domestic and foreign one of the goals of the joint efforts of scholars. Research shows that the standard error of the
experimental group’s shooting and dribbling test scores before and the experimental group’s shooting and dribbling test results
after the standard error level is 0.004, which is less than 0.05, which proves the use of soccer-assisted robot-assisted training. On
the one hand, we tested the positioning and navigation functions of the omnidirectional mobile robot, and on the other hand,
we verified the feasibility of positioning and navigation algorithms and multisensor fusion algorithms.

1. Introduction

In order to further improve the robot’s load capacity, move-
ment flexibility, and for adaptability to small spaces, various
types of omnidirectional mobile robots have emerged. The
most important is the omnidirectional vision system, which
collects images through hardware devices such as omnidirec-
tional cameras and image capture cards to establish a model
of the real environment, thereby controlling the robot to
recognize the ball, goal, and other robots and providing
information for the decision-making system. Therefore, the
research on omnidirectional vision has become the focus
and difficulty of the research on the vision system of the
medium-sized soccer robot. Target recognition has long
occupied a very important position in the field of pattern rec-

ognition. It is one of the most advanced research directions in
computer vision. Through target recognition, computers can
have perception and recognition capabilities similar to those
of humans. Therefore, more and more scholars are con-
cerned in related fields.

The world’s first autonomously mobile robot, Shakey,
was successfully developed. The robot was developed by the
Stanford International Research Institute in the United States
and possesses a certain degree of intelligence. For the first
time, human beings successfully applied artificial intelligence
under the conditions of the development to a mobile robot
entity. Computer technology has been developing rapidly,
and at the same time, microelectromechanical technology
and sensor technology have also been greatly improved.
Related researchers have begun to gradually apply
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multisensor technology to the research of mobile robots. Cho
et al. applies the extended Kalman filter to the SLAM prob-
lem. The algorithm breaks through the linear assumption of
the system and extends to the nonlinear system, and it is still
widely used [1]. Wang et al. proposed a nonlinear filtering
algorithm based on SIS and really began to study particle fil-
tering algorithms. This algorithm is based on the idea of
Monte Carlo and expresses the probability of each group of
particles, which is applicable to all nonlinear systems [2].
Wang et al. proposed the FastSLAM algorithm based on par-
ticle filtering, which can establish a more accurate map in a
large-scale environment with few landmarks [3].

In recent years, our country has increased its investment
in the research of mobile robots and made great progress.
Although color contains more and richer information than
grayscale images, it also brings new difficulties. An important
aspect is that color images are easily affected by ambient
lighting conditions. The study of the relationship between
color and lighting, the disclosure of its inherent stable rela-
tionship, and the development of powerful algorithms and
technologies in lighting changes are among the most urgent
research areas today. Jia et al. proposed the idea of using evo-
lutionary strategy in the study of SLAM algorithm based on
monocular vision to improve the RBPF-SLAM algorithm
and verified the reliability of the algorithm [4]. Yang et al.
improved the RBPF-SLAM algorithm and then proposed a
data association technology based on global constraints,
which robustly reduces the probability of mismatch [5].
Ammar et al. introduced the fixed-level model of route plan-
ning and solved it using fast forward method and gave the
result of route model calculation and visual interface [6].

The purpose of the image enhancement recognition algo-
rithm in this article is to remove the unfriendly effects of
uneven lighting on the color image, enhance the contrast
and clarity of the image, and highlight the color features of
the target object in the image, so as to better further feature
extraction and target recognition. According to the experi-
mental results, the average score and the highest score of
the experimental group were higher than those of the control
group, and the data were better than those of the control
group. If the learning time is the same, the learning effect of
the experimental group will definitely be much better than
that of the control group, which also proves from the side
football assist robot has a broader development prospect.

2. Soccer-Assisted Training Robot Based on
Image Recognition
Omnidirectional Movement

2.1. Deep Learning. In deep learning, by studying the inher-
ent laws and representation levels of massive data samples,
the simple features at the bottom are combined to form more
abstract and advanced composite features, and the distrib-
uted representation of data features is realized. The dominant
neural network is a typical representative of the principle of
deep artificial intelligence in neuroscience. As a powerful
deep learning technology tool, it has become an important
part of the deep learning algorithm driven by the wave of

artificial intelligence [7, 8]. Deep learning is the process of
learning features. The principle is to describe the characteris-
tics of the model by learning the inherent characteristics and
abstraction levels of the original data and then fine-tune the
test data.

2.1.1. Deep Learning Framework. With the rapid develop-
ment of deep learning technology, researchers are no longer
satisfied with the basic theoretical analysis, and the require-
ments for practical applications are getting higher and
higher, and the idea of creating a large-scale deep learning
framework is being proposed [9]. The in-depth learning
framework can contain basic algorithm modules and provide
a solid foundation for the subsequent rapid construction of
required models or training, coordination, testing, and devel-
opment of existing models.

2.1.2. Deep Learning Model. After the concept of deep learn-
ing was proposed, more and more models appeared, such as
deep belief network, convolutional neural network, and
recurrent neural network.

(1) Deep Belief Neural Network. Deep belief network is a
probabilistic generative model. Unlike traditional neural
network models, training data is generated with the great-
est probability by observing the joint distribution of data
and labels. We can use DBN not only for feature selection
and classification but also for data generation [10, 11]. The
more common DBN neural network structure is shown in
Figure 1.

In Figure 1, there are connections between neurons in the
upper and lower layers of the DBN neural network structure,
but there is no connection between neurons in the same
layer. The neural unit in the optical layer is mainly used to
receive input, and the neural unit in the hidden layer is
mainly used to capture the high-order data correlation dis-
played in the optical layer.

(2) Convolutional Neural Network. Convolutional neural net-
work is a feedforward neural network that uses convolution
kernel operations instead of general matrix multiplication
operations. It has the characteristics of sparse interaction
and parameter sharing. In traditional neural networks, any
pair of input and output neurons will interact to form a
densely connected structure, while in convolutional neural
networks, each output neuron will only exist with neurons
in a specific area of the previous layer connect weights to
achieve the characteristics of sparse interaction [12, 13].

Because of the progressive characteristics of its network
structure, the extraction of image features also gradually
changes from low-level simple texture features to high-level
complex structure features, and the final combination is a
feature map [14]. Image features extracted based on this
characterization learning method often have good stability,
so convolutional neural networks have huge advantages in
processing two-dimensional image data.

2 Wireless Communications and Mobile Computing



2.2. Image Recognition Classifier Algorithm. Sparse represen-
tation classifier is a very important feature encoding classifier
and also a nondictionary learning classifier model. The SRC
model is widely used in computer vision fields such as face
recognition, object recognition, and scene understanding.
The mathematical representation of the SRC model is given
below in detail. We assume that there are a total of C catego-
ries in the image data set. The dimension of each image sam-
ple ism, and there are a total of n training samples for the i-th
category. For a test image sample Z ∈ Rm from the i-th cate-
gory, intuitionally, z can be approximated by a linear combi-
nation of samples in Y , namely

Z = 〠
n

j=1
ai = Yiai: ð1Þ

Y is the dictionary in the model. It can be seen that the
original sample is directly used as a dictionary in the SRC
model, instead of retraining a dictionary. If we use y to repre-
sent the test sample z, then z can be expressed as

Z = Yα: ð2Þ

In the actual SRC model, Y and Z are known, and the
coding coefficient α is unknown. We can solve the sparsest
solution by imposing the L-norm minimization restriction
on the linear representation system, so formula (2) can turn
into the following optimization problem:

α = argmin aj js:t: ð3Þ

Further, if only k column vectors are selected from Y to
represent Z, then it will be equivalent to the following

Directed
belief nets

RBM

h1

h2

V

h3

Hidden
layer

Visible
layer

Figure 1: DBN structure diagram.

Table 1: System function test table.

Functional module Function name Test steps Test results

Mobile function module

Forward function module Robot forward test Testing successfully

Back function module Robot back test Testing successfully

Left turn function module Robot turning left test Testing successfully

Right turn function module Robot turning right test Testing successfully

Obstacle recognition module

Identify the football module Take the pickup football test Testing successfully

Recognizer module Take a turn test Testing successfully

Identify the wall module Take a turn test Testing successfully

Identify the goal module Take a shot test Testing successfully

Pick and dribble function module
Ball pickup function module Take the pickup football test Testing successfully

Dribble function module Take a shot test Testing successfully

Table 2: Data analysis chart of test scores before shooting and
dribbling.

Scores
C dribble
test score

E dribble
test score

C shot
test score

E shot
test score

Number of
surveys

11 11 11 11

Average value 62.84 63.42 62.77 63.92

Standard
deviation

7.467 7.523 7.847 7.962

Standard error
of the mean

1.375 1.378 1.42 1.423

3Wireless Communications and Mobile Computing



optimization problem:

Z = Yα + s: ð4Þ

Because of the presence of noise, the sparse solutions of
problems (3) and (4) can be approximated by solving the fol-
lowing optimization problems:

α = argmin aj j ∗ y − Xaj j: ð5Þ

Furthermore, according to the Lagrangian multiplier the-
ory, the above two optimization problems are equivalent to
the following unconstrained minimization problems:

α = L α, φð Þ = argmin y − Xaj j: ð6Þ

It can be seen from the above algorithm (6) that when
solving the sparse coding coefficient α, the dictionary based
on is X, that is, the original training image samples, and these
initial samples are not used to train a new criterion based on a
new criterion dictionary. In addition, the SRC algorithm uses
the size of the reconstruction residual of each category to
determine the label of the test sample, and most feature cod-
ing classifiers also use the size of the reconstruction error to
predict the category, so most feature coding classifiers are
based on reconstruction methods.

2.3. Image Enhancement Algorithm for Omnidirectional
Vision System. There are many factors that make the image
not clear enough. The images collected by the camera are
converted from analog to digital, and line transmission will
cause noise pollution. Uneven changes in indoor and out-
door lighting will cause excessive concentration of grayscale
images, which affects image quality. The shallowest degree
indicates that there is noise in the image, which will affect
the representation of image details; the more serious degree
indicates that the image is blurred, and even the rough out-
line of the object is difficult to see [15, 16]. Therefore, before
processing and analyzing the collected images, we can
improve the image quality in a targeted manner, that is,
image improvement. Image enhancement processing is to
highlight the interesting part of the image, reduce or delete
the uninteresting part, thereby improving useful informa-
tion, obtaining an image that is more in line with human
visual acceptance or transforming it into a more suitable
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Figure 2: Data analysis chart of test scores before shooting and dribbling.

Table 3: Analysis chart of the pretest scores and back-side scores of
the shooting and dribble control groups.

Serial numbers 1 2 3 4 5 6 7 8 9 10 11

Preshot score 67 71 76 62 65 55 74 57 63 67 62

Postshot score 69 70 76 64 66 58 77 61 60 66 60

Predribble score 60 67 68 62 57 58 71 57 65 60 59

Postdribble score 65 66 70 64 60 56 70 61 67 62 60
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Figure 3: Analysis chart of the pretest scores and back-side scores of
the shooting and dribble control groups.

Table 4: Analysis chart of the pretest scores and back scores of the
shooting and dribble experimental groups.

Serial numbers 1 2 3 4 5 6 7 8 9 10 11

Preshot score ± 4 63 72 75 64 66 56 75 58 61 67 61

Postshot score ± 3 69 76 77 65 67 59 79 60 61 68 62

Predribble score ± 2 58 65 67 61 58 59 70 58 67 58 57

Postdribble score ± 2 62 66 69 63 62 56 69 60 68 65 63
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machine for processing and analysis Image. There are many
image enhancement methods, and they have a wide range
of applications.

2.3.1. Selection of Color Space for Image Enhancement. Color
space, also known as color coordinate system, is a method of

expressing colors with numbers. The color space is usually a
three-dimensional model, and colors can be defined by hue,
saturation, and lightness. It is the basis of image processing,
analysis, and understanding. The purpose of image enhance-
ment is to remove the effect of changing or uneven lighting
on the image color. RGB color space is closely related to
hardware devices. It is not completely equivalent to the dif-
ference in color perception. It is rarely used to process pic-
tures under variable lighting conditions. Therefore, people
often convert it into other color spaces that are more consis-
tent with visual characteristics and more stable [17, 18].
Compared with the normalized YUV color space, the HSI
color space has independent brightness components, but
the HSI color space is the space most suitable for human
visual characteristics and is more suitable for images based
on the color perception characteristics of the human visual
system processing, and the effect of changing lighting
response on the color space is mainly concentrated in the
brightness of the brightness component.

2.3.2. Selection of Color Space for Target Recognition. The task
of target recognition is to separate the orange ball from other
colors, such as green, white, and black, and to improve the
accuracy of target recognition. Because the RGB color space
is not suitable for images with changing illumination, the fea-
ture quantity that is more suitable for identifying the target
orange ball is mainly selected from the two color spaces of
HSI and YUV. HSI color space and YUV color space are
two color spaces that are often used in football robot vision
systems, and neither of them is specifically for identifying a
certain color or a few colors. The two color spaces are
merged, and several components that have a better aggrega-
tion effect on the orange sphere are extracted from the six
components and combined together. Since this paper inputs
the color feature quantity into the support vector machine for
target recognition, in order to reduce the complexity of the
algorithm, only two components are selected from these six
components to form a new color model [19, 20]. The separa-
bility criterion of the distance between classes within a class is
widely used because of its intuitiveness, clear concept, and
convenient calculation. However, it is calculated directly
based on the distance between various types of samples, with-
out considering their probability distributions, and cannot
clearly calculate various overlapping problems, which leads
to the final selection of the optimal feature subset when the
classification decision is made. Not necessarily optimal.
Therefore, the intraclass divergence matrix is introduced as
the criterion.

2.4. Robot Rapid Target Acquisition and Distance
Measurement. In the autonomous robot soccer game, the
robot is a highly intelligent body that collects information
from sensors, performs data fusion, and then makes behavior
decisions, and then controls the robot to move according to
the planned behavior strategy. Many robots complete com-
petition tasks through mutual cooperation. It can be said that
it is a microcosm of robot society. As we all know, about 80%
of the external world information that people perceive is
obtained through visual means [21]. Similarly, in order to
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Table 5: Football match training effect analysis chart.

Experimental class Control class

The average score 75 ± 15 63 ± 13
Highest score 90 ± 18 77 ± 16
Lowest score 68 ± 11 56 ± 13
High score 26 ± 16 16 ± 8
Low score 36 ± 14 36 ± 11
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make intelligent robots reachable, providing robots with
human vision functions is extremely important for the devel-
opment of intelligent robots. Especially for the quadruped
robot football game, vision is its only source of information.
Unlike the human eye, the quadruped robot has a very nar-
row viewing angle, and the amount of information that can
be received at the same time is very small.

From the human point of view, it is very simple to under-
stand the surrounding scene correctly, but it is a great chal-
lenge for the machine. Therefore, although computer vision
has made significant progress in recent years, a large number
of technologies and algorithms have been studied and widely
used in various fields. However, machine vision technology is
still at a very immature stage, and there are still many prob-
lems, especially in the following aspects: the 3D scene is pro-
jected into a 2D image, and the depth and invisible parts of
the information are lost, so the images displayed in different
3D shape image planes. The object will produce the same
image. At the same time, the images of the same object taken
from different angles will also be very different [22]. Many
factors are in the real scene, such as shape, color, lighting
conditions, camera, and noise. The image of the object will
affect the image and bring difficulties and errors to the recog-
nition of the target object. The amount of information in
images is very high, especially color images, which have
become a major obstacle to fast image processing. At the
same time, the huge amount of data requires huge storage
space and will increase the system load.

2.5. Image Color Model. In order to use colors correctly, a
color model is also needed. A color can be described by a
basic quantity, so to establish a color model is to establish a
coordinate system, in which each spatial point represents a
certain color.

The most commonly used color model for hardware
devices is the RGB model, and the most commonly used
color model for color processing is the HSI model, where H
represents hue, S represents saturation, and I represents den-
sity, corresponding to imaging brightness and image gray-
scale [23]. These two color models are also the most
common models in image technology [24].

Since people’s sensitivity to brightness is obviously stron-
ger than that of color shades, in order to better color process-
ing and recognition, robot vision systems often use HSI color
space, which is more suitable for the characteristics of the
human eye than RGB color space. A large number of algo-
rithms in image processing and computer vision can be con-
veniently used in the HSI color space. They can be processed
separately and are independent of each other.

The formula for transforming from space to space widely
used in the visual processing of soccer robots is as follows:

H = cos−1 1/2 R − Bð Þ + R −Gð Þ½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R −Gð Þ2 + R − Bð Þ G − Bð Þ

q , ð7Þ

S = 1 − min R,G, Bð Þ
I

, ð8Þ

I = R + G + Bð Þ
3 : ð9Þ

Among them, the value range of H is ½0°, 180°�. When G
< B,

H =
H,G ≥ B

360° −H,G < B

(

: ð10Þ

The formula for converting from HSI to RGB has differ-
ent formulas according to the different sectors of the color
circle:

When 0° ≤H ≤ 120°,

R = 1/
ffiffiffi
3

p
1 + S cos Hð Þ

cos 60° −Hð Þ , B = 1/
ffiffiffi
3

p
1 − Sð Þ,G =

ffiffiffi
3

p
I − R − B

�
:

ð11Þ

Table 6: Comparison of recognition speed and accuracy of different algorithms.

Algorithm Number of test frames Average frame time (ms) Accuracy (%)

Traditional threshold segmentation 80 38 91

Unimproved RHT algorithm 80 22.2 94

Based on Gabor filter + SVM 80 55 93.4

Edge detection segmentation method 80 41 94

Improved BP algorithm 80 32.1 96.6

Improved RHT algorithm 80 5.6 8.3
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Figure 6: Comparison of recognition speed and accuracy of
different algorithms.
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When 120° ≤H ≤ 240°,

R = 1/
ffiffiffi
3

p
1 + S cos H − 120°ð Þ

cos 180° −Hð Þ , B = 1/
ffiffiffi
3

p
1 − Sð Þ,G =

ffiffiffi
3

p
I − R − B

�
:

ð12Þ

When 240° ≤H ≤ 360°,

R = 1/
ffiffiffi
3

p
1 + S cos H − 240°ð Þ

cos 300° −Hð Þ , B = 1/
ffiffiffi
3

p
1 − Sð Þ,G =

ffiffiffi
3

p
I − R − B

�
:

ð13Þ

3. Experimental Football Aided Training Robot
Based on Image Recognition and
Omnidirectional Movement

3.1. Test Subject. In this study, we used an omnidirectional
football-assisted training robot. This experiment selects two
novice football players with similar technical level from a col-
lege from our province Sports Institute, and they are divided
into experimental group and control group. The football
players in the experimental group use football-assisted robot
training when training, and the football players in the control
group use the method of training. A commonly used training
method, the experiment duration is 3 months, and every
member of the team is tested for shooting and dribbling every
half month. A total of 22 football players participated in this
experiment. The tests of these football players are the main
source of data.

3.2. Mean Shift Segmentation Based on Confidence. In low-
level image visual processing, combining image segmentation
algorithms with edge detection algorithms can improve the
quality of segmented images. Combine the edge confidence
map into a color image segmenter based on the Mean Shift
program. This method can recover areas with weak signals
but strong boundaries, so that it can provide more accurate
input data for high-level interpretation.

Using the ρη chart in the confidence edge detection, the
weight assigned to each pixel (i, j) can be defined as

wij = aij ∗ ρij + 1 − aij
� �

∗ ηij: ð14Þ

aij is any value in [0,1]; this parameter is used to control
the mixed information of ρ and η, so this parameter is called
a mixed parameter. When ρ < 0:02, the weight is 0. When the
pixel is closer to the edge, these weights are smaller, which
further strengthens the Mean Shift filtering effect.

3.3. Material Handling. Production materials include five
categories: text, graphics, audio, animation, and video. Text
material is the simplest material. When using text in multi-
media, we should focus on the accuracy, simplicity, and func-
tionality of the content. The sound material is generally
selected from the existing sound material library and col-
lected from the microphone through the sound card in the
computer. The more commonly used method of image mate-
rial collection is the use of digital camera collection. Flash
animation material is currently the most popular two-
dimensional animation technology. Video material is a com-
bination of one or more of text, graphic images, sound, and
animation.

3.4. Experiment Procedure. Because of its unique characteris-
tics, surveillance cameras make it possible to extract some
basic attribute information of the surrounding environment
from remote sensing images. These basic information
include the location of obstacles, the height of obstacles,
and the area of obstacles. The shadow has obvious spectral
characteristics in the surveillance camera and has a lower
gray value, and the gray value has a strong consistency.

The 22 novice football players we selected were randomly
divided into two teams with 11 people in each team. In them,
the football players in the experimental group were trained
with a football-assisted robot-assisted training method, and
the football players in the control group were trained by
using common training methods. Before the start of the
experiment, we conducted shooting and dribbling tests and
scores on these novice football players. After one and a half

Table 7: Comparison of recognition speed and accuracy of two algorithms.

Algorithm Number of frames 10 20 30 40 50 60

Unimproved RHT algorithm
Time-consuming (ms) 22.02 21.71 21.75 21.77 21.92 21.86

Accuracy (%) 93.2 93.2 93.6 92.6 93.1 93.4

Improved RHT algorithm
Time-consuming (ms) 5.21 5.77 6.22 5.97 5.11 5.34

Accuracy (%) 98.6 98.8 97.3 97.8 98.1 98.7
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months, we conducted the second shooting and dribble test
and scored. At the end of the experiment, we conducted the
shooting and dribble tests and conducted the score again.
Score. And analyze and get a conclusion.

3.5. Gather Data. In order to obtain accurate data to compare
and analyze the feasibility and effectiveness of this experi-
ment, this paper uses the Cora dataset and the IMB dataset.
The statistical data used in this article has a different unit
dimension for each index data. After calculating the data in
the previous steps, we can get the similarity between users
and select several users closest to user ua interests and prefer-
ences to form set Na. Then, calculate the user ua score on j
according to the user’s score on the unrated item j in the
set Na. The prediction formula is shown in formula (8)

pa,i =
∑b∈Na

simua ,ub rb,i
∑b∈Na

∣ simua ,ub ∣
, ð15Þ

where pa,i is the predicted score of user a for the unrated i
item. In the recommendation system, users scoring prefer-
ences are sometimes different. For example, some users are
accustomed to giving higher ratings to items, while some
are accustomed to giving lower ratings. In order to reduce
the difference between users scoring preferences and improve
the accuracy of scoring predictions, the average rating�r of the
user is introduced, and the specific form is shown in formula
(9)

pa,i = ra +
∑b∈Na

simua ,ub rb,i − rbð Þ
∑b∈Na

∣ simua ,ub ∣
: ð16Þ

4. Soccer-Assisted Training Robot Based on
Image Recognition
Omnidirectional Movement

4.1. System Function Test Analysis. The function test of the
system mainly includes main functions such as forward,
backward, left turn, right turn, automatically bypass obsta-
cles, and recognize football. The results are shown in Table 1.

In the process of testing the monitoring effect, technical
tests such as background sampling and encoding are carried
out using specific video formats, and the server and other
hardware are repeatedly tested until satisfactory test results
are obtained. It can be seen from the table that the system
is basically designed and tested successfully after analyzing
the required functions.

4.2. Shot and Dribble Test Data Analysis

4.2.1. Pretest Score Data Analysis. The data obtained through
shooting and dribbling tests and scoring can calculate the
mean, standard deviation, and standard error of the pretest
scores of the experimental group and the control group. At
the same time, independent samples drawn at the same time,
the individual and overall variance scores are not equal wait-
ing for data is also an important condition for the beginning

of the experiment, and the results are shown in Table 2 and
Figure 2.

The control group’s shooting and dribble pretest scores
are tested by independent samples from the experimental
group’s shooting and dribble pretest scores. The standard
error of the mean is 0:003 < 0:05, and the mean and standard
deviation of the scores are similar; that is, there is no signifi-
cant difference in results, which shows that there is no signif-
icant difference between the shooting and dribbling skills of
the experimental class and the control class before the start
of the experiment, which meets the preconditions for the
start of the experiment.

4.2.2. Data Analysis of Pretest Scores and Posttest Scores of the
Control Group. In order to have a deeper and more accurate
understanding of the improvement of football training
brought by the omnidirectional football-assisted training
robot, we analyzed the data of the pretest and posttest results
of the control group and drawn a line chart, as shown in
Table 3 and Figure 3. At the same time, the pretest scores
of the control class and the posttest scores of the control class
are tested in pairs, and data such as the mean, standard devi-
ation, and standard error of the mean are obtained.

It can be seen from Table 3 and Figure 3 that there is not
much change between the pretest and posttest results of the
shooting and dribble tests of the control group. At the same
time, the pretest scores of the shooting and dribbling tests
of the control group are tested in pairs with the posttest
scores of the shooting and dribbling tests of the control
group. The standard error value of the mean is 0.262. The
value is greater than 0.05, indicating the control group shoot-
ing and dribbling that there is no significant difference
between the pretest results of the test and the posttest results
of the control group’s shooting and dribbling tests, which
also shows that the traditional football training model has lit-
tle effect on improving the training effect of athletes.

4.2.3. Data Analysis of Pretest Scores and Posttest Scores of the
Experimental Group. We analyzed the data of the pretest
scores and posttest scores of the experimental group and
drew an area chart, as shown in Table 4 and Figure 4. At
the same time, the pretest scores of the control class and
the posttest scores of the control class are tested in pairs,
and data such as the mean, standard deviation, and standard
error of the mean are obtained.

It can be seen from Table 4 and Figure 4 that the pretest
and posttest scores of the experimental group’s shooting and
dribble tests have significantly increased. At the same time,
the pretest scores of the shooting and dribble tests of the
experimental group are tested in pairs with the posttest
scores of the shooting and dribbling tests of the experimental
group. The standard error value of the mean is 0.004, which
is less than 0.05, indicating that the experimental group’s
shooting and dribbling the pretest scores of the test are signif-
icantly different from the posttest scores of the experimental
group’s shooting and dribbling tests, which also proves the
effectiveness of the football-assisted robot-assisted training
method.
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4.3. Training Effect of Football Match.We analyze the data of
all the athletes after training to test and score the football
match and draw an area chart, as shown in Table 5 and
Figure 5. Reduce the difference between the teacher’s scoring
preference, improve the accuracy of scoring prediction, and
compare the average score of the experimental group and
the control group to get a conclusion.

It can be clearly seen in Table 5 and Figure 5 that the
experimental group is relative to the control group. The aver-
age and highest scores of the experimental group are higher
than those of the control group, and all data are better than
those of the control group. If the learning efficiency is the
same, the learning time of the experimental group must be
longer than the control group, which also proves the use of
football assistance robot-assisted training method makes
the athletes’ training effect better. It also proves from the side
that football-assisted robots have broader development
prospects.

4.4. Soccer Robot Target Image Recognition Algorithm. Simu-
late the construction of the football robot game environment
in the laboratory, and change the lighting situation in the lab-
oratory by adjusting the curtains and light tubes in the labo-
ratory, so as to collect the field images under different
lighting required for algorithm verification. At the same time,
in order to verify the effectiveness of the proposed algorithm,
a dynamic test of 80 frames was carried out on the algorithm.
The improved RHT algorithm was compared with traditional
threshold method, edge detection algorithm, and improved
BP neural network algorithm. The experimental results are
shown in Table 6 and Figure 6.

From the data trend in the chart, it can be seen that the
traditional threshold method and edge detection method
have reached more than 90% in recognition accuracy, but
the recognition speed is slow; based on the method of Gabor
filter + SVM, the recognition accuracy rate reaches 93.4%.
However, the same recognition speed is slow and cannot
meet the real-time requirements of soccer robot matches,
and the improved BP neural network algorithm mentioned
above has achieved certain improvements in both the real-
time performance of the algorithm and the recognition accu-
racy. The frame takes 32.1ms, and the recognition accuracy
is more than 96%. The improved RHT algorithm greatly
improves the recognition speed while ensuring that the rec-
ognition accuracy rate is not reduced. The average time per
frame is 5.6ms, which meets the real-time requirements of
the football robot game.

To further illustrate that the improved RHT algorithm
has improved recognition speed and accuracy, a detailed
comparison is made with the unimproved RHT algorithm.
Comparative experiments were carried out at the 10th,
20th, 30th, 40th, 50th, and 60th frames of the collected video
images. The experimental results are shown in Table 7 and
Figure 7.

According to the data analysis in the chart, it can be seen
that the improved RHT algorithm has higher recognition
accuracy than the unimproved RHT algorithm, and at the
same time, the running time of the algorithm is shorter. This
is because the improved RHT algorithm improves the perfor-

mance of RHT by limiting the radius range, reducing the
effective calculation area of the picture, and calculating using
the image gradient, which greatly improves the real-time per-
formance of the algorithm. Therefore, the improved RHT
algorithm is more suitable and applied in soccer robot games
with high real-time requirements.

5. Conclusions

In recent years, robot vision systems have always been a hot
and difficult point in computer vision research and digital
image processing. The medium-sized football game provides
a typical test environment for the research of machine vision-
related technology. Expand the application scope of image
processing and recognition technology, and enrich the theory
of image processing and recognition technology. This disser-
tation conducts an in-depth study on how to improve the
adaptability and target recognition rate of the robot’s all-
view system under changing lighting conditions. Recreate
the filtered wave factor, and then perform an antagonist
transformation to finally obtain an improved image. This
method has strong adaptability and high stability and is suit-
able for image preprocessing in competitions. This paper
studies the adaptive target recognition problem of the mid-
size vision system of soccer robots and has achieved some
results. However, due to the complexity of robot vision prob-
lems and the limited research time, many of the above issues
should be further studied.

For a long time, people have been doing many explora-
tions to understand the world through automatic perception
similar to human vision. These explorations are very active in
the research fields of computer vision, mechanical imaging,
and robot vision. As automation and the latest equipment,
intelligent robots can enter the network world and play more
and more roles. This has important practical significance for
mankind to open up new industries and improve production
and living standards. With the continuous development and
progress of the system, the structure of the system, the search,
and tracking algorithms for target recognition are becoming
more and more perfect.

Correspondingly, the hardware and software systems of
the omnidirectional mobile robot are designed, the working
principles of the main hardware units used on the platform
are introduced, and the communication methods between
the modules are designed; the software in the program of
this document has also been analyzed and tested. After sim-
ulation analysis and experimental testing, the module driver
in the system is normal, and the communication between
the modules is normal and stable, indicating that the system
module driver and the communication between them are
complete and feasible. The omnidirectional robot position-
ing and navigation system designed and researched in this
field is appropriately designed, has integrated and feasible
functions, and can achieve the original design goal.

Data Availability

No data were used to support this study.
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Social group behavior analysis has always been the key research direction of sociologists and psychologists. With the rapid
development of the Internet of Things and the proposal of deep learning theory, convolutional neural networks are also used in
social group research. In the process of social development, group incidents continue to increase, and there are more and more
studies on social group behavior analysis. Although the research content and research methods are also richer, the research that
combines the Internet of Things, convolutional neural network, and group behavior is more. This article will specifically
propose a social group behavior analysis model that combines multitask learning and convolutional neural networks. This paper
deeply learns the research of convolutional neural network and group behavior-related theories, makes full use of the advantages
of convolutional neural network algorithm and multitask learning mode, and builds a social group behavior analysis model
based on multitask learning and convolutional neural network. The experimental results on different data sets are analyzed. The
results show that the accuracy rate of the experimental algorithm of convolutional neural network is as high as 95.10%, and it is
better than other algorithms in time complexity, which is very suitable for social group behavior analysis.

1. Introduction

In recent years, with the development of the economy, the
adjustment of economic structure, and the acceleration of
urbanization, various social collective actions have also
increased, and their development has become more and
more complex, which has had a huge impact on the construc-
tion of today’s society and moral culture. Various group the-
ories are becoming more and more abundant and perfect,
exploring and explaining group processes or group dynamics
and discussions of related issues. As an object of study, the
group integrates multitask learning and convolutional neural
networks and allows for more group behavior characteristics
to be fully considered under the Internet’s big data.

Multitask learning and convolutional neural network are
both promising fields, and they are the development exten-

sion of deep learning. The role of multitask learning is to
extract feature information to help improve learning more
accurately. Its biggest characteristic is parallel transfer learn-
ing, which is different from the traditional progressive and
procedural learning methods. In multitask learning, multi-
task learning is also called parallel migration learning because
information is shared between tasks and is transferred
between different tasks. It can realize the sharing and trans-
mission of information between tasks. Convolutional neural
network has the same characteristics as it; that is, it can clas-
sify the network data information by translation. It has the
representation learning ability of artificial intelligence. At
the same time, it can also be called “translation invariant arti-
ficial neural network.”

In this paper, Mishkin et al. systematically studied the
impact of a series of recent developments in the structure
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and learning methods of convolutional neural networks
(CNN) on object classification (ILSVRC). The evaluation
tested the impact of the following architecture choices: non-
linearity (ReLU, ELU, max-out, comparability of batch stan-
dardization), pool variables (random, maximum, average,
mixed), network width, classifier design (convolution, fully
connected, SPP), image preprocessing, and learning parame-
ters: learning rate, batch size, data cleanliness, etc. The per-
formance gain of the proposed modification is first tested
individually and then tested in combination. When all the
modifications are introduced, the sum of individual returns
is greater than the observed improvement, but the “deficit”
is small, which indicates that their returns are independent.
They show that the use of 128 × 128 pixel images is sufficient
to make a qualitative conclusion on the best network struc-
ture of the full-size Caffe and VGG network. The result is
an order of magnitude faster than the standard. However,
CNN is not good at feature understanding [1]. Guo et al. have
extensively studied traditional artificial methods and
intelligence-based methods, which extract effective features
from vibration data to perform high-precision classification
and diagnosis of various mechanical faults, such as support
vector machines and backpropagation neural networks. He
researched and proposed a new layered learning rate adaptive
deep convolutional neural network based on an improved
algorithm and studied its application in bearing fault diagno-
sis and determining its severity. In order to test the effective-
ness of the proposed method, experiments were carried out
on the bearing failure data samples obtained from the test
bench. This method has achieved satisfactory performance
in both fault pattern recognition and fault size evaluation.
However, the problem of maximizing accuracy under overly
complex situations has not yet been solved [2]. Yan et al., in
recent years, head pose estimation (HPE) based on low-
resolution monitoring data has received increasing attention.
However, the monocular and multiview HPE methods still
have poor results under target motion, because when a per-
son moves, the facial appearance will be distorted due to
changes in the camera’s perspective and scale. To this end,
they proposed a new multitask learning- (MTL-) based
framework FEGA-MTL, which is used to classify the head
posture of people moving freely in an environment moni-
tored by multiple large-field surveillance cameras. After
FEGA-MTL divides the surveillance scene into dense and
uniform spatial grids, it also learns the head pose classifier
of a specific area and divides the grid into areas with similar
facial features. In the learning phase, FEGA-MTL uses two
pictures as a guide to perform a priori modeling of (1) the
meshing based on camera geometry and (2) the similarity
between head pose classes to obtain the optimal scene divi-
sion and related pose classifiers. However, it has not been
able to completely solve the problems arising from the move-
ment of the target [3].

The innovations of this article are as follows: (1) This
article uses a combination of quantitative and qualitative
methods, which is well reflected in the fourth part of this arti-
cle, the convolutional neural network model; (2) This article
uses a combination of theoretical analysis and empirical
research. This method uses experimental data to explain the

problem while establishing the model for analysis. This
method runs through this article.

2. Method of Social Group Behavior Analysis
Model Integrating Multitask Learning and
Convolutional Neural Network

2.1. Multitask Learning Theory.Multitask learning and appli-
cations are also very promising. In machine learning, the use-
ful information of historical data is used to analyze future
data [1]. Usually, a lot of labeled data is needed for the next
purpose for excellent training. The deep learning model is a
typical model of machine learning. Because the model is a
neural network with multiple levels and multiple parameters,
it usually requires millions of data samples to obtain the cor-
rect parameters, and a lot of manual operations are usually
required to label the data, so this data requirement cannot
be met. Under the background of such data problems, the
solution of MTL is to extract the feature information that
can be used in other related tasks, so as to make up for the
sparse data [2].

MTL research topics include multiple useful information,
so that every student can get the correct goal [3]. Assume that
all work (at least part) is related. Based on this, experimental
and theoretical, I understand that learning multiple tasks at
the same time is more effective than individual learning.
According to the nature of the work, MTL can be divided
into multiple levels of monitoring learning, multitasking
nonmonitoring learning, multitasking nonmonitoring learn-
ing, multitasking and semimonitoring learning distribution,
multitasking learning distribution, other learning, and other
settings. One job and multiple jobs learn multiple perspec-
tives [4, 5].

Based on this parameter, MTSL uses model parameters to
learn various tasks in relation to each other. Five different
operation modes include low-rank method, task clustering
method, task relationship learning method, dirty method,
and multilevel method [6]. Specifically, because it is assumed
that the tasks are related, the parameter matrixW is likely to
be of low rank, which may be due to the lowmotivation of the
W class. The purpose of the combination method is to divide
the operations into multiple groups, on the premise that all
operations of each complex have the same or similar param-
eter models. The way to learn working relationships is to
learn working relationships directly from data. The premise
of the dirty method is that the parameter table W can be
decomposed into two subtables. Here, each matrix is normal-
ized with various types [7]. The multilevel method is a popu-
lar form of the dirty method, which decomposes the
parameter list into more than 3 component lists to simulate
the complex relationship between all tasks.

2.2. Convolutional Neural Network Structure. Convolutional
neural network is a typical algorithm in the deep learning
module. It uses the convolution calculation method in math-
ematical calculations and a neural feedforward network with
a deep convolution structure [8, 9]. Therefore, it is also called
“translation invariant artificial neural network” [10]. Since
the beginning of the 21st century, with the advancement of
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deep learning theory and the continuous improvement of
computer equipment, collective neural networks have devel-
oped rapidly and are widely used in computer vision, lan-
guage processing, and other fields [11]. The main neural
network is composed of input layer, hidden layer, and output
layer. The hidden layer includes various convolutional layers
and pooling layers [12, 13].

2.2.1. Input Layer. Its input layer is capable of multidimen-
sional processing of input information [14]. A one-
dimensional input layer can usually accept one to two-
dimensional values, such as time or spectral data collection;
a two-dimensional neural network can receive two- to
three-dimensional arrays, and so on, to receive input of mul-
tidimensional data information. Aggregate neural networks
are widely used in the field of computer vision, so three-
dimensional input data needs to be introduced in many stud-
ies, that is, the level of two-dimensional pixel and RGB chan-
nel structure [15].

The input layer expression of convolution neural net-
work is as follows:

xlij = 〠
m−1

a=0
〠
m−1

b=0
ωaby

l−1
i+að Þ j+bð Þ: ð1Þ

2.2.2. Convolutional Layer. The effect of the aggregation layer
is to draw characteristics from the enter data [16]. Each factor
of the core assembly homologous the same weight quotient
and departure as the neural supply network. Each neuron cell
in the assembly layer is linked to many nerve cells neighbor-
ing to the front floor layer. The size of this area varies accord-
ing to the size of the core [17]. It is called “receptive field” in
the literature, which depends on the receiving area of visual
cortex cells. When fusing the core work, periodically scan
the input characteristics, multiply the matrix elements, sum-
marize the possibility of entering the acceptance field, and
apply deviations.
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Ll + 2p − f

s0
+ 1: ð3Þ

The sum of the formulas is equal to the analysis of the
relationship, cross-correlation [18]. b is the amount of devia-
tion, Zl and Zl+1 represent the total of the input and output of
the l + 1 level (also referred to as a feature map), Ll+1 and Zl+1
are the same total size as the length and width of the feature
map. Corresponding to the pixels in the feature map Zði, jÞ,
K is the number of channels in the feature map. f , s0, and p
are the parameters of the entire layer, corresponding to the
size of the connection core, the length of the connection step,
and the number of filling layers.

Especially when the size of the convolution kernel is f = 1,
the step size is s0 = 1, and the filling unit of the convolution

kernel is not included. The interconnection calculation of the
convolutional layer is the same as matrix multiplication, and
the matching layer is fully connected to the network as follows:

Zl+1 = 〠
kl

k=1
〠
L

i=1
〠
L

j=1
Zl
i,j,kω

l+1
k

� �
+ b = ωT

l+1Zl+1b, Ll+1 = L: ð4Þ

The convolutional layer parameters include the size of the
convolution kernel, the stepping, and the size of the overlay
layer. These are the size of the output map of the aggregation
layer and the hyperparameters of the convolutional neural net-
work. The combined kernel size can be determined to be any
value smaller than the input image size. The larger the intercon-
nected core, the more complex the exportable entry function.

The folding layer embody activation functions to give
assistance to express sophisticated properties [11], and its
representation is as follows:

Al
i,j,k = f Zl

i,j,k

� �
: ð5Þ

After exporting the aggregate level features to the aggre-
gate level, the output feature matching is moved to a concen-
trated level, the function is selected, and the information is
filtered. The pooling layer contains the default pooling func-
tion [19]. The function of this function is to use the mapping
of adjacent regions to create statistics. The steps of selecting
the pooling area are the same as the mapping characteristics
of the convolution kernel and are controlled by the concen-
tration, step length, and filling.

Lp pool is a type of pooling model which is aroused by the
hierarchical construction in the sense of sight cerebral cortex,
and its form is as follows:

Al
k i, jð Þ = 〠

f

x=1
〠
f

y=1
Al
k s0i + x, s0 j + yð Þp

" #1/p
: ð6Þ

In the formula, the step size s0 and pixel ði, jÞ have the
same meaning as the convolutional layer, and p is a prespeci-
fied parameter. When p = 1, Lp pooling takes the average
value in the pooling area, which is called mean pooling; at
that time, Lp pooling takes the maximum value in the area,
which is called maximum pooling.

Random pooling and blending pooling are all develop-
ment of the concept of pooled Lp. Random pooling stochastic
chooses values within the pooling range on the basis of a spe-
cially appointed probability distribution, so that the specific
nonmaximum signal stimulus enters the next stage of con-
struction. Pooling concentration may be indicating a linear
combination of maximum and average pooling.

Al
k = λL1 Al

k

� �
+ L∞ Al

k

� �
, λ ∈ 0, 1½ �: ð7Þ

According to research, compared with average pooling
and maximum pooling, mixed pooling and random pooling
have a normalization function, which is beneficial to avoid
overconfiguration of the group neural network.
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2.2.3. Output Layer. In a convolutional neural network, the
upper end of the output layer is generally a fully connected
layer, which is the same as the traditional neural network
algorithm. In the process of image classification, it is gener-
ally necessary to use mathematical logic functions or use nor-
malization methods to add complete classification labels; in
the field of object recognition, the design of the output layer
is very different, which can be divided into coordinates,
dimensions, etc.; in semantics segmentation, only pixel clas-
sification is required [20].

The output layer expression of convolution neural net-
work is as follows:

ylij = σ xlij
� �

: ð8Þ

If the input is represented by x1, x2,⋯xn, the detailed cal-
culation process of convolution neural network is as follows:

o lð Þ
i = xi, l = 1

O Cð Þ
i = ω

lð Þ
ij

� �
∗ o l−1ð Þ

i + b lð Þ
i

� �
Ol
i = σ oli

� �
, 2 ≤ l ≤ n

8>>>><
>>>>:

9>>>>=
>>>>;
: ð9Þ

2.3. Sociological Theory of Group Behavior. Sociologists and
social psychologists have conducted in-depth research on
group behavior very early and have reached systematic con-
clusions as shown in Figure 1. The French sociologist Gus-
tave Le Pen proposed the infection theory in 1896.
Regarding a group as an individual with a collective will,
the ability to stimulate an individual group is incompatible;
that is to say, gaining power from a simple person, infection,
rapid spread of new ideas, and similar infections are three
factors. It spreads between people and is easy to get infected.
According toMr. Rupe, in a group, people’s thinking can eas-
ily be reduced to low-level activities. It is easy to accept the
actions and attitudes of other people in the group and pas-
sively imitate [21].

In abnormal action theory, this theory was considered by
the participants to be a group action caused by the partici-
pants’ violation of social rules and the belief that there was
no normal action and was praised by the participants. At
the same time, as a member of a group, individual abnormal
behavior can avoid severe punishment. Such a social environ-
ment provides a destructive environment for action, and
many people will inevitably gather together to produce the
same reaction, leading to an explosive increase in collective
action [22].

In emergency theory, this theory believes that the actions
of a group are generated for the purpose of discovering rules.

Group

Real group

Experimental groups

Hypothetical groups

Natural group

Large groups Small groups

Unorganized group Organized groups Emerging groups collective

Figure 1: Structure of group theory.
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Someone guides their actions and unifies the actions of the
entire group. Such rules are not general social rules, but they
will be temporarily overwhelmed when the masses become
emotional. These rules will guide people to deal with unex-
pected situations at the time. This theory denies the infection
theory and believes that group actions occur based on the
knowledge of participants. People recognize the code of con-
duct in emergency situations and replace the expansion of
feelings with common sense [11].

In convergence theory, this theory believes that people
in this group will see things the same and have the same
tendency to act. This tendency also contacts [23]. In social
comparative theory, this theory is the main benchmark for
others to evaluate and verify their own abilities and opin-
ions. This is a simple concept and an overall relationship
of use within a group. Actions between social groups are
more scientific.

3. Experiment on Social Group Behavior
Analysis Model Integrating Multitask
Learning and Convolutional Neural Network

3.1. Construction of a Social Group Behavior Analysis Model
Based on Convolutional Neural Networks. The linear convo-
lutional layer and the multilayer MLP receptor together form
a mlpconv layer, and only a part of the input information in
the range domain is needed to obtain the corresponding fea-
ture vector [24]. The process of acquiring the feature infor-
mation of the target by the mlpconv layer is to use a large
number of nonlinear activation functions to perform algo-
rithmic calculations, to integrate the feature information
and output it into a feature map, and then to perform the
next feature input cycle process and then uses function map-
ping until it enters the next level.

One of the biggest advantages of convolutional neural
network is that it has local characteristics. It can effectively
separate in a complex background to obtain effective fea-
ture information of the target, and it can automatically
complete multitask learning and deep learning goals and
respond to background changes. The same is true for
aggressive goals.

When training the plug-in network model, the weights of
the mlpconv full neural network model including a single
layer are first divided, and then, the entire neural network
is trained. The entire PV update process ends. Then, connect
to the second layer of mlpconv. The entrance of the second
layer of mlpconv is the exit of the first layer of mlpconv. First,
initialize the weights of the second layer of mlpconv and then
train the entire neural network. After the entire training pro-
cess is completed, lpconv will be notified of the second layer
weight. When adding a newmlpconv level, perform weighted
initialization, comprehensive neural network training, and
weight update according to the above procedures.

In addition, the combination of convolution calculation
and BN technology can make the nonlinear unit generate a
relatively stable distribution, thereby achieving the combined
effect. Add the BN operation to the nested mlpconv layer,
and the calculation method of the feature map in the model

is as follows:

f 1i,j,k1 = max BN W1T
k1
xi,j + bk1

� �
, 0

� �
, ð10Þ

f 2i,j,k2 = max BN W2T
k2
f 1i,j + bk2

� �
, 0

� �
, ð11Þ

f ni,j,kn =max BN WnT
kn
f n−1i,j + bkn

� �
, 0

� �
: ð12Þ

In formulas (10)–(12), BN (g) is the BN layer, the posi-
tion of the pixel in the feature map is represented ði, jÞ, the
input xi,j blocks with the pixel as the center ði, jÞ, etc., are
the channel numbers in the feature map, and n is the number
of MLP layers. Figure 2 is a flow chart of a convolutional neu-
ral network.

3.2. Pooling Model Design

3.2.1. Classic Pooling Model. The most commonly used in
classic pooling models is average pooling and maximum
pooling models. Average pooling is to take the average value
on the calculation result of the algorithm and use it as the fea-
ture value in the subsampling; the maximum pooling is to
take the maximum value to complete the pooling process.

The algorithmic expressions of average pooling and max-
imum pooling are as follows:

Sij =
1
c2

〠
c

i=1
〠
c

j=1
Fij

 !
+ b2, ð13Þ

Sij = maxc
i=1,j=1

Fij

� �
+ b2: ð14Þ

In the above formula, F is the feature map matrix, the
pooling area range is c∗c, the offset is b2, and the final sub-
sampling feature map is S.

3.2.2. Improved Intermediate Model. The classic pooling
model has several disadvantages. For example, it cannot best
extract the features of the target, and the use of the maximum
value instead of the feature value will also have a certain
weakening effect, which is not conducive to improving the
accuracy of the model. Therefore, in view of the shortcom-
ings of the classic pooling model, two improved models are
proposed, namely, the maximum two-mean pooling method
and the median pooling method.

The formula of the maximum two-mean pooling method
is as follows:

Sij =
1
2 sumc
i=1,j=1

M2 Fij

� �
+ b2: ð15Þ

This formula can extract the two largest values from the
pooling domain for summing.

The formula of the median pooling method is as follows:

Sij =
T
2 + b2, ð16Þ
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T = 1
c2

〠
c

i=1
〠
c

j=1
Fij

 !
+ maxc

i=1,j=1
Fij

� �
: ð17Þ

This algorithm is a compromise algorithm, which can
minimize the damage of model accuracy and reduce errors.
It is suitable for general image algorithms.

3.2.3. Dynamic Adaptive Pooling Model. The purpose of
optimizing output characteristics is to improve output
pooling. In the whole process of learning neural network
union, various feature maps and concentrated areas will
be created. This is a feature that is difficult to focus on
patterns and patterns, and it is difficult to achieve a satis-
factory result [25].

Start

The structure of
convolution neural

network is established

Initialize network

Set the number of
iterations and training

amount of sample batch

Are all iterations
completed? 

Is the training batch
reached?

Is the forward
process completed? 

Image convolution

Feature sub sampling

Draw the mean
square error curve 

Is error calculation and
directional propagation

completed?

Calculation error and
mean square error 

Error direction
propagation 

Calculate the gradient of
feature extraction layer 

Do you want to complete
weight modification and

model update?

Modify weight

Update model

Detection model accuracy

End

Yes

Yes

Yes

Yes

Yes

No

No

No

No

No

Figure 2: Flow chart of convolution neural network.
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In order to be further optimized on the traditional
pooling model, this paper proposes a dynamic adaptive
pooling model based on the maximum pooling algorithm.
The advantage of this model is that compared with the
traditional pooling model, it is more flexible and can make
dynamic adjustments according to different feature values
and different pooling content to adapt to the pooling
model and optimize the pooling process. If there is only
one pooling value in the existing pooling area, then this
value is the maximum value, which can indicate its char-
acteristics; if all the eigenvalues in the pooling area are
the same, the maximum value is still taken as the eigen-
value. Therefore, after understanding the calculation pro-
cess of the maximum pooling algorithm, a corresponding
mathematical function model can be made.

Set as the pooling factor, the dynamic adaptive pooling
algorithm function can be expressed as follows:

Sij = μ max
i=1,j=1

Fij

� �
+ b2: ð18Þ

This type is a basic expression of the possibility of adap-
tive algorithms. The essence is to use the pooling coefficient
m to optimize the maximum concentration algorithm.
Through optimized performance, functions can be expressed
more accurately. Other parameters are set according to the
parameters of the maximum pooling model.

μ = ρ
a νmax − að Þ

νmax
2 + θ: ð19Þ

In formula (14), a represents the average value of all ele-
ments except the maximum value, which Vmax is the maxi-
mum value, θ represents the correction error term, and ρ
represents the characteristic coefficient. The specific mathe-
matical formula is as follows:

ρ = c

1 + nepo − 1
� �

cn
2
epo+1

, ð20Þ

where nepo is the number of iterations during training.
According to the maximum pooling to improve and opti-

mize the dynamic adaptation pooling, the input part of the
maximum pooling model is the core of the two-
dimensional item feature table and correlation. Use 4 differ-

ent convolution kernels, such as matrices with weights A =

1 0
0 0

" #
, B =

0 1
0 0

" #
, C =

0 0
1 0

" #
, and D =

0 0
0 1

" #
, to

convolve the input feature maps to obtain the convolution
results corresponding to 4 different values in the pooling
domain.

4. Social Group Behavior Analysis Model
Integrating Multitask Learning and
Convolutional Neural Network

4.1. Social Group Behavior Model Based on Multitask
Learning and Convolutional Neural Network. This experi-
ment was carried out in the MATLAB environment. Related
procedures include the process of data acquisition system,
data processing process based on a complete neural network,
and data classification process.

Model data parameters are shown in Table 1.
In 3.0GHz CPU, 64-bit Windows 7 software operating

system, MATLAB2016a, and Open CV were selected as the
development tools, and then, the simulation experiment

Table 1: Model parameter design.

Parameter Value

Learning rate 0.001

Learning strategy “inv”

Energy 0.75

γ 0.01

Maximum number of iterations 2000000

Impulse 0.9

Weight attenuation 0.05

Optimization mode Adam

Table 2: AUC and EER are frame and pixel level comparisons on
ped1 (UCSD data set).

Algorithm
Ped1 (frame) Ped1 (pixel) Ped2 (frame)
EER/% AUC EER/% AUC EER/% AUC

TCP 8 0.967 38 0.632 18 0.817

AMDN 17 0.922 40.2 0.662 18 0.918

Motion energy 23 0.811 56 0.590 22 0.913

ST-CNN 24.5 0.861 38.6 0.881 25.6 0.853

Ours 7.6 0.961 35.3 0.686 16.3 0.932

0
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40

50

60

TCP AMDN Motion energy ST-CNN Ours

Ped1(frame)EER/%

Ped1(pixel)EER/%
Ped2(frame)EER/%Ped1(frame)AUC

Ped1(pixel)AUC

Ped2(frame)AUC

Figure 3: AUC and EER are frame and pixel level comparisons on
ped1 (UCSD data set).
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was carried out. In order to achieve the purpose of verifying
the effectiveness of the algorithm, the reference data sets
commonly used in the recognition investigation of multiple
actions are selected in this article, namely, the UCSD data
set and the UMN data set. These two data sets cover all
extractable group behavior actions. In the simulation experi-
ment, a quantitative evaluation method is used, and the eval-
uation indicators select AUC, EER, and calculation time
parameters.

4.1.1. Experimental Results on the UCSD Data Set. The USCD
data set was produced by the University of California, San
Diego. The data set is collected through the camera as the
medium.

The camera is selected to be able to observe the side-
walk at a specified height, mainly to collect social group
behaviors that occur under natural conditions. In this
paper, we choose TCP model, AMDN model, energy
motion model, spatial neural network model, chaos model,
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0.922

0.811

0.861

0.961

0.632
0.662

0.59

0.881

0.686

0.817

0.918
0.913

0.853

0.932
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TCP AMDN Motion energy ST-CNN Ours

Ped1(frame)AUC
Ped1(pixel)AUC

Ped2(frame)AUC

Figure 4: AUC comparison of five algorithms on data subset.

Table 3: AUC and EER for frame and pixel level comparisons on
UMN data sets.

Algorithm
Frame-level

EER/% AUC Time/s

TCP 3.3 0.987 0.33

Motion energy 4.2 0.988 0.08

ST-CNN 3.8 0.997 0.48

Commotion 3.2 0.987 0.35

Ours 3.2 0.991 0.22

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

TCP Motion energy ST-CNN Commotion Ours

EER/%
AUC
Time/s

Figure 5: AUC and EER for frame and pixel level comparisons on
UMN data sets.

Table 4: The relationship between the number of prototypes and
accuracy.

Number of prototypes Accuracy Precision Recall F1 TNR

50 98.6 98.6 98.6 98.6 99.7

100 99.1 99.1 99.1 99.1 99.9

150 98.6 98.7 98.6 98.6 99.7

200 98.6 98.6 98.6 98.6 99.7

250 98.1 98.1 98.1 98.1 99.6
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and other algorithms to achieve a better recognition rate
in the above database. The source of the total data is
divided into ped1 and ped2. These two subdata sets store
100 scene videos. Each video is subdivided into approxi-
mately 200 frames of video clips with a pixel resolution
of 160∗249 and 250∗368 pixel.

The effectiveness of the algorithm needs to be verified
through the UCSDped1 and UCSDped2 data sets. It can be
seen from Table 2 that on the UCSDped1 data set, when
frame-level metrics are used, the EER of the ST-CNN algo-
rithm used in this paper is 24.5% and 38.6%, and the AUC
values are 0.861 and 0.881; when pixel-level metrics are used,

Table 5: Comparison of deep learning method and nondeep learning method on classified data sets.

Accuracy Precision Recall F1 TNR

Nondeep learning method

LapRLS 0.635 0.534 0.548 0.667 0.917

KSRC 0.831 0.792 0.853 0.814 0.954

mSRC 0.877 0.844 0.923 0.872 0.963

MCMI-AB 0.618 0.595 0.574 0.564 0.898

mcSVM 0.684 0.698 0.578 0.577 0.922

ESRC 0.801 0.731 0.885 0.778 0.941

Deep learning methods

CNN+ SVM 0.969 0.969 0.969 0.969 0.993

CNN+mi-SVM 0.988 0.989 0.988 0.988 0.998

CNN+MI-SVM 0.982 0.982 0.982 0.982 0.996

K-means 0.991 0.991 0.991 0.991 0.998

Random 0.976 0.976 0.976 0.975 0.995
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the EER index of CNN is 25.6%, and the AUC evaluation
index is 0.853.

It can be seen from Figures 3 and 4 that in the UCSDped1
data set, if framework-level metrics are used, the EER of the
paper’s algorithm will decrease, and the AUC evaluation will
be greatly improved. When using pixel level measurement,
the EER and AUC values show that the index improvement
effect is not good, but it is still higher than the other two
index algorithms. In the UCSDped2 data set, the frame-
level measurement scale is used for testing. The algorithm
in this paper is good for EEA and AUC scores, and the
AUC score is increased to 0.11.

4.1.2. Experimental Results on UMN Data Set. In addition,
the UMN data set has also been experimentally verified. Data
set is used in the first half and the second half. In this data set,
framework-level metric EEA and AUC evaluation indicators
are used to evaluate the performance of the algorithm. The
verification results are shown in Table 3.

As can be seen from Figure 5, the results of the algo-
rithm performance test using the EER and AUC evalua-
tion indicators below the framework level of the UMN
data set are as follows. The algorithm of this paper has
the same performance as the existing algorithm of AUC
rate index and other algorithms with higher performance
than EEA index. The algorithm time spent has been
improved.

4.1.3. The Effect of Adjusting the Number of Prototypes on the
Results. The research method used in this article needs to ver-
ify the influence of the number of prototypes on the effect of
group behavior division. The relationship between the num-

ber of prototypes and accuracy is shown in Table 4. The
number of prototypes in the experiment is set to 80, 100,
150, 200, and 250; it can be seen from Table 4 that the num-
ber of experiments is 100, which has the highest accuracy.
Therefore, in the subsequent experiments, the number is set
to 100.

4.2. Group Behavior Recognition Model Fusing Multitask
Learning and Convolutional Neural Network. We compare
and test the algorithm proposed in this paper and related
methods in five aspects: accuracy, accuracy, recall, F1 value,
and TNR. As shown in Table 5, they are all methods of man-
ually extracting features, as shown in Table 5. The data shows
that the highest accuracy index of traditional nondeep learn-
ing methods is 87.7%, which is much lower than the accuracy
of deep learning methods. In the deep learning method, CNN
combined with multitask learning methods are used, and the
accuracy values are greater than 95%.

It can be clearly seen from Figures 6 and 7 that compared
to traditional learning methods, the fusion multitask learning
method and convolutional neural network learning method
used in this paper have achieved better results. The algo-
rithms in the table are all for target monitoring, and for the
target recognition operation, the training mode adopts the
fully supervised form of multitask learning. From the data
results, the results of the new algorithm are all above 0.95,
and the effect is very good.

We divide social group behaviors into five types of behav-
iors: aggression, prejudice, conflict, cooperation, and obedi-
ence. The following three graphs are the comparison
diagrams of the classification data effects of the five types of
group behaviors on various indicators. As shown in
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Figure 9: Comparison of recall rate data of CNN algorithm in social group behavior analysis.
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Figure 8, the accuracy of the five behaviors in each test
method is greater than 85%. Among them, the accuracy of
the attack behavior and the compliant behavior using the
CNN combination method is higher, reaching more than
95%.

As can be seen in the above two figures, using the CNN
joint method, the recall rate and F1 value of the observation
results of the five group behaviors are clearly contrasted. In
Figure 9, the recall rate of each method of attack and obedi-
ence has reached 100%, but the overall recall rate of biased
behavior is very low, of which CNN/SVM is only 92%. In
Figure 10, the F1 values of prejudice, conflict, and coopera-
tion are continuously improved by using four methods. The
conflict is extremely obvious. The F1 value of CNN/SVM is
0.981, and the value of CNN/mi-SVM and CNN/MI-SVM
is 0.981. The values are the same; both are 0.985, and the
F1 value of K-means reaches 100%. It can be seen that the
algorithm used in this paper has achieved good results in
the study of social group behavior.

It can be seen from Table 6 that the overall accuracy of
the recognition of group behaviors integrated with deep
learning is very high, and the corresponding reaction behav-
iors can be fully made in the process of cross-experiment.

Table 6 shows the comparison between the traditional
neural network model, the MVP model, and the convolu-
tional neural network model in terms of testing algorithm
accuracy and cross-validation accuracy. Comparing the accu-
racy of the experimental algorithms of the three models, it
can be seen that the experimental accuracy of the convolu-
tional neural network method is as high as 92.10%, which is

much higher than the other two experimental methods.
Therefore, modeling based on convolutional neural network
is more suitable for multifeature-based modeling. Through
the model analysis of group behavior. The cross-validation
accuracy is also significantly higher than traditional neural
networks and MVP, reaching 84.5%.

5. Conclusion

This paper mainly studies the social group behavior analysis
model that combines multitask learning and convolutional
neural network and consults a large number of references
and in-depth study of convolutional neural network, multi-
task learning, and group theory-related content. This paper
constructs a social group behavior analysis model and a
dynamic adaptive pooling model based on convolutional
neural networks and makes full use of the advantages of con-
volutional neural network algorithms to analyze social group

Table 6: Accuracy comparison of three common behavior
recognition models.

Machine learning
algorithm

Test set accuracy
(%)

Cross-validation
accuracy (%)

Traditional neural
network

52.12 65.82

MVP 58.19 75.54

Convolution neural
network

92.10 84.5
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behaviors. Combining multitask learning and convolutional
neural networks can already extract the deep-level features
of foreground moving targets, and the improved convolu-
tional neural network reduces the acquisition of redundant
information.

The innovation of this paper is that it adopts a combina-
tion of quantitative and qualitative methods, which is well
reflected in the convolutional neural network model in the
fourth part of this paper. The method of combining theoret-
ical analysis and empirical research is used to establish model
analysis. While using experimental data to explain the prob-
lem, this method runs through this article. The complete
convolutional neural network of this experiment can obtain
effective feature information of social group targets and avoid
the collection of redundant information. The experiments of
UCSD and UMN show that the convolutional neural net-
work algorithm can optimize the calculation time and learn-
ing time to the greatest extent, which is very suitable for
social group behavior analysis. The innovation of this paper
is to combine multitask learning and convolutional neural
networks with group behavior research in the field of psy-
chology, which shows the development and application of
the Internet of Things in behavior research cognition.

The disadvantage of this article is that due to the limita-
tions of actual conditions, the number of samples collected
is small, and the sample results need to be more standardized;
the convolutional neural network itself has the defects of
translation invariance and back propagation, which has a
certain impact on the data parameters.
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Children’s product packaging is also gaining more and more attention from the society as the hope of the future of the homeland
and the most interested groups of the society. However, the current packaging design for children’s products is uneven and lacks a
good user experience. Therefore, the packaging design of children’s products needs to be improved urgently. Therefore, this article
uses big data and machine learning technology to first investigate the packaging preferences of children’s products, and on this
basis, designs a product packaging style that is more in line with the current children’s preferences and needs, which provides a
reference for subsequent related research. In order to find out the preference of children’s product packaging under big data
machine learning, this article uses the literature method, questionnaire survey method, interview method, experimental method,
and other research methods to conduct research on the basis of previous research. The results of the study show that the
packaging preferences of children and parents for children’s products are mainly affected by the color, type, and material.
Children’s products of different colors have different attractiveness to children of different ages, and the difference can reach
more than 20%. Parents’ children’s products are mainly affected by the materials and uses of the products, and products that are
useful for children’s education and growth are more favored by parents. This shows that if companies want to increase the sales
of children’s products, they need to consider the ideas of children and parents at the same time to achieve their goals.

1. Introduction

In recent years, with the development of the society, the
number of children’s products has been increasing in the
consumer market and competition is intensifying. As an
important visual element of packaging, modeling plays an
important role in the design of packaging for children’s prod-
ucts [1]. By investigating the current situation of children’s
product packaging in the domestic and foreign markets, it
is analyzed and found that children’s product packaging
has a trend of simplification. In response to this situation,
the application of bionic elements to the packaging of chil-
dren’s products for redesign has not only met children’s psy-
chological needs but also played a certain degree of interest.
In this context, this article combines the bionic design theory
to design the packaging of children’s products [2]. Use liter-
ature research method, design practice method, case investi-
gation method, and induction verification method for
analysis and research. This article combs the consumption

characteristics of children and parents and analyzes the rela-
tionship between bionic elements and the packaging of chil-
dren’s products. According to the theory of the bionic design,
this article is dedicated to summarizing the methods and
principles of the bionic design [3].

The problems of modern children’s product packaging
design have long gone beyond pure sex and physicality. The
psychological effects, humanities, and cultural connotations
implicit in packaging have long been radiated from the inside
out [4]. Packaging is a combination with sociology and aes-
thetics and has a trend of scientific life and folklore develop-
ment. The beauty embodied in the packaging of children’s
products not only represents new culture, new information,
and new vitality but also embodies the public welfare and
contemporary flavor of the product packaging culture. Rela-
tively speaking, under the influence of the commercial atmo-
sphere of chasing interests and reputation in modern society,
packaging of children’s products has gradually become a
means for businesses to invest and make profits. Therefore,
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potential product safety hazards have appeared in the pack-
aging design of children’s products. How to make good use
of the role of various elements in product packaging design
to promote children’s physical and mental development
and eliminate potential safety issues as much as possible
has gradually become a modern packaging design for chil-
dren’s products, an important task [5].

Among the foreign children’s product packaging, the
current situation of children’s product packaging design is
relatively comprehensive compared with domestic develop-
ment. Kent MP takes advantage of this color rule, starting
from the colors of children’s preferences, choosing colors
with strong contrast, high brightness, and brightness as the
main colors of children’s product packaging, increasing the
popularity of products, and promoting sales [6]. Signal LN
believes that the most innovative and attractive products
can be designed through the rich, vivid, and interesting
expressions displayed by the graphics. The graphics can
directly express the information of the product and will
increase the interest of the packaging [7]. In China, Li Yibin
proposed that more attention should be paid to the design
function of packaging. Continuously developing, creating,
and innovating design concepts and ideas, while accurately
conveying product packaging information, can not only
guide new consumption concepts but also continuously
acquire, inspire, and use new ideas, which will subtly influ-
ence the development of children’s minds [8]. Yang Xianyi
explored and analyzed the art design from different perspec-
tives such as design history, morphology, and aesthetics. He
examined and evaluated the influence and significance of
the design from multiple angles and all rounds. However,
he did not discuss the specific methods of design in detail.
The research in this paper provides directions [9]. Zhao
Tingting studied the “color,” “function,” and “texture” of dif-
ferent organisms and found relevant design elements that can
be applied to food packaging and to better imitate and apply
natural elements in food packaging. Make food closer to
nature. From the imitation of food packaging, summing up
consumers’ aesthetic concepts, it points out the development
direction of food packaging and bionics [10]. The problems
faced by the packaging design of children’s products in China
are mainly ignoring the thoughts of children’s inner world,
not observing things from their perspectives and extracting
them for use in the design.

Through the research on the market of children’s food
packaging and the collection of relevant literature, this paper
finds that there are relatively few studies on the design of
children’s food packaging. Many academic papers and
monographs have carried out research on the colors and
graphics of children’s food packaging. Although the research
on children’s food packaging design has provided a lot of spe-
cific academic theoretical knowledge, it has not made a
design performance for children’s food packaging and pro-
posed a detailed and systematic methodology. Taking the
design system of design methodology as the starting point,
combined with relevant theoretical knowledge of the design,
aesthetics, etc., an in-depth design analysis of children’s food
packaging shapes was carried out and practical operability
and detailed design techniques and principles were summa-

rized and summarized for children’s food The design of the
packaging shape provides a reference.

2. Preference Design Methods for Children’s
Product Packaging

2.1. Children’s Products. With the rapid development of the
times, packaging has gradually become a bridge between
goods and consumers. The design embodied in packaging is
no longer satisfied with its most basic functions and people’s
consumption in food, clothing, housing, and transportation
is gradually increasing. The ground is based on the user expe-
rience [11, 12]. Due to the rapid development of high tech-
nology, people have been unable to obtain the slowly
missing emotional needs and user experience from the pure
“you design and I use” product design concept. In short, its
packaging can no longer provide consumers with real user
experience and psychological satisfaction. Nowadays, pack-
aging designed based on user experience is increasingly
attracting more consumers to buy for the experience. The
humanistic thinking brought about by design concepts that
are easily accepted by society and enterprises can pave the
way for the product packaging design that emphasizes the
emotional market in the future. As people’s consumption
consciousness strengthens and they pursue spiritual needs,
a design trend that focuses on aesthetics and uses feedback
information from experience to design more humane prod-
ucts has gradually emerged. This design trend can allow peo-
ple to find their own emotional outlet and enhance the user
experience that they obtain when using the product [13].

At the same time, as the society pays more and more
attention to the special group of children, the packaging of
children’s products has followed that people’s attention to
the packaging of children’s products has also increased. Chil-
dren’s physical and mental development is very important;
they have their own unique ability to perceive things and
ways of communication [14, 15]. Therefore, compared to
other types of product packages, designers need to make spe-
cific plans for packaging designs for children’s products. On
the basis of children’s user experience, use their feedback
information to make targeted and planned improvements
and then implement them and get some real and very helpful
feedback information from users to further improve the
design of product packaging to attract more children, satisfy
their curiosity to a greater extent, bring unforgettable experi-
ences, make them have fun, develop their intelligence, and
satisfy their physical and psychological needs [16].

Although color is one of the powerful design languages
that directly attract children’s attention, at the same time,
graphics also play an indispensable role. Graphics also make
up a large proportion of the packaging of children’s products
and are also part of the designer’s focus on the design.
Graphics can directly represent product information, adding
interest and personality to the package [17]. Through the
rich, vivid, and interesting expressions shown by the
graphics, the most novel and attractive products are
designed. We investigated the packaging design of some pop-
ular children’s products, as shown in Figure 1.
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In addition to the two design languages of color and
graphics, designers are also good at using the packaging
structure. The packaging structure of children’s products
plays an obvious auxiliary role in improving user experience
and increasing interest. Children are more sensitive than
rational when choosing their favorite products. In addition
to bright colors and interesting patterns, the cute and inge-
nious structure is also one of the powerful weapons that
can attract their attention.

2.2. Big Data. The development of the big data industry is
closely related to big data and its applications. Although it
originated from industry practice, academic research on the
“big data industry” lags far behind the development of prac-
tice [18]. From a domestic perspective, the current research
on the big data industry is mainly based on government
industrial policies and plans, industrial development sugges-
tions, comparisons of domestic and foreign big data indus-
tries, and industrial development influencing factors. There
is a lack of appropriate theoretical perspectives on the inter-
nal big data industry. Research on constituent elements and
governance mechanisms; from a foreign perspective,
although there are not many related studies, scholars have
begun to discuss the big data industry from the perspective

of business ecology. Big data is generally achieved through
the following methods.

ma = 〠
n

b=1
λabϑab: ð1Þ

Among them, mab is the individual’s contribution to the
overall degree of ordering and λab is the weight of each order
parameter. Therefore,

y kT + tið Þ = 1
α zð Þ〠

r

j=1
βij zð Þ�u kT + t j−1

� �
+ v kT + tið Þ, ð2Þ

which can be transformed into

α zð Þ = 1 + α1z
−1 + α2z

−2+⋯+αnz−n, ð3Þ

βij zð Þ = β0
ij + β1

ijz
−1 + β2

ijz
−2+⋯+βn

ijz
−n: ð4Þ

Its function sðkT + ti−1Þi = 1, 2,⋯, r − 1 is to move the
sampling signal sðkT + ti−1Þ in time backward by 1 nonuni-
form sampling interval, and a new transfer function model
is proposed:

(a) (b)

(c) (d)

(e) (f)

Figure 1: Popular children’s product packaging.
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y kT + ttð Þ = Bi δð Þ
Ai δð Þ �u kT + tið Þ + v kT + tið Þ: ð5Þ

Big data ecology can be divided into three levels: microle-
vel core value chain, mesolevel extended value chain, and
macrolevel big data ecology [19]. Among them, the core
value chain is centered on the data value chain, including
direct data suppliers and data value distribution channels;
the extended value chain is centered on the core value chain,
consisting of providers, data markets, data suppliers’ sup-
pliers, complementary data products, service providers, and
direct data end users. The macrolevel big data ecosystem
mainly refers to some related organizations in the periphery,
such as government agencies, regulatory agencies, investors,
venture capital & incubators, industry associations, aca-
demics and research institutions, standardization organiza-
tions, start-ups, and entrepreneur groups, as well as various
other competitors, stakeholders, and peripheral members.
The recommendation algorithm through big data is shown
in Figure 2.

For the big data ecology, the diversity of members is cru-
cial [20]. Diversity is an ecological concept. Various organ-
isms in the ecology play different important roles in the
environment. Many complete food chains and complex food
webs have been formed between species and species and
between organisms and the environment. The circle consti-
tutes a virtuous circle of material and energy flow. Once the
food chain is broken, the function will not be able to perform
normally. Similar to the natural ecology, diversity is also
indispensable to the big data business ecology: first, the diver-
sity of members plays a buffer role for its response to envi-
ronmental uncertainty; second, the value creation of
diversity on the big data business ecology is of great benefit.
For example, in order to build a data-centric business ecosys-
tem, Alibaba has successively invested or acquired many
Internet companies with a large amount of high-quality data,
such as Sina Weibo and Didi Chuxing. This has played a
huge role in the creation of ecological value; third, diversity

is a prerequisite for self-organization of the big data business
ecology [21].

2.3. Machine Learning. The research object of machine learn-
ing is how to make machines have the same judgment ability
and intelligence as humans. Its goal is to use various data to
train machines. By improving algorithms and data struc-
tures, the machine can continuously improve its own analysis
and prediction capabilities [22, 23].

The so-called machine learning is based on a lot of past
and post experience for predicting problems. This type of
prediction includes classification and regression problems.
It is committed to solve the problem of using a lot of experi-
ence to improve the performance of the entire predictive sys-
tem, so that it can successfully complete the task andmeet the
target requirements. Due to the huge amount of calculation
required for machine learning, it is unrealistic and impracti-
cal to rely solely on people to calculate, so the help of com-
puters is needed [24]. In computer systems, what people
call “experience” is actually a set of disorganized data. What
machine learning needs to do is to use algorithms to generate
models from the appealed experience and then use the gener-
ative models to achieve what needs to be done.

Among the machine learning algorithms, the most
widely used judgment methods are the omission method,
crossvalidation method, and self-service method. The reten-
tion method is to divide the dataset into two mutually exclu-
sive subsets, which can be combined into a whole. The two
sets are divided into two parts: the verification set and the
learning set. The two sets must maintain the consistency of
the data distribution to prevent the introduction of addi-
tional errors and cause unnecessary errors in the final result.
When the omission method is used, it needs to be used mul-
tiple times, and then, the average value of the multiple results
is taken as the final result [25].

For a machine learning algorithm, in order to verify the
pros and cons of the algorithm, and whether the algorithm
can successfully solve people’s problems, it must pass the
evaluation and test of the model. Support vector machines

User behavior data

Recommendation
algorithm

User

User model

Recommended
object model

Provide personal
preferences

Collect personal
preferences

Provide
recommendations

Seek
recommendations

Figure 2: Recommendation algorithm composition.
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can be divided into linear support vector machines and non-
linear support vector machines. The advantage of linear clas-
sification advantage is that no sample data is required. The
formula is as follows:

f xð Þ = xwt + b: ð6Þ

w and b are obtained based on training data. For nonlin-
ear classification, part of the support vector (sample data) is
required, namely,

w = 〠
n

i=1
aiyixi: ð7Þ

Therefore, the expression of the nonlinear vector
machine is

f xð Þ = 〠
n

i=1
aiyiK xi, xð Þ + b: ð8Þ

In the formula, xi is the training data i, yi is the label value
of the training data i, and ai is the Langera day multiplier of
the training data i. The kernel function is

K x1, x2ð Þ = exp −
x1 − x2k k2
2σ2

� �
: ð9Þ

a, σ, and b are the values generated in the training data.
The σ adjustment can match different dimensions. The
smaller the value of σ, the higher the dimension. Under nor-
mal circumstances, the overall sample will be classified into
two categories—one is classified correctly and the other is
classified incorrectly. We call the ratio of the number of sam-
ples judged to be positive examples as negative examples to
the total number of samples as the “model error rate”. Once
a certain point is misclassified a lot of times, the weight
assigned to it will be high accordingly. Estimate a constant
value and minimize the loss function, and then,

f xð Þ = ag minc 〠
n

i=1
L yi, cð Þ: ð10Þ

The value of the negative gradient of the current model
loss function is used as the residual estimation value.

rmi = −
∂L yi, f xið Þð Þ

∂f xið Þ
� �

f xð Þ=f m−1 xð Þ: ð11Þ

The advance search method is used to estimate the value
of the leaf node area to minimize the loss function.

f m xð Þ = f m−1 xð Þ + 〠
i

i=1
cmiI x ∈ Rmið Þ: ð12Þ

Finally, we get the model that we need

�f xð Þ = f M xð Þ = 〠
M

m=1
〠
I

i=1
cmiI x ∈ Rmið Þ: ð13Þ

2.4. Design Features of Children’s Products. For children, it is
a very pleasurable thing to get a children’s food packaging
design that makes them “satisfied.” Children often have cor-
responding dependence or emotional sustenance on some
emotional and interesting small toys or small packages with
interesting structures around them. Directly speaking, the
psychological development of children may be affected by
the quality of children’s products. Designers must treat this
issue with caution. By consulting relevant materials, investi-
gating and researching small target users with meticulous
and cautious methods, and testing the product many times
before it can be put on the market, these are the necessary
design processes for the design of children’s products, as is
the emotional design process for children’s product packag-
ing. Therefore, its products must have the following
characteristics:

(1) It can improve children’s enthusiasm for life. Inno-
cent and lively, richly imaginative, and curious
beyond ordinary people are the nature of children,
and their inner world is very colorful. Every word,
every graphic, and even a color block on the packag-
ing of children’s products can cause emotional
changes and increase their concentration and curios-
ity. As children grow older, their emotional and cog-
nitive abilities will change significantly. Designers
need to pay attention not to bring negative emotions
into the packaging design of children’s products, let
alone use adult thinking to guess children’s psycho-
logical nature. Only a packaging design for children’s
products that is full of emotional design factors can
enhance children’s curiosity to explore the unknown
and allow them to face life positively

Not only in the packaging design of children’s products
but in the entire children’s products, fun is one of the indis-
pensable features. “Education and fun” is highly praised by
children’s education. Therefore, the packaging design of chil-
dren’s products should be colorful, in fun and attractive in
appearance, and can transmit knowledge.

(2) Simpler outer packaging structure compared with the
complicated structure of the outer packaging struc-
ture, children’s product packaging with a simple
appearance structure will be very popular with chil-
dren. They can easily explore the method of opening
the package and can quickly and easily reconcile the
packaging. The packaging generates interaction and
enters a state of happily enjoying the food. The sim-
ple structure of children’s product packaging can
help them improve their judgment and self-
confidence and obtain a very good user experience
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from it, which can also be further improved
emotionally

In summary, designers should have a correct and in-
depth understanding of children’s emotional cognition and
aesthetics, start with their operational capabilities and crea-
tivity, and combine the development trend of children’s
product packaging in the future society and carry out a sys-
tem from the perspective of children analysis and design,
combined with user experience feedback information to
design children’s product packaging with rich emotions and
good user experience.

3. Children’s Product Packaging Preference
Design Experiment

3.1. Research Purpose.Under the circumstances of much con-
cern, the society and the packaging of children’s products
have also given certain expectations. Based on ensuring the
safety of children’s products, it is expected that children’s
product packaging can incorporate more elements to
improve the quality and quality of children’s lives. Based on
user experience, conduct in-depth research on the design of
children’s product packaging and try to design children’s
product packaging that is more suitable for children’s lives
and actual needs and express the potential emotional expres-
sion contained in the design language of children’s product
packaging design. A detailed investigation and analysis have
also been carried out to provide a strong theoretical basis
for this article.

3.2. Research Objects. Currently, the direct audience for chil-
dren’s product packages is children. However, due to the
peculiarities of the children in this group, most buyers are
parents or elders of the child. Therefore, the user research
objects of children’s product packaging should not be limited
to children, but also their family members, especially their
parents.

Through the in-depth investigation and analysis of chil-
dren’s product packaging in the early stage, we are deeply
aware of the current situation of the use and demand of chil-
dren’s product packaging by children and their families, the
latest survey results of users’ purchasing needs. Through
the content of the questionnaire, it is possible to analyze the
problems existing in the packaging of children’s products
and the trend of user demand. The content of the question-
naire roughly includes how users choose children’s product
packaging and their expectations for future children’s prod-
uct packaging design.

3.3. Determine the Evaluation Weight. The index weight is a
numerical index indicating the importance and function of
the index. In the indicator system of the evaluation plan,
the weight of each indicator is different. Even if the indicator
level is the same, the weight is different. Index weight is also
called weight and is usually represented by a. It is a number
greater than zero but less than 1, and the sum of the weights
of all first-level indicators must be equal to 1, that is, satisfy-
ing the conditions 0 < a < 1 and ∑a − 1.

3.4. Statistics. All data analyses in this article use SPSS19.0,
the statistical test uses the two-sided test, significance is
defined as 0.05, and p < 0:05 is considered significant. The
statistical results are displayed as mean ± standard deviation
(x ± SD). When the test data obeys the normal distribution,
the double t-test is used for comparison within the group
and the independent sample t-test is used for comparison
between the groups. If the regular distribution is not suffi-
cient, two independent samples and two related samples will
be used for inspection.

4. Analysis of the Preference Design of
Children’s Product Packaging

4.1. Children’s Color Preferences. The use of appropriate
colors in children’s packaging can accurately convey the
information of the product and prompt consumers to buy
the product in the end. Through the investigation of children,
the age and color hobbies of children based on the investiga-
tion and research are shown in Table 1.

It can be seen in Table 1 that children in early childhood
like bright colors, especially colors with strong contrast and
some children’s love for bright colors can continue until ele-
mentary school. Among preschoolers, the three favorite
colors of boys are blue, yellow, and orange and those suitable
for girls are yellow, orange, and red. After entering school
age after six years old, the colors that boys and girls like
gradually have their own personalities. School-age boys like
orange, yellow, and light-blue. Girls like very light green
and orange. Therefore, when using product packaging
colors, it is necessary to conduct research on consumer
groups and design color packaging suitable for this group
of people. In order to verify the correctness of the results,
we surveyed 200 children and obtained relevant data, as
shown in Figure 3.

It can be seen in Figure 3 that the results of the experi-
ment are basically consistent with the data and the true valid-
ity of the data can be determined. Consumers of children’s
products are mainly children’s parents, but their personalities
and environments are different, and their consumption
habits are also different. Therefore, we have made statistics
on the purchase of children’s products by parents, as shown
in Table 2.

In Table 2, we can see that when parents buy products for
children, the main reason is that they feel that the products
are good for children’s development, followed by children
who want to buy and go shopping in the mall. This shows
that contemporary young parents also tend to consume more
rationally.

4.2. Children Choose Preferences. We have carried out statis-
tics on children’s preferences on toys and show children’s
preferences for different toys through the difference of educa-
tional toys. The specific toy choices are shown in Table 3:

We collect statistics on children’s preferences for these
five types of toys at different ages and quantify their pref-
erences for easy comparison. The results are shown in
Figure 4.
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In Figure 4, we can see that children of different grades
have different preferences for toys. On the whole,
preschool-age children prefer educational toys and maze
toys, while school-age children prefer construction toys. This
is also due to the nature of the children. We combine colors
and types of toys to investigate their attractiveness to chil-
dren. The attractiveness to children is shown in Figure 5.

It can be seen in Figure 5 that children’s preference for
red toys is higher than other colors and yellow toys are the
least attractive to children and the gap between the two is

more than 30%. This shows that, for children, the production
of products according to different colors can well grasp the
preferences of children and increase the sales volume of the
company. Of course, the way parents and children think is
not the same. If companies want to increase sales, they must
not only target children but also understand the parents’
thoughts. Therefore, we have also conducted relevant surveys
on parents’ preferences for children’s products, as shown in
Figure 6.

In Figure 6, we can see that there is a certain difference
between parents and children’s preferences for colors and
materials. When companies produce children’s products,
they need to conduct related investigations on the
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Figure 3: Trends in children’s product selection.

Table 2: Parents’ purchase of children’s products.

Options Proportion (%)

Child requirements 15.92

Feel good for development 50.03

Other children playing 3.81

Children birthday 8.8

Holidays 6.6

Introduction 1.01

Advertising 1.05

Random to see 12.4

Table 3: Preference materials for the selection of educational toys.

Toy number Class concept Specific toys

1 Building class Building blocks

2 Puzzles Animal jigsaw

3 Pairing Number letter

4 Rubik’s cube Rubik’s cube

5 Labyrinth Planar magnet maze

Table 1: Children’s color preference.

Age ranking Gender 1 2 3 4 5

Early childhood (2–6 years old)
Male Blue Yellow Orange Powder —

Female Yellow Orange Red Purple Yellow-green

School age (6–12 years old)
Male Orange Yellow Blue-green Yellow-green White

Female Light green Orange Yellow Canary White
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preferences of parents and children to clarify the target cus-
tomers of their products, good to increase product sales.

5. Conclusion

Modern children’s product packaging design is a compre-
hensive design subject art, and it is no longer a simple pack-
aging design application. Related aspects include surface
modeling art, material art, text, and graphic design art. The
psychological effects and humanity and cultural implications
of the packaging itself radiate from within the product itself.
This article takes child consumers as the main target and
starts from how the emotional design of children’s product
packaging can more successfully enhance the user experi-
ence. Transform the current children’s product packaging
that lacks emotional color and interactivity into an emotional
packaging design for the purpose of satisfying children’s user
experience. There are also some shortcomings in the
research of this paper. In the research, there is not too much
attention to the application of green packaging in the emo-
tional design of children’s products and there is a problem
of low attention to the packaging of children’s green prod-
ucts. The user experience design in children’s product pack-
aging has not been fully developed, and some entry points
are still very vague. It is necessary to increase the study
and work in the future and work hard to research and pro-
pose better solutions.
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In real life, because of the uncertainty of risk, incomplete information, perceived cost, and other factors, there are irrational
behaviors in the decision-making power of consumers, so it is of great practical significance to study the decision-making power
of consumers in the choice of countermeasures and personalized product recommendation. The purpose of this paper is to
analyze the decision-making power of consumers based on the BP neural network and fuzzy mathematical model. First, the
basic theory of artificial neural network and the concepts of set theory and fuzzy reasoning of fuzzy mathematics are described.
Second, the behavior prediction model with the equal emphasis on rationality and irrationality and the integration of artificial
neural network and fuzzy mathematics are constructed. The comments of a certain mobile phone are selected as the
experimental objects to analyze the decision-making reasoning and prediction of individual consumers in the network and the
decision-making reasoning of group consumers in the network, the experimental results show that through Mamdani reasoning,
behavioral intention = 5:72. Through the fuzzy set processing, it is finally determined that the consumer’s purchase intention is
close to the VT mode, which is “very inclined.” In the first method, the user’s recognition rate of product C1 is 82%, and in the
second method, the user’s recognition rate is 55%. The comparison of the two methods is in line with the expectation. The first
method extracts the user’s emotion and evaluation information from the comments, fully considers the personalized needs of
consumers, and is closer to the prediction results of the system.

1. Introduction

With the rapid development of e-commerce, many con-
sumers begin to choose to consume online. Because of the
virtual, interactive, convenient, and word-of-mouth commu-
nication of online consumption, the role of irrational factors
is more prominent. At the same time, people’s ability in
learning, thinking, and action is limited. Psychology and
emotion play a great role in purchase intention and behavior.
Therefore, it is necessary to fully consider the irrational emo-
tion in the prediction of online consumers’ decision-making
power. Online consumers often describe their opinions and
feelings about the purchased goods or services through
online comments, and emotion is the irrational performance.
Therefore, we can fully consider the irrational factors of
online consumers by mining the emotional information con-
tained in online reviews, so as to better predict the decision-
making power of consumers. Both model control technology

and artificial neural network belong to artificial intelligence
technology. For the latter, learning operation can be carried
out, but fuzzy information cannot be described. Therefore,
it is necessary to integrate the two and, then, build a corre-
sponding system, so that it can not only master the learning
ability but also process the fuzzy information.

At present, the emotional analysis of consumers is just in
its infancy, and it is rare to predict the behavior of online
consumers by using massive online comments to calculate
the emotional and product cognition information of con-
sumers. The combination of emotion calculation and
decision-making power prediction of online consumers, sup-
plemented by fuzzy sets and fuzzy reasoning, will produce
more important theoretical guidance and application value
for the formulation of marketing strategies of merchants.
At the same time, the discussion of online consumer group
behavior will lead the research of group behavior in an e-
commerce environment. The prediction results are of great
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practical significance for the selection of countermeasures
and recommendation of personalized products in network
marketing and personalized marketing.

In this paper, based on the evaluation system of the
decision-making power of online consumers, the fuzzy pro-
cessing is carried out, and the degree is divided into seven
categories from weak to strong. The calculation method
based on the dimension of the behavior prediction model is
given, and the trial calculation is carried out. According to
the behavior prediction model of both rationality and irratio-
nality, the fuzzy reasoning rule base is established with the
subjective attitude of online consumers and the subjective
norms of online consumption as the antecedent and the
decision-making power of consumers as the consequent,
which realizes the reasoning and prediction of the decision-
making power of consumers. At last, it calculates and ana-
lyzes the two cases from the perspectives of network individ-
ual behavior and network group behavior and gives the
comparison of two cases whether to consider irrational emo-
tional factors. At the same time, it selects experts to evaluate
the predicted results, tries to obtain a large number of data
information of group consumers from different perspectives,
and makes purchase decision-making reasoning, This paper
attempts to further explore the group buying behavior of
online consumers.

The main structure of this article is introduced as follows.
The first part introduces the background and significance of
the topic, as well as the work and organizational structure
of this article. The second part introduces related work, as
well as the concepts of set theory and fuzzy reasoning in fuzzy
mathematics, as well as the more popular rational behavior
theory in the field of behavior prediction. The third part takes
mobile phone reviews as the experimental object to conduct
data collection and experimental steps; the fourth part real-
izes the prediction of decision-making power, discusses the
possibility of approximate reasoning of online group buying
behavior, and gives examples to verify the rationality of the
prediction algorithm. The fifth part is a summary of the
full-text work.

2. Proposed Method

2.1. Related Work. Portfolio management includes deciding
which assets to include in the portfolio based on the objec-
tives of investors and changing market and economic condi-
tions. The always difficult selection process involves
determining which assets to purchase, how many assets to
purchase. Chen proposed a new meme neural fuzzy system
(MNFS-FPM) for financial portfolio management, which
simulates the thinking process of rational investors and gen-
erates the optimal portfolio from a group of assets according
to the selected investment style. The system is mainly com-
posed of two modules: General self-organizing fuzzy neural
network (GenSoFNN-Yager) to realize Yager reasoning,
which is used to predict the expected return of each asset;
memory algorithm of simplex local search (MA-NM/SMD)
is used to determine the optimal investment weight distribu-
tion of each asset in the portfolio. The experimental results of
the Dow Jones Industrial Average (DJIA) stock show that the

system proposed in this paper has better performance than
the existing statistical mean variance analysis and capital
asset pricing model (CAPM) [1].

The future web business model involves a virtual envi-
ronment, in which entities interact to sell or purchase infor-
mation products. This environment is called the information
market (IMS). The intelligent agent is used in IMS to repre-
sent the buyer or information provider (seller). Daniela Šál-
ková focuses on the decisions made by the buyer in the
procurement negotiations with the seller. A kind of reasoning
mechanism based on fuzzy logic is put forward. The knowl-
edge of the buyer negotiation process is modeled by a fuzzy
set. They propose a fuzzy reasoning machine to deal with
the decisions made by the buyer at each stage of the negotia-
tion process. The results of the proposed reasoning method
indicate whether the buyer should accept or reject the seller’s
offer. Their findings are very promising for the efficiency of
automated transactions by intelligent agents [2].

The policy of purchasing chips is decided by the note-
book computers and computers of the original equipment
manufacturers (OEMs) through similarity standards and
probability rules. Sax’s research aims to establish an expert
system for predicting the purchase behavior of the semicon-
ductor market. Similarity criteria and probability rules are
extracted from the OEM information sequence of the quar-
terly list of the semiconductor market. Through the statistical
methods of data collection and data mining, the rules of
OEM purchasing behavior data are analyzed and extracted
and transformed into fuzzy sets. In addition to the informa-
tion from the nature of the market, they also created an infer-
ence expert system. Their analysis of similar products shows
that when purchasing similar products, there are mainly two
categories of OEM that use probability rules for one-year
recovery information processing, with an average score of
about 95% per quarter [3].

2.2. Basic Theory of Artificial Neural Network

2.2.1. Artificial Neural Network. Artificial neural network
(ANN) is an adaptive nonlinear dynamic system formed by
standardized neuron connection. At present, it has been
deeply explored in the world. Through the connection of
many simple artificial neurons, the ability of a biological neu-
ral network is simulated [4]. From other neurons or the
external environment, obtain the consultation, and simply
operate on it, and output the results to other artificial neu-
rons and the external environment [5]. Under the influence
of input information, the neural network will enter into the
corresponding state. Because of the dynamic characteristics
of neurons and their connections with each other, this excita-
tion mode will automatically change into a new equilibrium
state. In this way, this kind of neural network can define
the corresponding mode transformation and realize the map-
ping relationship [6].

Because in the network, the corresponding connection
mode of an artificial neuron is different, that is to say, a vari-
ety of artificial neural network modes are formed. Among
them, the most widely used and representative model is the
BP network, which is an error back propagation network
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[7]. In practice, BP neural network model is widely used,
which consists of input, output, and hidden layer. As far as
the transfer function is concerned, most of them are based
on the application of the sigmoid function, which can
approach all continuous functions and has good nonlinear
mapping ability. In addition, the related parameters, includ-
ing the network learning coefficient, can be set according to
the specific situation, so the flexibility is more prominent.
Therefore, in many areas, the role of this model is particularly
prominent. Relying on this technology, a nonlinear evaluation
model can be constructed, which can properly solve the ran-
domness of weight definition, and better ensure the accuracy
and scientificity of evaluation results and activities [8, 9].

2.2.2. Classification of Artificial Neural Network. According
to the topological structure of the network, the artificial neu-
ral network can be classified into prefeedback grid [10].

(1) Feedforward Network. Input the information flow
from the input layer, and then transmit it to the lower
layer. After the standardized network processing,
output it from the output layer. In this process, there
is no feedback flow. The whole structure of neurons
arrangement is input layer, hidden layer, and output
layer. For neural networks, they are usually multi-
layer feedforward networks [11]

(2) Feedback Network. It can combine the connection
weight, set the output from the corresponding layer
as the input, and feed back to the previous layer or
the same layer, which is called feedback network.
According to the classification of learning strategies,
it can be divided into the following categories, namely,
the most appropriate application network, association,
supervision, and unsupervised learning [12]

2.2.3. Operation Process and Sample Classification of
Artificial Neural Network. As far as the operation of the arti-
ficial neural network is concerned, it involves two stages, one
is the recall stage, and the other is the learning process [13].

(1) The learning process is the process that the network
learns the rules in the sample according to the learn-
ing algorithm, so as to adjust the network weight.
There are three kinds of learning algorithms: associa-
tion, supervised, and unsupervised. All algorithms
are often obtained by deriving the energy function.
In essence, this process is the process of minimizing
energy function. Therefore, the learning effect of the
network can be reasonably measured through the
energy function [14, 15]

(2) Recall process is a process that combines the use of a
recall algorithm. The network uses input information
to make the output information clear. It can be
divided into three categories: association, supervi-
sion, and unsupervised recall. During the operation
of artificial neural network, the learning information
is generally sampled, which can be divided into the
following three categories: training samples in the

learning process, the network will often use the train-
ing samples, so as to adjust the weighted value of the
network [16]. It can be divided into association,
supervision, and unsupervised training samples.
When the test samples complete the learning process
and evaluate the network learning effect, they will use
the test samples, which have the same type as the
training samples. After the learning process, the sam-
ples to be pushed can use the network to calculate the
target samples, which is different from the test
samples

2.3. Fuzzy Mathematics

2.3.1. Fuzzy Phenomenon. The concept of the fuzzy phenom-
enon is a kind of phenomenon that the boundary division is
not strict and cannot be described with an accurate scale. No
matter in human society or in nature, there are a lot of fuzzy
phenomena. The concept embodied in this phenomenon is
the fuzzy concept. In terms of humanities, life sciences,
etc., there are often the most concentrated fuzzy concepts
[17, 18]. For example, the phenomenon of rain, people’s
description of rainfall, often for heavy rain, drizzle, and so
on [19]. However, the standard of heavy rain and drizzle is
often hard to say, and there is no clear boundary, so it is
considered as a fuzzy division. In addition, as for the charac-
teristics of the same person, it can accurately describe the
level of education, gender, etc., and all people have a clear
gender, culture, etc. At the same time, there are many peo-
ple’s characteristics, which cannot be clearly described. For
example [20], the human health status expressed by poor,
good, etc. belongs to qualitative estimation, which belongs
to a subjective judgment carried out by people themselves.
In terms of daily life, there are relatively many such cases
[21, 22]. Fuzzy mathematics, a mathematical subject, is to
explore and deal with fuzzy phenomena from the perspec-
tive of self-quantity. Classical sets are difficult to describe
fuzzy concepts accurately, because it is difficult to distin-
guish them in a single way. For its conceptual level, it is
not absolute 1 and 0. Therefore, if we want to describe fuzzy
concepts or phenomena quantitatively, we need to expand
the classical set [23].

2.3.2. Fuzzy Sets. For a common set A, any element X in the
space, either x ∈ A or x ∉ A, must be one of them. This feature
can be represented by a function:

A xð Þ =
1 x ∈ A,
0 x ∉ A:

(
ð1Þ

AðxÞ is the characteristic function of set A. In this paper,
the characteristic function is extended to the fuzzy set, and
only two values of 0 and 1 are taken in the general set.

Definition 1. Sets x as the whole field. If a is a function with
value [0,1] on X, then a is called fuzzy set.

For example, if five students are graded on the stability
degree of their personalities, they are graded on the basis of
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the percentage system and, then, divided by 100, a mapping
from the domain x = fx1, X2, X3, x4, X5g to the [0,1] closed
interval is given.

X185, isA x1ð Þ = 0:85,
X275, A x2ð Þ = 0:75,
X398, A x3ð Þ = 0:98,
X430, A x4ð Þ = 0:30,
X560, A x5ð Þ = 0:60:

ð2Þ

In this way, a fuzzy subset A = ð0:85,0:75,0:98,0:30,0:60Þ
is determined.

Define 2 if A the first mock exam on any X, and Aλ =
fxjx ∈ X, Aðx ≥ λÞ for any 0 ≤ λ ≤ 1, Aλ is A cut set. Aλ is a
normal set rather than a fuzzy set. Because the boundary
of the fuzzy set is fuzzy, if we want to transform a fuzzy con-
cept into mathematical language, we need to select different
confidence level λð0 ≤ λ ≤ 1Þ to determine its membership
relationship [24]. λ cut set is the method of transforming
the fuzzy set into the common set. Fuzzy set A is a set with
wandering boundary, which increases with the decrease of λ
value, that is, when λ1 < λ2, there is Aλ1 ∩Aλ2.

Definition 2. Definition of fuzzy set operation. If A and B are
two fuzzy sets on X, their sum set, intersection set and A’s
remainder set are all fuzzy sets, and their membership func-
tions are defined as follows:

A∨Bð Þ xð Þ =max A xð Þ, B xð Þð Þ,
A ∧ Bð Þ xð Þ =min A xð Þ, B xð Þð Þ,

AC xð Þ = 1 − A xð Þð :

ð3Þ

The sum and intersection operations of fuzzy sets can be
extended to any number of fuzzy sets [25].

2.3.3. Fuzzy Comprehensive Evaluation. A comprehensive
evaluation is to make a general evaluation of the things or
objects restricted by many factors, which is a common prob-
lem in daily life and scientific research work, such as product
quality evaluation, scientific and technological achievements
appraisal, and evaluation of a crop planting adaptability, all
belong to the comprehensive evaluation problem. Due to
the fuzziness and subjectivity in the evaluation of things from
many aspects, the comprehensive evaluation with the fuzzy
mathematics method will make the results as objective as
possible and achieve better practical results [26].

The mathematical model of fuzzy comprehensive evalua-
tion can be divided into one level model and multilevel
model. Generally, it can be concluded into the following
steps:

(1) Establish the factor set U = fu1, u2,⋯, ung. Factors
are all kinds of attributes or performance of the
object. In different situations, they are also called
parameter indexes or quality indexes. They can com-

prehensively reflect the quality of the object, so they
can be used to evaluate the object [27]

(2) Establish evaluation set V = fv1, v2,⋯, vng. For
example, for the evaluation of industrial products,
the evaluation set is the set of grades, and the evalua-
tion set is the set of adaptability

(3) To establish a single factor evaluation is to establish a
fuzzy mapping from u to F (V):

f : U ⟶ F Vð Þ,∀ui ∈U: ð4Þ

The fuzzy relation can be induced by F, and the fuzzy
matrix can be obtained

R =

r11r12 ⋯ r1m

r21r22 ⋯ r2m

⋯⋯⋯ ⋯

rn1rn2 ⋯ rnm

2
666664

3
777775: ð5Þ

R is called a single factor evaluation matrix, so ðU , V , RÞ
constitutes a comprehensive evaluation model.

(4) Comprehensive Evaluation. Due to the different
emphasis on each factor in U , each factor needs to
be given different weights, which can be expressed
as a fuzzy subset A = ða1, a2,⋯, anÞ

After R and A are calculated, the comprehensive evalua-
tion model is B = AoR. Note B = ðb1, b2,⋯, bmÞ, which is a
fuzzy subset of V , where

bj = ⋁
n

i=1
ai ∧ rij
� �

j = 1, 2,⋯,mð Þ: ð6Þ

If the result is ∑m
j=1bj ≠ 1, the result will be normalized.

From the above four steps of a fuzzy comprehensive eval-
uation, it can be seen that the establishment of single factor
evaluation matrix R and the determination of weight distri-
bution a are two key tasks, but at the same time, there is no
unified format to follow, which can generally be obtained
by statistical experiments or expert scoring methods [28, 29].

2.3.4. Semantic Fuzziness of Online Comments. Online
reviews mainly include two categories: cognitive words and
emotional words. Cognitive and emotional words are very
broad concepts with fuzzy attributes. Taking emotion as an
example, the current emotional semantic analysis is still in
its infancy, and the classification of emotion is relatively
rough, which is only based on the dual tendency analysis of
“yes” and “no.” Emotion has uncertainty, which makes it dif-
ficult to deal with it by simple quantitative means, so we
choose the method of fuzzy set to build the semantic fuzzy
system of multi sentiment analysis [30].

The emotional words and cognitive words in online
reviews are fuzzified, and the positive and negative degree
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measures are, respectively, divided into levels: each level cor-
responds to a fuzzy membership function, s (less), m
(medium), l (large), V (very), and Z (none) without polarity,
as shown in the formula.

P wð Þ = Pw x, σw, cwð Þ = exp − x − cwð Þ2
2σ2w

" #
: ð7Þ

Among them, w represents the emotion level of vocabu-
lary, w ∈ f−VL,−L,−M,−S, Z,+S,+M,+L,+VLg, σw, cw are
the expectation and standard deviation of Gaussian member-
ship function of a corresponding level, x ∈ ½−a, a� represents
the emotion value of consumers, and a is a real number
greater than zero (representing the boundary of emotion
domain).

(5) The construction of consumer decision-making
power model with rational and irrational
consideration

Based on the current theoretical development and the
redefinition of the connotation and extension of the constit-
uent variables of the existing models in the field of online
purchase, a prediction model of online purchase behavior
with rational and irrational consideration is proposed as
shown in Figure 1. This kind of network irrational emotion
is mostly expressed through network comments on the eval-
uation of the network products or services after purchase and
will directly affect the purchase attitude of other network
consumers, and then affect their purchase behavior.

2.4. Fusion of Artificial Neural Network and Fuzzy
Mathematics. According to the form and function of con-
necting the two, the combined form of the model can be sum-
marized as follows:

Series type: as for the system, the two are connected
through the application of series mode, i.e., output and input
correspondence. Neural network and fuzzy system can be
used as input and output, respectively, and vice versa.

Parallel type: in terms of the system, the two are con-
nected through the use of parallel mode, i.e., the input is
the same. As far as neural networks are concerned, learning
data can be used to describe the range of network character-
istics as a workspace. In addition, it is necessary to use the

fuzzy function to calculate the output value in the extreme
and boundary region.

Network learning type: the fuzzy system is the system.
Combining with the neural network system, i.e., control
rules, the output and input information of this process can
be combined to carry out adaptive adjustment. On the con-
trary, the connection of neurons can be adjusted through
the use of fuzzy logic.

Structural equivalence: the equivalent structural neural
network can be used to represent the fuzzy system. For neural
network, all parameters and nodes have a very clear meaning.
It is not a black box structure, but it does not cover the obvi-
ous dividing line in the combination.

3. Experiments

3.1. Data Acquisition. The corpus in this case comes from
https://taobao.com. In order to predict the decision-making
power of network consumers, we choose two products C1
and C2 (Note: C1 Samsung i9103, C2 Samsung i9105, two
Samsung phones have similar function and performance).
More than 190 evaluation records were downloaded through
the web statement collection tool “network spirit”. The
repeated and worthless comments were removed, and 188
effective comments were finally selected as the comment set
A. Select a user who has browsed a mobile phone but has
not purchased it. In the same way, 98 effective comments
are finally selected and set as comment set B.

In other words, the values of “attitude” and “norm” are
used as forward language changes, and the constructed rules
are used to infer the subsequent parts. According to the com-
prehensive emotion fuzzy calculation algorithm, combined
with example calculations in the previous chapter, we will
evaluate the attitudes corresponding to the B set and the sub-
jective criteria corresponding to the A set as the reason for
the fuzzy calculation.

3.2. Research Object. This paper focuses on the decision-
making power of online consumers. The measurement of
behavioral intention is mostly based on the measurement
table. In the development process of the measurement table,

Table 1: Mamdani reasoning.

Attitude Norm Behavior intention

1.88 0.72 5.72

Consumer
awareness

Consumer sentiment

Code of conduct

Irrational
emotion

Purchase attitude of
online consumers

Purchase intention
of online consumers

Purchasing behavior

Subjective norms of
online consumers

Figure 1: Theoretical framework of behavior prediction.
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different levels of scales will be used to measure the decision-
making power of consumers, and the table will be adjusted
appropriately according to the actual situation. However,
due to the uncertain psychological variables such as emotion,
cognition, and attitude, which cause the decision-making
power of online consumers, it is difficult to clearly describe
the fuzzy attribute of purchase behavior, so the fuzzy set
method can be used to classify. The decision-making power
of online consumers is divided into seven levels from weak
to strong. The degree of decision-making power of all online
consumers is between the extreme tendency and the extreme
nontendency.

3.3. Calculation Method. Based on the consumer information
behavior model in consumer behavior, Mamdani-type fuzzy
inference is used to formulate fuzzy inference rules under dif-
ferent weights. The principle is that attitude variables domi-
nate, and subjective normative variables play a secondary
role. RcðA1, A2Þ =

Ð
∨ðμA1

ðu1Þ ∧ μA2
ðu2Þ, 1 − μA1

ðu1ÞÞ/ðu1,
u2Þ is used to determine the compound relationship of rules
in the case of two antecedents. In this fuzzy reasoning system,
some basic attributes are set as follows: “and” calculation and
fuzzy implication adopt minimum operation and “or” calcu-
lation and fuzzy rule synthesis adopt maximum operation.

4. Discussion

4.1. Reasoning and Prediction of Decision-Making Power of
Individual Consumers on the Internet. According to the steps
of the experiment, we get the comprehensive emotion value
and the upper norm value under the condition of considering
irrational emotion, i.e., attitude = 1:88 and norm = 0:72.
According to this, we can directly deduce the “behavior
intention” value of the consumer. The reasoning is shown
in Table 1. We can get behavior intention = 5:72 through
Mamdani reasoning, and we can get behavior intention =
5:72 through fuzzy set processing. Finally, it is determined
that the consumer’s purchase intention for the product is
close to the VT mode, which is “very inclined.” Each line of

the reasoning process diagram is represented as a reasoning
rule. Each rule antecedent is small, then mapped to the rea-
soning consequent, and then, all the reasoning consequent
is large. Finally, the aggregate output membership function
is obtained, and the behavior intention value is finally
obtained by using the centroid method.

In the same way, we skip the consideration step of irratio-
nal emotion factors in the comprehensive emotion fuzzy cal-
culation method which takes both rational and irrational into
account. The purpose of neglecting this step is to try to con-
duct behavioral intention reasoning without considering
irrational emotion factors, so as to make an effective compar-
ison between them. Based on the same comment set and the
same reasoning method, the clear values of the two methods
are finally obtained as shown in Figure 2.

Through fuzzy set processing, it is finally determined that
without considering irrational emotional factors, it can be
seen that considering irrational emotional factors has a sig-
nificant impact on online shopping consumer behavior
intentions, and consumers’ decision-making power on prod-
ucts is close to the PT model. The consumers are more
affected by the positive irrational emotion, and their shop-
ping behavior intention mode deviates to a certain extent,
so they are inclined consumers.

4.2. Reasoning and Prediction of Decision-Making Power of
Consumers in Network Groups. For product C1, we further
select 51 more representative online consumers, whose oral
characteristics of online comments are obvious, shopping
time and scope are more extensive, and they can represent
online shopping groups. Considering the comprehensive
emotional factors of each consumer, the same method is used
to calculate, and relevant statistics are carried out to get their
purchase tendency for the product. For C2, we also select a
certain amount of potential network consumption and use
the same method to get their purchase tendency for this
product, as shown in Figure 3.

By comparison, it can be seen that the group buying
intention of C1 products is close to the VT mode, indicating
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Comprehensive attidude
value of consumers (a)

Subjective specification value (b) Reasoning results of
purchase intention

Comprehensive emotion

Irrational emotions are not considered
Consider irrational emotions

Figure 2: Fuzzy inference results of individual behavior intention.
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that the group buying intention of C2 products is close to the
RT mode, and that the group buying intention of C1 prod-
ucts is relatively average. As a similar product, C1 shows a
higher purchase intention than C2, indicating that C1 pro-
duces more various purchase factors and is a more attractive
commodity. Therefore, most buyers prefer C1 when they
choose between C1 and C2.

For the results of this fuzzy inference prediction, five
groups of users who are familiar with this kind of mobile
phone products participated in the evaluation process of
the system prediction effect, each group of 20 people, each
of them made a click choice according to their own needs
and understanding of the product. The evaluation of these
five user groups is equivalent to the experts of the industry,
and the experts’ guidance for consumers through evaluation
is equivalent to fuzzy prediction, which shows the intelli-
gence. If the user group agrees with the predicted result, it
indicates that the prediction is successful; otherwise, it indi-
cates failure. The statistical result is shown in Figure 4.

The number of identification here indicates that the pre-
diction results of the system are consistent with the opinions
of experts, while the number of disagreement indicates that
the prediction results are inconsistent with the opinions of

experts. In the absence of online comment data from Internet
users, online shopping malls generally take sales volume and
user rating as their opinions, which is reasonable and ignores
the emotional needs of consumers. In order to simulate this
traditional method, five groups of experts were asked to take
the product sales volume, average level of play, and the num-
ber of user comments as the basis. Similarly, five-user groups
click on two products, respectively, 20 people in each group,
20 times in total. The statistical results are shown in Table 2.

In Figure 5, the user’s recognition of product C1 reaches
82%, while in Table 2, the user’s recognition is 55%. The
comparison of the two methods fully conforms to the

Table 2: Statistical results of user group identification.

User group
Number of

identification C1
Number of

identification C2

User group 1 10 10

User group 2 12 8

User group 3 9 11

User group 4 13 7

User group 5 11 9

0 2
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C2

4 6
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VT

PT

RT
Bu
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Figure 3: Distribution of online group purchase intention patterns.
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Figure 4: Statistical results of user group identity.
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expectation in advance. The first method digs out the user’s
emotion and evaluation information from the comments,
fully considers the personalized needs of the consumers, so
it is closer to the prediction results of the system. The second
method essentially recommends from the attention degree of
the products and the overall quality of the products, less con-
siders the comment information of the consumers. There-
fore, there is a deviation from the predicted results.

5. Conclusions

This paper extracts consumers’ online comments, uses the
fuzzy attributes of natural language, calculates consumers’
cognitive and emotional information with semantic fuzzy,
fully considers the irrational emotional factors in online
shopping, and innovatively expands rational behavior. Model
and propose reasonable and irrational behavior prediction
models. At the same time, the fuzzy semantic modeling is
used to transfer and transform the membership function of
emotional words, and a comprehensive emotional calcula-
tion method of combining rationality and irrationality is
put forward innovatively. The fuzzy reasoning rules are con-
structed based on the subjective attitude and behavior norms
of consumers in the extended model. Realize the reasoning of
online buyers’ purchase intention.

Finally, through case-based reasoning calculation, the
distribution of three comprehensive emotional degrees of
individuals and group products is calculated, and it is con-
cluded that the comprehensive emotional degree of the group
approximately obeys the normal distribution, and the aver-
age is in a more rational level. Furthermore, the reasoning
of individual behavior of online consumers verifies the signif-
icant influence of considering irrational emotional factors on
online shopping behavior intention. At last, the object is
extended to the network purchasing group to realize the
approximate reasoning of consumer group behavior. In the
method in this paper, the user’s recognition rate of product
C1 is 82%. The method in this paper extracts the user’s emo-
tion and evaluation information from the comments, fully
considers the individual needs of consumers, and is closer
to the system’s prediction results.

There are two main innovations in this paper. One is to
make full use of the fuzzy semantic resources in online

reviews, to fully consider the irrational emotions, to put for-
ward a behavior prediction model combining rationality and
irrationality, and to give a comprehensive emotion calcula-
tion method combining the two. The second is to use the
fuzzy inference system to predict the individual consumption
behavior of the network and to explore the group con-
sumption behavior of the network, which greatly enriches
the traditional theory and research methods of network
consumption prediction.
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With the changes and development of the social era, my country’s classic art is slowly being lost. In order to more effectively inherit
and preserve classic art, the collection and sorting of classic art data through modern information technology has become a top
priority. Database storage is a good way. However, as the amount of data grows, the requirements for computing processing
power and query speed for massive amounts of data and information are also increasing day by day. Faced with this problem,
this article is aimed at studying the optimization of database queries through effective algorithms to improve the efficiency of
data query. Based on the traditional database query optimization algorithm, this article improves on the traditional algorithm
and proposes a semi-join query optimization algorithm, which reduces the number of connection cards and the number of
columns and uses the number of blocks that participate in the semi-link algorithm connection and preconnection preview and
selection. And other functions reduce the size of the participating block, and the connection sent between sites reduces the cost
of sending between networks. The graph data query optimization algorithm is used to optimize the graph data query in the
database to reduce the extra task overhead and improve the system performance. The experimental results of this paper show
that through the data query optimization algorithm of this paper, the additional task overhead is reduced by 19%, the system
performance is increased by 22%, and the data query efficiency is increased by 31%.

1. Introduction

Classic art has been carrying the prosperity and replacement
of the Chinese nation since ancient times and is a cultural
treasure handed down by the Chinese nation. However, as
the diversified development of art and the acceleration of
the modernization process, coupled with the slowdown of
modern attention to it, some classic art and works that have
been handed down for a long time are disappearing continu-
ously. This urgently requires us to keep up with the changes
of the times, systematically collect and organize data, and
establish relevant databases. To show the classic art of the
Chinese clan in a new situation can better pass on the classic
art. Building a database to protect relevant data more effec-
tively is a necessary trend for modern information technol-
ogy to be used in various fields. Due to the large and
complex data volume of classical art inherited by China for

thousands of years and a large number of data and query
operation user groups, a wide range of data queries will bring
great challenges to the performance of the database and the
processing cost of the database query operation. It has
become a huge problem that needs to be solved urgently,
and optimizing database query operations has become very
important and meaningful.

In order to conduct research in the field of artificial intel-
ligence, Pigozzi et al. made a key overview of the existence
and application of the concept of “preference” in artificial
intelligence. Preference is the core concept of decision-mak-
ing, and it has been extensively studied in disciplines such
as economics, operations research, decision analysis, psy-
chology, and philosophy. However, in recent years, in various
fields from recommendation systems to automatic planning
and from nonmonotonic reasoning to computational social
choice and algorithmic decision theory, it has also become
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an important subject of computer science research and appli-
cation, especially in the field of artificial intelligence. The sur-
vey basically covers the basic knowledge of preference
modeling, the use of preference in reasoning and argumenta-
tion, the problem of compact representation of preferences,
preference learning, and the use of nontraditional preference
models based on extended logical language. But the concept
he put forward is too advanced for modern technology to
be effectively implemented [1, 2]. In order to meet the urgent
needs of customers, database vendors have been pushing
advanced analysis techniques into the database. Most major
DBMSs use user-defined aggregation (UDA) (a data-driven
operator) to implement analysis techniques in parallel. In
statistical algorithms, most of the work is performed by iter-
ative transitions in larger states. UDA alone is not enough to
implement statistical algorithms and cannot be naively parti-
tioned due to data dependence. Generally, this type of statis-
tical algorithm first needs to be preprocessed to establish a
large state and needs to be postprocessed after statistical
inference. Li et al. proposed General Iterative State Transi-
tion (GIST), a new database operator for parallel iterative
state transitions on large states. GIST receives the state
constructed by UDA and then performs several rounds of
transitions on the state until convergence. The final UDA
performs postprocessing and result extraction. Li et al.
believe that the combination of UDA and GIST (UDA-
GIST) unifies data parallel and state parallel processing in
a single system and can effectively implement statistical
algorithms. However, the general iterative state transition
operator they proposed may cause errors in the data during
the iteration process, thereby affecting the result of the
operation [3]. Moreau et al. introduced the ClusterXplain
method, which is a way to help users better understand
their query results. These results are constructed using a
clustering algorithm and described using a personal vocab-
ulary. They proposed a clear and vague version of this
method, with the goal of finding what the elements of a
cluster have in common and distinguishing them from the
elements of other clusters. The data that Moreau et al. con-
sider to characterize each answer cluster is not limited to
the attributes used in the query, thus revealing unexpected
relevance to users. They use natural language terms to pro-
vide users with characterization to describe the obtained
clusters. But his method is too simple to meet the needs
of users [4].

This article uses a distributed database to manage data.
The innovations of this article are as follows: (1) Commonly
used distributed query optimization techniques such as semi-
join and direct join algorithms still have certain defects and
room for improvement, based on the basis of query optimiza-
tion technology. Making some query optimization improve-
ments can effectively reduce database query response time
and improve query efficiency. (2) Based on artificial intelli-
gence, deep learning methods are used to determine the map-
ping relationship between system states and behaviors. This
avoids many calculations in the augmented learning process
and provides a quick solution. It is possible to send as much
data as possible while reducing the loss of data packets while
reducing power consumption.

2. Based on Artificial Intelligence Database
Query Optimization Algorithm

2.1. Artificial Intelligence. Artificial intelligence is an emerg-
ing technological science, which researches and develops the-
ories, methods, technologies, and application systems for
simulating and expanding human intelligence [5]. Artificial
intelligence is a branch of computer science that attempts
to create a new type of intelligent machine that can under-
stand the essence of intelligence and can react in the same
way as human intelligence [6, 7]. Research areas include
robotics, language recognition, image recognition, natural
language processing, and expert systems [8–10]. Since the
birth of artificial intelligence, theory and technology have
become more and more mature, and its scope is also expand-
ing. The technological products that artificial intelligence will
bring in the future can become “containers” of human wis-
dom. It can simulate the information processing of human
consciousness and thought, not only limited to logical think-
ing, but also imaginative and inspirational thinking can be
considered to promote the pioneering development of
artificial intelligence [11]. The main content of artificial
intelligence research includes knowledge representation,
automatic methods of reasoning and retrieval, machine
learning and knowledge acquisition, knowledge processing
systems, natural language understanding, computer vision,
intelligent robots, and automatic programming [6, 12]. The
focus of artificial intelligence is to enable computers to
perform tasks that must be completed by human advanced
intellectual activities [9, 13].

2.2. Edge Computing. Edge computing refers to the “sinking”
of cloud computing functions at the network edge, which is a
new computer model used with network edge devices [14].
The “end” of edge computing is the data source generated
by the end of the network terminal [15, 16]. For the resources
between the data paths in the cloud data center, the basic idea
is to perform computer work on the computer resources near
the data source. Edge computing and cloud computing are
complementary to each other [17, 18]. Portable computing
chip is a computing chip. The traditional wireless access net-
work is located between the wireless access point and the
wired network, which can provide end users with higher
bandwidth and waiting for data service, which can save time
and reduce bandwidth, data service requirements for net-
work search [19, 20].

2.3. Deep Learning Algorithms Based on Artificial Intelligence

2.3.1. Adaptive Grouping Algorithm. In the cognitive net-
work, users access and send data according to the state of
the channel. When the channel status is better, more data
streams will be transmitted on it. Therefore, the amount of
data sent on the channel will maintain a continuous and
steady trend. On the other hand, a channel with a more gen-
eral state will only be accessed by users when other channels
are occupied, and its traffic value will show indirectness and
hopping. According to the above two characteristics, the data
stream is divided into two groups [21, 22]. Using adaptive
grouping (AG) method to group different channel traffics,
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data with similar characteristics can be grouped together.
The algorithm is as follows:

s
−t = 1

R
〠
R

n=1
stn: ð1Þ

Calculate the average value of the traffic on t communica-
tion channels, respectively, where t is the data on the t-th
communication channel and R is the number of data on the
communication channel. Calculate the variance of the traffic
data on each communication channel separately and use the
variance to express the volatility of the data:

ϕ2t =
1
R
〠
R

n=1
stn − st
� �2

: ð2Þ

According to the variance, each data stream is grouped,
and the volatility is used to indicate the stability and fluctua-
tion of the data stream. Calculate the mean variance of t data
streams and use this as the threshold for grouping.

ϕ
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R
〠
t

m=1
ϕ2t : ð3Þ

2.3.2. Deep Learning Algorithm. When it comes to wireless
data transmission, full consideration will be given to packet
loss, power consumption, and system performance. In an
actual wireless network, the logical assumption is that the
environmental information is unknown; that is, the retrans-
mission node cannot know in advance that environmental
conditions may occur. Therefore, the system model modeled
as MDP uses the amplification method of deep learning algo-
rithms to train relay nodes to learn environmental state tran-
sition information and guide node operations [23, 24]. The
strategy selection method has been improved to obtain better
state behavior data to allow for the balance between explora-
tion and use when retrieving state behavior. In addition,
based on behavioral data from learning enhancements, deep
learning methods are used to establish a mapping relation-
ship between situations and behaviors to achieve the goal of
rapid resolution.

π∗ en, vnð Þ =max 〠
en+1

Tvn
enen+1 cπ en + 1ð Þð Þ, ð4Þ

where the T value in the learning algorithm is the evaluation
value of the state and behavior, and the goal is to maximize
the utility of the system.

When the scale of the system is large, how to realize the
exploration and utilization of the strategy is the key issue in
the deep learning algorithm. How to effectively choose
behavior will directly affect the convergence speed of the
algorithm and the performance of the system. This article
introduces the behavior evaluation based on behavior and
increases the index value to select the behavior that maxi-
mizes revenue, namely,

Index en, vð Þ = ℓ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2In

Pn mð Þ min 1
6 , cn mð Þ

� �s
, ð5Þ

where PnðmÞ represents the number of times the en behavior
is selected after m behavior selections, ℓ is a constant greater
than 0, and cnðmÞ represents the deviation factor to reflect
the volatility of the value.

2.4. Query Optimization Based on Semi-Join Algorithm

2.4.1. Cost Function. Query optimization refers to the imple-
mentation of specific optimization measures to minimize the
total time and cost of the query. There are generally two basic
types: one is to optimize the query response time during the
query process and the other is to optimize the execution cost
during the query process. Optimizing the query response
means that the processing time from the delivery of the query
statement to the feedback of the query result to the user
should be as short as possible. The focus of cost-based opti-
mization is to minimize the use of system resources in the
query process.

The cost of a distributed execution strategy can be
expressed as the total time it takes to complete the query or
as the response time from the start of the query to the
completion of the query. The formula for calculating the total
time spent is as follows:

Dtt =DCPU × its +DE × ES +DMSG × msgs +DR × bts, ð6Þ

where Dtt represents the total time taken to complete the
query, DCPU is the instruction execution time of the query
command CPU, andDE is the time spent reading and writing
database data on the local disk during query execution.

When the response time becomes the main consideration
performance index of the optimization program, it is neces-
sary to comprehensively consider the problems of local pro-
cessing and parallel communication. The general response
time calculation method is as follows:

DRt =DCPU × seq its +DE × seq ES +DMSG × seq msgs
+DR × seq bts,

ð7Þ

where seq represents the maximum number required to
complete the query serially.

The selection factor is also an important statistic in the
database. Its value is a real number between 0 and 1. The
expression of the selection factor TK connected by the rela-
tions M and N is as follows:

TK M,Nð Þ = T Mð Þ∞T Nð Þ
T Mð Þ × T Nð Þ , ð8Þ

where TðMÞ represents the cardinality of the range and TðNÞ
represents the number of tuples contained.

For the intermediate results generated by the calculation
query, in order to simplify the calculation amount, two sim-
ple assumptions are often made on the database, and all the
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attributes in the relationship are distributed and uniform
with independent attribute values.

Operation result formula is as follows:

T ρK Mð Þð Þ = TKN Kð Þ × T Mð Þ: ð9Þ

The cardinality formula of the relationsM andN is as fol-
lows:

T M ×Nð Þð Þ = T Mð Þ × T Nð Þ: ð10Þ

The first step of query optimization is to generate the
search space of the query execution plan. The second step is
to select the search strategy to calculate the cost of the equiv-
alent execution plan in the search space one by one, and
select the best execution under the current search strategy
from the calculated results plan.

2.4.2. Semi-Join Algorithm Query Optimization.Whether it is
a central database system or a distributed database system,
selection, viewing, and connection are the three most com-
monly used functions. There is no difference between central
database and distributed database options and views, which
are executed at the local site. Considering the physical distri-
bution of the sites in the distributed database system and the
subdivision characteristics of the relationship, the connection
operation on it is very complicated. When the two relational
objects associated with the connection operation are located
on different sites, in order to complete the connection opera-
tion, data transmission between the sites is inevitable. When
the two relational objects associated with the connection
operation are located on different sites, in order to complete
the connection operation, data transmission between the
sites is inevitable. In order to reduce communication costs,
the intuitive idea is to avoid unnecessary tuple transmission
on the network. Especially in the wide area network, the com-
munication cost accounts for a large part of the query cost,
and the semi-join algorithm is optimized based on the idea
of reducing the amount of data transmission.

The semi-join operation is derived from the projection
and the connection operation. The projection operation real-
izes the reduction of the cardinality of the connection attri-
bute, and the connection operation realizes the reduction of
the number of tuples of the left connection relationship. Its
definition and operation process semi-join (semi-join) is a
reduction operation on the attribute column of the full join
result. Assume that the relations M and N have the same
attribute join-attr, namely,

M∞N = πM M∞Nð Þ =M∞πjoin‐attr Nð Þ,
N∞M = πN N∞Mð Þ =N∞πjoin‐attr Mð Þ,

ð11Þ

where M∞N or N∞M is the description of the semi-join
operation of the relations M and N .

The semi-join operation can be understood as using
another relation to reduce the number of tuples of its own
relationship, and the semi-join operation does not satisfy
the commutative law; that is, M∞N ≠N∞M. When per-

forming a semi-join operation, the site information and frag-
mentation statistics of the database system are used to select
M∞N or N∞M.

The execution process of the semi-join operation
includes the projection operation and the connection
operation of the connection relationship. The execution
process is shown in Figure 1. The execution steps of the
semi-connection are shown in Figure 2.

2.4.3. Cost Estimation of Semi-Join Algorithm. It can be seen
from the execution process of the semi-connection that com-
pared to the full connection, the semi-connection has one
more data transmission process than the full connection,
but in most cases, the total amount of data transmitted by
the semi-connection is much less than that of the full connec-
tion. At this time, the use of a semi-connected algorithm can
reduce the communication cost. The estimated cost of the
semi-join operation is as follows:

Djoin‐attr = b0 + b1 × S join‐attrð Þ × T Mð Þ: ð12Þ

The case where the semi-join operation is applicable is
that only a small number of tuples in the relation M partici-
pate in the connection with the relation N . At this time, the
semi-join algorithm can be used to reduce the number of
tuples in the relation M. When there are many connection
relations, there are many types of semi-connections. At this
time, it is necessary to calculate the communication cost of
all semi-connection forms, select the semi-connection
scheme with the least cost from them, and select the site with
the least data transmission cost as the connection operation
site.

2.5. Graph Data Query Optimization Algorithm

2.5.1. PageRank Hyperlink Analysis Algorithm. Traditional
databases have natural advantages in processing phenotypic
data, but there are many difficulties in processing graph data.
In terms of query optimization, it is mainly divided into two
levels: system-level optimization and application-level opti-
mization. The PageRank algorithm uses a well-known ran-
dom walk model to model the behavior of a web browser:
any web browser may take two possible actions when brows-
ing a web page. The first action is click on a hyperlink in the
current webpage to jump to another webpage. The second
action is to close the current webpage directly and then ran-
domly open a new webpage in the browser to continue
browsing [25, 26].

Internet

M N

M∞Пjoin-attr (N)

(M∞Пjoin-attr (N))∞N

Пjoin-attr (N)

N1 N2

Figure 1: Flow chart of semi-join algorithm optimization.
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According to this random walk model, the PageRank
algorithm calculates the score expression as follows:

GE gj

� �
= 1 − a

M
+ a × 〠

gi∈N gjð Þ
GE gið Þ
K gið Þ , ð13Þ

where gi and gj represent each webpage, M represents the
number of all webpages in the Internet, a represents the
retention coefficient, GEðgjÞ represents the score of the web-
page gj, NðgjÞ represents the collection of all webpages con-
stituting ðgjÞ, and KðgjÞ represents the number of hyperlinks
derived from the webpage gj.

During the execution of the PageRank algorithm, these
web pages converge slowly and require more iterations, but

for most web pages, only a few generations are needed to
converge to a stable score. Therefore, it is obviously not an
efficient way to repeat the calculation of the entire graph for
a few unconverged nodes.

Therefore, we can optimize it and only consider webpage
nodes that have not yet converged in the calculation process,
namely,

Ft+1 = SFt , ð14Þ

where the score value of each web page node is recorded in
the vector F. If a distinction is made between currently con-
verged nodes and unconverged nodes, the expression is as
follows:

Perform a semi-join operation M∞П join-
attr (N) on site N1 to reduce the tuple of

the transmission relationship M
Perform projection and deduplication
operations on the connection attribute

field on site N2 П join-attr (N)

Perform join operation at site N2
(M∞П join-attr (N))∞N

Send the result of the

first step to station N1

Transfer there duced relationship

M from site N1 tosite N2

Figure 2: Diagram of the execution steps of the semi-connected algorithm.

Internet

DB2

DB1

DB3

Local user 2

Global user 2

Global user 3

Site2

Site 1

Global user 1

Site 3

Local user 3

Local user 1

Figure 3: Physical structure diagram of distributed database system.
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Fx
t+1 = Stx × Ft

x + Sty × Ft
y, ð15Þ

where Ft
x represents the set of nodes that have converged in

the t-th iteration and Fx
t+1 represents those nodes that have

not converged in the t-th iteration. The matrix block Stx rep-
resents the connection mode from the set of unconverged
nodes to the set of unconverged nodes in the graph, and some
new nodes will converge in this round of iterations. There-
fore, the dimension of the vector Fx will continue to shrink,
and the amount of calculation for the entire algorithm will
also become smaller.

3. Distributed Database Query Optimization
Operation Experiment

3.1. Distributed Database. A distributed database is physi-
cally composed of multiple databases connected to each
other and distributed in different physical locations [27],
which can manage the data stored in each physical location
independently of other physical locations, and is logically
managed by the database management system. Since the data
has been scattered in different physical locations, the data-
base can be easily expanded, and distributed databases can
be easily accessed from different networks [24, 28]. Com-
pared with centralized databases, this database is more
secure. The physical independence of distributed databases
often triggers queries in distributed systems that span multi-
ple sites. This includes subquery site allocation, timeline set-
tings, and multisite query results. Issues such as merging
routing make the query function of a distributed database
much more complicated than that of a central database [29,
30]. The physical structure diagram of the distributed data-
base system is shown in Figure 3.

Figure 3 shows the physical structure of a typical DDBS.
Computers or servers located at various physical sites and
database systems deployed on them are the basic units of dis-
tributed database systems. The sites, databases, and local
users on the site are controlled by computers or servers on
the site. Different site network communication links commu-
nicate, and the network can be a local area network or a wide
area network.

3.2. Database Query Steps. Figure 4 is the work flow chart of
the research on data query optimization in this paper. To
generate the final physical query plan, the combined cost of
each query operation is calculated, and the physical query
plan with the smallest combined cost is selected as the final
query plan, which requires every query operation to be an
estimated cost is given in advance, so the establishment of
the query operation cost estimation model is crucial to the
correctness of the final query plan selection. The acquisition
process of statistics is carried out in the preprocessing stage
of the operation of the entity-based inferior data manage-
ment system. It is not in the query compilation stage and
does not take up the actual query time. The physical query
plan is generated in the query compilation process, so we
have to consider it as the time efficiency of the optimal phys-
ical query plan selection algorithm.

4. Database Query Optimization Algorithm
Based on Artificial Intelligence

4.1. Deep Learning Algorithm Based on Artificial Intelligence.
Use detailed learning methods to get the best behavior infor-
mation, save it in the search panel, and then use this informa-
tion to monitor SAE web training. The input part of training
is the saved learned system state, and the output label part is
the behavior in that state. There are many states involved in
the system. It is more difficult to find an optimal decision
for each state. So, use the method in this article to compare
performance. The simulation parameter settings are shown
in Table 1.

Figure 5 shows the average comparison of system power
consumption using different data arrival rates and different
algorithms. The figure shows that the RS method is relatively
stable. Because the RS method is not affected by system status
information, the data arrival rate basically does not affect the
choice of RS transmission mode, but will greatly affect the
functions of the other three methods. When the amount of
data in the system is large, the pressure in the buffer becomes

Analyze query

Inquire

Logic
optimization

Physical
optimization

Query execution

Query expression tree

Logical query plan tree

Physical query plan
tree

Database
Date

Analyze the query syntax and
build a query expression tree

Calculate the estimated
cost of the physical query plan

and select the optimal plan

Move selection, projection
down, etc.

Figure 4: Data query optimization research work flow chart.

Table 1: Simulation parameter design.

Parameter Value/description

Signal-to-noise ratio threshold (dB) SNR = −1:25,−0:36, 0:79½ �
Vibration length (s) Fd=18

Arrival rate λ = 0:1,0:3,⋯, 0:9½ �
Bit error rate constraint BER = 10−3

Learning factor θ = 0:19
Discount factor δ ∈ 0, 1ð Þ
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greater, and the relay node sends more data to reduce the
pressure in the buffer and finally chooses a better transmis-
sion method to increase power consumption. The energy
consumption of the three methods first showed a trend of
rapid growth and then showed a moderate increase. The
more data in the buffer, the more power is consumed, and
the faster the power curve grows. Due to the limited cache
space, when the amount of data reaches the maximum cache
strength, the cache pressure will not increase, and eventually,
the power consumption will stabilize.

4.2. Query Optimization Analysis Based on Semi-Join
Algorithm. According to the proposed improved semi-
connected algorithm, it is applied to the GreatDDB database
system. In order to analyze the performance of the improved
semi-connected algorithm in the database system, the
performance test of the GreatDDB distributed database
system with semi-connected algorithm and without semi-
connected algorithm is compared. Analyze the improvement
effect of the algorithm through the time taken by the system

to execute the TPC-H sentence before and after the improve-
ment of the algorithm. Execute 5 different TPCH statements
in the GreatDDB environment to analyze the optimization
results of the algorithm before and after the improvement.

It can be seen from Table 2 and Table 3 that the execution
speed of the improved connection algorithm is significantly
higher than that of the previous connection algorithm, and
it takes less time to execute the same TPCH test statement;
that is, it can return results faster. Improve when the amount
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Figure 5: Energy consumption comparison chart.

Table 2: TPCH operation result graph.

Statement number 2G data before improvement Improved 2G data 5G data before improvement Improved 5G data

1 6.84 3.25 20.52 9.46

2 18.46 8.48 69.34 33.06

3 20.35 9.37 76.78 37.28

4 9.25 4.92 31.45 14.12

5 4.18 2.01 41.62 17.91

Table 3: Data query improvement rate after improved algorithm.

Statement
number

2G data promotion
rate

5G data promotion
rate

1 52.49% 53.90%

2 54.06% 52.32%

3 53.96% 51.45%

4 46.81% 55.10%

5 51.91% 56.97%
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of data is large. The optimization effect of the latter algorithm
is more obvious, because when the amount of data is large,
more connection operations are involved, which shows that
the connection algorithm does have practical significance in
the case of multitable connection. Table 2 shows the time
improvement ratio of the improved algorithm when execut-
ing test sentences. It can be seen that the improved algorithm
runs better and the network transmission cost is reduced
more obviously.

Figure 6 is a comparison chart of 10G data size data
results, using the improved algorithm and the unimproved
algorithm to execute sentences in the same amount of time.
This is mainly because the statement only involves the selec-
tion and projection operations of a table, and these opera-
tions can be executed at the local site where the table line
item is involved; the statement does not involve the connec-
tion operation betweenmultiple tables, so there is no intersite
table due to the data transmission cost incurred by the con-
nection. The improved algorithm is optimized based on the
multitable connection. Since only a single table is involved,
the connection algorithm is not called during query execu-
tion. Therefore, when the parameter use_update_GreatDDB
is equal to 0 or 1, and the amount of data is the same, there is
not much difference in the time spent using improved and
unimproved connection algorithms for query operations.

4.3. Graph Data Query Optimization Analysis. Perform a
query experiment of graph pattern matching on the US pat-
ents data set. Construct 6 different graph pattern types (trian-
gle, diamond, cross, hexagon, double diamond, and octagon,
respectively) and then use the MATCH clause to describe
and query. We choose Neo4j as the comparison object. There
is no table in Neo4j, but the structure of the graph (nodes,

edges, attributes, etc.) is directly stored. The Neo4j database
system is completely implemented in Java language, supports
standard ACID features, and also provides a query language
for users to use. Among them, the description method of
graph mode is very similar to the MATCH clause introduced
in this article. We repeated the same experiment on Neo4j
and GraphLab to compare the gap in query performance
between GraphView and graph databases.

Table 4 is the statistical data table of the relationship in
the graph data query. In order to implement the PageRank
algorithm described above, the performance comparison
and analysis of the two will be shown later.

For each graph mode, we have tested multiple sets of
data. From the final result shown in Figure 7, we can see that
the advantages of the graph data query optimization algo-
rithm in this article are very obvious. The method in this
paper automatically converts the graph mode equivalently,
and the generated execution plan is less expensive, but in
Neo4j, there is no such optimization technology. It is exe-
cuted completely according to the user’s input. The specific
graph traversal sequence is in the database and the user.
The input order in the query statement is completely the
same, but because the user’s input only gives a description
of the graph mode, its order may not be the best performance
in terms of execution efficiency, so the query performance of
Neo4j is good or bad. Guarantee the best. GraphLab is a
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Figure 6: Test result comparison chart.

Table 4: Connection summary diagram.

Connection
relationship

Number of
tuples

Number of connection
attribute value sets

Tuple
length

RE 15 10 8

TU 40 50 5
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graph computing platform that supports parallel processing. It
uses a node-oriented iterative computing model. It is not a
graph database itself and is not responsible for storing and
managing data. Graph data used in calculations is directly read

from disk. The method in this paper has more prominent per-
formance advantages when processing graph queries.

Since the algorithm designed in this article will automat-
ically make the structure of the memory dimension table the
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same as that of the dimension table in the database, there is
no need to worry about the problem of data out of synchro-
nization, and the maximum number of connections to the
database is set to 1000. Now simulate multiple network users
to query the value in the “ID” attribute at the same time.
Because of the limitation of the experimental equipment
and the experimental environment, in order to reduce the
experimental error as much as possible, the number of con-
current tests for each item will be tested 50 times to find
the average value. The result is shown in Figure 8. From the
figure, it can be seen that the memory SQL of the query time
consumption basically increases linearly with the number of
concurrent user accesses; the time consumption of database
SQL queries will reach more than twice the time consump-
tion of memory SQL queries after the number of concurrent
user accesses reaches 120 or more. It is proved that the algo-
rithm designed in this paper has achieved the expected effect
on the concurrent query optimization of the key value in the
relational database dimension table.

5. Conclusions

This article optimizes database queries based on artificial
intelligence and edge computing and uses query optimization
algorithms to optimize database performance and improve
query efficiency. This paper proposes a database query opti-
mization solution for the problems in the database query data
processing process, which reduces the network transmission
cost to reduce the cost in the query process and optimize the
data query response time. This article introduces the mecha-
nism for implementing this optimization technique in detail
and focuses on analyzing the performance advantages of this
technique on storage sites. Finally, we tested and evaluated
different data sets through a series of detailed experiments.
The implementation results show that the query optimiza-
tion algorithm shown in this article can better reflect the
effectiveness and efficiency by comparing with other query
optimization methods and has obvious advantages. However,
this article has not invested too much research on logical
query optimization, and further research is still needed.
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This letter reports a piezoelectric vibration energy harvester which energy conversion efficiency is significantly improved by
arraying piezoelectric sheets on cantilever beams, and the operation frequency band is widened by applying two-segment
cantilever beams. A prototype is developed and tested. In this case, two group piezoelectric arrays are combined on the
cantilever beams with the optimum load resistance. The total output power remains above 6.54mW within the operation
frequency band ranges from 27.5Hz to 37.5Hz when the generator is under an acceleration of 0.7 g and reaches two power
peaks: 20.5mW at 29.2Hz and 12.95mW at 35.4Hz.

1. Introduction

With the rapid development of the applications of wireless
sensor networks, particular in some low-power conditions,
wireless sensors with the function of converting the energy
in the environment into electric energy are much desired.
In recent years, vibration energy harvester (VEH) based on
piezoelectric has attracted extensive attention of researchers
[1–4]. Traditional VEHs are designed to work only in reso-
nant mode so that they must be designed for specific environ-
ments, which results in narrow frequency band since
environmental vibration is usually broadband and time-
varying. In addition, the performance of VEHs declines dras-
tically when the ambient vibration frequency deviates from
their resonant frequency which poses a big challenge for
energy collection [5]. Therefore, VEHs that with high effi-
ciency of energy conversion and that can respond to low-
frequency vibrations with a time-variant frequency broad-
band operation range are considered as the very promising
solutions [6].

The contributions of this manuscript are as follows:

(i) Designing a two-segment cantilever beam piezoelec-
tric vibration energy harvester (C-VEH) based on
array arrangement of piezoelectric patches on the
beam for improving the energy harvesting efficiency
and working frequency bandwidth of the piezoelec-
tric energy harvesting structure

(ii) Establishing the electromechanical conversion analy-
sis model and its control equation under the influence
of load coupling of piezoelectric composite cantilever
vibration energy harvester and deducting the mathe-
matical models of its output voltage and output
power for analyzing the performance of piezoelectric
vibration energy acquisition structure accurately

(iii) Analyzing the energy harvesting performance of C-
VEH experimentally and compared with the tradi-
tional nonarray piezoelectric cantilever vibration
energy harvester (T-VEH)

The rest of the manuscript is organized as follows: In Sec-
tion 2, related works are discussed followed by the proposed
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two-segment cantilever beam piezoelectric vibration energy
harvester based on array arrangement of piezoelectric
patches on the beam explanation in Section 3. Section 4 dis-
cusses the electromechanical conversion analysis model of
piezoelectric composite cantilever energy harvester and its
control equation with load coupling and the mathematical
models of its output voltage and output power. Section 5 sim-
ulates and analyzes the C-VEH. Section 6 discusses the
experimental analysis and summarizes a comparative assess-
ment, and the manuscript is concluded in Section 6.4.

2. Related Works

Researchers have proposed several methods to improve the
energy conversion efficiency and expand the band of the
operation frequency of VEHs. One of the approaches is fre-
quency tuning, such as mechanical tuning [7–11], circuit
tuning, and magnetic tuning [12–15]. This strategy allows
VEHs to adjust their resonant frequency according to the
environmental vibration frequency. However, this would
increase the complexity or consume extra energy of the
VEHs. For instance, Eichhorn et al. [7] proposed a piezoelec-
tric energy harvesting structure of cantilever beam with addi-
tional mechanical mass, which changes the resonant
frequency of the structure by applying pressure or tensile
force to the cantilever beam. Fan et al. [15] designed a vibra-
tion energy harvester composed of piezoelectric, stopper, and
magnet. The system can tune the vibration energy harvester
to a lower working frequency range by changing the gap
between mass and magnets, so as to improve the efficiency
of energy collection. Another approach is to use multimodal
energy capture technology that has different resonant fre-
quencies, including generator arrays [16–19] and coupled
vibration [20–25]. Although coupled vibration is easy to
achieve, the maximum output power of the VEH would be
consequently reduced. Nabavi and Zhang [16] proposed a
piezoelectric MEMS harvester with symmetrical and double
clamping structure, which has multimode and nonlinear
characteristics and effectively broadens the working band-
width. Hu and Xu [20] proposed a broadband multimass
and multispring piezoelectric vibration energy harvester
based on folded asymmetric gap cantilever beam, which can
make each stage of pure bending form multiple resonance
modes. The working frequency band of the structure is wid-
ened effectively. Recently, nonlinear vibration energy har-
vesting approaches, for instance, the nonlinear magnetic
coupling [26–32] and piecewise-linear structure [33–36],
have attracted the interest of investigators. Although energy
conversion efficiency of the unit volume material is
decreased, operation frequency band of the VEH could be
widened. The new piezoelectric structure which can broaden
the frequency band and increase the efficiency of energy cap-
ture is the aim that researchers have been exploring, and it
attracts a lot of researchers.

3. Description of the C-VEH Model Design

This letter reports a high-efficiency and broadband vibration
energy harvester based on the structure of two-segment can-

tilever beams with piezoelectric array configuration structure
(C-VEH), as shown in Figure 1. Figure 1(a) is the model of
the C-VEH, and Figure 1(b) is the proposed C-VEH design
which includes the side view and top view of the structure.
The proposed C-VEH consists of primary cantilever beam
(the 1st), secondary cantilever beam (the 2nd), and two sus-
pended masses M1 and M2. The left end of the 1st is fixed
to the base of the structure, and the mass M1 is suspended
from the right end of the 1st. The right end of the 2nd is fixed
to M1, and the mass M2 is then suspended to the left end of
the 2nd. There are two piezoelectric sheets of the same size
attached on the upper surface of each cantilever beam. The
base of the structure is fixed on the excitation platform.

The operation frequency band of the C-VEH is widened
by applying two-segment cantilever beams. The structure of
two-segment cantilever beams has two close resonant fre-
quencies, which responds to ambient low-frequency vibra-
tion. To improve the energy capture efficiency, the
piezoelectric arrays isolated by gaps are installed on the can-
tilever beams and electrically independent from each other.

4. Theoretical Analysis

4.1. The Governing Equation. For the vibration energy har-
vester of piezoelectric composite cantilever beam (VEH)
shown in Figure 2, the traditional method is to use lumped
parameter for modeling. The system is equivalent to the
lumped parameter model composed of mass, stiffness, damp-
ing, and piezoelectric (as shown in Figure 3), in which the
mass (M) is on the spring with stiffness K , the damper with
coefficient (η), and the piezoelectric element with piezoelec-
tric coefficient Θ, the electric field is along the thickness
direction of the piezoelectric layer, and the piezoelectric layer
works in d31 mode.

The main limitation of the model is that it assumes the
motion characteristics of the piezoelectric cantilever are
independent of the load, that is, it belongs to the state of
no-load coupling. But the actual situation is due to the phys-
ical characteristics of the piezoelectric structure; system
vibration leads to the electricity generated by the piezoelec-
tric layer, and after the load consumption, it will have an
impact on the stiffness of the piezoelectric layer itself, which
is reflected by the piezoelectric circuit coupling.

Therefore, considering the load coupling effect, the tradi-
tional lumped parameter model is improved to predict the
dynamic characteristics of VEH more accurately. The equiv-
alent model of the system is shown in Figure 4. The lumped
parameters in the equivalent model include equivalent mass
(Meq), equivalent stiffness (Keq), system damping (η), equiv-
alent current source (Θ _zðtÞ), and equivalent capacitance (Ceq
) (the upper and lower piezoelectric parts are connected in
series), the external circuit includes rectifier bridge, rectifier
capacitor (Co), and load (R). The piezoelectric part is the link
between the load part and the vibration part, which is equiv-
alent to two parts equivalent current source (Θ _zðtÞ) and
equivalent capacitance (Ceq).

The control equation of the equivalent model of VEH
under the influence of load coupling shown in Figure 4 is as
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follows [37]:

Meq ∗ €x1 tð Þ + η ∗ _x1 tð Þ − _x0 tð Þ½ � + Keq ∗ x1 tð Þ − x0 tð Þ½ � = 0,
ð1Þ

Θ ∗ _z tð Þ = Ii tð Þ + Io tð Þ, ð2Þ
where

z tð Þ = x1 tð Þ − x0 tð Þ,
Ii tð Þ = Ceq ∗ _vP tð Þ,

Io tð Þ = VR

R
+ Co ∗ vR tð Þ:

ð3Þ

Equations (1) and (2) are the governing equation of the
system considering the influence of load coupling, and zðtÞ
is the displacement of the cantilever beam relative to the base.
Combined with the motion boundary conditions of the sys-
tem, the vibration displacement, output voltage, and output
power of VEH can be further solved.

4.2. Output Voltage and Vibration Displacement Response.
The excitation source of the system is a sine function, and
the vibration displacement response of the cantilever beam
can also be regarded as a sine function. It is obvious that zð
tÞ, vPðtÞ, and vRðtÞ in equation (2) are also sine functions.
By integrating the two sides of equation (2), we can get the
following:

ðb
a
Θ ∗ _z tð Þdt =

ðb
a
Ceq ∗ _vP tð Þdt +

ðb
a
Co ∗ vR tð Þdt +

ðb
a

VR

R
dt:

ð4Þ

According to the method, [37] can solve equation (4),
that is, let b − a = T/2 (T is the period of sine function) in
equation (4), and zðtÞ, vPðtÞ, and vRðtÞ be the minimum
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Figure 1: Structure of C-VEH: (a) mode of C-VEH; (b) the proposed C-VEH design.
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and maximum at the points a and b, respectively. Let zðtÞ
= Z0 sin ωt, vPðtÞ = VP sin ωt, and vR =VR sin ωt, and after
the system is stable,

Ð b
aCeq ∗ _vPðtÞdt = 0, VP =VR. From

equation (2), it can be concluded that

2ΘZ0 = 2CeqVR +
T
2
VR

R
: ð5Þ

Since ω = 2π/T , so

VR =
RωΘ

CeqωR + π/2
Z0: ð6Þ

Equation (6) reflects the relationship between the ampli-
tude of vibration displacement response and the amplitude of
output voltage. By solving Z0, VR can be obtained, and then,
the power of the load can be obtained.

4.3. Amplitude of Vibration Displacement Response. Let x0ðt
Þ = X0e

jωt , x1ðtÞ = X1e
jωt , and zðtÞ = Z0e

jωt = X1e
jωt − X0e

jωt ,
where X0, X1, andZ0 are the amplitudes of the response of
the excitation source and the cantilever beam, respectively.
By substituting them into equation (1), we can get the follow-
ing results:

Meq ∗ −ω2X0e
jωt� �

+ η ∗ jωX1e
jωt − jωX0e

jωt� �
+ Keq ∗ X1e

jωt − X0e
jωt� �

= 0:

ð7Þ

By solving equation (7), the following results can be
obtained:

Z0 =
ω2Meq

jωη + Keq − ω2Meq
X0: ð8Þ

In equation (8), X0 and Z0 are the amplitude of vibration
displacement response of excitation source and cantilever
beam, respectively. Let

ω =

ffiffiffiffiffiffiffiffiffiffi
keq
Mⅇq

s
, ξ =

η

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KeqMeq

p , Δ =
ω

ωn
: ð9Þ

By substituting (9) into equation (8), we can get the fol-
lowing results:

Z0 =
Δ2

1 − Δ2 + 2jξΔ
X0: ð10Þ

4.4. Output Voltage and Power. Substituting equation (10)
into equation (6), the output voltage of the load can be
obtained. That is,

VR =
RωΘ

CeqωR + π/2
×

Δ2

1 − Δ2 + 2jξΔ
X0: ð11Þ

The output power of the system is as follows::

P =
V2

R

R
= RωΘ/ CeqωR +

π

2

� �h ih
× X0Δ

2/ 1 − Δ2 + 2jξΔ
� �� ��2/R

= R ×
ΔωnΘ

CeqΔωnR + π
2
×

Δ2

1 − Δ2 + 2jξΔ
X0

" #2

:

ð12Þ

Equation (12) is the amplitude expression of the output
power of the system with the influence of load coupling and
simple harmonic vibration excitation, which reflects the
power generation capacity of VEH and can be used as the
basis for the structural optimization design of the system. It
can be seen that P is not only related to the geometry and
material parameters of the system but also related to the
external environmental conditions (frequency ω and ampli-
tude X0 of the excitation signal, frequency ratio Δ (ratio of
the excitation frequency to the first natural frequency of the
system), and load R), in which the frequency ratio is Δ = ω/
ωn.Therefore, when the system structure size and the ampli-
tude of the excitation signal are determined, the power gener-
ation of the piezoelectric composite cantilever vibration
energy harvester is essentially related to the ω and R. Equa-
tion (12) can be rewritten as follows:

P = f ω, Rð Þ: ð13Þ

According to equation (13), the optimal matching resis-
tance of the system can be obtained when other structural
factors and the frequency of the excitation signal are deter-
mined, that is, the Ropt obtained by solving equation (14).
The optimal excitation frequency of the system can also be
obtained when the load is determined, that is, get ωopt

obtained by solving equation (15).

∂
∂R

f ω, Rð Þjω = 0, ð14Þ

∂
∂ω

f ω, Rð ÞjR = 0: ð15Þ

Table 1: The parameters of VEH.

Object Parameters Value

Elastic layer

Material Aluminum

l × b × tm (mm) 80 × 20 × 0:5

ρp (kg∕m
3) 2700

Em (GPa) 70

Piezoelectric layer

Material PZT-51

l × b × tm (mm) 80 × 20 × 0:2
ρm (kg∕m3) 7500

EP (GPa) 56

εs33 (10
-8 F/m) 3.01

e31 (10
-3 N/Vm) 8.4
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4.5. Numerical Calculation. A vibration energy harvesting
structure (VEH) is constructed, in which the middle is an
elastic layer, and the upper and lower surfaces of the elastic
layer are covered with piezoelectric layers. The parameters
of VEH are shown in Table 1.

The first-order natural frequency of the system is esti-
mated to be about 420Hz. The optimal load Ropt = 0:28 ×
105 Ω can be calculated from equation (14). Therefore,
according to equation (13), the influence of frequency (ω)
and load (R) of excitation signal on VEH output power is
numerically analyzed by MATLAB. The frequency scanning
range of excitation signal is 400~460Hz, and the scanning
range of load is 0 ~ 2 × 105 Ω. The results are shown in
Figure 5, and it can be seen that when R is fixed, P first
increases and then decreases with the increase of ω. When
ωopt = ωn, the output power reaches the peak. When ω is
fixed, P first increases and then decreases with the increase
of R, and there is an optimal load Ropt = 0:28 × 105Ω to max-
imize the output power.

5. Finite Element Simulation Analysis

A C-VEH is developed using the aluminum sheet and the
Lead zirconate titanate (PZT-5H). The resonant frequencies
of the proposed C-VEH are closely related to the length,

thickness, and weight of the cantilever beams, which are
around 30Hz, and the band of the resonant frequencies is
about 6Hz. The length of primary cantilever beam (l = 70
mm) is selected in accordance with the specific application
situation of the structure, and the dimensions of the other
parts of the C-VEH are designed to achieve the requirements
of resonant frequencies and band, respectively, as shown in
Table 2.

The vibration modes and the resonant frequencies of the
C-VEH are analyzed via finite element simulation (by COM-
SOL Multiphysics®). The material and size of piezoelectric
structure are shown in Table 2. The setting of the COMSOL
software is as follows: damping ratio is 0.01 and scanning fre-
quency range is 20Hz-40Hz. The results of the first two res-
onant modes shown in Figure 6(a) demonstrate the
displacement of the beams, two peaks appear at the first
two open circuit resonant frequencies (28.01Hz and
34.02Hz, respectively) of C-VEH, and operating frequency
bandwidth of which is 6.01Hz. In the first resonant mode
(Figure 6(b)), the deformations of the free ends of the 1st

beam and the 2nd beam are significant, and the largest
stresses occurs at the left end of the 1st beam and right end
of the 2nd beam. Figure 6(c) shows that the left end of the
2nd beam has a significant deformation while the 1st beam
has deformed in the second mode as well. Also, noticed that
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Table 2: Parameters of the C-VEH Investigated in this letter.

Primary cantilever beam Secondary cantilever beam

Piezoelectric layer (PZT)

Dimension (l ×w × t) (mm) 60 × 5 × 0:2 (PZT1, PZT2) 45 × 5 × 0:2 (PZT3, PZT4)
Material Ceramic PZT-5H (Lead zirconate titanate)

Density (103 kg/m3) 7.5

Young’s modulus (GPa) 66

Mechanical beam

Dimension (l ×w × t) (mm) 70 × 11 × 0:6 60 × 11 × 0:6
Material Aluminum

Density (103 kg/m3) 2.7

Young’s modulus (GPa) 60

Proof mass
Material Fe (iron)

Weight (g) 5.06 (M1) 2.89 (M2)
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the C-VEH is continuously operating effectively at the fre-
quencies that between the two modes.

6. Experimental Analysis

6.1. Experimental Scheme. A prototype device with the design
parameters as shown in Table 2 is constructed to evaluate its
power generation capability. As shown in Figure 7, upper
face of each beam is bonded with two separated piezoelectric

sheets. Four piezoelectric sheets connected in parallel and are
equipped with electric terminal numbered #1, #2, #3, and #4,
respectively, and another common ground terminal (#0).
The electric terminals (#1, #2, #3, and #4) are individually
connected to the terminal of load resistors R1, R2, R3, and
R4, respectively. The experimental platform (Figure 7) con-
sists of a signal generator (AFG3210C, Tektronix), a power
amplifier (YE5871A), a shaker (YE5871), an external resistor
box, an accelerometer (Model752A13, Endevco), and a
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Figure 6: The simulation results of the first two resonant modes of the C-VEH structure: (a) displacement; (b) the first resonant mode; (c) the
second resonant mode.
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digital multimeter (2100, Keithley). The C-VEH is assembled
on a shaker with a reference accelerometer measuring the
acceleration. The signal generator produces the sinusoidal
signal that is intensified by a power amplifier to drive the
shaker. The root mean square of output voltage (V rms) of
the C-VEH is measured by the digital multimeter. The total
output power of the C-VEH can be calculated by the follow-
ing:

Ptol = 〠
n

i

Pi = 〠
n

i

V2
rms ið Þ
Ri

, ð16Þ

where Ptol, Pi, and V rmsðiÞ are the total output power, the
output power of the ith piezoelectric sheet, and the output
root mean square voltage of the ith piezoelectric sheet,
respectively.

6.2. Optimal Load Resistance. Experiments are carried out to
determine the optimum load resistance of each C-VEH pie-
zoelectric in the case of resonance since the output power
of piezoelectric vibration energy harvester is closely related
to load resistance. It can be seen from equation (13) that
when other parameters are determined, the output power of
the piezoelectric vibration energy collector is related to the
excitation frequency and load. The reason for the existence
of the optimal load is that the piezoelectric structure can be
equivalent to a current source with internal resistance.
According to the circuit principle, the change of the load
has a significant impact on its output power, and there is an
optimal load to maximize its output power. According to
equation (14), the optimal matching load (Ropt) of the struc-
ture can be calculated theoretically. When measuring the
(Ropt) of the structure, first, sweep the excitation frequency
from 10Hz to 200Hz (step size is 0.2Hz); the maximum out-
put power is obtained when the C-VEH closed-loop reso-
nance frequency is 29.2Hz and 35.4Hz, and the error is
less than 5% compared with the simulation results. Then,
the optimal matching load of PZT1/PZT2 is measured. The
experimental method is to set the excitation frequency at
29.2Hz; connect the external load to PZT1/PZT2, and take
the measuring points in logarithmic manner within the range
of load resistance 1 × 103 ~ 1 × 106. The optimal matching
load of PZT1/PZT2 is roughly between 1 × 104 ~ 1 × 105
pairs, and in this range, twenty resistance points are mea-
sured, and the optimal matching load is in the range of
15KΩ-22KΩ. Finally, the excitation frequency is set at
35.4Hz, and the optimal matching load of PZT3/PZT4 is in
the range of 50KΩ-70KΩ. The experimental results are
shown in Figure 8, which exhibit the optimum load resis-
tance range of PZT1/PZT2 and PZT3/PZT4 (15KΩ-22KΩ
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Figure 7: Schematic of the experimental setup.
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at the first resonant frequency of 29.2Hz and 50KΩ-70KΩ
at the second resonant frequency of 35.4Hz, respectively).

6.3. Output Power. The output power of the prototype is
tested with each electric terminal in parallel and connecting
to the optimum load resistance. It can be seen from equations
(14) and (15) that when other parameters are determined, the
output power of the piezoelectric vibration energy harvester
is related to the excitation frequency after matching the opti-
mal load, and when the system is in the resonant frequency
region, it can obtain larger output power. According to the
results of the previous optimal matching load experiment,
in the process of the experiment, PZT1/PZT2 is connected
with a load of 20KΩ, and PZT3/PZT4 is connected with a
load of 60KΩ. Then, apply excitation signal to the system
(the amplitude is 0.5mm, the frequency scanning range is
20Hz-40Hz and the step is 0.5Hz, and the acceleration is
0.7 g) and measure the output power of PZT1/PZT2 and
PZT3/PZT4.

The corresponding relationship between the output
power and the excitation frequency is shown in Figure 9.
The C-VEH achieves two total output power (Ptol) peaks
(20.5mW and 12.95mW) at frequencies of 29.2Hz and

35.4Hz. When the excitation frequency is lower than
29.2Hz or higher than 35.4Hz, Ptol decreases sharply. As
the excitation frequency sweeping from 27.5Hz to 37.5Hz,
Ptol keeps above 6.48mW, which is about the half of the peak
power outputs. The half-peak-power frequency bands of the
designed structure are 27.8-30.6Hz and 30.6-37.4Hz,
respectively.

6.4. Discussion. For comparison between the proposed C-
VEH of narrow-width piezoelectric arrays (Figure 10(a))
and a traditional large-width piezoelectric structure named
T-VEH shown in Figure 10(b), experiment on a T-VEH with
the width of piezoelectric sheet on its primary beam is the
sum of the widths of the two piezoelectric sheets on C-VEH
primary beam and the width of the piezoelectric sheet on
its secondary beam is the sum of the widths of those on the
C-VEH secondary beam is conducted. Firstly, the optimal
matching resistance of PZT on the primary beam and sec-
ondary beams of T-VEH is measured, and the results are
8KΩ-15KΩ and 25KΩ-30KΩ. Then, the primary beam is
matched with a load of 10KΩ, and the secondary beam is
matched with a load of 30KΩ. And then, apply excitation
signals to the two systems, respectively (the amplitude is
0.5mm, the frequency scanning range is 20Hz-40Hz and
the step is 0.5Hz, and the acceleration is 0.7 g), and measure
the corresponding situation of the total output power with
the excitation frequency. The results are in Figure 11, which
shows the comparison of total output powers between C-
VEH and T-VEH with respect to the excitation frequency
and under their optimal load resistance. For T-VEH, two
total output power peaks (12.62mW and 8.35mW) occur
at the first two resonant frequencies (29.0Hz and 35.0Hz),
the corresponding optimum load resistance are 10KΩ and
30KΩ, respectively, and the half peak power bands are
28.0Hz-30.6Hz and 30.8Hz-37.2, respectively. For C-VEH,
two total output power peaks (20.05mW and 12.95mW)
occur at the first two resonant frequencies (29.2Hz and
35.4Hz), the corresponding optimum load resistance are
20KΩ and 60KΩ, respectively, and the half peak power
bands are 27.8Hz-30.6Hz and 30.6Hz-37.4, respectively.
Table 3 shows the comparison of experimental results of
the T-VEH and C-VEH. By 1/2-width configuring the piezo-
electric sheets, the first two resonant frequencies of both
structures almost remain the same, the optimal matching
resistance increases, the total output power increases, and
the two harmonic response peaks increase by 58.88% and
55.09%, respectively. That is to say, narrow-width

C-VEH:
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mass

PZT Mechanical beam

Each beam configured with
a narrow-width piezoelectric array

(a)
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mass

PZT Mechanical beam

T-VEH: Each beam configured with
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(b)

Figure 10: The C-VEH and T-VEH design.
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piezoelectric array configuration on the beams displays better
power generation capability.

7. Conclusion

In summary, a vibration energy harvester based on the struc-
ture of two-segment cantilever beam with piezoelectric array
configuration for low-frequency vibration energy harvesting
has been studied in this letter, which energy conversion effi-
ciency is significantly improved by arraying piezoelectric
sheets on cantilever beams, and the operation frequency
band is widened by applying two-segment cantilever beams.
Our investigation provides a way to improve the energy con-
version efficiency and broaden the operation frequency band
of piezoelectric vibration energy harvesting structures. The
follow-up work is to theoretically discuss and explain why
the harvested power by T-VEH is less than C-VEH, that is
to say, why energy conversion efficiency is significantly
improved by arraying piezoelectric sheets on cantilever
beams, and design efficient energy storage circuits.
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Identity recognition is a research hotspot in the information age. Nowadays, more and more occasions require identity recognition,
especially in smart home. Identity recognition of the head of the household can avoid many troubles, such as home identification
and network information authentication. Nowadays, in smart home identification, especially based on face recognition, system
authentication is basically through feature matching. Although this method is convenient and quick to use, it lacks intelligence.
Nowadays, for the make-up, facelift, posture, and other differences, the accuracy of the system is greatly reduced. In this paper,
the face recognition method is used for identity authentication. Firstly, the AdaBoost learning algorithm is used to construct the
face detection and eye detection classifier to realize the detection and localization of the face and eyes. Secondly, the
two-dimensional discrete wavelet transform is used to extract facial features and construct a personal face dynamic feature
database. Finally, an improved elastic template matching algorithm is used to establish an intelligent classification method for
dynamic face elasticity models. The simulation shows that the proposed method can intelligently adapt to various environments
without reducing the accuracy.

1. Introduction

With the rapid development of computer and network tech-
nology, the influence of the Internet has penetrated into var-
ious fields of social life. More and more enterprises,
institutions, and government agencies rely on information
networks to carry out related business activities such as
e-commerce and e-government. At the same time, however,
the security of networks and information systems has
become a research hotspot in the industry. As the first barrier
to network security and information system security, identity
authentication technology has received more and more
attention in the information security era. Traditional identity
authentication methods mainly rely on identity identification
items such as keys, certificates, and cards and identity identi-
fication knowledge such as user name and password. Once
identity identification items and identification knowledge
are stolen or forgotten, their identity is easy to be imperson-
ated by others. With the development of cyber fraud and
attack technology, higher requirements are placed on the

accuracy, security, and reliability of the identity authentica-
tion method. Traditional identity authentication methods
can no longer meet this requirement, and some human bio-
metric features such as fingerprints, irises, sounds, and facial
images provide a reliable solution for identity authentication
because of their uniqueness and lifetime invariance.

Biometric technology is primarily a technique for identity
authentication through measurable biological characteristics
such as body or behavior. The so-called biometrics is the only
physiological characteristics or behaviors that can be mea-
sured or automatically recognized and authenticated. Biolog-
ical characteristics are divided into two categories: physical
characteristics and behavioral characteristics. Physical char-
acteristics include the fingerprints, palm shape, retina, iris,
human body odor, face shape, blood vessels of the hand,
and DNA; behavioral characteristics include signature,
speech, and walking gait. Some scholars classify retinal recog-
nition, iris recognition, and fingerprint recognition as
advanced biometrics; classify palm recognition, face recogni-
tion, speech recognition, and signature recognition as
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secondary biometrics; classify vascular texture recognition,
human odor recognition and DNA recognition as “pro-
found” biometrics. Compared with traditional identity
authentication technology, biometric technology has the
characteristics of portability, security, uniqueness, stability,
extensiveness, convenience, collectability, and acceptability.

Face recognition technology is one of the most important
biometric identity authentication technologies. Among vari-
ous biometric authentication technologies, the market share
of face recognition technology is second only to fingerprint
recognition technology, and it has broad application pros-
pects in the fields of public security, justice, finance, customs,
and military. Compared with other biometric authentication
technologies, face recognition has the advantages of being
intuitive and convenient, noninterfering to users, and no spe-
cial requirements on hardware [1–3].

The earliest research on face recognition dates back to the
1950s in the field of psychology, dating back to the 1960s in
engineering. Other earlier studies include Darwin’s research
on emotional facial expression and Galton’s research on
facial features [4].

Earlier research on face recognitionmainly focused on two
aspects: extraction of face geometric features and template
matching methods. The method of extracting the geometric
features of the face includes the normalized interpoint distance
and ratio of the face component and some feature points of the
face, such as the two-dimensional topography composed of
the corners of the eyes, the corners of the mouth, and the tip
of the nose. The template matching method mainly uses the
autocorrelation of the calculation template and the image gray
scale to realize the recognition function.

Since the 1990s, face recognition has made significant
progress and many new methods have emerged. At present,
there are two main research directions: the research method
based on the whole and the method based on the local feature
analysis. The method based on the whole considers the over-
all properties of the model, including the eigenface method,
the SVD decomposition method, the face density line
method, the elasticity map matching method, the hidden
Markov model method, and the neural network method.
The method based on local feature analysis is to form the rec-
ognition feature vector together with the relative ratio of the
face reference point and other shape parameters or class
parameters describing the facial feature. The recognition
based on the whole not only retains the topological relation-
ship between the face components but also retains the infor-
mation of each component itself. The recognition based on
the local is to design a specific recognition algorithm by
extracting the local contour and gray information. Local rec-
ognition is more intuitive than global recognition. It extracts
and utilizes the most useful features, such as the location of
key points and the shape analysis of components. For face
recognition based on the whole face, because the whole face
image is taken as a pattern, illumination, visual angle, and
face size will have a great impact on face recognition. There-
fore, how to effectively remove these disturbances is the key.
For face recognition methods based on local analysis, the dif-
ficulty lies in how to build a good model to express the recog-
nition components. In recent years, a trend is to combine

global recognition with local feature analysis. For example,
Kezheng et al. proposed a global and local weighted fusion
feature extraction algorithm. Experiments show that this
method has high robustness in the recognition of 3D face [5].

In recent years, on the basis of careful research on feature
face technology, domestic scholars have tried to combine feature
extraction method based on feature face with various back-end
classifiers and proposed various improved versions or extended
algorithms.Themain researchcontents include linear/nonlinear
discriminant analysis [6], Bayesian probability model [7], sup-
port vector machine (SVM) [8], artificial neural network (NN)
[9], and intra/intraclass dual subspace analysis method [10].

Generally speaking, face recognition technology has made
unprecedented development in recent years and has been
applied in practice, but there are still many unsolved problems
[11]. Because its recognition accuracy is not as good as finger-
print and iris recognition, the current identity authentication
system based on biometric is mostly based on fingerprint
and iris recognition. In the last two years, some new face rec-
ognition technologies have emerged, including 3D face scan
data, high resolution still images, multiple still images for face
recognition, multimodal face recognition, multialgorithm
fusion, and preprocessing algorithms for correcting illumina-
tion and pose changes. These new technologies provide the
possibility of improving the performance of automatic face
recognition. Therefore, the research and improvement of face
recognition technology can not only promote the develop-
ment of biometric technology but also lay a good foundation
for the application of a more accurate and reliable identity
authentication system based on face features.

In this paper, the face recognition method is used for
identity authentication. Firstly, the face detection and eye
detection classifier are constructed by using the AdaBoost
learning algorithm [12] to realize the detection and localiza-
tion of face and eyes. Then, the face features are extracted by
Gabor filter [13], and the personal face dynamic feature data-
base is constructed. Finally, the improved elastic template
matching algorithm is used to establish the intelligent classi-
fication algorithm of the dynamic face elasticity model to
realize identity recognition. The specific contributions of this
paper can be expressed as follows:

(1) Using the AdaBoost learning algorithm to construct
the face detection and eye detection classifier to real-
ize the detection and localization of face and eyes

(2) For the time-consuming problem of convolution
operation of Gabor kernel function, this paper uses
two-dimensional discrete wavelet transform to
extract facial features and construct a personal face
dynamic feature database

(3) Using the improved elastic template matching algo-
rithm to establish an intelligent classification algo-
rithm for dynamic face elasticity model to realize
identity recognition

2. Proposed Method

2.1. Face Localization and Normalization Processing
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2.1.1. Face Detection and Eye Location. AdaBoost algorithm
is proposed by Freund and Schapire on the basis of a boosting
algorithm to solve the problem of how to train weak classi-
fiers into strong classifiers [14]. For a boosting algorithm,
there are two problems: (1) how to adjust the training set
so that the weak classifier can be trained on the training set
and (2) how to combine the weak classifiers to form a strong
classifier. The AdaBoost algorithm makes corresponding
adjustments to these two problems: using weighted selected
training data instead of randomly selected training data, so
that the focus of training will be focused on more difficult
to separate training data when weak classifiers are combined,
and using weighted voting mechanism instead of average
voting mechanism. The weak classifier with good classifica-
tion effect has larger weight, while the classifier with poor
classification effect has smaller weight.

The starting point of the AdaBoost learning algorithm is to
improve the classification performance of weak classifiers. It
uses a large number of weak classifiers with general classifica-
tion ability to synthesize a strong classifier by weighted voting
method. It is proved theoretically that the error rate of strong
classifiers tends to zero when the number of simple classifiers
tends to infinity as long as the classification ability of each sim-
ple classifier is slightly better than that of random guessing.

Viola and others applied the AdaBoost algorithm to face
detection [15]. The basic idea is to train the same classifier
(weak classifier) for different training sets and then combine
the classifiers from these different training sets to form a final
strong classifier. The weak classifier is constructed as follows:
a rectangular feature j corresponds to a weak classifier hj. For
a candidate input window x, if the value of the matrix feature
on x is f jðxÞ, the weak classifier classification function is
expressed as follows:

hj xð Þ =
1, pj f j xð Þ ≥ pjθ j,
0, others,

(
ð1Þ

where pj = ±1 is used to control the direction of inequality
and θ j represents a threshold.

It is worth mentioning here that the AdaBoost training
learning algorithm uses a similar Haar wavelet basis function
holding feature and introduces the concept of an integral
graph. Using the integral graph, each image can be detected
and all the training sample images can be calculated by calcu-
lating the corresponding integral graph, so as to obtain its
rectangular eigenvalue, and only needs to calculate once.

The training and learning algorithms of AdaBoost are
as follows.

Given a training sample set: ðx1, y1Þ, ðx2, y2Þ,⋯, ðxn, ynÞ,
xi is an image sample and yi = 0, 1 is the category label of the
sample, corresponding to the nonface image and the face
image, respectively, where i = 1, 2,⋯, n, n is the total number
of training samples. Initialize the weights of the two types of
samples of yi = 0, 1 to w1,i = 1/2m, 1/2l, wherem and l are the
number of two types of samples, respectively. Suppose the
number of weak classifiers to be trained is T , where T is also
the number of features to be selected.

Let t = 1, 2,⋯, T execute the following loop:

(1) Normalized weights:

wt,i ⟵
wt,i

∑n
j=1wt,j

: ð2Þ

Let wt be the probability distribution, that is, ∑
n
i=1wt,i = 1

(2) For each feature j, a weak classifierhj that only utilizes
the feature is trained. The training error of the weak
classifier hj can be expressed as a function of the
weight wt :

εj = 〠
n

i=1
wt,i hj xið Þ − yi

�� �� ð3Þ

(3) A weak classifier with the smallest training error is
selected from the weak classifiers corresponding to
all the features. This classifier is denoted as ht with
a training error of εt

(4) Adjust the weights according to this best weak classifier:

wt+1,i =wt,iβ
1−ei
t , ð4Þ

Where ei = 0means xi is correctly classified, ei = 1means
xi is incorrectly classified; βt = εt/ð1 − εtÞ, since εt is always
less than 0.5, βt < 1. When the weights are updated each
round, the weights of the correctly classified samples are
reduced, while the weights of the misclassified samples
remain unchanged.

The final strong classifier consists of weak classifiers cor-
responding to T features:

C xð Þ = 1, 〠
T

t=1
αtht xð Þ ≥ 1

2〠
T

t=1
α,t

0, others,

8><
>: ð5Þ

where αt = log ð1/βtÞ, at each round of training t, the algo-
rithm selects the rectangular features that are most advanta-
geous for classification from all of the features.

In formula (5), as the number of weak classifiers hjðxÞ
increases, the resulting strong classifier HðxÞ becomes more
and more complex. Some simple strong classifiers are highly
efficient and can be used to exclude most nonface areas and
detect almost all possible face areas. In order to improve
the overall detection performance but reduce the calculation
time, multiple classifiers can be cascaded in series in order
from simple to complex. The entire face detection process
forms a decision tree, as shown in Figure 1. Simple classifiers
at the cascaded front end of the classifier initially exclude
most of the nonface windows by a small amount of
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processing, while the latter complex classifiers further
exclude suspected nonface windows by more computation,
reducing the false positive rate of detection. For each level
of classifier, if the output of the classifier is 1, it is considered
that the detection window may be a face area, and the detec-
tion window is input to the next level of classifier for further
judgment; otherwise, the detection window is excluded as a
nonface area at the level. In training each classifier, the num-
ber of stages is increased until the desired final detection rate
and false positive rate are achieved.

After detecting the face, it is necessary to further detect
and locate the position coordinates of the eye as a benchmark
for geometric normalization. Using a method similar to face
detection, using eye images and noneye images as training
samples, a human eye detection cascade classifier is trained,
and the AdaBoost learning algorithm is applied to human
eye detection to accurately locate the human eye [16–18].

According to the prior knowledge of the face model, we
only need to detect the eye in the upper part of the detected face
area. This saves the time of detecting the eye, improves the
speed of eye detection, and reduces the probability of detecting
errors, thereby improving the accuracy of eye detection.

2.1.2. Normalized Processing. In order to reduce the influence
of partial illumination and attitude changes on the quality of
captured face images, the accuracy of subsequent feature
extraction and matching is improved, and the performance
of the entire authentication system is improved. In order to
detect the face image that has been detected, this paper pro-
poses a standardized processing method for the system. The
main process consists of the following steps:

(1) The angle θ of the rotation of the face image is calcu-
lated based on the positioned eye coordinates, and
the image is rotated by the method of .

x′, y′, 1
h i

= x, y, 1½ �
cos θ sin θ 0
−sin θ cos θ 0

0 0 1

2
664

3
775 ð6Þ

(2) The center points of two faces are El and Er , the O is
the center of ElEr , and d = jElErj. After cropping, in
the 2d × 2d face image, it is guaranteed that O is fixed
at ð0:5d, dÞ. This ensures the consistency of the posi-

tion of the face and embodies the translation invari-
ance of the face in the image plane

(3) Use the bilinear interpolation algorithm to reduce or
enlarge the image to obtain a uniform size calibration
image Ie. The size of the calibration image used in
this paper is 128 × 128 pixels; then, the zoom factor
is β = 64/d, where d = jElErj

(4) Using formula (7), histogram equalization is applied
to face images

sk = T rkð Þ = 〠
k

j=0

nj

N
, 0 ≤ rk ≤ 1, 0 ≤ sk ≤ 1, k = 0, 1,⋯, L − 1,

ð7Þ

where L is a gray scale series, N is the total number of pixels,
nk is the total number of pixels in level k gray, rk is the gray-
scale of the original image f ðx, yÞ at point ðx, yÞ, sk is the gray
level of gðx, yÞ in ðx, yÞ after histogram equalization, and
TðrkÞ is a transformation function and satisfies the follow-
ing conditions:

(1) sk is monotonically increasing function in 0 ≤ rk ≤ 1
interval and satisfies 0 ≤ TðrkÞ ≤ 1

(2) In 0 ≤ sk ≤ 1 interval, the inverse transformation
rk = T−1ðskÞ exists and is monotonically increasing
function

(3) Calculate the mean and mean square error of face
contour gray and use formula (8) to grayscale trans-
form the face image

I ′ i, jð Þ = σ′
σ

I i, jð Þ − μð Þ + μ′, ð8Þ

where Iði, jÞ is a gray value distribution matrix; μ and σ are
the gray mean and variance of the image, respectively; and
I ′ði, jÞ is the gray distribution matrix of the transformed
image and usually takes the parameters: μ′ = 0 and σ′ = 1

2.2. Face Image Processing. Facial image processing is the
process of extracting facial features. Gabor function is often
used to extract facial features. However, convolution opera-
tion between image and Gabor kernel function is a time-
consuming process. Although convolution operation can be

T T T T

FFFF

All detection windows Confirmed face window

Excluded nonface window

1 2 3 n

Figure 1: Classifier cascade diagram.
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implemented by fast Fourier transform, there is a computa-
tional burden when the feature points of the transform are
selected more frequently. In this paper, two-dimensional dis-
crete wavelet transform is used to extract face features. For
wavelet transform, it can depict various kinds of signals with
different frequency components, especially for the signal with
catastrophic nature. The extracted features belong to low-
level features. Compared with other parts of the face image,
the extracted feature points are the key points of the face fea-
tures, which belong to the region with obvious changes.

2.2.1. Two-Dimensional Discrete Wavelet Transform. In
order to remove the redundant information after the specific
wavelet transform, the scale factor and translation factor can
be discretized. Now, we define the two-order wavelet space:

s = 1
2j , u = k, v = l, and j, k, l ∈ Z: ð9Þ

The corresponding two-order wavelet function and scal-
ing function coefficient can be calculated by

cm = f xð Þ, ψm xð Þh i = 2j/2
ð∞
−∞

f xð Þψ 2jx − k
� �

dx: ð10Þ

The corresponding inverse wavelet transform function is

f xð Þ = 〠
∞

m=0
cmψm xð Þ: ð11Þ

In this way, a continuous sequence of functions can be
represented by a single infinite sequence, such as the Fourier
sequence. According to formula (10) and (11), we can deduce
the formula of discrete wavelet transform. At the same time,
the two-order scaling function in the scale space can be
expressed as

ψm xð Þ = ffiffi
s

p
ψ sx − kð Þ, ð12Þ

where m is a function of j and k.

2.2.2. Resolution Image Analysis. Before performing multire-
solution analysis on image function f ðx, yÞ, you need to
understand the closed-scale subspace Vn ⊂Vn−1⊂⋯⊂V1 ⊂V0
. Let Aj be an approximation operator, and the image is
roughly expressed as Ajf at the j layer resolution. A0 is the
function itself, and Ajf belongs to space Vj. The scale factor

at the j layer is s = 1/2j. In practice, j = 0, 1,⋯, n is specified,
where n layer is the roughest representation of the image,
where the scaling function is s = 1/2n. Here, the differential
operatorDj is introduced, so thatDjf represents the difference
between the approximate image in the j layer Ajf and the
(j − 1) layer Aj−1 f . In an approximate representation of the
difference between Ajf and Aj−1 f in a two-dimensional
analysis, Mallat first proves that it can be represented by
three components:

Djf = Aj−1 f − Ajf , j = 1, 2, K , n: ð13Þ

So the function f ðx, yÞ multidimensional analysis can be
expressed as

f x, yð Þ = A1 f +D1,1 f +D1,2 f +D1,3 f

= A2 f +D2,1 f +D2,2 f +D2,3 f +D1,1 f +D1,2 f +D1,3 f

= Anf + 〠
n

j=1
Dj,1 f +Dj,2 f +Dj,3 f
� �

,

ð14Þ

where the approximation Ajf ðx, yÞ and the difference
Dj,p f ðx, yÞ, p = 1, 2, 3 can be completely represented by the
two-dimensional scaling function Φðx, yÞ and the wavelet
function Ψðx, yÞ:

Ajf x, yð Þ = 〠
+∞

k=−∞
〠
+∞

l=−∞
αj,k,lΦj,k,l x, yð Þ,

Dj,p f x, yð Þ = 〠
+∞

k=−∞
〠
+∞

l=−∞
dj,k,lΨj,k,l x, yð Þ:

ð15Þ

Assuming that x and y are not correlated, the two-
dimensional scaling function Φðx, yÞ and the wavelet func-
tion Ψðx, yÞ are independent, so that the following formula
can be derived:

Φ x, yð Þ = ϕ xð Þϕ yð Þ,
Ψ1 x, yð Þ = ϕ xð Þψ yð Þ,
Ψ2 x, yð Þ = ψ xð Þϕ yð Þ,
Ψ3 x, yð Þ = ψ xð Þψ yð Þ:

ð16Þ

Among them, the one-dimensional scaling function and
the one-dimensional wavelet function are ϕðxÞ and ψðxÞ,
respectively. It can be clearly seen that the details of the
two-dimensional image function f ðx, yÞ in the x-axis and
y-axis, and diagonal directions are represented by Ψ1, Ψ2,
and Ψ3, so this is called wavelet pyramid decomposition
of a two-dimensional image.

A series of image sets that are progressively reduced in res-
olution in a pyramid shape form a so-called image pyramid
decomposition [19–21]. In general, the top of the pyramid is
a low-resolution approximation, while the bottom is a high-
resolution representation of the image to be processed, and
as the pyramid moves from bottom to top, its size and resolu-
tion are reduced. Each decomposition of discrete wavelet can
form three high-frequency subband images and one low-
frequency subband image. The three high-frequency subband
images provide image information in vertical, horizontal, and
diagonal directions, respectively. The low-frequency subband
image provides a low-resolution image.

2.2.3. Normalized Eigenvector. According to the analysis in
the previous section, the three differential components Dj,p f
ðx, yÞ, p = 1, 2, 3 can be used to represent the points in the j
layer. In the case of point-to-point matching, in order to go
about the correlation between the image matching process
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and the image gradation, normalization must be used [22].
Therefore define the following feature vector:

Bj x, yð Þ = Bj,1 x, yð ÞBj,2 x, yð Þ Bj,3 x, yð Þ� �
, ð17Þ

where Bj,p =Dj,pðx, yÞ/jAjðx, yÞj, p = 1, 2, 3.

2.2.4. Discrete Wavelet Face Template. According to the
above analysis, after the image is decomposed by wavelet, a
certain point on a certain decomposition layer can be repre-
sented by Bjðx, yÞ. Now, we use it in face recognition, assum-
ing that in the face image domain, N is the neighborhood of
the key feature point pf = ðxf , yf Þ of the face, which satisfies
the following relationship:

N pf
� 	

= I x, yð Þ x, yð Þ − xpf , ypf
� 	


 


 < ς

���n o
, ð18Þ

where ς is defined as the size of the neighborhood.
After the wavelet transform, the neighborhood of the key

points in the j layer is defined as

Nj pf
� 	

= I xj, yj
� 	

xj, yj
� 	

− xpf /2
j, ypf /2

j
� 	


 


 < ς/2j

���n o
:

ð19Þ

Define the following variables on this neighborhood:

Aj = Aj,1, Aj,2, Aj,3
� �T ,

Aj,p =〠
N j

1

1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xj − xpf

� 	
/2j

� 	2
+ yj − ypf

� 	
/2j

� 	2
r B2

j,p xj, yj
� 	

, p = 1, 2, 3

ð20Þ

Therefore, the key point pf of the image field can be rep-
resented by the following vector:

Jet = Jet pf
� 	

= A1 pf
� 	

, A2 pf
� 	

,⋯,AJ pf
� 	

,
h iT

: ð21Þ

According to the previous definition, we can define the
following face attribute map C = fN , A, E, Jg, where

(1) Node set: N = fpiji = 1, 2, K ,Ng
(2) Undirected arc set: A = fðpi, pjÞji, j = 1, 2, K ,Ng
(3) Set of characteristic functions: J = fJetðpiÞji = 1, 2,

K ,Ng
(4) Euclidean distance function: E = fEi,jjEi,j = Epi ,pj , i,

j = 1, 2, 3, K ,Ng
where pi represents the key feature point of the face image.

2.3. Face Recognition

2.3.1. Face Elastic Template. The face elastic template is a
property map (FBG) containing multiple (M) facial expres-
sions, which is defined as follows:

FBG = NB, AB, JB, EB� �
, ð22Þ

where

NB = pBi ∣ p
B
i =

1
M

〠
M

m=0
〠
N

i=1
pBmi

( )
,

AB = pBi , pBj
� 	

∣ i, j = 1, K ,N
n o

,

JB = JBj ∣ J
B
i = J pBmi

� �
,m = 1, K ,M, i = 1, K ,N

n o
,

EB = EB
i,j ∣ E pBi , pBj

� 	
= 1
M

〠
M

m=0
E pBmi , pBmj
� 	

, i, j = 1, K ,N
( )

:

ð23Þ

2.3.2. Matching Strategy. Aiming at the matching between
face elastic template and face image, this paper adopts rough
matching and fine matching combined with matching strat-
egy for face recognition matching [23–25].

(1) Rough Match. In order to improve the matching speed,
this paper adopts the strategy of combining the rough and
the fine, and the specific steps of the rough matching strategy
are as follows:

(1) Global search: in this paper, the face elasticity tem-
plate is first set to a rigid model (λ =∞), which is
fixed and cannot be deformed. Then, the image is
moved in groups of 4 pixels on the face image,
and the similarity between the average map and
the corresponding point of the face image is calcu-
lated. Iteratively calculates the similarity of the eval-
uations to search, find the optimal position of each
pixel to stop the search, and take the optimal posi-
tion as the next input. In this step, it is possible to
achieve an effect of concentrating the points in the
feature relationship diagram of the test image in
the vicinity of the corresponding points in the elas-
tic template [26]

Compressing the face elastic template map into an aver-
age graph is the key to the global search step, which helps
to reduce the amount of calculation.

(2) Local adjustment: after a global search, the use of
flexible templates does not require averaging but
changes based on location and scale. After locating
the key points of the face to be recognized in the
global search, four different pixel offsets are selected
as the new positions for exhaustive search. So that
the Jet value of each node of the face image to be rec-
ognized is the most similar to the average Jet value of
the corresponding node of the reference face image,
and the angle-independent similar function is still
used here
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(2) Fine Match. First, the definition uses the following func-
tions to find the optimal solution for comparison:

S C, FBGð Þ = 1
N
〠
N

i=1
max
m

S JCi , JBmi
� �� �

−
λ

E
〠
E

e=1

Δ
!C

e − Δ
!B

e

Δ
!B

e

0
@

1
A,

ð24Þ

where SðJ , J ′Þ = ð∑ jAj ⋅Aj′Þ/ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑jA

2
j∑jAj′2

q
Þ

In this paper, the rough matching strategy is used to
determine the key points of the face image, but this is not
enough for the matching of face recognition. In order to
more accurately locate the specific location of the key points
of the face, this paper introduces a genetic algorithm to
improve the matching precision of the key feature points of
the face and achieve the effect of accurately locating the spe-
cific position of the key points of the face. The idea of genetic
algorithm is an optimization algorithm based on the biolog-
ical law of “natural selection, survival of the fittest” in the bio-
logical world. The specific algorithm process is as follows:

(1) Gene chain code: the biological information of the
organism is determined by the chromosome of the
biological genetic gene. In this paper, the sequence
of feature points consisting of key feature points of
the face is used as the gene coding, and each feature
point is represented by coordinates

(2) Fitness: each gene chromosome corresponds to the
optimal solution of a problem, and fitness refers to
the degree of similarity between the optimal solution
and the problem. In this paper, the similarity between
the key feature points of the face and the face elastic
template is studied, and the individual with the high-
est fitness value is reserved according to the principle
of eliminating the fittest

(3) Cross: this paper adopts two-point intersection
method, selects two different individuals to cross,
and uses the roulette model to ensure that the proba-
bility that the individual is selected is proportional to
its fitness value. Then, the two random positions in
the sequence of feature point sequences in the ran-
domly selected two individuals are exchanged coordi-
nates to complete the intersection process

(4) Variation: variation is an individual gene mutation
and is a means to expand the diversity of the popula-
tion. In the optimization algorithm, using mutation
in the optimal solution interval for traversal search.
In this paper, the mutation operator is aimed at the
sequence of feature points, randomly selects a posi-
tion in the sequence string, randomly selects coordi-
nate values in the neighborhood of the position, and
mutates into a new individual

2.3.3. Face Recognition. After the appellate process is imple-
mented, the facial feature graph is successfully extracted from
the face image to be recognized. This paper only needs to
compare the successfully extracted facial feature graph with
the dynamic facial feature database constructed in this paper
to realize face recognition. In this paper, the average value of
the sum of Jet comparisons between the corresponding
points of different feature graphs is used as the similarity
function between feature graphs. The calculation formula is
as follows:

SG GI ,GM� �
= 1
N ′〠n

Sα JI
n′ , J

M
n

� �
, ð25Þ

where GI is a facial feature attribute graph in face database,
GM is the feature graph of face image to be recognized, and
N ′ represents the total number of nodes.

The value of similarity function is sorted. If the maxi-
mum value of all the values is obviously too large, it shows
that the face is in the face database. Otherwise, the face is
not in the database.

3. Experiments

In the experimental simulation work of this paper, the com-
puter hardware configuration is as follows:

(1) Processor: Intel i5 2.50GHz

(2) Memory: 4GB

(3) Operating system: Windows 7 64-bit Ultimate

(4) The simulation software is MATLAB 2014B

The simulation images are simulated by using star photos
and ORL face database.

4. Discussion

In order to illustrate the method of this paper, this paper uses
a picture to simulate the face detection effect of the AdaBoost
learning algorithm. Figure 2 shows the simulation result of
the AdaBoost learning algorithm for detecting a human face.
Firstly, face detection is performed on the original image
(Figure 2(a)). After detecting the face, the image is clipped
to get Figure 2(b). The results show that the AdaBoost learn-
ing algorithm can accurately find the face and cut it. Then, in
order to reduce the impact of partial illumination and pose
changes on the quality of the collected face images, we
improve the accuracy of subsequent feature extraction and
matching, and then improve the performance of the entire
authentication system. After processing, Figure 2(c) is
obtained. Compared with Figure 2(b), it can be clearly seen
that the result of the gradation normalization is more clear.
Features such as the eyebrows, eyes, and mouth are easier
to identify than the surrounding area.

In order to solve the time-consuming problem of the
original elastic template method using Gabor function to
extract face features, this paper uses two-dimensional
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discrete wavelet transform to extract face features. In the
matching strategy, rough matching and fine matching are
used to superimpose. Figure 3 shows the effect of rough
matching and fine matching. It can be seen from
Figure 3(a) that the rough matching strategy is not accurate
for the location of the key points (eyes, mouths) of the face.
In the feature selection, the left eye is slightly deviated, but
the right eye positioning deviation is about half, and the lip
positioning does not include the lower lip. Figure 3(a) is
obtained after fine matching strategy. It can be seen that the

problem of inaccurate location after rough matching strategy
has been greatly improved. The left eye is almost accurate
positioning, the right eye is only a little bit biased, and the
whole face feature is almost captured.

In order to better illustrate the superiority and effective-
ness of the matching strategy in this paper, this paper com-
pares it with the traditional elastic template method
matching strategy, as shown in Figure 4. It can be seen that
in the accuracy of feature point calibration, the traditional
elastic template method has deviations in the positioning of

(a) The original image (b) Crop image (c) Grayscale normalization

Figure 2: AdaBoost learning algorithm face detection effect diagram.

(a) Rough matching strategy (b) Fine matching strategy

Figure 3: Matching strategy effect graph in this paper.

(a) Traditional elastic template method (b) Improved elastic template method

Figure 4: Matching strategy effect contrast graph.
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the left and right eyes, which is not accurate enough com-
pared to the improved elastic template method; this can be
concluded: In this paper, the improvement of the traditional
elastic template method has improved the problem that the
traditional elastic template method is not accurate enough.

In this paper, different face recognition methods such as
eigenface method, hidden Markov method, traditional elastic
template matching method, and dynamic connection match-
ing method are compared with the method designed in this
paper. The comparison results are shown in Table 1. The
number of categories used in the experiment was 40, and
10 images in the ORL face database per person with different
expressions, poses, and illumination effects were simulated.
Among them, the first five of 40 people (200 in total) were
taken out for training, and the last five (200 in total) were
used for testing. The test results of other methods in
Table 1 are from the literature, and the comparison results
are shown in Table 1:

It can be seen from Table 1 that the proposed method,
elastic template matching method, and dynamic connection
matching method are face recognition methods that use the
gray information and geometric features of the face to elasti-
cally match, which are less affected by illumination and the
recognition rate is higher. However, the feature face method
only uses gray information and does not use geometric struc-
ture features for elastic matching, which is greatly affected by
illumination and has a low recognition rate.

In order to prove that the intelligent algorithm based on
facial features designed in this paper can effectively improve
the inaccuracy of face recognition caused by different light,
posture, make-up, and other problems in reality, this paper
uses 20 males and 20 females as performance tests; they are
between 20 and 29 years old. They were given different light,
postures, make-up, and other simulation tests, and the results
are shown in Table 2:

The histogram is as follows.
Figure 5 is a histogram of face recognition performance

comparison under different conditions, in which conditions
one, two, and three correspond to the conditional order in
Table 2. It can be seen from Figure 5 and Table 2 that the
accuracy of face recognition is different under the three
environments, and the accuracy rate is reduced in the
comparison of ORL face database simulation under three
environments. First of all, for different light, this paper uses
three kinds of light environment tests, such as sunny day,
rainy day, and dark weather, corresponding to conditions 1,

2, and 3 in the histogram. It can be seen that the light has
an influence on the accuracy of the face recognition of the
system. Among them, the light of the sunny day is the best,
the accuracy rate is the highest, and the accuracy rate is
92.9%; the rainy day is second, and the accuracy rate is
90.9; and under the dark condition, although there is light,
the light is the worst, the accuracy of face recognition is the
worst, and the accuracy rate is 88.3%.

For posture, this paper uses three conditions of head-up,
look-up, and look-down to test, corresponding to conditions
1, 2, and 3 in the histogram. It can be seen that the best accu-
racy rate of face recognition of the three postures is head-up,
the accuracy rate is 93.5%, and the difference between the
accuracy of look-down and look-up is only 0.2%.

Make-up is indispensable for modern women, so in the
context of smart homes, face recognition testing about
make-up is an indispensable part. In this paper, no make-
up, light make-up, and heavy make-up three conditions were
tested, corresponding to conditions 1, 2, and 3 in the histo-
gram. It can be seen that for the simulation of the method
designed in this paper, the face recognition accuracy of
nonmake-up is the best, and the accuracy rate is 93.1%,
followed by light make-up, the accuracy rate is 91.7%, the
accuracy of heavy make-up is the lowest, and the accuracy
rate is 89.5%.

Table 1: Performance comparison of different face recognition
methods.

Method
Correct recognition rate

(%)

Feature face method 90.5

Hidden Markov method 87

Traditional elastic template
matching

96

Dynamic connection matching 92

The method of this paper 97.3

Table 2: Comparison of face recognition performance under
different conditions.

Category Condition Correct recognition rate (%)

Light

Sunny day 92.9

Rainy day 90.9

Dark 88.3

Postures

Head-up 93.5

Look-up 91.3

Look-down 91.1

Make-up

No make-up 93.1

Light make-up 91.7

Heavy make-up 89.5

85.00
86.00
87.00
88.00
89.00
90.00

(%
)

91.00
92.00
93.00
94.00

Light Postures Make-up

Condition 1
Condition 2
Condition 3

Figure 5: Comparison of face recognition performance under
different conditions.
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In summary, it can be explained that different light, pos-
tures, and make-up have an influence on the accuracy of face
recognition in this design method, but the most influential is
that under the condition of darkness, the accuracy rate is
88.3%. This accuracy is acceptable in practice and can be
improved by increasing the intensity of night light. This
shows that the method designed in this paper can also
achieve a good face recognition effect in practice and can be
applied to practice. Similarly, the intelligent algorithm based
on facial features designed for identity authentication in
smart home is an algorithm with good performance.

5. Conclusions

With the development of science and technology, more and
more occasions need identity recognition, which makes iden-
tity recognition become the research hotspot of today’s era.
People cannot meet the needs of today’s society by traditional
authentication methods, such as identification items such as
keys, certificates, and cards and identification knowledge
such as user names and passwords. More and more research
is focused on biometric identification technology, which pro-
vides a reliable solution for identity authentication through
some biological characteristics such as the fingerprint, iris,
voice, and face. This paper studies the problem that the
authentication of the smart home identification system is
basically based on feature matching and lacks intelligence.
Especially for today make-up, facelift and posture problems
will greatly reduce the system resolution accuracy proposed
solutions. Firstly, the AdaBoost learning algorithm is used
to construct the face detection and eye detection classifier,
which realizes the detection and localization of face and eyes,
and proposes a standardized processing method. It effectively
reduces the influence of part of illumination and posture
changes on the quality of the collected face images and
improves the accuracy of subsequent feature extraction and
matching; secondly, it uses two-dimensional discrete wavelet
transform to extract face features and constructs a dynamic
feature library of individual faces; finally, the improved
elastic template matching algorithm is used to build an intel-
ligent classification method of the dynamic face elastic
model. The matching strategy in the elastic template match-
ing algorithm is combined with rough matching and fine
matching. The simulation shows that the proposed method
can intelligently adapt to various environments without
reducing the accuracy. The research and improvement of
face recognition technology can not only promote the devel-
opment of biometric technology but also lay a good founda-
tion for the application of more accurate and reliable identity
authentication system based on face features.
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With the development of machine learning and big data, traditional equity trading system methods can no longer meet the current
trading needs, and there are still problems such as low operating efficiency and serious homogeneity. Blockchain technology has the
characteristics of decentralization and can also complete transactions through smart contracts, innovating the way of equity system
transactions. The purpose of this paper is to build an equity trading system in combination with blockchain in the context of
machine learning and big data and provide innovative trading methods, so as to provide reference and reference significance for
the construction of my country’s equity market. This article uses literature data method, comparative analysis method, factor
analysis method, and other methods to carry out research, in-depth study of machine learning and big data, blockchain-related
concepts, system composition, application situation, etc., and discusses the allocation of equity trading market The functions of
resources, risk diversification, risk transfer, price determination, etc., have built a blockchain equity trading system, designed a
consensus mechanism, block generation protocol, block verification, decentralization, and smart contract platform, and finally
conducted a national equity transaction the background of the market is analyzed, and the experimental results, simulation
indicators, transaction time, transmission consumption, and other content of the system constructed in this article are analyzed.
In the single-node test, the CPU usage of the PoW consensus mechanism algorithm reached 100%, but the improved PBFT
consensus mechanism was only 16%, which saved a lot of computing power and improved computing performance.

1. Introduction

After the emergence of Bitcoin in 2009, blockchain technol-
ogy has slowly entered people’s field of vision. Blockchain
technology has the characteristics of decentralization, trans-
parency, reliability, etc., so it has attracted the attention of
experts and researchers. As an application of blockchain
technology, Ethereum provides a decentralized application
platform. The application of blockchain technology initially
developed from the financial field to other fields. In recent
years, many fields have gradually tried to use blockchain
technology, which has promoted the research and develop-
ment of blockchain technology.

In recent years, the state has actively promoted the con-
struction of a multilevel capital market and vigorously devel-
oped the over-the-counter market. Because the traditional
equity trading systemmethod can no longer meet the current
trading needs, there are problems such as low operating effi-

ciency and serious homogeneity, so there is a blockchain
stock system trading method and system. In January 2013,
the country established a share transfer system for SMEs,
and the over-the-counter market entered a stage of rapid
growth. At the same time, as an important part of the multi-
level capital market system, the equity market promotes
regional economic development, provides funds for small
and medium-sized enterprises, and enhances the company’s
image. However, in the process of vigorous development of
the equity market, some problems have been exposed, such
as qualitative, redundant construction, and low efficiency.
The equity trading market plays an important role in the
country’s economic development and provides strong eco-
nomic support.

Boehm et al.’s growing demand for customized machine
learning (ML) algorithms and the growing amount of data
that need to utilize distributed data parallel frameworks (such
as Map Reduce or Spark) pose a major challenge to the

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 3457967, 14 pages
https://doi.org/10.1155/2021/3457967

https://orcid.org/0000-0003-2964-6879
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/3457967


productivity of data scientists. They solved these challenges
through declarative ML: (1) increased the productivity of
data scientists because they were able to express custom algo-
rithms in familiar domain-specific languages, including lin-
ear algebra primitives and statistical functions; (2) in
distributed computers to run these ML algorithms transpar-
ently, the data parallel framework applies cost-based compi-
lation techniques to generate efficient, low-level execution
plans, which include single-node and large-scale distributed
operations in memory. He described the end-to-end system
ML on apache spark, including an in-depth understanding
of various optimizers and runtime technologies and perfor-
mance characteristics. They also shared the lessons learned
from porting system ML to spark and declarative ML.
Finally, system ML is open source, which allows the database
community to use it as a testing platform for further research.
However, his system contains too many mathematical algo-
rithms and functions, so it does not have much practical per-
formance [1]. Obermeyer and Emanuel proposed a deep
learning-based traffic flow time series prediction model, deep
TFP, which makes full use of the effectiveness of time series
function analysis sequence data and deep learning to extract
traffic flow features. Accurate and timely prediction of future
traffic flow is an urgent need for personal travel, public trans-
portation, and transportation planning. In recent years, with
the explosive growth of traffic data, various traffic flow pre-
diction methods based on big data analysis have been pro-
posed. He proposed deep TFP, which uses a time series
function that considers the temporal and spatial correlation
of traffic data to predict and track changes in traffic flow.
Deep TFP uses deep learning to extract the characteristics
of traffic data as the basis of the time series function. The per-
formance of the model is verified through comparative
experiments. However, his experimental model is difficult
to provide timely predictions for the processing of real-time
traffic data [2]. The purpose of Hamzah et al.’s research is
to study the motivation of risk transfer in debt and equity
contracts based on criticizing the similarities between sukuk
and bonds. He uses a theoretical and mathematical model
to study whether there is a motivation for risk-taking: debt
contracts and equity contracts. Based on this theoretical
model, it believes that the risk transfer behavior only exists
in the debt contract, because the debt will naturally produce
risk transfer behavior when the transaction occurs. In con-
trast, stock contracts, by their very nature, involve the sharing
of transaction risks and returns and are therefore considered
undesirable risk transfer behavior. Nevertheless, previous
researchers found that equity financing may also bring moti-
vation for risk transfer. Even so, he believes that the amount
of capital provided and the underlying assets must be consid-
ered, especially in the case of default. Through mathematical
modeling, this element of equity financing can make risk
transfer unattractive. However, his research model is only a
theoretical model. There are many factors that need to be
considered in actual operation, and the author did not take
them into consideration [3].

The main innovations of this paper are (1) using litera-
ture analysis, comparative analysis, and other methods to
describe and analyze the equity trading system, through the

comparison of different systemmodels, highlight the feasibil-
ity and effectiveness of the framework of this paper; (2) the
combination of theoretical analysis and empirical research
not only analyzes the shortcomings of the traditional equity
trading system and explains possible countermeasures but
also collects data and analyzes through data comparison.

2. Blockchain Equity System Transaction
Methods and System Research Methods
Based on Machine Learning and Big
Data Algorithms

2.1. Machine Learning

2.1.1. Overview of Machine Learning. Machine learning is a
field of computer science. There is no clear program design
method for the computer to learn [4]. Its purpose is to allow
the computer to simulate the human learning process, use
existing knowledge (data) to form an independent knowl-
edge system, and solve future problems. At the same time,
the data is updated and improved through the knowledge
system produced by machine learning [5, 6].

The mathematical description of the basic model of
machine learning is as follows: the data generator H gener-
ates m samples ðx1, y1Þ, ðx2, y2Þ, ðx3, y3Þ⋯ ðxn, ynÞ, assum-
ing that the probability distributions of x and y of the
observation samples are consistent, and generates indepen-
dent observation samples of the same distribution GðxjyÞ.
Machine learning is to find the most suitable learning func-
tion fgðx,wÞg from a series of learning functions based on
observation samples gðx,w0Þ. Therefore, when predicting
and evaluating the observed samples, the predicted risk T ð
wÞ of x and y is the smallest:

T wð Þ =
ð
K y, g x,wð Þð ÞdG x, yð Þ: ð1Þ

Among them, w is the general parameter of the learning
function, Kðy, gðx,wÞ is the error function between the pre-
dicted value y and the actual value y when using the predic-
tive learning machine gðx,wÞ [7]. It is called the risk
function. The form of the risk function varies with learning
problems. General machine learning problems are divided
into pattern recognition problems, regression evaluation
problems, and probability evaluation problems. The risk
functions corresponding to these three problems are as fol-
lows [8]:

Pattern recognition problem:

K y, g x,wð Þð Þ =
0, y = g x,wð Þ,
1, y ≠ g x,wð Þ:

(
ð2Þ

Regression estimation problem:

K y, g x,wð Þð Þ = y − g x,wð Þð Þ2: ð3Þ
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Probability density problem:

K σ x,wð Þð Þ = − ln σ x,wð Þ: ð4Þ

2.1.2. Gemini Support Vector Machine. The traditional vector
machine SVM realizes SRM by constructing a pair of parallel
classification hyperplanes [9]. Different from traditional
SVM, TWSVM looks for a pair of nonparallel classification
hyperplanes, which are a positive hyperplane ϖT

1 γðxiÞ + b1
= 0 and a negative hyperplane ϖT

2 γðxiÞ + b2 = 0. The positive
sample points are located near the positive hyperplane, while
the negative sample points are far away from the positive
hyperplane, and vice versa [10]. We assume that the positive
sample with the label +1 is a matrix X1 ∈ im1×n, and the neg-
ative sample with the label -1 is a matrix X2 ∈ im2×n, so that
the optimization problem can be expressed as a formula:

min
ϖ1,b1,ψ

1
2 γ X1ð Þϖ1 + e1b1k k2 + ceT2ψ1,

s:t:− γ X2ð Þϖ1 + e2b1ð Þ + ψ1 ≥ e2, ψ1 ≥ 0,

8><
>: ð5Þ

and,

min
ϖ1,b1,ψ

1
2 γ X2ð Þϖ2 + e2b2k k2 + ceT1ψ2,

s:t:− γ X1ð Þϖ2 + e1b2ð Þ + ψ2 ≥ e1, ψ2 ≥ 0,

8><
>: ð6Þ

where c > 0, ψ1, ψ2 is the relaxation vector. In order to obtain
the corresponding dual problem, TWSVM assumes that the
matrix JT J sum HTH is a nonsingular matrix [11], where J
= γðX1Þ + e1, H = γðX2Þ + e2. Under the constraint of this
condition, the corresponding dual problem can be expressed
as a formula:

max
β

eT2 β −
1
2β

TH JT J
� �−1

HTβ,

s:t:0 ≤ β ≤ c,

8<
: ð7Þ

and,

max
β

eT2 χ −
1
2χ

T J HTH
� �

JTχ,

s:t:0 ≤ χ ≤ c,

8<
: ð8Þ

where β ∈ Rm2
, χ ∈ Rm1 is the Lagrange multiplier.

When JT J or HTH is a singular matrix, the correspond-
ing dual problem cannot be expressed in the form of the
above two formulas. In order to make the formula hold when

JT J and HTH are singular matrixes, replace the ðJT JÞ−1 sum
ðHTHÞ−1 with the ðJT J + φIÞ−1 sumðHTH + φIÞ−1, respec-
tively, where φ > 0 I is the identity matrix. After replacement,

it can be expressed as the following formula:

max
β

eT2 β −
1
2β

TH JT J + φI
� �−1

HTβ,

s:t:0 ≤ β ≤ c,

8<
: ð9Þ

And,

max
β

eT1 χ −
1
2χ

T J HTH + φI
� �−1

JTχ,

s:t:0 ≤ χ ≤ c:

8<
: ð10Þ

By solving the two dual problems of the above formula, a
pair of nonparallel hyperplanes can finally be constructed.

ϖ1

b1

" #
= − JT J + φI

� �−1
HTβ,

ϖ2

b2

" #
= HTH + φI
� �−1

JTχ:

8>>>>><
>>>>>:

ð11Þ

It should be noted that, strictly speaking, the solution for-
mula is only an approximate solution to the original problem.
In classification prediction, the unknown sample is closer to
the positive (negative) hyperplane than the negative (posi-
tive) hyperplane, and the sample is marked as the positive
(negative) [12, 13].

In short, the difference between SVM and TWSVM is
that SVM separates the positive and negative samples by a
maximum interval classification hyperplane, while TWSVM
separates the positive and negative samples by a pair of non-
parallel hyperplanes [14]. In TWSVM, the decision planes of
the two types of samples are based on the other type of sam-
ples as constraints, so that the two types of samples are closer
to the type of decision plane, and at the same time far away
from the nontype of decision plane. The samples are classi-
fied by judging the distance between the sample points and
the positive and negative decision planes [15].

When dealing with nonlinear problems, the Gemini Sup-
port Vector Machine is the same as the ordinary support vec-
tor machine, which recognizes linear separation by mapping
data samples from the low-dimensional input space to the
high-dimensional space [16, 17]. The experiment in this
chapter uses the RBF kernel function. The RBF kernel func-
tion parameter v and penalty coefficient c affect the predic-
tion performance of the model. Therefore, it is very
important to choose the right combination of parameters.

2.2. Blockchain Technology. With the advent of Bitcoin, a
decentralized and highly reliable transaction system based
on electronic virtual currency—a system associated with
blockchain technology—has slowly emerged. The emergence
of Bitcoin has received widespread attention in the financial
and computer fields, and research scholars have also begun
to further study blockchain technology [18, 19].
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2.2.1. Related Concepts of Ethereum. Ethereum is a distrib-
uted computer platform based on the public chain, providing
a distributed virtual machine that can run a complete script-
ing language. Ethereum is composed of smart contract layer,
incentive layer, consensus layer, network level, and data level
[20]. The data layer includes the most basic data structure
and account encryption algorithm of the Ethernet core part
of the Ethernet, especially the data transmission verification
mechanism of each node of the Ethernet. Ethereum adopts
a consensus mechanism based on consensus-level verifica-
tion work [21, 22]. This is mainly used to induce nodes to
independently mine and maintain Ethereum. The data layer,
network layer, consensus level, and incentive level are also
the basic content of the blockchain structure [23].

(1) Data Layer. The data layer merges the data structure of
the block with the content related to data encryption. The
block is divided into two parts: the block header and the
block body. All transaction-related information is contained
in the main body [24].

The network layer needs to include the implementation
of the P2P network, message delivery mechanism, and data
verification. The network layer is a network guarantee for
the interaction between Ethernet nodes [25]. Ethernet uses
P2P networks to solve the decentralization and other charac-
teristics of Ethernet. Because the P2P network uses flags, the
status of each node is the same, and there is no central server.
Each node is equivalent to the routing, verification, and send-
ing functions of the Ethernet system. P2P network architec-
ture is the foundation of Ethernet distributed network.

(2) Consensus Layer and Incentive Layer. In a centralized
decentralized system, the method for each node to reach a
consensus is the main content, and Ethereum also faces the
inevitable problems of a distributed system. Ethereum uses
a consensus mechanism based on work evidence to enable
systems with decentralized decision-making power to reach
consensus. Each node solves mathematical problems through
the competition of computer power and rewards the first
node who solves the problem, thereby promoting the compe-
tition of the overall computing power of the network.

Based on the PoW negotiation mechanism, the total
computing power of the nodes in the network must be large
enough to avoid the concentration of computing power.
Therefore, in order to make full use of the total computing
power of the entire network, it is necessary to rely on an
incentive mechanism that promotes the utilization of the
entire network to confirm that the decentralization of Ether-
net is safe and reliable.

2.2.2. Smart Contract. Blockchain technology simplifies the
value transfer process through its network architecture and
the virtual electronic currency it realizes. In the blockchain,
a transaction is divided into the following three steps: (1) A
sends a message to the blockchain network, and a transaction
is defined in the message; (2) B accepts the transaction
through broadcast, indicating that B accepts the transaction;

(3) participants in the blockchain network verify the legality
of the transaction and complete the transaction. To be sure,
this transaction model defines a process in which the owner
of a certain currency in the blockchain has changed. But
when sending or accepting transactions, the value in the mes-
sage can also be conveyed, just like the electronic envelope,
the electronic currency may be contained in the electronic
envelope and transmitted through the network, but it can
also transmit some other information to achieve additional
utility.

A typical transaction can be regarded as a simple “script,”
this script is equivalent to a set of instructions. The instruc-
tion sets allow nodes in the blockchain to execute transac-
tions. However, when the script changes and contains
information other than transactions, then users can use this
script to implement complex “transactions.” A smart con-
tract is a convenient, verifiable, and executable computer
agreement with the terms of a commercial agreement. This
concept is not a new concept nor is it proposed by the block-
chain. What the blockchain realizes is the decentralization of
smart contracts. In other words, smart contracts are built in
public databases without central supervision and execution.
Participants can automatically execute the content of the
contract without the supervision of a third party. Smart pro-
curement is also the basis of blockchain decentralized
applications.

In Ethereum, a smart contract is a collection of code and
data and is stored in the Ethereum blockchain with the
address of the smart contract account. Smart contracts are
transmitted on the network in the form of messages, and
smart contracts in Ethereum are stored in transactions.
EVM judges whether it is a contract type transaction by
whether a transaction contains a code. EVM implements
the execution of the contract by executing the binary byte-
code in the contract. In the Ethereum smart contract, it is
defined that the application binary interface (ABI) is strongly
typed, and the ABI will be formed and persisted during the
compilation of the smart contract. Here, ABI is similar to
the regulations in the actual contract, which must be
obtained every time the contract is called. The first four bytes
of a function call data specify the function to be called. The
account uses the smart contract ABI to call the method in
the contract.

2.3. Equity Trading Market

2.3.1. Overview of the Equity Market. The positioning of my
country’s equity trading market has become increasingly
clear with the practice of various regional equity markets
and the continuous release of relevant policies. From the per-
spective of policy analysis, the positioning of my country’s
equity trading market is mainly divided into three aspects:
first, the equity trading market is an extension of our multi-
level capital market, an important part of my country’s capi-
tal market system, and it belongs to the private equity market;
second, it serves as a platform for small, medium, and micro-
enterprises in provincial administrative regions to cultivate
and regulate small, medium, and microenterprises; third, it
is a comprehensive platform for local governments to
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support and promote the development of small, medium,
and microenterprises in the region.

2.3.2. Functions of the Equity Trading Market. The equity
trading market does not exist independently. It is an impor-
tant part of my country’s capital market. The main functions
of the capital market are basic functions such as the optimal
allocation of resources, the dispersion of risks, the transfer of
risks, and the determination of prices. It also has a unique
function as the foundation of the capital market: to cultivate
small, medium, and microenterprises and regulate their
development as an incubator; to strengthen the function of
local governments to guide and support the development of
small, medium, and microenterprises in the region.

The equity trading market is an extension of the capital
market’s function, which is manifested in the following
aspects: (1) optimal allocation of resources: The equity trad-
ing market is an important part of the multilevel capital mar-
ket. The basic function is to adjust the function of funds and
transfer the surplus of funds in the market. The fund is trans-
ferred to the party lacking funds, but it is biased to serve
small, medium, and microenterprises and provide more
financing channels for small, medium, and microenterprises;
on the other hand, it also provides a new investment platform
for institutional investors to make it from small, medium,
and microenterprises. (2) Risk diversification and risk trans-
fer: when institutional investors invest in small, medium, and
microenterprises, they often face greater investment risks
because they face market risks and the moral hazard of major
shareholders. The equity trading market provides institu-
tional investors with more investment opportunities, so that
it can effectively reduce the risks faced by institutional inves-
tors. In the early stages of development, small and medium-
sized and microenterprises, especially those in the industry
in the introduction and growth stages, have a large demand
for funds and often face higher financial risks. The regional
equity trading market provides them with equity and con-
vertible bonds. The way in which financing transfers its risk.
(3) Determine the price: SMEs can increase their credit by
putting stocks into the market by SMEs, thereby expanding
financing channels, providing a new evaluation platform,
and reducing financing costs.

The unique functions of the equity trading market are (1)
the incubator function for cultivating small, medium, and
microenterprises and standardizing their development: The
equity trading market can carry out professional corporate
governance and investment and financing training courses
through its own capital market’s professional attributes,
thereby improving the performance of listed companies. Pro-
fessional management capabilities and a sound internal con-
trol system have laid a solid foundation for its rapid
development. (2) Strengthen the ability of local governments
to guide and support the development of small, medium, and
microenterprises in the region. Since the establishment of
China’s capital market is to serve state-owned enterprises,
and the capital market’s characteristics of “dislike the poor
and love the rich”, a huge number of small, medium, and
microenterprises obtain a very small proportion of resources
from the capital market. The guidance and support of local

governments can effectively reduce the difficulty of financing
small and medium-sized enterprises in the capital market
and also help local governments develop business clusters
with local characteristics, thereby driving the development
of local economy and social people’s livelihood.

In addition to the above functions of the equity trading
market, the equity trading market is also a comprehensive
functional market for local governments to promote the
development of small, medium, and microenterprises in the
region. In this market, local governments can directly intro-
duce targeted preferential policies to attract banks, broker-
ages, insurance, and VC/PE markets. Participants actively
participate in the development of local enterprises. At the
same time, the market can also guide equity investment insti-
tutions and bond investment institutions to cooperate for
high-growth enterprises to introduce comprehensive financ-
ing plans for the long-term development of enterprises.

3. Blockchain Equity Trading System Design
Model Based on Machine Learning and Big
Data Algorithms

Based on the background of machine learning and big data
algorithms, this paper designs a blockchain equity trading
system model, adopts the Ethereum PBFT consensus mecha-
nism, and through the decentralized smart contract design, it
improves computing time and efficiency and reduces the
communication overhead. In addition, the implementation
process is given in this article, and the experiment is verified.

3.1. Problem Assumptions and Definitions

3.1.1. Problem Assumption. The mechanism proposed in this
paper is based on the alliance chain scenario and has the fol-
lowing assumptions: (1) there are n nodes,fM1,M2,⋯,Mng,
each node is independent of each other, and there is no cen-
tralized platform. During the operation of the system, nodes
will not be dynamically added or removed. (2) To establish a
link between nodes, the verification method provided by
Ethernet is required. Verification is considered safe, and
malicious nodes cannot pretend to be connected to other
nodes in the network. (3) After the node is disconnected,
the system tries to reconnect to the node, but the connection
fails after the limit time is exceeded, which is an error node.

The generation of a block of the blockchain is jointly
decided by all preselected nodes (the preselected nodes par-
ticipate in the consensus process), and other access nodes
can participate in the transaction, but the process is not
involved.

3.1.2. Algorithm Definition. The PBFT mechanism has the
following definitions:

Definition 1. We set Quorum as a set group, and there is an
intersection between the two. The set of system nodes is set
to ∇ = fW1,W2,W3,⋯,Wng, and Wi ⊆ I if the formula is
satisfied, W is called a quorum.

∀Wi,Wj ∈ ∇ and Wi ∩Wj ≠ φ: ð12Þ
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Quorum has the following properties: (1) any two quo-
rums have at least one common and correct node. (2) There
must be a quorum without errors. Among them, this article
defines a 2g + 1 node as a quorum, which can ensure that
there is at least g + 1 node in a quorum without errors, where
g is the maximum number of error nodes in the system.

Definition 2. The PBFT organization will perform segmenta-
tion calculations for the execution process and mark it as b.
There are master nodes in the view, the node set is N , the
number of master nodes is recorded as q, and the other nodes
are called backup nodes. When copying, each node is repre-
sented by an integer in order f0, 1,⋯,N − 1g, which satisfies

q = b mod N: ð13Þ

Here, b is the number of projections. When the master
node in the group fails, the next numbered node will become
the master node, and the view number will be modified
accordingly.

Definition 3. Certificate (certificate), this article specifies the
type of message sent in the system matching process. This
message is called a certificate. The request is an information
type fREPLY,m, b, ig. According to the certificate type, m
means block or block fragment, b means project number,
and i means node number.

3.2. System Design

3.2.1. Description of Consensus Mechanism. In a system with
M nodes, the master node q is responsible for generating a
block, and after all nodes negotiate and verify the block, they
reach a consensus on the block. In order to tolerate Byzantine
errors, there must be at least four nodes in the system
designed in this paper. Each node adopts the same sequence
during initialization. Each node establishes internode com-
munication according to the IP address in the configuration
file. After the communication is established, it will send the
corresponding public key to other nodes, and the other nodes
will complete the verification through the private key signa-
ture, and the verification will indicate that a valid connection
is established between nodes. During the negotiation process,
for a message node, there are three states: preprepare, pre-

pare, and commit, which are represented by PPfv,m,ng
i ,

Pfv,m,ng
i ,and Cfv,m,ng

i , respectively, where v represents the
number of the view, m is the certificate message, and n is
the number of the node that sends the certificate message. i
is the number of the current node.

In the consensus algorithm, when a certificate is gener-
ated, the state of the node is first judged, and the method of
the current state will be executed, and at the same time, it will
enter the next state, where the preprepare state needs to judge
the master node, and only the master node can execute it.
When a certificate has passed the three-state condition judg-
ment, it is considered that the content of the certificate has
reached a consensus among nodes.

As can be seen from the above, the experiment uses role-
based access control (RBAC) and discretionary access con-
trol (DAC).

3.2.2. Block Generation Protocol. In the blockchain, transac-
tions are sent in blocks and are permanently recorded in
the blockchain. This article uses the Ethereum transaction
verification protocol. After the same node confirms the valid-
ity of the transaction, the transaction is recorded in batches
in the block, and the block is sent. The transaction on this
block will be verified by other nodes on the network, and
added to the blockchain, the transaction is considered to be
executed. When a transaction occurs, the master node writes
the transaction into the block and transmits the block. If all
the network nodes agree on the block, try to add the block
to the blockchain. The whole process is inconsistent. The
order of the blocks is guaranteed by the block number and
partition value of the block record. If the transaction list is
empty, the node monitors the timing and system time of
the best block in the blockchain. When the time exceeds t,
an empty block will be created and added to the blockchain.
There may be network delays in the sending process. The
longest time for a block to be added to the blockchain after
reaching consensus is Δt. Here, t must satisfy t > Δt. In this
way, when a blank block is created, all transactions will be
completed through the network. If an empty block is added
to the blockchain, the master node will stop the creation of
the block and reset the block after waiting for the transaction
to arrive.

3.2.3. Block Verification. The verification process of the block
is mainly based on the verification of the block header infor-
mation. This article combines the block structure in Ether-
eum to perform the block verification. First, check
ParentHash to determine whether the newly generated block
points to the BestBlock of the blockchain in this node. When
a block does not show the BestBlock of the current block-
chain, the block will be added to the list first and another
block will be added to the list. The thread surrounds to deter-
mine if there is a block that shows the BestBlock of the cur-
rent blockchain in the list. If there is, it executes the block
verification process and tries to add it to the blockchain.
When the block points to the BestBlock of the current block-
chain, the transactions in the block are first verified. The
transactions in the block are sorted according to the time
sequence of the transaction execution. According to this
order, the Merkle tree can be generated, and the rootHash
of the Merkle tree is compared with the root hash of the
transaction tree of the new block is verified. The verification
will verify each transaction and then generate a copy of the
Repository object, where the repository contains the local
database data of the node, and the next operation is per-
formed in the copy. Because the state tree verification needs
to modify the repository state, the operation in the copy
can be rolled back. When the number of transactions in the
block, the state tree, and the receipt tree roothash verification
are all passed, the copy is submitted, and the block is added to
the blockchain. Transaction verification is the core content of
the entire blockchain verification. Here, we define the status
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transaction function as ω, the transaction is Y , and the execu-
tion of the transaction will change the local state database.
Here, if the database status is defined as U , then, there is

U ′ = ω U , Yð Þ: ð14Þ

Among them, U ′ is the changed state, a transaction valid
judgment needs to meet the following conditions:

u Yð Þ ≠ ω ∧U u Yð Þ½ � ≠ ω ∧ Yn =U u Yð Þ½ �nonce ∧ v0 ≤U u Yð Þ½ �balance:
ð15Þ

Among them, uðYÞ is the initiator of a transaction, which
Yn and v0 are the nonce and transaction amount in the trans-
action, nonce is the number of transactions in each account,
used to ensure the orderliness of the transaction, and
recorded in the account information. When a transaction
fails, the local warehouse must implement the rollback func-
tion. Here, we define the state U0 as the rollback state. Then,
there is

U0 =U , except :
U0 u Yð Þ½ �balance =U u Yð Þ½ �balance − c,
U0 u Yð Þ½ �nonce =U u Yð Þ½ �nonce + 1:

(

ð16Þ

Among them, c is the cost of executing this transaction.
Next, the operation of adding the block to the blockchain will
be executed, and after the successful addition, the state of the
block being generated will be set to empty. Changes in these
two states will trigger the next block generation process.

3.3. Implementation of Decentralized System Platform

3.3.1. Ethereum Interface Development. Since Ethereum only
provides the Json-RPC call interface, it is necessary to write a
Web Service interface for Ethereum to realize the interaction
process with the web server. The interface management
information is shown in Table 1.

In the smart contract module, it is also necessary to open
the Web Service interface and open the web server to call the
relevant interface of the smart contract.

3.4. Implementation of Smart Contract. The global variable
taskMapping is defined in the smart contract to store all
transactions. The structure describes the parameter informa-
tion of the contract, taskId is used to distinguish tasks, and
taskSender and taskReceiver are the account addresses of
the task initiator and recipient, respectively. Used for bounty
transactions, the amount is the value of the bounty, and state
is the current state of the character. The event changeTask is
to perform corresponding operations according to the trig-
gered parameters each time it is triggered, including the
modification of the task status and the bounty transaction
process. Through this smart contract, the decentralization
of the task release platform is realized.

4. Blockchain Equity System Transaction
Method and System Research Analysis Based
on Machine Learning and Big
Data Algorithm

4.1. Background Research on the National Equity Exchange
Market. Through a certain webpage, you can get the data of
the national equity trading centers and show in the form of
tables that the development level and overall scale of the Chi-
nese equity trading centers have large regional differences,
but the data obtained is still only the data of some provinces
in the country. As shown in Table 2, the regional equity trad-
ing centers in eastern China are relatively active, especially in
Shanghai, Shenzhen (Qianhai), and Zhejiang. These three
equity trading centers have relatively more indicators such
as the number of listed companies, total shares, and total
assets than the central and western regions. This regional dif-
ference is directly proportional to the level of economic
development and financial development to a certain extent.
In particular, it can be seen from the distribution of the num-
ber of listed companies in Figure 1 that this trend is more
obvious. For example, Shanghai, Shenzhen (Qianhai), Zhe-
jiang, Wuhan, Beijing, and Liaoning equity trading centers
in the east are relatively active.

It can be seen from Figure 1 that in terms of the num-
ber of listed equity trading platforms, the activity of
regional equity trading centers is roughly proportional to
the level of economic development and financial develop-
ment, especially the top transactions. Most of the centers
are located in the eastern coastal areas, but there are still
equity trading centers such as Guangxi, Xinjiang, Chengdu
(Sichuan-Tibet), and Chongqing, and the number of listed
companies is relatively large.

The regional differences in the performance of regional
equity trading centers are mainly due to the existence of
thousands of small, medium, and microenterprises in the
eastern coastal area. The huge base number has given
birth to a large number of listed companies, and because
the financial industry in this region is relatively developed,
it can provide enterprises with financial services such as
good corporate planning, listing training, and listing
counseling, so the number of listings is relatively large.
However, due to the limited number of enterprises and
imperfect financial supporting services in the central and
western regions, the number of listed companies in the
equity trading center is limited and the transaction volume
is relatively insufficient.

We divided the industries into three categories, namely,
industry, agriculture, and service industries, and made spe-
cific subdivisions. We selected Y city as the data collection
point and collected the number and proportion of the indus-
try distribution. The results are shown in Table 3. From the
perspective of industry distribution, at this stage, Guizhou
stock exchange center listed companies basically cover indus-
try, agriculture, and service industries, accounting for 80% of
the total and emerging industries such as information tech-
nology and financial services account for a relatively low
proportion.
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4.2. Performance Analysis of Blockchain Equity Trading
System. Figure 2 shows the number of features selected by
each method, the time it takes to select features, and the accu-
racy and accuracy of the selected feature subsets in the pre-

diction of the test set and the time-limited training set. It
can be seen from the experimental results in Figure 2 that
the accuracy and accuracy of the support vector machine
model without feature selection are the worst among many

Table 1: Blockchain management interface information.

Name Parameters and description

AccountInfo The parameter is the account address, used to query account related information

BlockNum Used to query the number of current blockchain blocks

BlockInfo The parameter is the block number, which is used to query the information of the block

ActiveNode Return the reliable node considered by the current node

Balance The parameter is the account address. Return the account balance

BatchTransactions
The parameters are the account address and the corresponding account amount. Used for system initialization account

amount

BatchAccounts The parameter is the account address, used to initialize the account

Table 2: National equity exchange center data.

Exchange
Number of

listed companies
Total number of shares
(ten thousand shares)

Total assets (ten
thousand yuan)

Total net assets (ten
thousand yuan)

Total operating income
(ten thousand yuan)

Shanghai equity
custody center

8353 77185 2318728.96 1006714.32 845103.31

Qianhai equity
exchange center

7588 0.00 8944099.28 3959800.11 1028475.09

Zhejiang equity
exchange center

3093 16353 417248.66 164218.83 152012.29

Gansu equity
exchange center

2244 16000 464167.32 302259.12 32529.56

Wuhan equity
custody center

2154 0.00 43316.71 19912.26 18383.01

Guangzhou equity
exchange center

1870 3300 62396.12 47492.84 6138.67

Beijing equity
exchange center

1765 0.00 404534.95 259568.38 128411.28

Strait equity
exchange center

1465 0.00 130682.83 55944.22 487825.15

Liaoning equity
exchange center

1128 0.00 1874387.19 307181.09 301953.34

Guangxi Beibu gulf
equity center

735 0.00 2051062.88 975735.54 20322.86

Qilu equity
exchange center

630 6636.15 792448.28 197742.58 268369.11

Tianjin equity
exchange center

528 5463 2902140.41 1425672.28 761876.04

Xinjiang equity
exchange center

510 0.00 794447.95 624536.68 24811.05

Shaanxi equity
exchange center

407 0.00 2874714.24 548469.71 2580821.85

Chengdu (Sichuan-
Tibet) center

338 0.00 7091.92 4893.71 56.08

Jiangsu equity
exchange center

281 0.00 1449275.06 754236.32 71365.69

Chongqing share
transfer center

255 14450 1317880.58 300509.70 561124.37
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methods, and the training time is also the highest. The fea-
ture selection process of the PCA-SVM model is very fast,
but its accuracy and accuracy are not as good as the GA-
SIM model and DFS-BPSO-SVM model.

It can be seen from Figure 3 that under the basic transac-
tion input vector, the Gaussian radial kernel function per-
forms best, and all indicators perform the highest. The
polynomial kernel function has the highest accuracy, but its
accuracy, recall rate, and F-measure performance are far
inferior to the Gaussian radial kernel western number and
linear kernel function. The performance of the sigmoid ker-

nel function is the worst, and the performance of all four
evaluation indicators is far inferior to other types of kernel
functions. Therefore, at the end of this article, we choose to
use the Gaussian radial kernel function to build a dynamic
model under the basic market transaction input vector
system.

Figure 4 shows the usage rate of the five types of consen-
sus mechanism algorithms on the CPU. It can be seen from
Figure 4 that in the single-node test, the CPU usage rate of
the PoW consensus mechanism algorithm reached 100%,
but the improved PBFT consensus mechanism was only
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Figure 1: Distribution map of the number of listings on national equity trading platforms.

Table 3: Industry distribution of listed companies.

— Industry category Quantity Proportion

Industry

Manufacturing 274 23%

Construction and real estate development 188 16%

Mining industry 38 6%

Transportation, storage, and post 32 5.8%

Agriculture Agriculture, forestry, animal husbandry, and fishery 201 17%

Service industry

Information transmission, software, and information technology services 39 3%

Business and tourism services 132 11.5%

Wholesale and retail 157 13%

Science technology and technical services 31 3.8%

Financial industry 24 2.8%

Accommodation and meals 14 2.2%

Culture and entertainment industry 17 2.5%

Other 10 2.0%

— Total 1184 100%
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16%, which resulted in a large energy saving and reduced
computing power, improved computing performance, and
the CPU can also run more stable.

Finally, it is experimentally verified that the improved
PBFT mechanism can reduce the data transmission when

the node has an error, and the result is shown in Figure 5.
This paper uses the PBFT mechanism and the improved
PBFT mechanism to test, respectively. In a complete process
of deleting the certificate, the test result of the certificate
transmission network overhead is shown in Figure 5. Among
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them, the abscissa in the figure is the number of certificates
that need to be cleared for a checkpoint. In the figure, it is
represented by blockcount, and the ordinate represents the
transmission consumption, that is, the number of block
hashes that need to be transmitted for each checkpoint exe-
cution. As can be seen from the figure, the Ethereum certifi-
cate delivery overhead using the PBFT consensus mechanism
will increase in proportion to the number of blocks contained
in the certificate. This is because each cleanup request needs

to transmit the hash value of the block, so the more blocks,
the more hash values passed, and the larger the certificate
size, which causes a certain network overhead. However,
the improved PBFT consensus mechanism is adopted, and
there is no certificate transmission, so it is zero.

Figure 6 shows the transmission consumption and over-
head required in view switching when an error occurs in the
master node. It can be seen from Figure 6 that in the PBFT
negotiation mechanism, increasing the maximum number
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of resistances for node errors will increase the cost, while in
the improved PBFT consensus mechanism, this part of the
cost is zero. This also shows that compared with the PBFT
consensus mechanism, the improved PBFT consensus mech-
anism will increase the overall cost to a certain extent.

This article separately stores 400 accounts in Ethereum’s
existing RLP encoding method and adds the clustered
account classification to the Merkle Patricia tree for testing.
This article performs batch transaction execution according
to the transaction information in the sample and repeats

the experiment 50 times. Take the average value, and the
experimental results are shown in Figure 7. In the figure,
CA1 is the K-means clustering algorithm that uses the degree
of relevance to select the initial value, and CA2 is the K
-means clustering algorithm that uses random sampling to
select the initial value. From the figure, it can be seen that
the batch transaction execution time is based on the two clus-
tering results. Similarly, so the two clustering results are con-
sidered to be similar. For accounts inserted in RLP codes,
using the algorithm of two account modifications in one

2.95

0.85

3.77

1.07

3.14

1.3

3.09
3.24

2.5

0.68
0.85

2.49

0.14

1.22

1.86

0.47 0.39

3.43

2.62

1.79

0.82

3.4
3.55

2.78

3.59

2.39
2.65

3.71

1.73

2.33

2.93
2.83

0.46

2.99
3.23

0

0.5

1

1.5

2

2.5

3

3.5

4

PoW PoS DPos Pool PBFT

V
al

ue

Classification

View switching transmission consumption

4
5
6
7

8
9
10

Figure 6: View switching transmission consumption.

12

10

8

6

Ti
m

es
 (s

)

Execution transaction time

RLP
CA1
CA2
CA3

4

2

0
2 4 6

Node

8 10

Figure 7: Execution transaction time.

12 Wireless Communications and Mobile Computing



transaction in Ethereum, the time consumption is signifi-
cantly higher than the execution time of the related account
processing, and the execution time of the related account
processing is 70% of the RLP encoding processing. Therefore,
by optimizing the account storage structure, the performance
of the state tree in Ethereum is improved.

5. Conclusion

This article mainly researches the blockchain equity system
trading methods and systems based on machine learning
and big data algorithms. In the context of machine learning
and big data algorithms, the construction of the blockchain
equity trading system has innovated the way of equity trad-
ing, improved transaction efficiency, and increased operating
efficiency. Taking into account the heterogeneity of nodes
and access control strategies, when nodes are added or
deleted, data distribution may be uneven, and data accuracy
may also be affected. Therefore, there is room for further
improvement in the scheme proposed in this article. The
innovations of this article are the combination of qualitative
analysis and quantitative analysis and the combination of
theoretical analysis and empirical analysis, which fully and
accurately illustrate the comprehensiveness of the system
constructed in this article, overcome the shortcomings of tra-
ditional trading methods, and provide new trading methods.
The methods have broken through the shackles of the equity
trading market and promoted the construction of a new
equity market. The disadvantage of this article is that the
amount of data in the experimental model is less, and more
in-depth research and more detailed analysis are needed. It
is hoped that the research in this article can provide effective
reference and theoretical support for the construction of the
equity market.
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In the field of economic research, most of the sample data is not obtained based on controllable experiments but generated
during the normal operation of the economic system. Therefore, the change of an economic variable is usually not caused by
a single change of a cause variable. It is the result of a combination of multiple factors. Therefore, it is necessary to study the
application of mathematical intelligent computing in computer intelligent manufacturing system. The purpose of this paper is
to explore the application of mathematical intelligent computing in computer intelligent manufacturing system. For this
reason, this paper uses the furnace temperature control model to carry out simulation experiment. In this simulation
experiment, three algorithms of mathematical intelligent computing are mainly used, including BPES intelligent computing
method, genetic algorithm, and MARS algorithm. The research results show that the superparameter optimization based on
MARS has high efficiency, and the best result, the worst result, the average result, the variance, and the average time of
multiple independent runs are controlled below 0.03 s. In this experiment, when the hidden layer node is 9, the prediction
error value is the smallest, and the model simulation curve is basically consistent with the measured curve trend. In the
simulation experiment of this paper, these three algorithms have shown good results in their respective links.

1. Introduction

Using economic principles to study the causal relationship
between two economic variables is an important part of eco-
nomics knowledge, and it is also an ability that economists
should possess. There are a large number of simple causal
relationships among various economic variables. The combi-
nation of some causal relationships constitutes a causal
chain, and various causal chains can develop various
complex causal relationships. However, due to the lack of
specific technical guidelines for the development of smart
manufacturing from digital manufacturing to the develop-
ment of smart manufacturing, the progress of my country’s
smart manufacturing application promotion is slow, and
there is still a big gap compared with industrialized coun-
tries. In this context, my country announced the “Made in
China 2025” plan, which advocates innovation-driven intel-
ligent transformation and accelerates the transition from
manufacturing to creation.

Intelligent computing technology is to describe the prob-
lem object through a specific mathematical model, making it
an operable, programmable, computable, and visualized sub-
ject. Mathematical intelligent computing technology is an
interdisciplinary subject, including computer science, intelli-
gent technology, neuroscience, physics, mathematics, physi-
ology, and psychology [1]. Today, intelligent computing
technology has been widely used in interdisciplinary fields,
such as neuroinformatic, bioinformatics, and cheminfor-
matics [2]. The advancement of this technology will further
promote the development of interdisciplinary subjects such
as neuroinformatic, bioinformatics, and cheminformatics.
Secondly, the detailed research and further development of
the latter will also greatly promote the development of intel-
ligent computing technology [3].

In the current field of intelligent computing, many
experts have conducted in-depth research on it. Kusiak pro-
posed a network model and solved the traveling salesman
problem. He successfully introduced the concept of “calcu-
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lated energy function” into the study of neural networks and
provided a basis for determining the stability of the network
[4]. Thoben et al. proposed a parallel distributed processing
theory and at the same time proposed a multilayer network
back propagation learning algorithm called BP algorithm
[5]. On the basis of observing the activities and behaviors of
the herd, Rehman et al. use the information sharing of indi-
viduals in the group to make the movement of the entire
group produce an evolutionary process from disorder to
order in the problem-solving space and obtain solutions
[6]. Sprock and Mcginnis pointed out that only through
proper design and implementation of intelligent manufactur-
ing system technology can the huge potential value be fully
utilized [7]. Nagorny et al. pointed out that the intelligent
manufacturing system is a system composed of computers,
storage, and network resources. The overall analysis of the
intelligent manufacturing system mainly comes from the
software control level [8]. Lu and Ju proposed a new technol-
ogy that describes the intelligent manufacturing system of
small cars, which can completely change the implementation
of manufacturing and supply chain management and prove
the effectiveness of the method and evaluate it through case
studies [9].

2. Principles of Mathematical Intelligent
Computing and Intelligent
Manufacturing System

2.1. The Principle of Mathematical Intelligent Computing.
There are many different kinds of algorithms in mathematical
intelligent computing. Typical intelligent algorithms include
neural network, fuzzy logic, genetic algorithm, ant colony
optimization algorithm, particle swarm optimization algo-
rithm, immune algorithm, distribution estimation algorithm,
memetic algorithm, and simulated annealing algorithm.

The first is neural network, and now, more is BP neural
network, which is a widely used multilayer feedforward neu-
ral network. The training of BP neural network mainly
depends on error back propagation [10]. Back propagation
can adjust network weights and thresholds and solve many

nonlinear problems. The learning process of BP neural net-
work is mainly divided into two stages: forward propaga-
tion and backward propagation. The first stage is the
forward propagation process. The formula of forward prop-
agation process of BP neural network is shown in the fol-
lowing formula.

Ih =〠
n

ωhiYi + bh: ð1Þ

In this formula, I represent the input of neurons in the
hidden layer and Y represents the output of neurons in
output layer. ω represents the weight coefficient, B repre-
sents the vector of hidden layer neurons, and H and I rep-
resent the corresponding neurons.

At the beginning of training, multiple sample data sets
are input into the network at the same time for processing
and finally reach the output layer to output the results. Com-
pare the output value of each set of input samples with the
corresponding expected output value to calculate the total
error of all samples [11]. If the error does not reach the ideal
level or the number of iterations is insufficient, the second
stage is back propagation. The original connection path will
feed back information, so the network will readjust the con-
nection weight and threshold of each neuron [12]. Then,
the output error is adjusted to the minimum, so that the out-
put value of the network is as close as possible to the value
given by the actual sample. The most common BP neural
structure has an input layer, hidden layer, and output layer,
and the calculation formulas of each layer are shown in
Figures 1–3.

Yh = f Ihð Þ,
I j =〠

n

ωhiYh + bj,

Y j = f I j
� �

,

ð2Þ

in which f stands for activation function, which is to judge
whether a neuron is activated by receiving all the weighted
sums of inputs. I represent the input of neurons in hidden
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Figure 1: Genetic algorithm for furnace temperature prediction curve.
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layer, and y represents the output of neurons in output layer.
ω represents the weight coefficient, B represents the vector of
hidden layer neurons, andH and I represent the correspond-
ing neurons.

The input layer is used for data input, the hidden layer is
used for processing data, and the output layer is used for out-
putting results. If the network has an input signal, the input
signal is first sent to the hidden layer node and then sent to
the output layer node of the next hidden layer [13]. When
the signal reaches the output layer, the algorithm will correct
the weights and thresholds, and the calculation process is
shown in Formulas (3) and (4).

WK K + 1ð Þ =WK Kð Þ + δPKt
p
t , ð3Þ

θk k + 1ð Þ = θk kð Þ + δPKt
p
t : ð4Þ

W denotes weight, θ denotes threshold, k denotes any neu-
ron in output layer, p denotes sample, and δ denotes error.

In this process, the propagation of the input signal is car-
ried out layer by layer. BP neural network has at least one
hidden layer, but it is difficult to determine the number of

nodes [14]. In the actual network construction process, we
mainly use the trial and error method to determine the opti-
mal number of nodes, and the signals are sent layer by layer
until the output layer is sent, so BP neural network is a par-
allel multilayer feedforward network.

Secondly, we will introduce the genetic algorithm in
mathematical intelligent computing, which is an algorithm
developed according to the biological evolution process and
can find the optimal solution by simulating the natural evo-
lution process. Genetic algorithm is a global optimization
algorithm with random search. The basic principle of genetic
algorithm is to simulate the evolution law of genetic selection
and survival of the fittest [15]. The parameters solved in the
problem are encoded as chromosomes. Through many itera-
tions, selection, mutation, intersection, and so on, we use
genetic manipulation to create and retain excellent individ-
uals to ensure that individuals have the best adaptability.
Genetic algorithm has three important operations: chromo-
some coding and decoding, design of fitting function and
genetic manipulation, and parameter adjustment of genetic
function [16]. Chromosome coding and decoding solve this
problem. The process of constructing chromosomes in a spe-
cific order is called coding, and the process of decompiling
the optimal single chromosome output by genetic algorithm
to solve the problem is called decoding. Today, common
coding techniques include binary coding and real coding.
Among them, binary coding is a relatively simple and
easy-to-use method, which follows the minimum character
set coding principle of genetic algorithm [17]. Binary cod-
ing is the main choice for coding in genetic algorithm tool-
box of MATLAB. The genetic algorithm is shown in the
following formula:

max f Xð Þ,
XϵR,
R ⊂U:

8>><
>>:

ð5Þ

X is a decision variable, max f ðxÞ is an objective func-
tion, u is a basic space, and r is a subset of u. The solution
x satisfying the constraint conditions is called feasible
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solution, and the set r represents the set composed of all
solutions satisfying the constraint conditions, which is
called feasible solution set.

The main parameters of genetic algorithm are popula-
tion size, crossing probability, mutation probability, evolu-
tionary algebra, and population initialization method.
These parameters determine whether the population will
mature prematurely [18]. If the parameter value is too
small, it will cause the inbred lines to produce pathological
genes. If it is too large, the algorithm will be inefficient.
Therefore, the commonly used population size should be
between 100 and 200. The execution of genetic algorithm
does not depend on the characteristics of the optimization
problem itself, and the optimization result can be com-
pleted by simple genetic operation. Genetic algorithm
searches possible feature strings in space to find good
matching strings [19]. In order to perform this search,
the algorithm uses only the fitting values related to the
inspected points in the search space. No matter how com-
plex the problem itself is, genetic algorithm performs its
search by performing the same crossover and accidental
mutation operations. In practice, genetic algorithm can
search complex and highly nonlinear multidimensional
space quickly and effectively.

2.2. Principle and Function of Intelligent Manufacturing
System. Intelligent manufacturing system applies mathemat-
ical intelligent calculation method to carry out intelligent
perception, intelligent reasoning, intelligent decision-mak-
ing, and intelligent control in the manufacturing process,
thus greatly improving the automation and flexibility of the
whole manufacturing system [20]. Intelligent manufacturing
is the integration of intelligence and manufacturing technol-
ogy, which uses intelligent technology to solve manufactur-
ing problems. It refers to the representation and learning of
manufacturing activity knowledge; the perception and analy-
sis of product life cycle design, processing, assembly, and
other linked information; and the realization of intelligent
decision-making and execution, manufacturing system,
manufacturing equipment knowledge reasoning, dynamic
sensing, independent decision-making, and other functions
[21]. Intelligent manufacturing is a manufacturing activity,
including all links of the whole product life cycle, including
some main links: intelligent design, intelligent processing,
and intelligent assembly.

Intelligent manufacturing can be divided into three differ-
ent levels: manufacturing object or product intelligence,
manufacturing process intelligence, and manufacturing tool
intelligence. Knowledge base/knowledge engineering, dynamic
sensing, and independent decision-making constitute the three
cores of intelligent manufacturing. Intelligentmanufacturing is
a higher development stage based on digital manufacturing.
Its realization cannot be separated from the foundation of
digital manufacturing [22]. Therefore, digital manufacturing
technology includes product data management technology,
virtual manufacturing technology, rapid prototyping tech-
nology, computer-aided inspection technology, and digital
manufacturing technology. Control technology is the basic
technology of intelligent manufacturing. However, the intelli-

gent manufacturing process focuses on knowledge and reason-
ing, while the digital manufacturing process focuses on data
and information processing. There are essential differences
between them. Digital manufacturing system deals with data,
but intelligent manufacturing system deals with objects [23].
The processing method of digital manufacturing system
mainly stays at the data processing level, while the processing
method of intelligent manufacturing system is based on the
new generation of artificial intelligence. The mathematical
method of digital manufacturing systemmodeling is a classical
mathematical (arithmetic) method. The mathematical method
of intelligent manufacturing system modeling is nonclassical
mathematics (intelligent mathematics). The performance of
digital manufacturing system is declining in use, while intelli-
gent manufacturing system is self-optimizing, and its perfor-
mance will decline in use. Intelligent manufacturing system
has fault tolerance. When the environment is abnormal or
abused, the digital manufacturing system will not work nor-
mally. Intelligent manufacturing is the result of continuous
integration, development, and application of intelligent
manufacturing technology. Data mining, machine learning,
expert system, neural network, computer vision, Internet of
Things, and other intelligent methods are integrated with
manufacturing technology to form knowledge representation
and modeling technology [24]. Knowledge base construction
search technology, heterogeneous knowledge transfer and
sharing technology, real-time positioning technology, wireless
sensor technology, dynamic navigation technology, autono-
mous reasoning technology, autonomous compensation tech-
nology, autonomous early warning technology, and other
types of intelligent manufacturing technologies play an impor-
tant role in intelligent manufacturing.

The key functions of intelligent manufacturing system
are as follows: (1) intelligent perception. Manufacturing
equipment of intelligent manufacturing system has the
ability to identify unique conditions and environment and
supports intelligent analysis and decision-making by identi-
fying and analyzing unique working conditions in real time;
(2) intelligent decision. Intelligent manufacturing system has
the ability of sensing analysis, making decisions, making
decisions, and collecting information. Strong knowledge
base is an important element to support intelligent decision;
(3) intelligent learning. Intelligent manufacturing system can
perform data analysis and mining based on manufacturing
operation data or user usage data, so as to continuously
improve knowledge base through learning; (4) intelligent
diagnosis. Intelligent manufacturing system can automati-
cally diagnose and predict faults based on real-time monitor-
ing of operational data, so as to carry out intelligent
troubleshooting and repair; and (5) intelligent optimization.
Intelligent manufacturing system can adaptively adjust the
organizational structure and operation mode according to
the perceived information, so the system performance and
efficiency are always the best.

The application models in intelligent manufacturing sys-
tem can be divided into two types in depth. The first is the tra-
ditional shallow learning model, and the second is the deep
learning model. The key feature of the shallow model is to
use artificial experience to extract the features of samples,
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but the focus of the model is mainly on complete classification
or prediction. Assuming that there is no error in the applica-
tion of the model, the quality of functions will become the bot-
tleneck affecting the performance of the whole system [25].
Therefore, R&D teams usually spend a lot of time looking
for better functions, which requires R&D personnel to have
a deep understanding of the problems to be solved. In order
to reach this level, it is usually necessary to repeatedly
explore even years of sharpening. Therefore, the function
of manually designing samples is not an extensible method
[26]. The essence of deep learning is to build a machine
learning model with many hidden layers and a large amount
of training data, so as to learn more useful functions and
ultimately improve the accuracy of classification or predic-
tion. Different from traditional shallow learning, deep learn-
ing has the following differences: emphasizing the depth of
model structure. There are usually 5, 6, or even 10 hidden
nodes. Clearly emphasize the importance of feature learning,
that is, the feature transformation of each layer transforms
the feature representation of samples in the original space
into a new feature space, which is beneficial to classification
and prediction. Compared with the way of constructing fea-
tures by artificial features, deep learning with the features of
big data can better explain the rich interior of data. There-
fore, in the next few years, more and more examples will
use deep learning models with big data instead of traditional
shallow models.

Combining mathematical intelligent computing with
manufacturing system, various intelligent manufacturing
technologies are formed, such as intelligent CAD/CAM tech-
nology (ICAD/ICAM), intelligent computer aided process
planning technology (ICAPP), intelligent numerical control
technology (INC), intelligent database technology (IDB),
and intelligent computer integrated manufacturing system
(ICIMS). The combination of intelligent methods and
manufacturing system models and technologies is very flexi-
ble. It can be combined through the commonness of disci-
plines, levels, and methods, such as knowledge-based digital
product/process design, knowledge-based virtual enterprise,
illusory virtual technology, and agent-based manufacturing
technology. In addition, remote network manufacturing
technology, smart grid technology, intelligent Internet of
Things technology, intelligent cloud computing technology,
intelligent mass data processing technology, and so on have
also appeared.

3. General Database Construction Experiment

3.1. Experiment Preparation

3.1.1. Determine Different Mathematical Intelligent
Calculation Methods. For big data, the data can be processed
and utilized based on intelligent algorithms (such as deep
learning) to actively predict output and control all aspects
of production. In the absence of data, production can be
completed through independent learning. Therefore, differ-
ent intelligent computing methods are compared to better
study them. The situation of multiple algorithms is shown
in Table 1.

3.1.2. Construction of BPES Intelligent Calculation Method.
The application of BP neural network in deterministic expert
system is called neural network expert system (BPES).
According to the rules in the rule base, BPNN is generated,
and CF value is used as network weight. Then, BPNN trains
and learns according to the training data to form BPES. BPES
system extracts IF-THEN rules from knowledge base and
generates graphics according to the rules. Deterministic
values are used as connection values between nodes of a
graph. The specific algorithm is as follows: initialization: rule
record parameter I = 0, graph record number k = 0, rule
number in knowledge base KD is m, if it is greater than 0,
m > 0. Put the first rule r into the knowledge base KD, and
then, place d. Otherwise, it ends; select a new rule. Exit
if I =M, otherwise, determine whether k is the predecessor
or successor of R. If so, please increase r to d, otherwise, cre-
ate a new subgraph. When constructing a BPES intelligent
computing method, an empirical formula is needed, as
shown in the following formula:

h = a +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m + nð Þ

p
, ð6Þ

where a is an adjustment constant between 1 and 10, h is the
number of hidden layer nodes,m is the number of input layer
nodes, and n is the number of output layer nodes.

The BP algorithm is divided into two steps, namely, for-
ward propagation and backward propagation. Forward propa-
gation passes through all hidden layers and then transmits to
the output layer. In the process of layer-by-layer processing,
the state of neurons in each layer only affects the state of neu-
rons in the next layer. At the output layer, the current output
is compared with the expected output, and if the current output
is not equal to the expected output, the BP process is entered.
Back propagation used is to transmit the error signal back
according to the original forward propagation path and modify
the weight coefficient of each neuron in each hidden layer in
order to minimize the error signal. In back propagation, an
error function is needed, as shown in the following equation:

e = 1
2〠

M

i=1
Xi − Yið Þ2, ð7Þ

in which e represents error,Xi represents sample, and Yi repre-
sents expected output. This learning process should be per-
formed for any given sample and expected output until all
input and output requirements are met.

3.1.3. The Construction of Genetic Intelligence Algorithm.
Genetic algorithm needs to design fitness function. It can
be used to evaluate personal strengths and weaknesses and

Table 1: The situation of multiple intelligent calculation methods.

The first
algorithm

The second
algorithm

The third
algorithm

Algorithm BPES Genetic algorithm MARS
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often changes from the objective function of optimization
problems. If the standard function is a maximization prob-
lem, it can be used as a direct fitting function. Objective func-
tion is a minimization problem, which needs to be
transformed into fitness function. Typical methods include
converting opposites or each other. The process of optimiza-
tion calculation using genetic algorithm is as follows: Step 1:
determine the solution space and single phenotype X of the
problem, and establish an optimization model; Step 2: when
executing genetic algorithm, it is necessary to determine the
search space and genotype X of individuals in the population.
Therefore, the corresponding relationship between x and z
should be made clear; Step 3: different mapping relationships
will affect, depending on whether genetic algorithm can find
the best solution. Therefore, it is necessary to determine the
transformation rules from objective function to individual
fitness function; Step 4: design gene operator; and Step 5:
determine the operation parameters of genetic algorithm: m,
h, p, c, andm. In the construction of genetic algorithm, covari-
ance matrix is needed, and the specific formulas are shown in
(8), (9), and (10).

σ2
x =

1
N
〠
N

i=1
xi − μxð Þ2, ð8Þ

σ2y =
1
N
〠
N

i=1
yi − μy

� �2
, ð9Þ

σxy =
1
N
〠
N

i=1
xi − μxð Þ yi − μy

� �
, ð10Þ

in which σx, σy, and σxy represent covariance, μx and μy rep-
resent average value, and xi and yi represent sample data.

3.1.4. Construction of MARS Intelligent Algorithm. The basic
idea of MARS is to partition the entire data area first and
then fit the data by fitting a spline function to each trun-
cated area. The modeling process is usually divided into
three steps. The first step is the forwarding process. The for-
ward process is a weighted combination process of different
basis functions, giving different basis functions different
weights. The transmission process is basically the process
of dividing the data area and selecting nodes. Each time a
node is selected, a smaller area is divided and a pair of spline
functions are generated. The second step is the backward
trimming process. The forward process will produce many
truncated spline function groups, and the model obtained
at this time is overfitting. At present, some basic functions
have been deleted and the model complexity has been
reduced to prevent overfitting. The third step is model selec-
tion. Different models will be generated during the pruning
process. People need to find the best model according to
certain conditions.

3.2. Experiment Content. After obtaining the input feature
vectors and corresponding labels of various algorithms, a
network design is needed, including network type, topol-
ogy, hyperparameters, and optimization algorithm. In order

to ensure the independence of design and verification, net-
work design and optimization are based on the cross-
validation set in the data set, network training is based on
the training set, and the final network test is based on the
test set.

The model used in this paper is the furnace temperature
control model, which has many links, including power data
processing, heating furnace predictive control, and superpara-
meter optimization. BPES intelligent computing method,
genetic algorithm, and MARS algorithm are applied to this
model. BPES intelligent calculation method is mainly used in
power data processing, genetic algorithm is mainly used in
predictive control of heating furnace, and MARS algorithm
is mainly used in superparameter optimization. The details
are as follows:

3.2.1. Application Process of BPES Intelligent Calculation
Method in Power Data Processing. The power data processing
process has many complicated processes, and it is more diffi-
cult to operate stably for a long time. Over the years, opera-
tors have often managed power data based on years of
experience, and accumulating such experience requires
long-term operating experience and extensive knowledge.
Therefore, a neural network is used based on the determinis-
tic expert system. The training and learning expert system are
used to supplement the knowledge base of the power 0 data
fault diagnosis system and improve the learning ability and
diagnosis accuracy of the system.

The application process is as follows: initial training:
according to the generated network diagram, the training is
carried out according to the BP algorithm. When the error
is met or the number of training times is reached, the training
ends; learning process: the network is fully connected, and
the initial weight of the new connection is set to -1; retrain-
ing: train a fully connected network, and the training
encounters errors or reaches the end of the training time.

3.2.2. Parameter Setting of MARS in Hyperparameter
Optimization. In the Internet age, methods and technologies
for handling large amounts of data are particularly impor-
tant. Multivariate adaptive regression spline is a regression
method that can handle high-dimensional data. The experi-
mental parameters are set as follows. The initial random
number of points is set to 2d + 1. d is the dimension of the
optimization problem. Due to the optimization of functions,
the number of iterations set in the experiment is 500. For the
hyperparameter optimization of the machine learning model,
the number of iterations set in the experiment is 100. In the
hyperparameter optimization based on MARS, the adaptive
sampling method used is CAND.

Table 2: Parameter settings.

Parameter
Number of hidden

neurons
Initial

learning rate
Regularization
coefficient

Interval [10, -625]
[0.00000001,

1.0]
[0.00000001, 1.0]
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4. Digital Intelligent Computing
Application Results

4.1. Analysis on Application Effect of Mathematical Intelligent
Calculation in Computer Intelligent Manufacturing System.
Based on the above configuration, the experiment of MARS
for hyperparameter optimization mainly optimizes the fol-
lowing hyperparameters. That is, the size of hidden layer
neurons, the type of optimization algorithm (solver), the type
of activation function, the initial learning rate, and the regu-
larization coefficient. The parameters are shown in Table 2.

As shown in Table 2, the number of hidden layer neurons
is set to [10-625], and the initial learning rate and regulariza-
tion coefficient are both set to [0.00000001, 1.0]. This ensures
that MARS can have a good effect comparison when applied
to hyperparameter optimization. If the parameters change
after optimization, the application effect of MARS can be
evaluated. If the parameters are not set in advance, there is
no good standard for proceeding.

The BPES intelligent calculation method is applied to
power data processing. More than 1,000 rules have been
obtained from the actual data of the power supply design lab-
oratory, of which more than 600 are related to transformer
failures as shown in Figure 4.

4.2. Analysis on the Efficiency of Mathematical Intelligent
Computing in Computer Intelligent Manufacturing System.
Use MARS to screen and sort on hyperparameter optimiza-
tion. Min, Max, Mean, Std, and time, respectively, represent
the best result, worst result, average result, variance, and
multiple times when various data-driven optimization algo-
rithms perform multiple minimums on the same optimiza-
tion problem. In the average time of independent
operation, GP-PI, GP-EI, and GP-LCB represent optimiza-
tion based on the acquisition functions PI, EI, and LCB,
respectively. It is very important to observe its work effi-
ciency, because hyperparameter optimization is to find a set
of suitable hyperparameters in a limited time.

As shown in Figure 2, the efficiency of hyperparameter
optimization based on MARS is very high. The best results,
worst results, average results, variance, and average time of
multiple independent runs are all controlled below 0.03 s.
Of course, this is also related to the lack of sample data.
The computational complexity of the data-driven hyperpara-

meter optimization algorithm involves two main aspects. On
the one hand, it comes from functional evaluation, involving
the training and testing of machine learning models. Another
aspect is the establishment and update of regression models.

The era of big data puts forward higher requirements on
intelligent computing technology. With the in-depth
research and development of deep models such as deep
learning, the widespread use of GPUs and other computing
devices, and the rapid development of distributed parallel
algorithms, intelligent computing technologies for big data
have now been applied to speech recognition, facial recogni-
tion, image recognition, search engine, and other fields. A
horizontal comparison of three intelligent computing tech-
nology application fields: MARS, genetic algorithm, and
BPES, was performed.

As shown in Figure 3, the application interval similarity
of MARS, genetic algorithm, and BPES is above 67%. Not
only that, the application of BPES intelligent computing
technology is more extensive than the other two groups,
but in general, the three groups of algorithms. There are
many intersections in the application. This shows that the
three sets of algorithms have good optimization performance
and play an important role in many fields.

5. Conclusions

(1) With the rapid development of economics, people are
not only concerned about the qualitative economic
relationship in practical problems but also more con-
cerned about the quantitative relationship between
various economic variables, so as to maximize their
own benefits with better decisions. The requirements
for digital intelligence in various fields are getting
higher and higher, and the application scope of
intelligent manufacturing systems is expanding, it is
urgent to solve this problem. And mathematical
intelligent computing technology plays an important
role in integrating data and improving efficiency.
Through the research on the application of mathe-
matical intelligent calculation in computer intelligent
manufacturing system, it is found that mathematical
intelligent calculation has significant application
effects in many fields
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(2) The purpose of this article is to explore the applica-
tion research of mathematical intelligent calculation
in the computer intelligent manufacturing system;
construct BPES, genetic algorithm, and MARS
intelligent calculation methods; and carry out the
in-power data processing, heating furnace predictive
control, and hyperparameter optimization. In appli-
cation, to measure the application effect of BPES,
genetic algorithm, and MARS, it is found that the
application effect of mathematical intelligent calcula-
tion is very good, and the effect is significant in big
data processing and temperature prediction
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Prior to the advent of digital image processing technology, image composition primarily used human vision to identify colors and
artificially convert them. However, manually synthesizing and transforming graphics images will not only consume a lot of
manpower, time, and energy but also due to manual limitations in the process of synthesizing and coloring the pictures, the
resulting pictures cannot meet people’s needs. In order to improve the speed and quality of image synthesis, and to synthesize the
pictures people need more quickly and accurately, this article synthesizes the image based on the movement calculation across the
selected area of the image and analyzes the photographic darkroom special effects of the synthesized image to simulate the artistic
effect. Using case analysis method, literature analysis method, and other methods, the database was collected and a model of
photographic darkroom stunt simulation artistic effect recognition was built. The results of the study found that the composite
image based on the movement calculation across the selected area of the image is better than the composite image of other
algorithms, and the quality of hue and saturation is more than 30% higher than other synthesis methods. It should be verified by
experiments. The results are significantly different. This shows that the composite image based on moving calculation across the
selected area of the image can achieve good results in the photographic darkroom stunt simulation artistic effect.

1. Introduction

Which are the basic information of society, are a bridge
between 3D objects and 2D information. It allows people to
simply build three-dimensional shapes in their consciousness
through images. Images are mainly divided into analog
images and digital images. The images that can often be seen
in life are analog images, such as books, advertisements,
televisions, and pictures [1, 2]. Digital image is a form of
functional expression that converts analog images into infor-
mation that can be processed by a computer. The analog
images obtained by various devices such as cameras and
scanners can be processed into digital information. The form
of the digital information of an image is usually a two-
dimensional function, where the parameter domain of the
function is the coordinate of the pixel of the image, and the
value domain is the value of the image pixel, which often
represents its color information [3].

As an important branch of information fusion, image
fusion integrates the disciplines of sensor technology, signal
processing, image processing, and artificial intelligence and
is an effective way to accurately obtain image information.
Multifocus image fusion is the focus of research in the field
of multisource image fusion, overcoming the problem of sin-
gle images in terms of spectral, shape, and spatial resolution
[4–6]. Among them, pixel-level fusion information is less
lost, and more detailed information is acquired, which has
become the mainstream direction of multifocus image fusion
research. However, pixel-level fusion requires high registra-
tion accuracy, and a large amount of image details need to
be processed in the fusion process, and the real-time perfor-
mance is poor. With the continuous improvement of
information technology, various image fusion technologies
will be widely used in various fields. In the continuous appli-
cation and research process, it will also continue to develop
and improve. Detailed research on the basic theory, methods,
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and applications of image fusion technology proves to have
very important practical significance for the development of
the national economy, defense construction, and follow-up
work of image processing [7, 8].

For the research of synthetic images, experts at home and
abroad have also done long-term research. Image synthesis is
first carried out in the analysis and processing of remote
sensing images. Since then, the fusion of infrared images
and visible light images has gradually become a new research
hotspot [9]. Abroad, MChandana et al. proposed a multifo-
cus medical image fusion method based on wavelet trans-
form and conducted experiments on CT, MRI, and X-ray
photographs. Experiments show that it has ideal perfor-
mance. HZMa et al. proposed a new multifocus image fusion
method, which considers the energy of low-frequency
coefficients instead of focusing on the fusion rules of high-
frequency coefficients. The simulation results prove the
feasibility of this method. However, image fusion based on
wavelet transform has two main shortcomings: lack of trans-
lation invariance of various scales and poor direction selec-
tivity [10]. In order to make the image effect more natural
and the visual effect more realistic, Cohen may propose a
color-coordinated color migration algorithm. The algorithm
uses a suitable palette to perform color migration on the ref-
erence image, and the color of the image is balanced and
coordinated by changing the foreground or background
hue [11]. In China, Xiang Shiming et al. proposed a pyramid
model of color migration. The idea of this algorithm is to
realize the offset between the reference image and the corre-
sponding subblock information of the target image through
comparison, so as to achieve the purpose of color offset
between images [12]. In addition, Teng Shenghua et al. pro-
posed a color migration algorithm by analyzing the extended
nature of color from local to global and solving the Laplace
equation [13]. When performing color migration on text
images, Ru Chao proposed a color migration algorithm for
text images, such as unclear text borders and weak text edge
fonts. By using the guided filtering enhancement algorithm
on the original image and the reference image to increase
the proportion of the text in the image, and then using the
color shift algorithm to calculate the color shift coefficient
of the enhanced source image and the reference image, the
color shift effect of the text image is obvious to improve
[14]. Su Xinjun proposed color migration based on texture
similarity. Through the principal component analysis of the
texture features extracted from the image, the feature texture
space is constructed, and the image is segmented on this
basis. The region formed after segmentation establishes the
mapping relationship between texture information and color
information and realizes the color shift. The diffusion prob-
lem of color shift at the boundary [15].

This article is based on existing group photos and man-
ages the group photo image set. The image registration pro-
cess slows down the calculation due to the inaccuracies in
the initial matching point pairs. This paper proposes a fea-
ture matching method based on disparity constraint and
cluster analysis. The cluster analysis is introduced into the
feature point image registration method, and this stage is
improved. Real-time and accuracy of registration results.

The feature point detection and edge detection are used to
mark the feature points in the photo, and different methods
are used to synthesize the characteristic area and the non-
characteristic area, which not only achieves the effect of fea-
ture synthesis but also shortens the synthesis time.

2. Synthetic Image Method

2.1. Image Registration. Normally, the original image cannot
be directly used in the vision system, so preprocessing
becomes an indispensable process in image fusion. Com-
monly used preprocessing methods in image fusion include
image grayscale transformation, size transformation, and
image registration. In image fusion processing, especially
pixel-level image fusion processing, the fusion quality drops
sharply due to slight differences in pixel positions and pixel
gray level noise contamination. This is important for the
overall performance of the image fusion system as a whole.
Therefore, image registration has become an indispensable
preprocessing step in image fusion [16–18].

Image registration can be understood as the process of
matching (corresponding, overlapping, etc.) images of the
same scene obtained by one or more sensors (usually differ-
ent types of sensors) under different time and space condi-
tions, that is, establishing feature correspondence. Make the
spatial positions of the same target information in different
images overlap as much as possible. It can usually be
regarded as a key step in the preprocessing stage of technol-
ogy such as image fusion and target recognition. At the same
time, it has been widely used in medical image processing
[19]. Among them, the feature point matching method is
the key direction, which mainly includes feature point detec-
tion and matching, transformation model estimation, image
resampling, and transformation. Among them, feature point
detection andmatching is the most difficult and research hot-
spot in registration technology. These two links are related to
the real-time and accuracy of image registration [20].

As the basic carrier of recorded information, images play
a huge role in daily life production. Various image processing
and applications are gradually being valued by researchers in
various fields. For example, the colorization of medical
images can be realized by a variety of algorithms based on
color shift, which improves the accuracy of diagnosis and
treatment and the efficiency of image segmentation; the color
shift of multilevel region matching can realize the natural
transition color of the video; structural texture decomposi-
tion uses color shifts to perform detailed processing on fabric
images. Color shifts based on texture similarity can achieve
better texture fusion and achieve the desired objectives for
better results in 3D reconstruction [21].

According to the different multisource image acquisition
channels, multisource images can be roughly divided into
multisensor image sources, remote sensing image sources,
and similar sensor image sources (including multifocus
images, multiexposure images, and time series images). The
system functions of the image sources are different, and it is
impossible to establish a general fusion scheme and quality
evaluation mode. Because of this, scholars in the field of
image fusion are still looking for a general theoretical
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framework. Therefore, it is difficult to classify image fusion
technology uniformly and clearly [22]. As far as pixel-level
image fusion is concerned, the existing algorithms are mainly
based on image fusion in the transform domain and image
fusion in the space domain. Image fusion based on the trans-
form domain first needs to transform the multisource images
and, then, complete the fusion at the pixel level, while the
image fusion based on the spatial domain is usually directly
fused at the pixel level of the image. The two pixel-level image
fusion methods are not independent of each other. In fact,
according to different purposes and different images, various
methods are usually used in combination [23, 24].

2.2. Image Embedding. Clustering usually means splitting a
particular set into multiple classes. This increases the correla-
tion within the class and makes the correlation between the
classes uncorrelated or low. Clustering uses “correlation” as
a measurement. For example, in zoology, animals are divided
into viviparous and oviparous animals according to the way
they reproduce their offspring. This is a simple clustering
method based on certain characteristics. To put it simply,
clustering is based on a certain classification standard, and
the data is summarized and classified according to the classi-
fication standard, so that the objects within the class have
greater relevance, and the objects outside the class have
greater differences [25]. Clustering is usually divided into
three steps. First, select the features of the object, extract
them, and describe the correlation between the objects
according to the extracted features. In group image coding,
the correlation between images is determined by the distance
between the images. Description: second, select the appropri-
ate clustering algorithm and cluster the given objects to get
the clustering results; third, test the clustering results [26].

After the reference image is determined, a series of
transformations need to be performed on it to generate a
transformed image. The transformed image has a stronger
correlation with the reference image, and better coding effi-
ciency can be obtained. Then, use the model obtained after
screening to perform perspective transformation and photo-
metric transformation on the reference image to obtain the
final transformed image. The formula is

P f1,⋯, f nð Þ = P f1 f n ið Þ
���� �

, ð1Þ

where f ðiÞ refers to the neighborhood node of the ith
node in the image. The test photo and output portrait can
be expressed as
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The formula ði, jÞ represents that i and j are two adjacent
positions. According to the Markov weight field model, the
relationship between the photo block and the corresponding
weight is shown in the following formula:
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Similarly, i and j are two adjacent image blocks, which oijk
represent the pixel vector on the ith block in the overlapping
area when the ith block and the jth block overlap.

2.3. Image Color Processing. With the advent of the Internet
information age, all kinds of information are transmitted to
the Internet at all times, and the number of pictures that
can be obtained has increased significantly. With the acquisi-
tion of massive picture information, more andmore channels
are available for obtaining pictures. Many, convenience has
also been significantly improved [27]. As the basic carrier
of recorded information, images play a huge role in daily life
production. The various processing and applications of
images are gradually being valued by researchers in various
fields. For example, colorization of medical images can be
achieved by a variety of algorithms based on color transi-
tions. This improves the accuracy of diagnosis and treatment
and the efficiency of image segmentation. Color transitions
with multilevel region matching allow you to achieve natural
transition colors in your video. By structural texture decom-
position. The color migration can be used for deep process-
ing of cloth images; and the color migration based on
texture similarity can achieve better texture fusion, so that
it can get better results in three-dimensional reconstruction
and achieve the desired purpose [28]. It plays an important
role in life, health, security control, satellite, industry, enter-
tainment, and commerce. Since most of the obtained original
images are meaningless, in order to meet different needs,
people need to process the colors of the obtained images.

With the rapid development of image processing tech-
nology in recent years, color migration is an important
research issue in the field of image processing. It still has very
important application value in image segmentation and tex-
ture style changes. Color migration is currently widely used
in various fields. For example, in various styles of picture
apps, the seasonal information expressed by the image can
be easily changed through color migration, and the rendering
of the scene and the production of special effects can be
achieved through color migration [29]. In the field of remote
sensing, continuously collected images cannot maintain
color consistency due to light temperature and other reasons.
Through color migration, the collected pictures can be uni-
fied, so that the stitched panoramic image has a natural tran-
sition. In terms of image texture style, color migration can
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make the transition and fusion of texture more natural; in
terms of the expression style after image stitching, a consis-
tent effect can be obtained. With the development of virtual
reality technology, color migration will also have important
application value in this field. Because users need to get
a high degree of natural feedback in the simulation envi-
ronment, in the 3D real-time modeling, the required scene
can be quickly changed through color migration, making
the constructed scene more natural, and the virtual reality
and color scenes are enhanced. All aspects have significant
significance [30].

Color is a color that is perceived through light, brain, and
life experience. Color space is the basis for studying the color
migration of pictures. This article briefly introduces the RGB
color space. As shown in Figure 1, the RGB color space
obtains different colors through different coordinate values
of R, G, and B, that is, by comparing red, green, and yellow.
The coordinate value of each color produces the correspond-
ing color value. But in fact, the superposition of the three pri-
mary colors cannot produce all the colors. The colors
contained in the RGB space are located in the area as shown
in the figure, and the corresponding coordinate points are
different colors. The diagonal line means that the three com-
ponents of the point have the same value, which means that
the image based on the diagonal line color is a grayscale
image without color.

Color is expressed mainly through hue, saturation and
intensity. Color conversion as formula

H =
θ B ≤G,
360 − θ B >G:

(
ð5Þ

Here,

θ = arccos 1/2 R −Gð Þ + R − B½ �½ �
R −Gð Þ2 + R − Gð Þ G − Bð Þ1/2

( )
: ð6Þ

The saturation is as follows:

S = 1 − 3
R + G + Bð Þ min R,GBð Þ½ �: ð7Þ

Intensity component is as the following:

I = 1
3 R +G + Bð Þ: ð8Þ

Perform brightness regulation processing on the image,
and determine the mapping relationship between the input
image color area to which the pixel belongs and the reference
image color area by calculating the matching similarity
between the reference image pixel point and the input image
color area, and get A one-to-one mapping relationship
between the reference color area of each image and the input
area.

lref nð Þ =
σl
in

σl
ref nð Þ

∗ lref nð Þ − μlref nð Þ
� �

= μlref nð Þ,

f ini, ref i nð Þð Þ = 1
piref

∗ μref i nð Þ − μini

��� ���:
ð9Þ

Because the color migration based on the optimal trans-
mission theory does not depend on the color space, and the
theory does not require a single point-to-one mapping in
color matching mapping. When the image is relatively large,
it stores more pixels and more color values. Optimal trans-
mission between the reference image and the shape image
will consume a lot of time. Therefore, it can be performed
by clustering the image colors. Processing to improve the effi-
ciency of transmission matching. The algorithm flow chart is
shown in Figure 2:

The key to color migration is to choose a suitable and
superior color matching mapping relationship. When vari-
ous algorithms establish color mapping, they consider the
direct transmission between colors. When there are more
color pixels in the image, the time complexity of the algo-
rithm processing will increase [31]. After clustering the
image colors, when matching, it is easy to cause unnatural
color transitions and other phenomena. Therefore, the algo-
rithm in this chapter proposes a color matching strategy
based on the optimal transmission theory on this basis and
considers that when the color difference of different reference
images changes greatly, it is hoped that the color change of
the target image is not very obvious, so that it can be indepen-
dent the purpose of finding a variety of different reference
images to obtain colorful result pictures [32, 33].

3. Image Synthesis Experiment

3.1. Subjects. In this paper, we process the images selected for
image features to resemble the color distribution between the
images, reducing the color noise caused by discrete optimal
transmission multimapping and increasing the number of
reference images. The phenomenon can be reduced. It can
be adjusted sensitively to changes. In order to normalize the
color of the image, the similarity of the color distribution
between the images needs to be measured. Use relative
entropy to measure the similarity between two color distribu-
tions. The selected image is shown in Figure 3:

G

R

B
Blue (0,0,1) Magenta (1,0,1)

Red (1,0,0)

White
(1,1,1)

Yellow (1,1,0)Yellow (1,1,0)

Yellow (1,1,0)

Black (0,0,0)

Figure 1: Color RGB color space.
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3.2. Image Preprocessing. Because the color migration based
on the optimal transmission theory does not depend on the
color space, the theory does not require a single point-to-
one mapping in color matching mapping. When the image
is relatively large, it stores more pixels and more color values.
Optimal transmission between the reference image and the
shape image takes a lot of time. Therefore, it can be done
by clustering the colors of the image, processing to improve
the efficiency of transmission matching. When the image is
large, the stored color information value is large, and the
mapping and matching between pixels will consume a lot
of time. Therefore, clustering the image colors can simplify
the optimal transmission and mapping and matching
between image colors and time.

3.3. Image Clustering. First, randomly select the initial cluster
points of a given number of clusters, and update the informa-

tion of the cluster center points through each iteration. This
paper takes the cluster centers obtained by the K-means algo-
rithm and their proportions in the color space as the new
cluster center. Reclassify the pixel to the cluster to which
the closest center point belongs, recalculate the updated clus-
ter center, and the number of pixels contained in each cluster,
and perform the above operations on all points in the cluster
until the center point of the cluster class obtained after a cer-
tain iteration is consistent with the center point of the last
cluster class, or the maximum number of iterations is
reached. Stop the iteration at this time and save the clustering
results, otherwise repeat the operation.

3.4. Statistics. All data analysis in this article uses SPSS19.0,
statistical test uses two-sided test, significance is defined as
0.05, and p < 0:05 is considered significant. The statistical
results are displayed as mean ± standard deviation (x ± SD).
When the test data complies with the normal distribution,
the double T-test is used as the comparison within the group,
and the independent sample P test is used as the comparison
between the groups. If the regular distribution is not
sufficient, two independent samples and two related samples
will be used for inspection.

4. Experimental Analysis of the Artistic Effect of
Image Synthesis

4.1. Image Processing. We first perform relevant processing
on the selected pictures, use MATLABR2010a version soft-
ware to write programs, process moving pictures and non-
moving pictures, and compare different experimental
results. The results are shown in Figures 4 and 5.

From the picture, we can see that in the traditional
method of detecting moving targets, when the target and
background colors are similar, problems such as incomplete

Input image

Clustering

E-step

M-step

Combining gaussian
components

Input image area
collection

Reference
image 1

Migrate
composite result

image

Input image
GMM

parameters

Reference
image 1

Color clustering

Screening and
combination

Reference image area
collection

Figure 2: Image color migration process.

RunSun

Car

Figure 3: Selected picture.
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detection of the target, discontinuous contour or even no
detection of the target will occur, as shown in the detection
result in Figure 4. The improved method significantly
improves this problem, makes the detected contour of the
moving target clearer than the traditional method, and
enriches the internal content of the contour. It can extract
the moving target better and completely and segment the tar-
get area more accurately. In the traditional algorithm and the
algorithm in this paper, the image parameters are shown in
Tables 1 and 2:

Through comparative analysis, the most similar image set
selected by the optimal insertion image set selection method
is consistent with the subjective judgment of the human eye.
The optimal insertion image set selection is shown in the
table. Moreover, the cosine similarity between the most sim-
ilar image set and the subsimilar image set generally has a big
difference. Therefore, the optimal insertion image set selec-
tion method based on the packet model is suitable for select-
ing the image set with the highest similarity for the insertion
image in the group image.

(a)

(b)

(c)

Figure 4: Traditional filter processing.

(a)

(b)

(c)

Figure 5: Using the algorithm of this article.
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4.2. Image Synthesis. Regularization processing is mainly
used in the field of image restoration. Because regularization
usually repairs jump edges in image restoration, and the opti-
mal transmission mapping obtained based on the discrete
optimal transmission, the color transfer is irregular in the
performance of the color result image density. We can use
the regularization of the pixel area to perform denoising pro-
cessing on the obtained optimal transmission mapping result
to improve the quality of the result of the color shifted pic-
ture. As shown in Figure 6, we combine Figures 6(a) and 6(b).

From this figure, you can see that the distances between
the inserted and referenced images in the two image sets
are quite different. This is because the inserted image and
the corresponding image of the node in the image are
completely different. The A image set is compared to the
nodes in the B image. The corresponding image difference
is small, so the distance difference to the reference image is
small. The parameters between the two figures are shown in
Table 3.

It can be seen from the table that when only one image
is inserted, the coding structure generated by the new cod-
ing structure adjustment method for image insertion selects
a reference image for the inserted image, and uses the
selected reference image to encode the inserted image.
The efficiency is better than the node-based structural
adjustment method.

4.3. Different Filtered Synthetic Picture Artistic Effects. We
compare the parameters of pictures synthesized by different
methods. Different image synthesis algorithms are prone to
synthesis errors and inaccurate synthesis when facing unclear
image edges. Through comparison, we can find the best syn-
thesis method, and improve the artistic effect of the image.
The details are shown in Table 4.

From the table, we can see that the quality of the com-
posite image is different in different algorithms. From the
table, we can see that in terms of image parameters, whether
it is hue, saturation, etc., the image quality of the method
used in this article is all. The parameters are higher than
other methods, which shows that the method used in this
article can have certain advantages in image synthesis. In
order to verify the superiority of the method in this paper,
we have performed multiple statistics on the relevant param-
eters and calculated the error between them, as shown in
Figure 7:

From Figure 7, we can see that the errors between the
data used in this experiment are all less than 0.05, which
proves that the experimental data is within the error and
there is no significant difference, so it can be used. This shows
that the image synthesis method used in this article is better
than other image synthesis methods.

(a)

(b)

Figure 6: Synthetic picture effect.

Table 2: Image parameters of the algorithm in this paper.

Insert picture
The most similar image set
selected by the algorithm

Cosine similarity
The most similar image set
selected by the algorithm

Cosine similarity
Subjectively judged set of

most similar images

A Corner 0.9213 Sculpture 0.8341 Corner

B Defense 1.0197 Xidian 0.5139 Defense

C Sculpture 0.8246 Corner 0.6532 Sculpture

Table 1: Image parameters of traditional algorithms.

Insert picture
The most similar image set
selected by the algorithm

Cosine similarity
The most similar image set
selected by the algorithm

Cosine similarity
Subjectively judged set of

most similar images

A Corner 0.7713 Sculpture 0.6441 Corner

B Defense 0.7197 Xidian 0.3025 Defense

C Sculpture 0.6331 Corner 0.4965 Sculpture

Table 3: Differences in image parameters.

A B

Sculpture 40.75 90.38

Defense 85.50 87.95

Patheon 69.20 91.71
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5. Conclusion

Graphic image composition is an important method in
information processing, pattern recognition, and artificial
intelligence. Composite images also have many application
areas such as cultural relic restoration, styling, 3D texture
fitting, and graphic search. Image color is not only used
in traditional application areas, such as changing the color
to make it richer and fuller, and coloring pictures and
videos such as black and white fading. In emerging com-
puter fields such as artificial intelligence, image retrieval,
and art, 3D reconstruction still plays an important role.
This paper has done an in-depth study on the color
migration between color images and the color migration
of grayscale images in the composite image, and the color
transformation of video images is also studied. Because the
information contained in the grayscale image is less than
the information contained in the color image, the coloring
of the grayscale image is researched, even if the algorithm
results show a good grayscale image color migration result,
and there is no in the running time. But for the coloring
of grayscale images, the richness of colors is still a prob-
lem that needs to be solved. The evaluation method of
image synthesis still relies on subjective methods. Different
subjective evaluation standards may result in different
evaluation results. With the development of algorithms
such as machine learning, image migration algorithms
can obtain the desired color migration more objectively
result.
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In recent years, cloud workflow task scheduling has always been an important research topic in the business world. Cloud workflow
task scheduling means that the workflow tasks submitted by users are allocated to appropriate computing resources for execution,
and the corresponding fees are paid in real time according to the usage of resources. For most ordinary users, they are mainly
concerned with the two service quality indicators of workflow task completion time and execution cost. Therefore, how cloud
service providers design a scheduling algorithm to optimize task completion time and cost is a very important issue. This paper
proposes research on workflow scheduling based on mobile cloud computing machine learning, and this paper conducts
research by using literature research methods, experimental analysis methods, and other methods. This article has deeply
studied mobile cloud computing, machine learning, task scheduling, and other related theories, and a workflow task scheduling
system model was established based on mobile cloud computing machine learning from different algorithms used in processing
task completion time, task service costs, task scheduling, and resource usage The situation and the influence of different tasks on
the experimental results are analyzed in many aspects. The algorithm in this paper speeds up the scheduling time by about 7%
under a different number of tasks and reduces the scheduling cost by about 2% compared with other algorithms. The algorithm
in this paper has been obviously optimized in time scheduling and task scheduling.

1. Introduction

With the widespread popularization and application of
Internet technology, as well as the rapid growth of informa-
tion, the data that scientific research and business need to
face and process has become increasingly large and complex,
far exceeding the computing power of the existing IT infra-
structures. In order to solve the problem of large-scale and
massive processing, the concept of cloud computing is pro-
posed. Cloud computing is a new resource delivery and
service provision model. Cloud computing service providers
can transfer various software and hardware resources to the
cloud computing environment to provide users with abun-
dant computing resources and computing services, such as
large-scale scientific computing services and data storage ser-
vices. At this point, users only need to dynamically select the
appropriate resources according to their own needs and pay a
certain fee to the cloud service provider, avoiding the need
for users to buy large-scale software and hardware equipment

(saving resource investment costs) or to develop specific
applications for time overhead.

In recent years, the application range of cloud computing
has become wider and wider, covering all aspects of our lives.
With the continuous improvement of cloud computing
processing task capability, people’s requirements for hardware
have gradually changed from pure device functionality to ser-
vice quality claim. For example, service cost, time, flexibility,
security, scalability, and reliability are all factors that need to
be considered in cloud computing. This is also the main reason
why cloud computing has become a research hotspot today.

According to Tawalbeh et al., mobile devices are increas-
ingly becoming an indispensable part of people’s daily lives
and are conducive to performing various useful tasks. Mobile
cloud computing integrates mobile and cloud computing to
expand its functions and benefits, overcoming their limita-
tions, such as limited memory, CPU power, and battery life.
Big data analysis technology can extract values from data.
Data has four aspects: volume, change, speed, and accuracy.
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Tawalbeh et al. discussed online healthcare and the role of
mobile cloud computing and big data analysis in its imple-
mentation. With the application of cloud computing in the
field of healthcare, the development and momentum of net-
worked medical applications and systems have also emerged.
They reviewed the techniques, tools, and applications of big
data analysis. Finally, the research results of using big data
and mobile cloud computing technology to design net-
worked medical systems are summarized. The prospects for
networked medical care are put forward. However, their
research results did not actually solve the application prob-
lems in related fields, and there are still many problems in
actual operations [1]. Buczak and Guven introduced a cen-
tralized literature review of machine learning (ML) and data
mining (DM) methods for network analysis to support intru-
sion detection. A short tutorial description of each ML/DM
method is provided. Based on the number of citations or
the relevance of emerging methods, they identified, read,
and summarized papers that represent each method. Since
data is very important in ML/DM methods, they introduced
some well-known network data sets for ML/DM. Then, they
discussed the complexity of ML/DM algorithms, discussed
the challenges of using ML/DM algorithms in network secu-
rity, and put forward some suggestions on when to use a
given method. However, they did not innovate in this area
nor did they combine with other applications to explore
practical applications [2]. According to Masdari et al., work-
flow scheduling is a prominent problem in cloud computing.
Its goal is to complete the execution of the workflow by con-
sidering the service quality requirements of the workflow
(such as deadlines and budget constraints). Aiming at the
simple and scientific workflow scheduling problem in cloud
computing, many latest workflow scheduling schemes have
been proposed in the literature, and they have conducted a
comprehensive review and analysis of these schemes. They
clarified the goals of scheduling schemes in cloud computing,
and they classified the proposed schemes according to the
type of scheduling algorithm applied in each scheme. In
addition, each program is explained and a comprehensive
comparison is made to highlight their goals, characteristics,
and limitations. Finally, the conclusions and future research
directions are put forward. However, their research plan only
considers a single effect, and they did not conduct a com-
bined study of multiple goals [3, 4].

The innovations of this article are as follows: (1) We com-
bined qualitative research with quantitative research and fully
analyzed the research data. (2) We combined theoretical
research with empirical research based on mobile cloud com-
puting and machine learning theory, and then we investigated
based on the specific situation of workflow task scheduling.

2. Research Method of Workflow Scheduling
Based on Mobile Cloud Computing
Machine Learning

2.1. Cloud Computing

2.1.1. Cloud Computing Overview. Cloud computing is devel-
oped on the basis of utility computing, distributed comput-

ing, and virtualization. It can integrate different software
and hardware resources into a large “resource pool” through
virtualization technology [5], and users can use the Internet
Visit as the “resource pool” and then purchase these comput-
ing resources according to their own needs [6]. At present,
there is no unified definition of cloud computing. Many
research scholars and institutions have defined cloud com-
puting according to their own understanding.

According to the National Institute of Standards and
Technology (NIST), cloud computing is defined as a kind
of computing resource (including networks, servers, storage,
applications, and services) that can be obtained through the
Internet in a convenient and on-demand manner. These
resources come from a configurable and shared resource pool
[7], and they only need very little management effort from
the users and enable users to quickly configure and release
related computing resources without interacting with cloud
providers [8]. In summary, cloud computing can also be
called grid computing; it can complete the processing of tens
of thousands of items of data in a short period of time (a few
seconds), so as to achieve powerful network services, and
through a system composed of multiple servers, it can pro-
cess and analyze these small programs to get the results and
return them to the user.

2.1.2. Features of Cloud Computing. The concept of cloud
computing is constantly changing with the development of
technology. However, regardless of the future development
of cloud computing, cloud computing will have the following
major characteristics:

(1) Virtualization [9]: cloud computing can integrate
many different hardware physical resources into a
large virtual resource pool through virtualization tech-
nology, which can be managed uniformly by cloud
computing. Users can purchase various services
through the Internet and then use various terminal
devices anytime and anywhere, without knowing the
specific location of the resources used [10]

(2) High scalability: cloud computing can realize the
scalability of IT resource utilization. Users can
dynamically purchase resources from cloud service
providers according to their own needs. When users
do not need redundant computing resources, they
can also release them in time [11]. Cloud service pro-
vider Yi can provide more virtualized resources to
meet the needs of different users to obtain more users

(3) Transparency and pooling of resources: the transpar-
ency of resources is aimed at users. Users do not need
to understand the internal structure of cloud com-
puting resources [12], but only need to pay attention
to whether their own needs are met. Pooling is for
cloud providers. In the cloud computing environ-
ment, the cloud provider virtualizes all resources into
a “virtual resource pool,” and then it performs unified
management and scheduling of virtual resources [13]
and provides corresponding services according to the
different requirements of users
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(4) The scale is huge: the scale of cloud computing is
quite large. For example, Google’s cloud computing
platform is built with more than 1 million servers.
Companies such as IBM, Microsoft, and Amazon
are also building cloud computing platforms through
spectacular physical computer clusters [14, 15] and
providing users with super computing capabilities
and storage capabilities

(5) Pay on-demand: users can pay corresponding fees
based on the resources used, which is the same as
the payment method for public infrastructure such
as electricity, water, and natural gas

(6) Reliable automatic management: the cloud comput-
ing data center is in an unsupervised state, realizing
high-reliability automated management [16]. The
data can be backed up in time, and the failed nodes
can be automatically detected and eliminated with-
out affecting the normal operation of the system,
thereby avoiding server overload, reducing the waste
of resources, and ensuring that cloud computing can
provide users with stable, safe, and sustainable ser-
vice [17]

2.1.3. Cloud Computing Classification. There are many forms
of cloud computing. According to the scope of services pro-
vided by cloud computing, it can be divided into the public
cloud, the private cloud, and the hybrid cloud.

The public cloud is a platform for several enterprises and
public users. Cloud service providers usually provide users
and enterprises with related services through the Internet,
such as storage, computing, and other types of services [18].
Enterprises or users do not need to build and manage soft-
ware and hardware platforms by themselves, but they only

need to pay on-demand to easily obtain cloud services. The
private cloud is the opposite of the public cloud. It is mainly
for enterprise users. It is a cloud computing platform inde-
pendently built by enterprises or organizations, and it only
provides resources and services for internal users of enter-
prises or organizations [19]. And compared with public
clouds, private clouds are more secure. The hybrid cloud is
formed by the integration of the public cloud and the private
cloud. This is the development direction of cloud computing
in recent years. For some enterprises, considering the security
of data, they are more willing to store data in a private cloud.
At the same time, they want to obtain public cloud comput-
ing resources [20, 21]. Therefore, the hybrid cloud is adopted
by more and more enterprises. Because the hybrid cloud
makes full use of the advantages of both public and private
clouds, it maximizes enterprise benefits. Figure 1 shows the
structure of mobile cloud computing.

2.2. Neural Network. A neural network is a commonly used
method in artificial intelligence, which mainly imitates the
working principle of a human neural network to process
information. A neural network is an arithmetic model com-
posed of a large number of nodes, and each layer of nodes
is connected with each other. The output of each node of
the neural network needs a transformation function to limit
it. In addition, the nodes between two adjacent layers are
connected by a variable called weight, which is equivalent
to the memory of a human neural network [22, 23].

A neural network has a strong information synthesis
capability, it can process qualitative and quantitative infor-
mation at the same time, it can coordinate well this relation-
ship, and it is suitable for processing complex nonlinear and
uncertain objects. The design of a neural network has strong
plasticity, so it can realize self-learning, self-organization,
and self-adaptation, and it can conveniently deal with
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Figure 1: Mobile cloud computing structure.
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uncertain systems. Since the information in the neural net-
work is distributed and stored in the neurons of the neural
network, it has strong robustness and fault tolerance. Each
neuron of the neural network is structurally parallel, which
can increase the calculation speed during design.

2.3. Workflow Scheduling. Workflow is a business process
that is automatically executed according to a series of defined
rules. Documents and tasks are transferred between different
actors and completed by multiple participants. In the process
of workflow execution, the workflow management system
executes and manages the workflow through computer tech-
nology and coordinates the information interaction between
members or jobs [24].

The traditional workflow system allows users to build
visual applications without complicated and time-consuming
programming. However, the disadvantage of the work-
flow system is that it cannot easily access the software
components, which prevents the workflow system from
being widely used [25]. It happens that cloud computing
provides a service for accessing resource pools and soft-
ware and hardware, and therefore, the workflow system
has been well developed. Among them, the cloud work-
flow task scheduling algorithm is one of the core technol-
ogies of the cloud workflow system. The quality of its
scheduling strategy will directly affect the performance
of the cloud workflow system.

With the continuous development of cloud computing,
distributed workflow systems have gradually evolved to the
direction of cloud computing workflow systems [26]. This
is a brand-new application mode produced by the workflow
management system in the cloud computing environment,
which is referred to as the cloud workflow for short. The
cloud workflow management system uniformly manages
the computation or storage of resources and realizes the
orderly and efficient execution of cloud workflow task sched-
uling [27], thereby realizing the automation of business
processes.

The cloud workflow has the following characteristics:

(1) Transparency: in the cloud computing environment,
all resources are virtualized. The operating environ-
ment, operating system, and implementation lan-
guage of all services in the cloud can be the same or
different. The user does not need to know the internal
implementation structure of the service used, let
alone where the resource used is located

(2) Scalability: cloud resources have the characteristics of
on-demand allocation, and users can purchase the
resources they need through the Internet anytime,
anywhere. Users can also release redundant resources
to reduce the cost of renting resources [28]. This
dynamic resource management method enables
efficient execution of workflow tasks. In addition, this
scalability not only enables users to adapt to comput-
ing resources but also enables cloud service providers
to maximize their use of resources and maximize
their own benefits

(3) Real-time monitoring: in the cloud computing envi-
ronment, the monitoring management module can
realize resource load balancing, fault monitoring,
and node scale control by monitoring the running
status of cloud workflow tasks [29]

In addition to some of the above features, the cloud
workflow also includes its strong security features, and it
can implement flexible out-of-office and overtime manage-
ment strategies, which are in line with the flexible task
configuration requirements required by the cloud work-
flow. All in all, the cloud workflow is an optimized solu-
tion for cloud computing systems that require flexible
configuration, automatic task scheduling, optimized man-
agement of resources, and computing process. The cloud
workflow can not only compress the cost of cloud com-
puting but also improve the quality of cloud services.
Therefore, the cloud workflow is bound to receive more
and more attention, and it will develop rapidly, thereby
promoting the development of the entire cloud computing
industry.

3. Workflow Scheduling Research SystemModel
Based on Mobile Cloud Computing
Machine Learning

3.1. Research Goals of Workflow Scheduling Based on Cloud
Computing. For the goal optimization problem of cloud
workflow task scheduling, most of them pay attention to
the following QOS indicators:

(1) Execution time: it represents the time required for
the completion of cloud workflow tasks, and it is
the most important goal in the scheduling strat-
egy. For users, if the submitted cloud workflow
tasks have an urgent need for completion time,
they only need to map them to computing
resources with good performance, which can
greatly reduce the execution time of cloud work-
flow tasks

(2) Execution cost: this is the cost incurred from the
use of service resources after the execution of a
cloud workflow task, including bandwidth trans-
mission costs and calculation costs. The execution
cost of a cloud workflow task is related to the per-
formance of the resources it uses, that is to say, if
the user wants to submit the workflow task to be
completed quickly, the task can be assigned to a
virtual resource with strong processing capabilities
for execution, and at the same time, users need
to pay more for it

(3) Reliability: in some fields such as aerospace and avia-
tion, the reliability of the execution of workflow tasks
is very high, because a data uncertainty may bring
unexpected disasters. However, it is difficult to main-
tain the reliability of data in the cloud computing
environment, because some abnormalities may occur
in the processing of the task, or the task cannot be
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executed due to problems in the underlying software
and hardware

(4) Security: cloud computing is cross-domain, and the
virtual resources used by users may be distributed
in different regions. When the cloud workflow tasks
submitted by users are executed on virtual machine
resources in different regions, tasks with dependen-
cies will have data that is transmitted on the network.
At this time, some network hackers may steal the
user’s data and cause the leakage of some important
data of the user. Therefore, cloud workflow tasks
need to ensure data security during the execution
process and meet the security requirements of users
in the cloud computing environment

In the cloud computing environment, the workflow
tasks submitted by users will be assigned to each virtual
resource for execution, and then the scheduling results will
be fed back to the user. Therefore, this section first estab-
lishes a cloud workflow task model and a virtual resource
model.

3.2. Workflow Task Scheduling System Model Based on
Mobile Cloud Computing Machine Learning

3.2.1. Cloud Computing Workflow Task Model. The cloud
workflow task in the cloud computing environment is com-
posed of interdependent tasks. This paper uses an undirected
cyclic graph (DAG) to describe them. Use H = ðY , R, VÞ to
describe cloud workflow tasks; the meaning of each attribute
and related definitions are expressed as follows: Y = ðy1, y2,
y3,⋯, yiÞ represents a cloud workflow task set, where yi is
the ith task ði = 1, 2,⋯, nÞ. yi = fyid , ylengthg represents differ-
ent attributes of the task, where yid represents the number of
the task yi and the length of the task ylength. R = ðrij ∣ rijÞ rep-
resents the edge of task yi to task yj, task yi is the predecessor
task of task yj, task yj is the successor task of task yi, and task
yj must be executed after all of its predecessor tasks are com-
pleted. V = fvðyi, yjÞ ∣ vðyi, yjÞg represents the communica-
tion time between task yi and task yj. The following
interdependent tasks are represented as follows:

(a) Predecessor task set

Pre yið Þ = yj r ji ∈ R
��n o

: ð1Þ

(b) Successor task set

Suc yið Þ = yj rij ∈ R
��n o

: ð2Þ

(c) Best precursor

ZPre yið Þ = yj Est yj
� ���� + v yj, yi

� �
≥ Est yk, yið Þ, ð3Þ

yj, yi ∈ Pre yið Þ, j ≠ k: ð4Þ

3.2.2. Resource Model. Cloud resources are composed of a
series of heterogeneous virtual machine resources. The
heterogeneity of virtual machines means that the comput-
ing power, memory, computing service unit price of dif-
ferent virtual machines, and the service unit price of
communication bandwidth are different. Therefore,
remember BiBjðB1, B2, B3,⋯, BmÞ as the set of virtual
machines in the cloud computing data center, Bi = ðBid,
Bpe, Bmips, BramÞ represents the different attributes of vir-
tual machines, Bid represents the number of the virtual
machine resource Bi in the data center, Bpe represents
the number of cores of the virtual machine Bi, Bmips rep-
resents the computing power of the virtual machine Bi,
Bram represents the memory size of the virtual machine
Bi, and priceðBiÞ represents the task in the virtual machine
Bi. The service unit price is calculated above, where cwij
represents the communication bandwidth between the vir-
tual machine Bi and the virtual machine BBj and trðbi, bjÞ
represents the service unit price of the communication
between the virtual machine Bi and the virtual
machine Bj.

In order to facilitate the study of subsequent algo-
rithms, the following assumptions are made for the model:
(1) A virtual machine can only perform one task in a
period of time, and virtual resources cannot be preempted
when a task is being performed. (2) There are two depen-
dent relationships, and the communication time of a task
in the same virtual machine is 0. (3) The communication
bandwidth between a virtual machine and another virtual
machine is 1, that is, the communication time between
tasks is equal to the amount of data transfer between
tasks. (4) For tasks and tasks, the data transmission
between virtual machines can be completed concurrently.
(5) The communication of tasks between virtual machines
does not affect the execution of tasks on virtual machines.

3.2.3. Scheduling Algorithm for Task Migration. The HEFT
algorithm is used to find the earliest completion time of each
cloud workflow task, the latest completion time is defined as
the global latest completion time, and then makespan is used
to replace the global latest completion time. For the conve-
nience of the subsequent algorithm description, the following
definitions are given.

Definition 1. Task execution time refers to the execution time
allocated to the virtual machine resource bk for the cloud
workflow task yi, which is recorded as follows:

e yi, bkð Þ = ylength
bmips

: ð5Þ

Definition 2. The earliest start time Est refers to the earliest
start time of the cloud computing workflow task yi scheduled
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to the virtual machine resource bk. The calculation formula is
as follows:

Among them, avaðbkÞ represents the earliest available
time of the virtual machine.

Definition 3. The earliest completion time Eft, that is, the ear-
liest completion time of a cloud computing workflow task on
a virtual machine, is recorded as follows:

Eft yi, bkð Þ = Est yi, bkð Þ + e yi, bkð Þ: ð7Þ

Definition 4. Actual start time (Ast)/actual completion time
(Aft) refers to the actual start time/actual completion time
of the task on the assigned virtual machine.

Definition 5. The total time to complete a cloud computing
workflow task makespan, that is, the longest time to complete
a cloud computing workflow from the beginning of the task
to the end of the task, is denoted as follows:

Mak =max Eft yið Þf g: ð8Þ

Definition 6. The latest completion time Lft, that is, the latest
completion time of a cloud workflow task on a virtual
machine, is denoted as follows:
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Figure 2: The research framework of this article.

Est yi, bkð Þ =
0, Pre yið Þ = 0,

max ava bkð Þ, max Aft yj
� �

+ v yj, yi
� �n on o

, Pre yið Þ ≠ 0, yj ∈ Pre yið Þ:

8<
: ð6Þ

Lft yi, bkð Þ =
makespan, Suc yið Þ = 0,

min Lst yj
� �

− v yi, yj
� �n o

, Suc yið Þ ≠ 0, yj ∈ Suc yið Þ:

8<
: ð9Þ
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Definition 7. The latest start time Lst, that is, the latest start
time of the cloud workflow task on the virtual machine, is
recorded as follows:

Lst yi, bkð Þ = Lft yi, bkð Þ − e yi, bkð Þ: ð10Þ

Definition 8. Critical Path (CP), the longest path of the cloud
workflow from the starting task to the ending task, is defined
as the critical path of the cloud workflow.

Definition 9. Critical tasks refer to the tasks on the critical
path. For cloud workflow tasks, if the task satisfies

Eft yið Þ =max Eft yið Þf g, ð11Þ

then yi is the key task, and right again yq ∈ PreðyiÞ, if the task
yq satisfies EftðyqÞ + vðyq, yiÞ =maxyq∈PreðyiÞfEftðyqÞ + vðyq,

yiÞg, then yq is the key task. This way, we get all the key tasks
on the critical path in turn.

Definition 10. Execution cost refers to the sum of the cost of
cloud workflow tasks mapped to virtual machine resources
and the communication cost of all predecessor tasks and
tasks:

Cos yið Þ = 〠
yj∈Pre yið Þ

v yj, yi
� �

∗ tr bc, bkð Þ + e yi,bk

� �
∗ Pri bkð Þ

� �
,

ð12Þ

where bc is the virtual machine allocated by the predecessor
task yj. The completion time and economic cost of task yi
are related to the processing performance of resource bk
and the communication time between tasks.

Whenmigrating noncritical tasks, you need to find a suit-
able idle time period ½Ds, Df � on other virtual machines with
low execution costs. First, determine whether the idle time
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period can execute the task to be migrated, and then deter-
mine after the task is migrated whether it will affect the com-
pletion time of the subsequent tasks; if the idle time period
½Ds, Df � can execute the task to be migrated and does not
affect the completion time of the subsequent tasks, then the
task will be migrated. That is, for a given cloud workflow task
yi ∈ Y , if SucðyiÞ ≠ 0, the migration condition (10), condition
(11), and condition (12) are met, and the task can be
migrated; if Succðy iÞ = 0, only condition (10) and condition
(11) can migrate, where bk is its newly allocated virtual
machine, bp is its previously allocated virtual machine, and

costsum′ is the cost of all tasks after task yi migrates from
virtual machine bk to virtual machine bp.

max max Aft yj
� �

+ v yj, yi
� �

, Fs

n o
+ e yi, bkð Þ

n o
≤ Ff ,

ð13Þ

Costsum′ < Costsum, ð14Þ

Aft yi, bkð Þ + v yi, ycð Þ ≤min Aet ycð Þf g, yc ∈ Suc yið Þ:
ð15Þ

When the current noncritical tasks have migrated, pro-
vide more free time for migration for the tasks to be migrated
later, and move the current noncritical tasks to the latest
completion time of the assigned virtual machine. If the
current noncritical task does not meet the migration condi-
tions, it will also be moved to the latest completion time of
the allocated virtual machine.

The rankuðtiÞ value of the task is determined by the
HEFT algorithm, then the priority of the task is determined,
then the cloud workflow tasks with high priority are sched-
uled to the virtual machine with the minimum completion
time in turn, and finally the total of the cloud workflow tasks
is obtained. Completion time ismakespan, and total comple-
tion cost iscostsum. We define makespan as the global latest
completion time. And according to the abovementioned
knowledge, the total completion time of cloud workflow tasks
is determined by the critical path, that is, determined by all
the key tasks on the critical path. The cost optimization
scheduling algorithm based on task migration is mainly for
reasonably migrating some noncritical tasks to virtual
machine resources with low execution cost under the premise
of ensuring that the total completion time of the task remains
unchanged, so as to optimize the total service cost. Figure 2
shows the research framework of this article.

4. Workflow Scheduling Based on Mobile Cloud
Computing Machine Learning

4.1. Cloud Computing Workflow Task Scheduling Experiment
Results. Nine DAG workflow tasks are randomly generated
and assigned to 3 virtual machines for simulation, and then
the results of 10 simulation experiments of the algorithm in
this section and the HEFT algorithm are compared as shown
in Figure 3. It can be seen that the algorithm in this section
does not increase cloud work. In the case of the total comple-
tion time of the flow task, the algorithm in this section can
save costs more effectively than the HEFT algorithm. This
is mainly because the algorithm in this section migrates some
noncritical tasks to low execution costs while ensuring that

Table 1: Details of algorithm task scheduling in this article.

Task
Data transmission before task execution Task performance

Parent task Subtasks Source resource Target resource
Transmission

time
Resources

Starting
time

Operation
hours

Complete
time

1 — — — — — — 15.8 12.6 32.8

2 1-1 1-3 3 3 0.0 3 17.8 14.0 31.8

3 1-1 1-2 3 1 0.0 1 17.8 15.3 33.2

4 1-2 1-4 1 3 0.0 3 33.1 12.5 45.5

5 1-3 1-4 3 3 0.0 3 33.1 12.5 45.5

6 1-6 1-4 3 3 0.0 3 45.5 9.4 54.9

7 1-7 1-4 3 1 0.0 1 45.5 7.5 52.9

8 2-2 — — — — 4 0.0 13.2 13.2

9 2-1 — — — — 2 0.0 14.5 14.5

10 2-3 2-1 2 4 0.0 4 14.5 19.8 34.3

11 2-1 2-5 2 2 0.0 2 14.5 9.4 23.9

12 2-2 2-4 4 2 0.0 2 23.9 4.6 28.5

13 2-4 2-6 2 4 0.0 4 34.3 16.2 50.4

14 2-3 2-7 4 2 0.0 2 36.3 15.8 50.1

15 3-3 3-5 2 4 0.0 4 58.4 13.7 72.1

16 3-1 3-6 4 2 0.0 2 58.4 13.8 72.2

17 3-2 3-4 4 3 14.2 3 68.6 5.2 73.8

18 3-1 3-7 4 1 8.4 1 66.0 9.3 75.3
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the total completion time of cloud workflow tasks is not
affected. It executes on virtual machine resources. The
worst-case cost of the algorithm in this section is the same
as the cost of the HEFT algorithm.

4.2. Comparison of Task Completion Time. Compare the
algorithms in this section with the HEFT, QOS-HEFF, and
TCCS algorithms. Among them, the QOS-HEFF algorithm
is an improved algorithm for the HEFT algorithm according
to user preferences (time and cost). This section evaluates the
performance of this section’s cloud workflow task scheduling
algorithm through two indicators: cloud workflow task com-
pletion time and total service cost. This experiment uses five
types of cloud workflows: 10, 20, 30, 40, and 50 tasks. The
number of layers is set to 4, 6, 8, 10, 12, and 10 of each type
of cloud workflow task that is randomly generated and then
assigned to 3 virtual machines for simulation experiments,
and each cloud work is recorded. The average values of the
completion time and cost of the flow task and the experimen-
tal results are shown below.

It can be seen from Figure 4 that when the cloud work-
flow task scale is small, the task completion time of the
algorithm in this section is slightly lower than the TCCS
and HEFT algorithms, but far lower than the QOS-HEFT
algorithm. As the cloud workflow task scale increased, the
difference in completion time between the algorithm in this
section and the TCCS, HEFT, and QOS-HEFT algorithms
is becoming more and more obvious. This is mainly because
the algorithm in this section reasonably copies the predeces-
sor tasks of the current task and reduces the communication
time between tasks. Thus, the current task is completed early,
and the total completion time of the cloud workflow tasks is
ultimately reduced.

4.3. Task Cost Comparison. Assuming that the vmips of virtual
machines V1, V2, and V3 are 600, 700, and 800Mbits/s,
respectively, the corresponding virtual machine service prices
are 0.02, 0.05, and 0.09 yuan/sec, and the communication
bandwidth service price is 0.03 yuan/sec. It can be seen from
Figure 5 that by determining the rank ðtiÞ of each task, the
priority order of the cloud workflow task scheduling is deter-
mined as T2, T1, T5, T3, T4, T6, T7, T9, and T8. First, the
cloud workflow task is prescheduled through the HEFT algo-
rithm, and the total completion time of the cloud workflow
task is madepan = 61:75 seconds, the total cost spent is
costsum = 6:8569 yuan, and makespan is defined as the
global latest completion time.

The total service cost refers to the cost of completing all
tasks. As shown in Figure 6, the algorithm in this section
requires the least cost to complete all tasks, which is signifi-
cantly better than the TCCS and QOS-HEFT algorithms.
The performance of the HEFT algorithm is the worst. This
is because the algorithm in this section takes into account
the communication cost between tasks. The replication stage
reasonably replicates the precursor tasks to reduce the execu-
tion cost, then goes through the recopying stage to further

Table 3: Energy consumption composition of cloud data center.

Energy consumption composition Composition ratio

Computing equipment 46%

Cooling equipment 32%

Power system 5%

Lighting system 5%

Other devices 12%

Table 2: Details of resource usage in the algorithm scheduling process of this article.

Resources Previous task completion time Idle time Task Starting time Operation hours Complete time Resource utilization

1 0.0 17.8 1-2 17.8 15.3 33.1

45.0
2 33.2 12.5 1-7 45.6 7.4 52.9

3 52.9 0.0 1-5 52.9 2.0 54.9

4 54.9 11.1 3-7 66.0 9.3 75.3

5 0.0 0.0 2-1 0.0 15.5 14.5

88.2

6 14.5 0.0 2-5 14.5 9.4 23.9

7 23.9 0.0 2-4 23.9 4.6 28.5

8 28.6 5.8 2-7 34.3 15.8 52.1

9 50.2 0.0 3-3 50.2 8.3 58.4

10 58.4 0.0 3-6 58.4 13.8 72.3

11 0.0 0.0 1-1 0.0 17.6 17.8

78.1

12 17.8 0.0 1-3 17.8 14.0 31.8

13 31.8 1.3 1-4 33.2 12.5 45.5

14 45.6 0.0 1-6 45.6 9.5 54.9

15 54.9 13.7 3-4 68.6 5.3 73.8

16 0.0 0.0 2-2 0.0 13.2 13.2

93.017 13.2 1.3 2-3 14.5 19.8 34.3

18 34.3 0.0 2-6 34.4 16.2 52.4

9Wireless Communications and Mobile Computing



reduce the execution cost, and finally optimizes the overall
service cost by deleting redundant tasks.

4.4. Task Scheduling and Resource Usage. According to the
algorithm in this paper, for the tasks of the three workflows,
first, the time weight of the task is calculated according to the
average execution time of the task, the average transmission
time of the task in the resource, the task entry time, and the
task exit time; then the tasks are sorted into the task execu-
tion sequence; and then appropriate resources are assigned
to the task for execution. The execution scheduling results
of the tasks are shown in Table 1:

The scheduling algorithm in this article is based on the
task execution sequence. For each task in the sequence,
first traverse all resources, then determine the idle time
period in the resource, whether the task is satisfied, and
if it is satisfied, it will be scheduled; otherwise, the running
time will be selected.

It can be seen from Table 2 that in the process of the
scheduling algorithm, resource 1 generates a total of 3 idle
time periods, resource 2 generates a total of 1 idle time
period, resource 3 generates a total of 2 idle time periods,
and resource 4 generates a total of 2 idle time periods. The

resource utilization rates of the 4 resources are 45.0%,
88.2%, 78.1%, and 93.0%, respectively, and the average
resource utilization rate is 74.1%.

4.5. Influence of the Number of Workflows and Tasks on the
Experimental Results. The current development trend of
cloud data centers is towards high-density and large-scale
models, and its energy consumption is mainly concentrated
on computer equipment, refrigeration equipment, and power
systems. Many companies and researchers have investigated
the energy consumption rate of various types of machines
in data centers. It can be seen from Table 3 that other
machinery and equipment account for about 22%, and the
energy consumption of the computing machine as the pro-
cessor accounts for 46% of the total energy consumption.
Therefore, computer equipment has become an important
factor in data center energy consumption.

Figure 7 shows that for data-intensive workflows, as the
number of workflows increases, the total completion time
of the tasks of the four algorithms does not change much,
while the average resource utilization rate has increased but
the growth is slower, and the maximum value of the resource
utilization rate is always small and does not exceed 0.15. This

Impact on total completion time Impact on average resource utilization Impact on energy consumption
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is also due to the fact that the data transmission time of the
data-intensive workflow is much longer than the task execu-
tion time, which results in an excessively long period of
resource idle time.

MWFTS is a task scheduling algorithm based on multiple
workflows, and on this basis, the MWFTEES energy-saving
strategy is proposed. The SHEFTEX algorithm is mainly used
to deal with resource idleness that easily occurs in the work-
flow process. Through the comparison of the data in Figure 8,
it can be found that whether it is the total completion time of
the task or the average utilization of resources, the perfor-
mance of the algorithm in this paper is far better or slightly
better than the MWFTS algorithm, the MWFTEES algo-
rithm, and the SHEFTEX algorithm in terms of scheduling;
in the system energy consumption above, the energy-saving
effect of the algorithm in this paper is obviously better than
the other three algorithms. From this set of experiments, we
can fully see the superiority of the algorithm in this paper
for task scheduling based on multiple workflows.

Figure 8 shows the comparison between the SHEFTEX
algorithm, the MWFTS algorithm, and the MWFTEES algo-
rithm, and the experimental results of this algorithm from
the three aspects of the total completion time of workflow
tasks, the average utilization of resources, and system energy
consumption. It can be seen from graphical comparison that
for data-intensive workflows, the total task completion time
and the average resource utilization change of the SHEFTEX
algorithm and the MWFTS algorithm are basically the same;
but the resource utilization is very small, not exceeding 0.3.
This is also due to the fact that the data transmission time of
the data-intensive workflow is much longer than the task exe-
cution time, which results in an excessively long period of
resource idle time. In terms of energy consumption, the algo-
rithm in this paper is better than the other three algorithms.

This paper defines the standard deviation of the total
number of tasks running on a virtual machine as a load fac-
tor. If a large number of tasks are allocated on some virtual
machines and some are idle, the load of the system is unbal-
anced. A 10-layer DAG workflow model is used for experi-
ments; Gaussian random is used to set virtual machine and
task parameters, and 20 virtual machines are configured.
The average processing capacity of the virtual machine is
1200, and the standard deviation is 150; the average of the
task length is 15000, the standard deviation is 200, and the
number of tasks is 100~400. The experimental results are
shown in Figure 9. As can be seen from the data in
Figure 9, the algorithm in this paper achieves simple load
balancing.

According to the random search function of the algo-
rithm, the results of multiple simulation experiments are
selected, and the results are shown in Figure 10. Because
the number of LIGO operations is increased from 30 to
150, and the overall average and variance of the solution
are compared, the algorithm proposed in this article has spe-
cific advantages. The reason for this phenomenon is that the
algorithm proposed in this paper improves the grid coordi-
nate adaptation system and dynamically adapts to changes
based on network distribution, so that the algorithm takes
into account a certain degree of time and cost.

4.6. Task Scheduling Optimization Effect of the Algorithm.
Figure 11 shows that the algorithm in this paper is 7.38%,
7.84%, 7.93%, and 8.23% faster in scheduling time. Moreover,
as the workload increases, the effect of the algorithm in this
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paper to optimize the time will be more obvious. Compared
with the HEFT algorithm, this algorithm only increases the
service overhead by 2.56%, 2.22%, 2.24%, and 2.48%. Exper-
imental results show that by adding a small amount of cost,
the scheduling time can be greatly optimized. This is espe-
cially important in time-sensitive mission planning.

In this paper, the number of LIGO tasks is set to 150, and
the time to plan to obtain the optimal solution is used as an
indicator. As shown in Figure 12, the ant colony algorithm
will iterate about 90 times for convergence, but the algorithm
in this paper will converge about 105 times for iteration.
Therefore, the experimental results show that the ant colony
algorithm is slightly better than the algorithm proposed in
this paper in terms of convergence speed. From the perspec-
tive of scheduling time, the final scheduling time of the ant
colony algorithm is about 640 s, but the algorithm scheduling
time of this article is about 588 s. Therefore, the algorithm in
this paper is better than the ant colony algorithm in terms of
time scheduling. It can be seen that task aggregation plays a
better role in work scheduling.

5. Conclusion

This article is mainly about the research of workflow sched-
uling based on mobile cloud computing machine learning.
Unlike previous research, this article adds new concepts
and uses new applications of machine learning based on this
research, and considers the cost and time dual-objective opti-
mization problem. The algorithm in this paper is better than
other algorithms on the whole, and has obvious improve-
ments in time scheduling and task scheduling, in shortening
the total completion time of the entire workflow task, and in
saving the cost of task service. The innovation of this paper is
to conduct a large number of simulation experiments, com-
bining theory with empirical research and analysis, highlight-
ing the focus of this paper. In the future, we will consider the
next step of multiworkflow task scheduling, expanding the
application of mobile computing and machine learning,
and hope that there will be better breakthroughs.
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Automatic and accurate diagnosis of liver and spleen injury in ultrasonic images is of great significance for the development of
automatic clinical diagnosis. In order to realize more accurate ultrasonic image diagnosis of liver and spleen injury, an algorithm
of ultrasonic image classification diagnosis of liver and spleen injury based on double-channel convolutional neural network was
proposed. Firstly, the anisotropic diffusion denoising model is used to realize data preprocessing of ultrasonic images of the liver
and spleen to improve the image quality of ultrasonic images. Secondly, the external edge of the lesion location was detected to
obtain the characteristics of the external edge. Then, the rotation invariant local binary mode feature of the extracted image is
taken as the inner texture feature of the image. Finally, the external edge feature and internal texture feature are used as two
input channels of the convolutional neural network, respectively, to classify and identify ultrasonic images of liver and spleen
injury. The experimental results show that the proposed method diagnoses liver and spleen injury more accurately.

1. Introduction

Ultrasound imaging technology is widely used in clinical
medicine due to its nonradiation damage and noninvasive
features, such as the observation and diagnosis of the liver,
gallbladder, spleen, kidney, and other vital organs of the
human body. For sensitive groups such as pregnant women
and children, the application of ultrasound imaging technol-
ogy is particularly important [1].

Liver and spleen injury is classified into 6 levels, according
to the American Association for the Surgery of Trauma
(AAST) [2] classificationmethod, which are shown in Table 1.

It is the key to provide reasonable treatment for liver and
spleen injury complicated with many injuries, complicated
injuries, and dangerous conditions. At present, texture fea-
tures commonly used in image recognition have been success-
fully applied in the real world, including spatial gray scale
independent matrix [3], Fourier energy spectrum [4], gray
scale difference statistics [5], and laws texture energy measure-
ment [6]. The image characteristics extracted by M-band
wavelet transform and fractal characteristics are adopted to

represent liver diseases [7]. His study proved that fractal fea-
ture vectors could provide better classification performance
than other features, and could also distinguish normal and
abnormal liver. Convolutional neural network (CNN) has a
significant effect in image recognition, image segmentation,
and other image processing applications [8]. Hijazi et al. [9]
proposed that CNN has the superiority as follows.

(1) CNN-based detection and feature extraction have
good robustness for image degradation of image
quality due to changes in camera focal length, ambi-
ent light intensity, photo pose, image obscuration,
image displacement, etc.

(2) The calculation amount of CNN-based feature
extraction algorithm is relatively low, because for dif-
ferent input images, the convolution parameters of
each layer network are the same

CNN is widely recognized in general image processing, so
it is gradually applied in medical image recognition and clas-
sification. In literature [10], CNN is used to identify
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pathological images of breast cancer. Literature [11] applied
CNN to the pulmonary nodule identification system. Litera-
ture [12] applied CNN to the lymph node recognition sys-
tem. From these literatures, we can find that CNN has
made impressive application in medical diagnosis. In order
to identify the damage of liver and spleen ultrasound images,
CNN will be used as an identification network in this paper.
Before using CNN, we analyzed CNNmodel, and its training
methods have the disadvantages as follows.

(1) Images were collected from different medical institu-
tions for algorithm training, so the image scale in the
data set changed too much

(2) The amount of training image data is not enough, so
the ideal CNN network cannot be obtained by inde-
pendent training

It is very necessary to improve the image quality and
carry out transfer learning training to the existing convolu-
tional neural network; thus, the network can extract the fea-
tures in medical images.

In order to achieve more accurate ultrasound image diag-
nosis of liver and spleen injury, this paper proposes a classi-
fication and diagnosis algorithm for ultrasound images of
liver and spleen injury based on a double-channel convolu-
tional neural network. An algorithm based on dual channel
convolution neural network is designed to recognize and
diagnose ultrasound images of liver and spleen injury. To
increase the signal-to-noise ratio of ultrasound image, the
anisotropic diffusion denoising model is used to preprocess
the ultrasound image of the liver and spleen. In order to
obtain the outer edge feature, this paper detects the outer
edge of the lesion location. Then, the rotation invariant local
binary mode feature of the extracted image is taken as the
internal texture feature of the image. In the process of neural
network recognition, the recognition ability of neural net-
work is enhanced by adding key features. Because the clini-
cians of ultrasound image usually take the lost external edge
features and internal texture features as the important basis

for diagnosis, so these two points are used as the two input
channels of the network in this paper. In the experimental
part, the clinical medical ultrasound image is used as a data
set and compared with other recognition algorithms to fur-
ther verify the effectiveness and accuracy of this algorithm.

2. The Basic Theory

2.1. Convolutional Neural Network. A typical convolutional
neural network consists of four layers: input layer, convolu-
tion layer, downsampling layer, and output layer. It is a kind
of network structure with the characteristics of self-
supervised learning. It optimizes the network structure
through reverse conduction and then updates the optimal
parameters of each layer of the network. In the convolution
layer processing, the mapping relationship of multiple char-
acteristics can be obtained, and each feature mapping corre-
sponds to one characteristic extraction. Each neuron in the
neural network is connected with the upper and lower layers.
In the process of convolution calculation, each neuron shares
a set of weights to complete feature extraction. The weights of
different feature graphs are different, and each feature graph
has its own weights. In the training phase, the method of
updating weights by reverse conduction makes the CNN rec-
ognition results more accurate. The convolution layer calcu-
lation equation can be expressed as follows:

xlj = f 〠
i∈Mj

xl−1j ∗ klij + blj

 !
, ð1Þ

where bj is the offset, and each input map contains an offset.
Mj is a collection of input maps. kij is the convolution kernel
for convolution processing.

The image resolution is reduced and the amount of char-
acteristic maps remains the same by pooling the feature map
on the downsampling layer. After convolution operation of
convolution layer, the dimension of image features is
reduced. At the same time, convolution operation makes

Table 1: The AAST liver trauma grading system.

Classification Detail description

Level I
Hematoma: subcapsular, <10% surface area

Laceration: capsular tear, <1 cm parenchymal depth

Level II
Hematoma: subcapsular, 10-50% surface area

Hematoma: intraparenchymal, <10 cm diameter
Laceration: capsular tear 1-3 cm parenchymal depth, <10 cm length

Level III

Hematoma: subcapsular, >50% surface area of ruptured subcapsular or parenchymal hematoma
Hematoma: intraparenchymal, >10 cm

Laceration: capsular tear, >3 cm parenchymal depth
Vascular injury with active bleeding contained within liver parenchyma

Level IV
Laceration: parenchymal disruption involving 25-75% hepatic lobe or involves 1-3 Couinaud segments

Vascular injury with active bleeding breaching the liver parenchyma into the peritoneum

Level V
Laceration: parenchymal disruption involving >75% of hepatic lobe

Vascular: juxtahepatic venous injuries (retrohepatic vena cava/central major hepatic veins)

Level VI
Hepatic avulsion: this vascular injury is rarely seen on imaging due to its high mortality rate; no

case could be featured as a result
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the robustness of image displacement, scale, and distortion
further improved. The convolution layer is followed by the
downsampling layer, and the downsampling formula can be
expressed as follows:

xlj = f βl
jd xl−1j

� �
+ blj

� �
, ð2Þ

where the downsampling function is represented by d. bj is
the offset and βj is the weight coefficient of downsampling.

2.2. GoogLeNet Neural Networks.Among the current popular
CNN network, GoogLeNet was confirmed to perform well in
image classification [13]. GoogLeNet was the classification
champion of ILSVRC in 2014, and its top 5 error rate was
6.7%. In the GoogLeNet structure, the author designs a 22-
layer network and proposes a new structure, namely, percep-
tion layer. The perception layer is a combination of filters,
which is composed of internal network filters and convolu-
tion filters with different sizes each other. The internal net-
work filter is linked to the 3 by 3 pixel or 5 by 5 pixel filter.
Then, the feedback is sent to the pool and connection layer.
The size of each filter layer is different, so the characteristics
of input layer with different resolution are processed. Despite
its depth, GoogLeNet has 12 times fewer parameters than
AlexNet; thus, the training speed is faster and the efficiency
is better.

Despite GoogLeNet has an impressive recognition effect
on natural images, it cannot be directly applied to liver and
spleen ultrasonic images. Due to the large difference
between the image content and the original training sam-
ples, the network could not converge and could not achieve
the ideal result of classification and recognition. Thus, the
preprocessed liver and spleen ultrasound image samples
are input into the pretrained network, and then, the param-
eters are fine tuned by transfer learning method. The fine
tuning makes the network more sensitive to the content of
liver and spleen images, and then carries out feature extrac-
tion and classification recognition for liver and spleen ultra-
sound images.

3. Algorithm Implementation

3.1. Image Preprocessing. Liver and spleen ultrasound images
are obtained by using ultrasonic signals reflected when ultra-
sound encounters human tissues. Limited by the imaging
mechanism of medical ultrasound images, the noise interfer-
ence of liver and spleen ultrasound images is serious, mainly
manifested as additive thermal noise and multiplicative
speckle noise. Thermal noise is caused by the heating of
imaging equipment and can be avoided by cooling imaging
equipment and other physical means. Speckle noise is the
light and dark granular speckle caused by the long interfer-
ence and the canceling interference generated by the reflected
ultrasound, which cannot be eliminated by adjusting the
physical equipment. Therefore, the ultrasonic image denois-
ing of the liver and spleen needs to be realized by
preprocessing.

By combining the diffusion equation and image features
[14], the anisotropic diffusion method can retain or even
enhance the image edge information while smoothing the
image. The noise distribution and strength of liver and spleen
ultrasonic images are different in different tissue parts of the
human body, so the denoising model should implement iso-
tropic diffusion denoising in homogeneous regions and
anisotropic diffusion denoising in heterogeneous regions, so
as to avoid reducing the quality of ultrasonic images. There-
fore, the EEAD [15] model based on edge enhancement is
adopted in this paper to denoise the image. In this model,
the diffusion velocity is determined by the image gradient.
The filtering diffusion direction is decomposed into two parts
that are the normal direction and the tangent direction. The
diffusion equation is as follows:

∂I
∂t

= div c ∇Ik kð Þ∇Ið Þ = f1Inn + f2It ,

f1 =
1

1 + a vnj j2 + b vnnj j2 ,

f2 =
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 + a vnj j2 + b vnnj j2
p ,

v = Gt ⋅ I,

8>>>>>>>>>>><
>>>>>>>>>>>:

ð3Þ

where I is the original image, t is a time iteration parameter,
cðk∇IkÞ is a margin stop function also known as flow diffu-
sion coefficient, and ∇ is a gradient operator. The subscripts
t and n are the first-order partial derivatives of the image in
the direction of unit tangent and normal vector. The sub-
scripts tt and nn stand for second-order partial derivatives
of the image in the direction of unit tangent and normal vec-
tor. f1 is the diffusion coefficient in the normal direction, f2 is
the diffusion coefficient in the tangent direction. a is the
retention coefficient of edge and local details when aniso-
tropic diffusion is controlled for denoising, b is the retention
coefficient of ultrasonic echo bright bar when anisotropic dif-
fusion is controlled for denoising, Gt is Gaussian smoothing
function, and v is the smoothed image.

In order to maintain useful information in ultrasonic
images, mean square error (MSE) is used as an objective
quantitative standard for image quality, and set the parame-
ters f1 < f2, f1 ⟶ 0, and f2 ⟶ 0.

3.2. Extract Texture Features. Compared with other feature
extraction methods, uniform local binary pattern (ULBP)
has the characteristics of simple calculation and good robust-
ness [16]. ULBP can be used as shallow image features to
accurately describe texture features in ultrasonic images.
The local binary pattern encoding of pixels in image ðxc, ycÞ
is defined as follows:

BPR xc, ycð Þ = 〠
P

p=0
S np − nc
� �

× 2p, ð4Þ
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where Sð·Þ is defined as follows:

S xð Þ =
1, xj j ≥ TLBP,
0, xj j ≺ TLBP,

(
ð5Þ

where nc is the pixel value of the neighborhood center point
ðxc, ycÞ. On the circle of radius R, nP is the value of the pth
pixel on the circle. In order to enhance the robustness of
LBP in describing the smooth region of the image, TLBP is
set as a small and positive value.

The local binary mode with rotation invariance can be
calculated as follows. First, the LBP code of any pixel is calcu-
lated, and then, the LBP translation code of the minimum
value is obtained by rotating it to the right. The minimum
LBP translation code of each pixel in the image is calculated.
Finally, the histogram of local binary mode translation value
is used as the shallow texture characteristic value of the input
image.

For the ultrasound images of the liver and spleen to be
processed, the images are input into GoogLeNet as input
information, and the output is the depth features of the
images. For the shallow texture features of the image,
ULBP is used as the texture feature extraction method.
In order to integrate the two characteristics of deep layer
and shallow layer, they are normalized, respectively. After
normalization processing, the high and low level image
features are as follows:

F̂high =
Fhigh − Fmin

high
Fmax
high − Fmin

high
, ð6Þ

F̂ low = F low − Fmin
low

Fmax
low − Fmin

low
, ð7Þ

F low = Fhigh, F low
� �

, ð8Þ
where F̂high is the depth characteristics Fhigh after a nor-

malized value. F̂
min
high and F̂

max
high are the minimum and max-

imum values of the prenormalized depth eigenvectors,
respectively. F̂low is the normalized value. Flow represents
the unnormalized value. Fmin

low expressed the minimum
value of the unnormalized characteristic vector. Fmin

high is
maximum value of the unnormalized characteristic vector,
while F is the fused characteristic, which is used for ultra-
sonic image recognition and classification.

3.3. Segment Edge Information. Among the numerous image
edge detection methods for image edge detection, the com-
mon edge detection operators are Sobel, Log, Prewitt, and
Roberts. The implementation of these algorithms is relatively
simple and the detection is fast, but they are vulnerable to
noise interference. If it is applied to remote sensing image
edge detection, there will be many interference edges, edge
discontinuity, or loss of road details.

Canny edge detectionmethod based on optimization idea
can make up for the shortcomings of other gradient opera-
tors, and is considered to be the most successful and widely

used gray edge detection method [17]. Canny method is
mainly implemented in four steps.

(1) Smooth image denoising. The Gaussian function g
(x, y) is used to convolute the image dðx, yÞ to get
the smooth image sðx, yÞ:

G x, yð Þ = 1ffiffiffiffiffiffi
2π

p
σ
exp − x2 + y2

� �
2σ2

	 

, ð9Þ

s x, yð Þ = d x, yð Þ × G x, yð Þ, ð10Þ
where σ is the smoothing scale parameter.

(2) The gradient amplitude and direction are calculated.
The appropriate gradient operator is selected to cal-
culate the gradient size and direction of each pixel
after noise reduction

(3) Nonmaximum suppression (NMS). In order to locate
the edge points accurately, the gradient value of each
pixel is suppressed by nonmaximum method. In the
neighborhood of the current pixel, the gradient
amplitude of the point is compared. If the gradient
amplitude is greater than the gray value of two adja-
cent pixels along the gradient direction, then the
point is judged to be a possible edge point. Otherwise,
the point is judged as nonedge point

(4) High and low threshold detection and edge connec-
tion. Through the above steps, the edge is only rough.
Then, the false edge points are removed by high and
low threshold detection. The points smaller than the
low threshold are excluded, and the points larger
than the high threshold are determined as edge
points. If it is between the two, it will be marked as
weak edge point, and then judge whether the weak
edge point is connected with the edge point. If the
weak edge point is connected with the edge point,
the point is recorded as the edge point

The amplitude and direction of the gradient are calcu-
lated by using Canny algorithm with the traditional template
of size (2 × 2). However, it is greatly affected by the noise and
cannot accurately detect the edge. Therefore, on this basis,
this paper adopts Sobel edge detection operator to calculate
the first partial derivative from the four directions of hori-
zontal, vertical, 45°, and 135°, respectively. Good results are
achieved in the experiment. The template is shown in
Figure 1.

3.4. Classification of Ultrasound Images of Liver and Spleen
Injury with Double-Channel CNN. In the structure of convo-
lutional neural network, the first layer is the input layer,
namely, the input image. The feature extracted from the first
convolution layer behind the input layer is the feature graph
of the first layer. Since the first layer feature map is the basis
of subsequent feature map and feature used for classification,
the first convolution layer is very important to the degree of
image understanding. In the convolution layer, the size of
the convolution kernel determines the size of the granularity
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of the network recognition image. If the size of the convo-
lution kernel is too large, some details of the edge contour
of the feature will be lost; if the size of the convolution
kernel is too small, the ability of the convolution operation
to transform the feature will be reduced, and the feature
cannot be extracted effectively. Therefore, the size of the
convolution kernel is very important to the effect of net-
work feature extraction.

The deep features extracted by convolutional neural net-
work are combined by the shallow features, so the loss of the
first layer features will lead to the failure of subsequent net-
works to obtain effective deep features. In traditional convo-
lutional neural networks, only one input channel is usually
designed. Moreover, the kernel size of the first convolution
layer is set to a fixed value, so the initial image recognition
granularity of this neural network is fixed. However, for dif-
ferent kinds of images to be processed, the original features
generally do not exist in a fixed size. Therefore, the design
of a single convolutional kernel will lead to the loss of features
of other scales of the original image; that is, the single-
channel convolutional neural network cannot adequately
extract the eigenvalues of the original image.

Aiming at the problem of insufficient feature extraction
in traditional single-channel convolutional neural network,
a dual-channel convolutional neural network for ultrasonic
image diagnosis is proposed in this paper. The network con-
sists of two relatively independent network structures. Each
network is composed of an input layer, a convolution layer,
a pooling layer, and a full connection layer. In the input layer,
external edge features and internal texture features are taken
as input information of the dual channel convolutional neu-
ral network, respectively. In the first layer of the convolution
layer, the size of the convolution kernel is set according to the
characteristics, respectively, so the two networks usually use
the convolution check of different sizes to extract the two
input layers. Compared with the maximum pooling method,
the dynamic K-max pooling method can not only retain a
number of important features of the image but also improve
the training efficiency of the network structure. Therefore,
the K-max pooling method is chosen in this paper. After
the pooling layer, the two channels are connected to one full
connection layer for a full connection mapping, and then, the
two full connection layers are combined together through
one full connection layer, followed by the Softmax classifier
to classify the extracted characteristics.

In clinical diagnosis, the external edge information and
internal texture information of the liver and spleen are often
used as the important basis for doctors’ diagnosis. Therefore,
the external edge feature and internal texture feature are,
respectively, taken as the two input channels of the convolu-
tional neural network in this paper. Then, combined with the
dynamic K-max pooling method, this paper proposed an
ultrasonic image classification algorithm for liver and spleen
injury with the double-channel CNN.

4. Experimental Results and Analysis

All the experiments in this paper are implemented under the
framework of Python 3 and tensor flow. The CPU of the
computer is Intel Core i7 processor. GPU is used to improve
the computing speed. The GPU model is GTX965M, and the
GPU memory is 8G.

4.1. Experimental Data. In this study, the data set we used
was obtained by SAMSUNGRS80A color Doppler ultraso-
nography, with a total of 1200 images. These instrumental
images clearly show the morphology, internal structure, and
surrounding tissue of liver and spleen injury. Figure 2 is an
example of liver ultrasound image, and Figure 3 is an exam-
ple of spleen ultrasound image.

In the process of algorithm training, the ultrasonic image
data is first divided into two sample sets of training and test-
ing, and then, the neural network training is used to reach
the acceptable range of error. In this experiment, MATLAB
neural network toolbox was used to classify the level of ultra-
sonic image injury of the liver and spleen. The edge informa-
tion and texture information are input, and the six levels of
damage are output. 1200 images were selected for the exper-
iment, including 600 images as training data and 600 images
as test data.

According to AAST diagnostic criteria shown in Figure 4,
the liver and spleen morphological injuries were classified
into levels I to VI. However, level VI injury is rarely seen
on imaging due to its high mortality rate, and no case could
be featured as a result. Therefore, the experimental data in
this paper only includes 5 levels.

4.2. Comparative Experiment. The feasibility of the two-
channel convolution recognition algorithm proposed in this
paper is verified at first. For the same experimental data set,

–1 –2 –1

0 0 0

1 2 1

(a) Directions of horizontal

–1 0 1

–2 0 2

–1 0 1

(b) Directions of vertical

–2 –1 0
–1 0 1

0 1 2

(c) Directions of 45°

0 1 2

–1 0 1

–2 –1 0

(d) Directions of 135°

Figure 1: Gradient direction template diagram of four directions.
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a single channel network and a multichannel network were
used for comparative experiments. The feasibility of the pro-
posed algorithm is verified by comparing the networks
designed with different parameters. At the same time,
according to the identification results of various parameters,

the most appropriate network parameters are selected as the
recommended parameters of the algorithm in this paper. In
order to further verify the performance comparison between
the algorithm in this paper and other algorithms, a compar-
ative experiment of different algorithms will be carried out.

Figure 2: Ultrasound image of the liver.

Figure 3: Ultrasound image of the spleen.
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The most appropriate parameters are selected as the premise,
and then compared with other algorithms, so as to analyze
the advantages of the algorithm in this paper.

4.2.1. Validation of Proposed Double-Channel CNNAlgorithm.
In the convolutional layer of convolutional neural network,
the effect of feature extraction of convolutional check with dif-
ferent sizes is different. In general, different sizes of convolu-
tional kernels are set according to their characteristics when
designing convolutional neural networks. After setting the
appropriate size of the convolution kernel, the convolution
layer can extract more sufficient and effective eigenvalues.
Only when the feature extraction is sufficiently effective, can
it provide effective guarantee for the subsequent output layer.
In order to analyze the algorithm recognition rate of the pro-
posed algorithm under different convolutional kernel sizes,

the convolutional kernel size of the single-channel convolu-
tional neural network was first set, and the feature extraction
effect was observed. In the single-channel convolutional
neural network A, 3 ∗ 3, 5 ∗ 5, and 7 ∗ 7 are, respectively, set
as the convolutional kernel in order to extract the texture
information of the damaged site. In the single-channel convo-
lutional neural network B, 3 ∗ 3, 5 ∗ 5, and 7 ∗ 7 are, respec-
tively, set as convolutional cores in order to extract the edge
information of the damaged site. The recognition results of
single-channel convolutional neural network are shown in
Table 2. It can be seen fromTable 2 that in single-channel con-
volutional neural network A, the recognition result of 5 ∗ 5
convolutional kernel is higher; that is, its extraction of texture
features is more effective. In single-channel convolutional
neural network B, the recognition result of 7 ∗ 7 convolutional
kernel is higher; that is, its extraction of edge information is
better.

When setting the parameters of the two-channel convo-
lutional neural network proposed in this paper, 5 ∗ 5 convo-
lutional kernel is selected as the convolutional kernel of the
texture information input channel, and 7 ∗ 7 convolutional
kernel is selected as the convolutional kernel of the edge
information input channel. The results of the two-channel
convolutional neural network in this paper are shown in
the last column of Table 2. By comparing with single-

Grade I Grade II Grade III

Grade IV Grade V Grade VI

Figure 4: The schematic diagram of liver injury.

Table 2: The recognition results of the double-channel and single-channel CNN.

Model structure Level I Level II Level III Level IV Level V

Single-channel CNN A (3 ∗ 3) 81.25 81.74 82.36 80.74 80.53

Single-channel CNN A (5 ∗ 5) 83.84 83.17 83.48 84.25 85.3

Single-channel CNN A (7 ∗ 7) 82.36 81.76 82.82 82.85 80.94

Single-channel CNN B (3 ∗ 3) 80.13 80.62 81.24 79.62 79.41

Single-channel CNN B (5 ∗ 5) 81.35 80.75 81.81 81.84 79.93

Single-channel CNN B (7 ∗ 7) 82.62 81.95 82.26 83.03 84.08

Double-channel CNN (5 ∗ 5 and 7 ∗ 7) 94.96 93.33 94.63 94.82 92.40

Table 3: The recognition results of different algorithms.

Algorithms Level I Level II Level III Level IV Level V

Literature [18] 86.33 82.52 83.52 84.25 87.36

Literature [19] 88.42 83.41 86.28 87.13 82.74

Literature [20] 92.41 91.92 93.49 91.31 90.37

Proposed method 94.96 93.33 94.63 94.82 92.40
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channel convolutional neural network, it can be seen that the
two-channel convolutional neural network algorithm pro-
posed in this paper has a higher recognition rate.

4.2.2. Comparison Experiment. In order to compare the
recognition performance of the algorithm presented in this
paper, the damage recognition algorithms with excellent
performance in recent years are selected for comparative
experiments under the same experimental data. According to
the experimental results above, the convolutional kernel size
of the two-channel convolutional neural network designed in
this paper is set as 5 ∗ 5 and 7 ∗ 7. The damage recognition
results of different algorithms are shown in Table 3.

Literature [18] proposed a method using multifractal
dimension and back propagation neural network. Literature
[19] used the deep learning framework to distinguish the
unique types of acquired lesions and nodules of the breast
through ultrasound imaging. Literature [20] proposed a
stacked deep polynomial network (S-DPN) algorithm to
improve the representation performance of the original
DPN, and the S-DPN algorithm was applied to the texture
feature learning of ultrasonic tumor classification in small
data sets. Compared with other methods, the recognition rate
of this algorithm is higher. This is because the proposed
algorithm uses anisotropic diffusion denoising model to pre-
process the data of ultrasonic images of the liver and spleen,
which improves the image quality. Then, the external edge
feature and the internal texture feature are taken as the
double-input channels of the convolutional neural network,
respectively, which makes the extracted features more abun-
dant and conducive to recognition, so the recognition rate is
higher. Based on the above results, it can be seen that the
double-channel convolutional neural network can learn
more features by using the two input channels of texture
information and edge information of damaged images. Com-
pared with other damage identification algorithms, double-
channel CNN has higher accuracy in damage identification.

5. Conclusion and Future Work

In order to realize more accurate ultrasonic image diagnosis
of liver and spleen injury, a double-channel convolutional
neural network based algorithm for ultrasonic image classifi-
cation diagnosis of liver and spleen injury is proposed. To
improve the image quality of ultrasonic images, the aniso-
tropic diffusion denoising model is first used to realize data
preprocessing of ultrasonic images of the liver and spleen.
The location of the lesion was detected with the outer edge
to obtain the characteristics of the outer edge. Then, the rota-
tion invariant local binary mode feature of the extracted
image is taken as the inner texture feature of the image. In
the process of convolutional neural network recognition,
external edge features and internal texture features are used
as double-input channels, respectively, so as to realize the
effective use of the learning and recognition ability of convo-
lutional neural network. The experiment results show that
the method of this paper can accurately diagnose liver and
spleen injury.

In the future work, we will systematically analyze the
time-consuming situation of each module algorithm, and
put forward improvement measures to improve the overall
efficiency of the algorithm.
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After the reform and the opening, the economy of our country has developed rapidly, and the living conditions of the people have
become better and better. As a result, they have a lot of time to pay attention to their health, which has promoted the rapid
development of the sports and fitness industry in my country. In response to the increasing development of the sports and
fitness sector of my country, the current state of the administration of members of the sports fitness industry does not keep pace
with the development of the sports and fitness industry of my country. Based on this, this article uses a fuzzy decision tree
algorithm to establish a decision tree based on the characteristics of customer data and loses existing customers. Analyzing the
situation is of strategic significance for improving the competitiveness of the club. This article selects the 7 most commonly used
data sets from the UCI data set as the initial experimental data for model training in three different formats and then uses the
data of a specific club member to conduct experiments, using these data files as training samples to construct a vague analysis of
the decision tree to overturn the customer to analyze the main factors of customer change. Experiments show that the fuzzy
decision tree ID3 algorithm based on mobile computing has the highest accuracy in the Iris data set, reaching 97.8%, and the
accuracy rate in the Wine data set is the smallest, only 65.2%. The mobile computing-based fuzzy decision tree ID3 algorithm
proposed in this paper obtained the highest correct rate (86.32%). This shows that, compared to traditional analysis methods,
the blurred decision tree obtained for churn client analysis has the advantages of high classification accuracy and is
understandable so that ideal classification accuracy can be achieved when the tree is small.

1. Introduction

With the rapid development of information, more and more
data information will inevitably be created. This data not
only has a particularly large amount of data but also contains
a large amount of potentially valuable information. Gym
clubs are increasingly facing the question of how to effectively
manage and how to effectively use the useful data you need
from these large amounts of data. Use the right methods to
gather relevant data and information, be able to identify
customer characteristics in the database in a timely manner,
analyze key drivers of customer change to reduce customer
turnover, and provide helpful information to managers in
decision support.

The decision tree induction learning algorithm repre-
sented by the ID3 algorithm is feasible when solving classifi-
cation problems, but this algorithm does not take into
account the ambiguity of customer data, so there are some
limitations in expressing and understanding customer char-
acteristics. The fuzzy decision algorithm ID3 based on the
theory of fuzzy mathematics is a fuzzy extension of the clas-
sical ID3 algorithm. Because it can deal with the uncertainty
associated with human thought and emotion, it extends the
scope of the ID3 algorithm, creating decision trees is more
logical, and sorting speed Faster, can provide decision sup-
port for various areas. Then, how to effectively use business
intelligence technology to make strategic decisions requires
companies to analyze these customer data. Traditional
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analysis methods have great limitations in solving enterprise
customer relationship management, which makes the results
of analysis and prediction unsatisfactory.

In the past ten years, scholars at home and abroad have
conducted a large number of pioneering and fruitful
researches on the application of fuzzy decision tree algorithm
in management and have accumulated rich research results
and research experience. Chiu et al. tried to apply the fuzzy
decision tree that combines the advantages of fuzzy theory
and fuzzy tree into this field by analyzing the problems in
the management of high school teachers. It briefly introduces
the construction principle of fuzzy decision and the algo-
rithm of fuzzy ID3 decision tree and applies it to the manage-
ment of teachers in colleges and universities. Therefore, a
preliminary analysis of the reasons for the loss of high school
teachers is carried out. The research of several high schools
shows that the results obtained by this method are in line
with the facts and therefore provide a theoretical basis for
high schools to solve the problem of faculty management.
However, his research did not clearly put forward the rele-
vant data on the loss of high school teachers [1]. In Yumi’s
business management, it is very important to analyze the cri-
sis of customer confiscation to improve competitiveness,
which is an important branch of business intelligence. Com-
pared with decision trees, based on the advantages of fuzzy
decision trees in solving the ambiguity of customer data,
genetic algorithms are used to optimize two important
parameters in the fuzzy decision trees. Then, a method based
on optimized fuzzy decision-making to analyze the crisis of
customer forfeiture is proposed. The experimental results
show that the method is feasible and effective. It provides
new ideas for analyzing and predicting customer confiscation
crises and helps managers make better decisions in business
strategies. However, the overall research lacks data support
and needs more data support its conclusion [2]. Jang and
Kim can identify different types of soil through these charac-
teristics. Good soil classification is very important for better
use of soil. The opinions of experts may be very different. It
is not easy for experts to manually classify soil. In addition,
different types of soil cannot be defined deterministically.
In order to explore alternative methods to solve this problem,
the application of using an automatic program to generate a
soil classifier from data using a fuzzy decision tree induction
algorithm is studied. In order to compare the results obtained
by the fuzzy decision tree classifier, we used two well-known
classifier generation methods: the classic decision tree induc-
tion algorithm C4.5 and the fuzzy rule induction algorithm
named FURIA. The experimental results lack more data sup-
port. As a result, the results obtained by the fuzzy decision
tree classifier are still doubtful [3, 4].

Based on the analysis of the fuzziness of customer data
characteristics, this paper compares the two inductive learn-
ing algorithms of decision trees and fuzzy decision trees and
then uses mobile computing to optimize two important
parameters involved in the establishment of fuzzy decision
trees. And use the optimized fuzzy decision tree for customer
churn analysis. According to the relevant data elements of
member management, the spatial data of the sample area is
selected, and the ID3 algorithm in the decision tree algorithm

is combined with the fuzzy algorithm based on mobile com-
puting to realize the program establishment of the sample
area, and the classification model of the decision tree in the
member management is established, and through the estab-
lished classification prediction model, whether users will be
lost was analyzed and predicted, and the correctness of the
three schemes was evaluated at the same time.

2. Application of Fuzzy Decision Tree
Algorithm in the Management of Sports
Fitness Members

2.1. Decision Tree Model Design and Algorithm

2.1.1. Decision Tree Construction. In the process of building a
decision tree, we must first have data samples. This is the
database for the construction. People do feature tests and sort
this data through the test features to form a tree structure
with nodes and branches. This is the basic idea of the deci-
sion tree. The decision tree sort algorithm is performed from
top to bottom. Characteristics with good classification results
are selected at each node to classify the samples. The process
continues to execute, and finally, all training sets are classified
by this tree, or all attributes have been used [5, 6]. To build a
decision tree, first, select the best test attribute, and then, use
the selected attribute to divide the sample set, and at the same
time, build the next level of nodes. In the end, the result of the
division is only the same sample. This division is pure.

The following description is for the general process of
constructing a decision tree: a sample set and an empty tree
form the initial state. For a node, use the test attribute of this
node to divide the node; if all the samples of the node are
contained in the same category, a leaf node with the imprint
of this category will be created, and the creation will stop;
otherwise, use the best measurement to calculate each possi-
ble division of each set; if a test is the best category selected as
the node in the test, a child node with as many outputs as the
number of outputs different from the division will be estab-
lished; when marking the boundary between the parent and
the child, the output result of this classification is used, and
finally, the sample set is divided into the child nodes. As the
current node, the child node will stop the classification when
it cannot be classified again [7–9].

2.1.2. Simplification of Decision Tree. The data of a decision
tree is quite complex, so it is difficult for users to understand,
so the meaning of this decision tree is not so important.
Therefore, if there are fewer branches and leaves that consti-
tute a decision tree, the classification process is relatively sim-
ple, and the space for storing data is relatively small, so when
constructing the tree, pay attention to as simple as possible,
and do not build the tree’s branches and leaves too large
[10–12]. Therefore, the decision tree needs to be simplified.
For decision trees, a technique that effectively targets noise
is called pruning technique. This technique enables people
to better understand and simplify a tree. The decision tree
is relatively simple and good, but the pruning technology is
not a panacea. If there is too little data and we still use the
pruning technology, the information of the tree will be
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seriously insufficient. Therefore, pruning technology is not
an absolute technology. It can achieve better results when it
is applied at an appropriate time. Of course, it is necessary
to prevent it from being applied when it is not needed.

2.1.3. Prepruning. Before a tree is built, pruning the tree data
as soon as possible to stop the growth of the tree. Regarding
the prepruning method, when to stop is a key issue. There
are many methods to study the prepruning and choose the
appropriate time. A more concise method is to specify the
height of a tree, choose to stop the growth of the tree when
it reaches this height, and no longer continue to test the data
with attributes [13, 14]. This method is a double-edged
sword. Sometimes checking the height of the tree can have
good results, but stopping the growth of the tree too early will
cause incomplete data classification, which will cause the
results to be inaccurate. Set an appropriate feature value for
the data attribute. When categorizing data, when the attri-
bute value of a node is this operating value, the tree does
not stop growing and does not split. This method can avoid
data fragmentation very well and also avoid data conflicts
caused by excessive data classification.

Set a limit value, which can be called a threshold. This
value means the number of nodes. As the tree continues to
grow, when reaching a certain node, the number of nodes is
less than this value; then, the growth of the tree can be forc-
ibly stopped [15, 16]. This method is also an important
means to limit the excessive growth of the tree, but its appli-
cation is limited to the small amount of data; processing with
this method will affect the accuracy of the results. When
building a tree, it will affect the performance of the model.
A tree that is too large will affect the speed of the model,
and a tree that is too small will not be able to fully classify
the data. Therefore, there must be a value for the benefit of
the model, and the growth will stop when the benefit value
is less than the limit value as the tree grows.

2.1.4. Postpruning

(1) REP (Reduced Error Pruning) Method. For pruning, every
point on the decision tree may be processed. Because the con-
struction of the decision tree is from top to bottom, the coor-
dinated pruning process is also such a sequential process.
This method does not deal with each node one by one. It is
an abstract and concise way of thinking. The decision tree
T is divided into many subtrees S, and the number of subtrees
is regarded as leaf nodes, so that a simple tree is formed first
[17, 18]. It has S leaf nodes. For a leaf node, it covers N sam-
ples, and there are E errors. Then, the misjudgment rate of
the subtree is estimated as:

p = ∑S
i=1Ei + 0:5S
∑S

i=1Ni

: ð1Þ

We assume that the misjudgment of each sample in the
subtree obeys a binomial distribution, where N represents
the number of all samples contained in the subtree. There-
fore, before pruning, the expected number of misjudgments
is:

E =N ∗ p: ð2Þ

If the error rate caused by the classification of the new
tree is very low and the properties of the subtrees in the con-
struction of the number of subtrees S are different, replace S
with leaf nodes. This process is done continuously, and
finally, the number of children of the decision tree T is
replaced by leaf nodes. This processing method will get the
ideal tree [7, 19]. The advantage of this method is that a deci-
sion tree with higher accuracy can be obtained, and the tree
will not be too large.

(2) PEP (Pessimistic Error Pruning) Method. Assuming that
the initial decision tree is T and a certain child node has a
branch of number nðtÞ, there are eðtÞ misclassifications in
the results of these cases, and the error rate of the data set is:

r tð Þ = e tð Þ
n tð Þ : ð3Þ

The error rate is biased, because the training data is used
to generate the tree while also pruning the tree, so the degree
of pruning of this method is not accurate enough. In order to
improve the evaluation of this method for accuracy, the error
rate can be corrected to:

r′ tð Þ = e tð Þ + 1½ �
n tð Þ : ð4Þ

The number of children TðtÞ of tree T is set to S; the
number of leaves in this tree is LðSÞ; then, the classification
error of TðtÞ is:

r′ T1ð Þ = ∑S e sð Þ + 1/2½ �
∑sn sð Þ = ∑e sð Þ + L sð Þ/2ð Þ

∑n sð Þ : ð5Þ

When the samples in the training set conflict, this result
will be invalid. The PEP method introduces a continuous
correction mechanism in the error estimation. This correc-
tion method has a better effect on the situation where the
data is more troublesome. If the data simply introduces this
mechanism, the result will be inaccurate [20, 21]. If the clas-
sification method is applied to classify the data of all sample
sets, then:

e′ T1ð Þ + SE e′ T1ð Þ
h i

= 1
2 L T1ð Þ +

ffiffiffiffiffiffiffiffiffiffiffiffi
L T1ð Þ

ph i
: ð6Þ

If the leaf node for correcting classification errors in sub-
tree T1 is large enough, pruning it.

2.1.5. Performance Evaluation of Decision Tree. For decision
trees, high complexity does not mean accuracy. In this sense,
accuracy is not related to the complexity of the tree. Of
course, complexity is not an evaluation criterion for accuracy.
For a decision tree, people usually have many evaluation cri-
teria as follows:
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According to this rule, unknown data is processed. Such a
process can help people discover unknown knowledge infor-
mation. The accuracy of the information obtained from the
data can determine the accuracy of staff decision-making.
Even if a model is accurately classified, its understanding is
complex and cannot be considered a good method. A good
classification model can present a classification method with
a description that is easy for people to understand and
uncomplicated [22, 23]. For decision-makers, a concise
model description is more conducive to understanding and
more conducive to widespread application. The amount of
data that a model can bear is also a factor in whether people
use this model. When the amount of data is very large, a good
model can still show good accuracy, and this model is worth
applying.

2.2. Classical Decision Tree Algorithm

2.2.1. ID3 Algorithm. The ID3 algorithm is characterized by
first calculating the information entropy of the attributes of
the sample set and selecting the optimal attributes for split-
ting by comparing these values. Use this attribute to divide
the nodes to form a decision tree [24, 25]. If the element
included in member management Y is fx1, x2,⋯,xng, and
the occurrence probability of each element is fp1, p2,⋯,png,
respectively, then the entropy of member management Y is
defined as follows:

info Yð Þ = −〠
n

i=1
pi log2pi: ð7Þ

The probability that an instance can be classified into cat-
egory i is:

p cið Þ = ci
Yj j : ð8Þ

At this time, the entropy of member management Y is:

info Yð Þ = −〠
n

i=1
p cið Þ log2p cið Þ: ð9Þ

If the attribute A is selected as the splitting attribute, the
value is fa1, a2,⋯,amg, and the data set is divided intom class
through A, where the conditional information entropy is
expressed as:

Info Y ∣ Að Þ = −〠
n

i=1
〠
m

j=1
p ci, aj
À Á

log2p ci, aj
À Á

,

Info Y ∣ Að Þ〠
m

j=1
p aj
À Á

〠
n

i=1
p ci ∣ aj
À Á

log2p ci ∣ aj
À Á

:

ð10Þ

Then, the information gain brought by attribute A is:

Gain X, Að Þ = Info Xð Þ − Info X ∣ Að Þ: ð11Þ

When building a decision model through the ID3 algo-
rithm, it is necessary to traverse each decision attribute and
use the attribute with the largest information gain to divide
the data set, so the decision tree obtained in this way is more
accurate. The ID3 algorithm is shown in Algorithm 1.

2.2.2. C4.5 Algorithm. In order to calculate the efficiency of
member management, the definition of its split information
is as follows [26, 27]:

Split Y , Að Þ = −〠
m

i=1
p a1ð Þ log2p a1ð Þ,

Split Y , Að Þ = −〠
m

i=1

ni
n

log2
ni
n
:

ð12Þ

Split information represents the information generated
by dividing data set Y into subsets according to the value of
decision attribute A, so there is a definition of membership
management efficiency:

GainRatio Y , Að Þ = Gain Y ,Að Þ
Split Y , Að Þ : ð13Þ

2.2.3. Comparison and Analysis of Decision Tree Algorithms.
There are many decision tree algorithms. There are many dif-
ferences in the scalability, execution speed, comprehensibility
of the results, and accuracy of classification and prediction. A
summary comparison of these algorithms is shown in
Table 1.

3. Experimental Design of Fuzzy Decision Tree
Algorithm in Sports Fitness
Member Management

3.1. Model Realization. In order to complete the comparative
experiment of the three decision tree schemes and realize a
fuzzy decision model, it has the functions of data importing,
data fuzzification, generating decision tree model, model
testing, and instructions for use. The main business flowchart
of the sports fitness membership management model is
shown in Figure 1.

3.2. Test Subject. In order to obtain accurate and reliable
experimental results to complete the analysis of the algo-
rithm, we must first select the appropriate experimental data
set. This article selects the 7 most commonly used data sets
from the UCI data set as the initial experimental data to con-
duct model training on three different schemes. The specific
description of the data set used is shown in Table 2. After
training, apply the model to the analysis of customer churn
and then use the data of a certain club to conduct experi-
ments. Customer data consists mainly of basic information,
geographic distribution information, and service informa-
tion. Use statistical sampling to extract 1500 records from
customer data in a given year. The characteristics of the cus-
tomer in the database include customer age, residential area,
profitability, period of service, and type of contract, and cus-
tomers are divided into YES (churn) and NO (no churn) two

4 Wireless Communications and Mobile Computing
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BuildID3(Y, T)
Input:
X: Training samples;
T: Root node, initially empty;
Output:
T: Decision tree root node
Begin
Create node T with Y
if Y all belong to the same class C

return T
end if
if Y is empty or less than the given threshold

return T
end if
Let n be the number of candidates attributes in node T
for i=1:n

Calculate Gain (Y, A) and find the attribute A that maximize the value
end for
Use A to divide Y into k subsets
for i=1:k

T. add(BuildID3(Yi,Ti))
end for

End

Algorithm 1: ID3 algorithm diagram.

Table 1: Comparison of typical decision tree algorithms.

Attribute selection
metrics

Dealing with continuous
attributes

Pruning method
Do you need an independent test

sample
Decision tree
structure

ID3 Information gain rate Discretization Misclassification Yes Polytree

C4.5 Information gain rate Presort Misclassification No Polytree

CART CINI coefficient Presort MDL No Binary tree

Model flow chart

Fitness member Model Administrator

Model
registration

Fill in the login
information

Daily
operation

Account
manage

ment

Browse
informati

on

Payment
manage

ment

Informati
on

manage
ment 

Verify
login star

information

Fill in the login
information

Daily
operation

Model
manage

ment

Member
manage

ment

Print
report

Payment
record

management

Member file
management

Figure 1: The main business flow chart of the sports fitness membership management model.
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types. Use these data files as training samples to create a
vague decision tree for customer analysis and analyze the
key factors of customer change [28].

3.3. Experiment Procedure. The experiment compared the
three schemes. The first plan is to use the traditional decision
tree ID3 algorithm to build a decision tree; the second plan is
to use the fuzzy decision tree ID3 algorithm to build a deci-

sion tree, and the third plan is to build a decision tree based
on the fuzzy decision tree ID3 algorithm of mobile comput-
ing. Figure 2 shows the decision tree established by the three
schemes.

3.4. Statistical Processing. Statistical analysis was performed
with the SPSS 13.0 statistical software. The significance test
of the difference was performed by one-way analysis of

Table 2: Data set introduction.

S.no Data sets Instances Number of classes (k) Number of features (d) Size of class

1 Iris 150 3 4 50, 50, 50

2 Wine 178 3 13 59, 74, 48

3 Glass 214 5 9 29, 76, 70, 17, 22

4 Diabetes 768 2 8 268, 500

5 Heartstatlog 270 2 13 150, 120

6 Ionosphere 351 2 34 126, 225

7 Sonar 208 2 60 97, 111

Type of contract

Service term Profitability No

No Yes Living area Customer age

No Yes Yes No

Type of contract

Profitability No

Living area Customer age

No Yes Yes No

Type of contract

Profitability No

No Customer age

Yes NoYes

< 1 year> 1 year < 1 year> 1 year

HighHigh Low Low

20-39 20-39 40-5940-59South West

(a) Option one (b) Option two (c) Option three

Figure 2: Decision tree built by three options.
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Figure 3: Comparison diagram of classification accuracy of three schemes.
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variance, the difference between the two groups was tested by
LSD-t, and the statistics of the results of the application of the
fuzzy decision tree algorithm in the management of sports
and fitness members were performed by the group t test. P
< 0:05 is considered to be significant and statistically
significant.

4. Fuzzy Decision Tree Algorithm in the
Management of Sports Fitness Members

4.1. Data Set Training Results

4.1.1. Correct Rate Comparison. By applying three different
decision tree schemes to the seven preprocessed data sets,
the correct rates of different algorithms in the classification
of each data set can be obtained as shown in Figure 3.

It can be seen from Figure 3 that the fuzzy decision tree
ID3 algorithm based on mobile computing has the highest

accuracy in the Iris data set, reaching 97.8%, and the accuracy
rate in theWine data set is the smallest, only 65.2%; the fuzzy
decision tree ID3 algorithm is in the Iris data set; the accuracy
rate is the highest, reaching 94.3%, and the accuracy rate in
the Wine data set is the smallest, only 66.3%; the traditional
decision tree ID3 algorithm has the highest accuracy rate in
the Iris data set, reaching 92.4%, and the accuracy rate in
the Wine data set is the smallest, only 70.4%. The mobile
computing-based fuzzy decision tree ID3 algorithm pro-
posed in this paper achieved the highest accuracy rate
(86.32%), which shows that the fuzzy decision tree ID3 algo-
rithm based onmobile computing can produce high accuracy
when dealing with continuous attributes.

4.1.2. Rule Number Comparison. Figure 4 shows the classifi-
cation accuracy of training and testing under the same
scheme with different numbers of rules.
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As can be seen in Figure 4, too many rules tend to cause
overfitting, which means that the classification effect on the
training set will be better, but the prediction accuracy of the
test set will decrease. It shows that the model can reasonably
describe the volume expansion of the soil-soil mixture at low
constraint pressure, the compression of the volume under

high constraint pressure, and the increase of the maximum
strength of the soil-rock mixture with the increase of the con-
straint pressure, which confirms that the model simulates a
soil-rock mixture.

It can be seen from Figure 5 that the fuzzy decision tree
ID3 algorithm based on mobile computing produces the least

Table 3: Data table of the effect of authenticity on accuracy.

Correct rate (%) 0.50 0.56 0.64 0.70 0.76 0.82 0.88 0.94 0.96 0.98

Option one 86 87 87 87 89 90 94 89 85 79

Option two 86 87 87 87 90 92 95 90 85 80

Option three 86 87 87 87 92 98 91 88 87 83
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Figure 6: Schematic diagram of the influence of authenticity on the number of rules.
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number of rules in each data set, indicating that its overall
decision-making efficiency is higher than the traditional
decision tree ID3 algorithm and the fuzzy decision tree ID3
algorithm. The fuzzy decision tree ID3 algorithm of mobile
computing is more applicable than the other two schemes.

4.1.3. Authenticity Analysis. The degree of realism has a very
close relationship with the scale of the decision tree. It is very
important for the fuzzy decision tree algorithm to choose an
appropriate degree of realism for different schemes. The
results are shown in Table 3.

It can be seen from Table 3 that for fuzzy decision trees,
as the degree of reality increases, the accuracy of classification
first increases and then decreases, and the fuzzy decision tree
ID3 algorithm based on mobile computing achieves the max-
imum accuracy around 0.82, and fuzzy decision-making the
tree ID3 algorithm and the traditional decision tree ID3 algo-
rithm achieve the maximum correct rate at 0.88, which shows
that the fuzzy decision tree ID3 algorithm and the traditional
decision tree algorithm need to obtain the maximum correct
rate when the number of rules generated is more, and the effi-
ciency is lower. Fuzzy decision tree ID3 algorithm is based on
mobile computing.

It can be seen from Figure 6 that as the degree of reality
increases, the number of rules generated by the model
increases. This is because the greater the degree of truth,
the more recursive times of each branch, so the scale of the
spanning tree is the larger, the more rules can be obtained.

4.2. Application in the Management of Sports Fitness
Members. After the training, the model is applied to the anal-
ysis of customer churn, and experiments are conducted with
the data of a certain club member. The results are shown in
Figure 7.

It can be seen from Figure 7 that the customer churn
analysis model constructed by the fuzzy decision tree opti-
mized by the genetic algorithm not only has fewer rules but
also has obvious advantages in classification accuracy. This
advantage can help club managers to provide targeted ser-
vices to those customers with high churn rates in future mar-
keting. At the same time, the running time of scheme 3 is
short, which is particularly important in the analysis of the
company’s massive customer data.

5. Conclusions

Based on the analysis of the importance of the process of
establishing the fuzzy decision tree, this paper uses mobile
computing to optimize these two parameters, which provides
a basis for the value of the parameters when the fuzzy deci-
sion tree solves specific problems. At the same time, the opti-
mized fuzzy decision tree is used for the analysis and
prediction of the customer churn crisis in sports and fitness,
and the experiment is carried out with the customer data of a
club. The experimental results show that the optimized fuzzy
decision tree is used in customer churn crisis analysis, and
the generated decision tree has fewer rules, simpler structure,
and higher classification accuracy. These advantages can
more effectively provide managers with a new research idea

and analysis method for the retention research of sports
and fitness customers. The disadvantages of this research
are that in this paper; when the decision tree algorithm is
analyzed experimentally, the client data of a particular asso-
ciation is selected. In order to make the research more uni-
versal, the scope can be increased accordingly. At the same
time, the fuzzy decision model designed in this document
only supports one fuzzy decision algorithm, and more main-
stream algorithms can be added. In addition, other algo-
rithms related to data mining can be added to become a
complete data mining tool.
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In recent years, with the increase in computing power, the sharp drop in costs, and the successful use of data management
technology, a large amount of data has been rapidly spread and stored in various fields of the company. How can we passively
find active data and form active knowledge from these big data information, know how to use equipment to quickly and
accurately obtain high-quality information, use the obtained information to guide users in decision-making, and provide more
economic and social benefits? This paper focuses on the study of the classifier model based on BP neural network, and the
combination of BP neural network model and other optimization algorithms, including genetic algorithm (GA), particle swarm
algorithm (PSO), Adaboost algorithm, GA, and PSO have global search performance. It is mostly used to optimize the weight
threshold of the network and the number of hidden layer nodes. The Adaboost algorithm builds an enhanced classifier based on
the idea of integration. At present, data mining technology has moved from the laboratory research stage to the
commercialization stage. The use of widely owned knowledge and information as analysis tools can be used in many
fields: such as financial analysis, engineering design, scientific research, management, and production control. At the end of
this paper, the improved Adaboost_BP classifier is used, and the result proves that the efficiency of hotel management has
increased by at least 75%.

1. Introduction

With the development of information technology, people’s
ability to produce and collect data has been greatly improved.
Correspondingly, the ability of data analysis and knowledge
acquisition is relatively lagging. From data collection, data-
base creation, and data management to advanced data analy-
sis technology, data mining (data mining) technology
emerges and develops accordingly. Data mining is a nontriv-
ial process of identifying effective, novel, useful, and
understandable patterns from data sets or databases. Classifi-
cation mining is one of the important applications of data
mining. The classification ability is realized by constructing
a classifier. Its construction methods include statistical
methods, machine learning methods, and artificial neural
network methods. The pattern that the neural network can
recognize is determined by the network topology, connection
weights, and node thresholds. Therefore, the optimization
methods for neural network models are mainly divided into

optimizing the network topology and optimizing the weight
threshold of the network.

Wang Li uses artificial neural network mapping rules and
data mining methods to perform data mining on GIS alumni
results and uses SQL Server data mining services to define
closing plan results and various courses, professional GIS
courses and closing plan results, and for professional closing
plans Data mining model. B. Grade applies the effect of data
mining to the design of the GIS vocational education plan.
The results show that the learning outcomes of geographic
information system (GIS) graduates are more affected by
professional courses and computer courses. The performance
of GIS graduates is affected by remote testing. Digital imag-
ing, the design and development of GIS courses, and other
hands-on courses have a greater impact. In the new round
of vocational education and training courses review, com-
puter courses, digital imaging with remote sensing functions,
and hands-on time for GIS design and development courses
have been added. However, the system can only be copied
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by a single machine, and data cannot be shared at any time
[1]. Mengjie believes that with the use of the Internet, online
teaching has changed the traditional teaching methods, mak-
ing the network fast and convenient without being restricted
by time and space, reducing teaching costs, and improving
teaching quality. Network (neural network) and data mining
technology (data mining) completed the recommendation of
online training courses. The online course recommendation
mechanism he researched and proposed can be divided into
two parts: preprocessing online course recommendation
and processing online course recommendation. The course
recommendation mechanism is applied to online learning
recommended by online homeschools, to verify the feasibility
and applicability of the study. However, this mechanism has
not been widely promoted, and it will take some time to
implement it [2]. Xinping takes data mining neural network
classification algorithm as the main research object, adopts
classification application experiment and bibliographic
research methods, and chooses three artificial neural network
algorithms, namely, neural network algorithm VM, data
mining algorithm, and ELM algorithm. After comparing
the experimental results, it can be seen that different data
mining classification algorithms have their own different
advantages. In the sorting experiment of corn seeds and red
wine, the ELM algorithm used in the neural network has
the best sorting results, its accuracy is more than 83%, and
the modeling time is the shortest. He believes that the only
choice is to combine specific data volume conditions. The data
mining classification algorithm can effectively improve the
accuracy and efficiency of data mining. However, the experi-
mental data is too small to effectively explain the experimental
results, and continuous improvement is needed [3].

The empirical analysis of this article is to apply the classi-
fier model based on BP neural network to the field of finan-
cial analysis and establish a financial crisis early warning
model for listed companies. Through the data preparation
phase, the classifier modeling phase, the mining phase, and
the interpretation and analysis phase, the data mining
method is applied to the financial early warning system to
build a classifier suitable for financial early warning, and
through a single BP classifier, Adaboost_BP classifier and
the comparison of the classification results of the test samples
of the improved Adaboost_BP classifier show that the data
using the improved version of the classifier has improved
the work efficiency by nearly 75%, which further verifies the
effectiveness of the Adaboost algorithm and the improved
algorithm.

2. Constructing Classifiers and Data Mining
Techniques and Methods

Methods for cataloging catalogers include statistical
methods, machine learning, neural network methods, and
so on. Statistical methods include Bayesian classification
algorithms and nonparametric methods (such as evidence-
based learning), in which relevant knowledge is used as the
target or basis. Among them, machine learning includes the
decision tree method and rule induction method, and then,
in the case of reflecting the production rules, it is basically

reverse. The application of long-distance network model is
very advanced. In addition, there are rough set (Rough Set)
methods, support vector machines (SVM), etc. [4, 5].

2.1. Bayesian Classification Algorithms. The Bayesian classifi-
cation algorithm is a classification method of statistics. This
algorithm is used for statistics. This algorithm is carried out
with probability statistics. Generally, the selection algorithm
of Bayesian classification can match the selection tree and
neural network category and can be used in large databases.
The method used is simple, high, and fast in a specific
category [6].

2.2. Nonparametric Methods. From the question of extrapola-
tion, we know the exact form of the distribution (especially
when the normal distribution is assumed), and we only need
to make an estimate or assume that it is an unknown param-
eter. But we usually know little or nothing about the distribu-
tion form of the two (such as asymmetric mode or uneven
asymmetry). At this time, statistical extrapolation that does
not rely on (or at least not) the cumulative distribution is
usually called a nonparametric method [7, 8].

2.3. Decision Tree Analysis Method.Decision tree analysis is a
possible comparison with probability and graph theory.
Decision tree is a risk-centric approach to make decisions
in order to obtain the best algorithm. The trees on the plane
are horizontal, centered on 0, centered on zero, and centered
on zero. The decision tree includes the root (decision node),
other internal nodes (program nodes, stage nodes), leaves
(target nodes), branches (line segments, probability), proba-
bility factors, and cost-benefit factors [9].

2.4. Rule Induction. The basic idea of induction is to list a few
special situations, analyze a few limited special situations,
and finally determine the overall situation of the relationship.
However, it is not an easy task to generalize practical prob-
lems, and there are often no certain rules in the process of
induction.

To build a catalog, you need a training memory contain-
ing test subject data. The training area includes a set of data-
bases or metadata, and each satisfactory carrier is composed
of features or features. In addition, the training model can
also represent elements. The form of a specific sample can
be (v1, v2,⋯, vn), where v represents the field value and c
represents the category [10, 11].

3. Research Experiment on Optimization
Method of BP Neural Network Classifier

Starting the network, the number of nodes in the network
input module is specified by the system output (X, Y), the
number of nodes specified with or without the system, and
the system-based entry system (m [12]). This analogy illus-
trates the connection between the original input layer of the
input layer and the energy wave that it carries.

x = −b ±
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 − 4ij

p

2a : ð1Þ
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Includes implicit deduction of output, the input quantity
X is displayed, and the numerical value between the input
value and the hidden value corresponds, and H [13] is calcu-
lated from the input value.

H = f 〠xij − a2
� �

: ð2Þ

In the formula, the number of hidden layer nodes; f is the
hidden layer activation function, which has many expres-
sions, and the commonly used activation functions are as fol-
lows [14]. Step function:

y = φ xð Þ1 − f : ð3Þ

Piecewise linear function [15]:

y = φ xð Þ + 0:5 1 + xð Þ: ð4Þ

The most commonly used sigmoid function is the for-
mula [16, 17], and there is also a commonly used hyperbolic
tangent symmetric function, such as the formula

φ xð Þ = 1
1 + exp −axð Þ : ð5Þ

The parameter of the controllable slope:

φ xð Þ = tanh 0:5ð Þ: ð6Þ

The output layer output calculation. According to the
hidden layer output H, connect the weight jk and the thresh-
old b, and calculate the BP network output O [18].

ok =〠
n=i

HJ − BK: ð7Þ

Error calculation, according to the network prediction
output O and the expected output Y , the network prediction
error e is calculated [19].

ek = Yk −Ok: ð8Þ

The weight is updated. Update the network connection
weight ij, jk according to the network prediction error e
[20, 21].

wjk =wij +Hj 1 −Hj

� �
wjkek

� �
: ð9Þ

Initialization has randomly given the input layer to the
hidden layer connection weight ij and the hidden layer to
the output layer connection weight jk, as well as the hidden
layer threshold j, and the output layer threshold k

E = 1
2〠k

Zt − ytð Þ2: ð10Þ

If the average error of the system is greater than the
allowable error value, the new connection weight and thresh-
old are calculated [22], the calculation formula is as follows:

et = Zt − ytð Þ ± 1 − ytð Þ2: ð11Þ

The greater the learning rate n, the greater the amount of
weight change, which can speed up the network training pro-
cess [23, 24]. However, the result may produce oscillations.
In order to increase the learning rate without causing oscilla-
tions, a momentum term is added to the formula, namely,

x + að Þn = 〠
n

k=0
xkan−k: ð12Þ

σ is the variable of the jth hidden layer node, which is a
standardized constant, or base width [25]. The output of
the kth node in the output layer of the network is a linear
combination of the outputs of the hidden layer nodes

yk =〠
j

Wjknj: ð13Þ

After the clustering is completed, start training the neural
network NNm used to calculate the membership of the fuzzy
rules and calculate the membership of each output. The
training samples of each neural network are composed of
multiple inputs and j outputs [26, 27]. It is defined as follows:
if a sample in the original training sample set is clustered into
the ith group, the output part corresponding to the sample is

1
e
= 1
n
〠
n

i−1

yn − yið Þ
yi

: ð14Þ

Note that although the neural network gets one-tenth of
the training, the following network will use the characteristics
of the Seamer function to correctly apply the rules to all other
functions [28]. It is also because the Sigmoid function cannot
completely take 1/0 value, so it is replaced by 0.9/0.1, which
can speed up the training speed of the network [29, 30]. After
deciding on the training samples, you can train the network.

y =〠
j

uj + gj: ð15Þ

4. GA Optimized BP Neural Network Model

4.1. Principle of GA Algorithm. A genetic algorithm is a par-
allel way to optimize and compare nature’s genetic mecha-
nism through biological evolution. It introduces the
biological evolutionary principle of “survival of the fittest
and survival of the fittest” in nature into the coded serial
group formed by optimized parameters. The role of selection
media, as well as the selection of genes, nonpatents, and
mutations, ensures that well-trained individuals are pre-
served and cultivation fails of people died, and new groups
were given information from the previous and first genera-
tions. Repeat the test until the conditions are met.
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As shown in Figure 1, GA adjusts and optimizes the BP
neural network. It will be discovered in part of the interaction
between genetic algorithms and neural networks and finally
reached the best communication and critical value and used
this as a benchmark for tpp network simulation and predic-
tion. If GA does not optimize the neural network, it will be
a genetic algorithm that enables it to optimize the initial
weights and thresholds of the neural network. The optimiza-
tion of the neural network connected with the genetic algo-
rithm includes the main population improvement, adaptive
function, selection operation, abnormal operation, and cross-
over operation.

The basis of the genetic algorithm is as follows: genome
coding method, function, genetic manipulation, and surgical
parameters. This genetic coding technology is a coding tech-
nology for individuals. Now includes binary or mathematical
formulas. Binary is to use code to repeat and effectively adjust
the period. Function refers to the function of calculating the
personal fitness value based on the calculation of the evolution
result and the calculation of the function that can be selected.

The genetic algorithm is an optimization method for
ordinary neural networks. If the neural function of BP is con-
sidered to be a predictable function, then when the genetic
algorithm optimizes the neural network, it is like a parame-
ter. The optimized network predictive ability is generally
better than the network before optimization. However, the
algorithm is limited. It can only enhance the data accuracy
of the existing neural network, but not enough to optimize
the current neural network with high neural errors. In partic-
ular, there are some prediction errors because of the small
sample size and uneven distribution as shown in Table 1.

4.2. PSO Optimized BP Neural Network Model. Similar to the
genetic algorithm, the particle swarm optimization (genetic
algorithms) optimization algorithm can also be divided into

optimized network initial weight threshold and optimized net-
work structure, which is consistent with the previous article.
This section mainly discusses the PSO optimization of the
initial weight and threshold of the BP network algorithm.
PSO is a swarm intelligence optimization algorithm in the field
of intelligent computing. The PSO algorithm studies the
behavior of predators. The easiest and most effective way for
any bird to find food is to find the area closest to them.

The PSO algorithm first initializes a group of particles in
the solvable space, and each particle represents a potential
optimal solution of the optimization problem, which is repre-
sented by the three characteristics of position, speed, and fit-
ness value. The fitness value indicates the pros and cons of
the solution and is calculated by the fitness function.

As shown in Figure 2, the algorithm for optimizing
particles is an algorithm based on the theory of collective
intelligence, which guides the search for particles through
information about the particles. Compared with the GA algo-
rithm, PSO includes a search strategy based on time tracking,
but it uses fast and replacement models to avoid complex
genetic behaviors.

Generally speaking, PSO searches for the optimal solu-
tion faster than GA, as shown in Table 2.

Project the individual’s body into a network full of energy
to form a neural network. Please enter the training sample of
the corresponding neural network. Optimizing Internet

Technological innovation Energy conservation
2006 51 65
2007 40 72
2008 60 77
2009 72 89
2010 83 98
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Figure 1: The new group inherits information from the previous generation.

Table 1: The appropriate neural network structure sample data.

Mexico Careful Bolivia

Brazil Belgium Observe Chile

Argentina Romania Topic Paraguay

Spain Austria Manage Peru

Factor Cubic Diffuse Glass
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rights is a process of trial and error. In order to ensure that
there are more storage rooms, the sample space on the
trained neural network is often divided into two parts as
training rooms or test fields. When measuring the source
code, a sampling survey is used to ensure that the test results
of each exercise are different.

The diagonal points listed in the training documents will
also be calculated, and then, their respective adaptation
periods will be set so that individual workers can act.

4.3. Adaboost_BP Neural Network Model. Different from the
GA and PSO optimization algorithms discussed in the previ-
ous two sections, the Adaboost algorithm enhances the
classification effect of the BP classifier through iteration and
combination. Boosting algorithm is a typical ensemble learn-
ing algorithm based on resampling technology and is used to
better solve classification problems. Therefore, Boosting has
been well developed and widely used in solving classification
problems. Its core idea is when training new classifiers, which
pay more attention to the training books that are difficult to
classify correctly. In 1995, Freund and Schapire proposed
the Adaboost algorithm, which is easy to practically apply,
which is an improvement to the Boosting algorithm. It is
mostly used and the problem of two classifications.

On the basis of the single BP classifier in the previous sec-
tion, a BP classifier is regarded as a “weak classifier,” and
multiple weak classifiers are integrated through the Adaboost

algorithm. A strengthened classifier composed of 2 to 20
weak classifiers of a single BP neural network was trained
sequentially.

As shown in Figure 3, the first view is to combine the out-
put of different “weak” categories to generate effective catego-
ries. We assume that BP is a weak cataloging unit. We have
trained a large number of methods to measure input and
built a powerful classic format composed of weak recurrent
neural networks in Adaboost to improve the accuracy and
reliability of the category. Adaboost is a very high-precision
classifier, suitable for two-classification problems and multi-
classification problems. One disadvantage of this type of
ensemble algorithm is that it is sensitive to noise; in addition,
when there are too many wild points in the training data, it is
easy to cause serious overtraining, which is manifested as a
sharp expansion of weights on a small number of samples,
which ultimately leads to the effectiveness of the classifier.

Through self-organizing neural network to obtain data,
independent organizations organize learning data based on
part of their own creation of the organizational model in
order to obtain data with salient features, such as classifica-
tion by feature, a neural network. Just like neurons in the
human brain, each cell is unique. The interaction between
humans and humans allows people to test the data gaps of
these signals connected to false neural networks through
adjustments. However, the research on neural networks is
becoming more and more intense. Cannot give the best

Power Ability Capacity
West coast 52% 40% 60%
Midwest 40% 16% 34%
South 34% 30% 15%
Northeast 17% 50% 51%
Canada 62% 36% 48%
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Figure 2: Optimization algorithm based on swarm intelligence theory.

Table 2: The speed of PSO to find the optimal solution.

Operate Cross Variation Process Parameter Inheritance Algorithm

Ascertain 1.48 2.51 1.23 1.24 2.58 1.28 1.51

Confirm 3.15 2.51 1.21 1.21 4.12 1.24 2.41

Ensure 1.41 6.21 2.15 4.51 1.21 6.21 4.12
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explanation for the results obtained from the download. The
data acquisition system based on the opaque neural network
is not so easy to lose the results, which increases the stability
of the system, as shown in Table 3.

For the neural network model, it can only improve its fit
as much as possible, but it is impossible to achieve 100%
accuracy. All errors and errors are inevitable. The classifica-
tion accuracy rate is the most important indicator to measure
the classifier. For the financial crisis early warning model, the
classification accuracy rate needs to consider two situations.
One is that when the financial situation is actually healthy,
it is predicted to be in crisis. The second is that it is predicted
to be healthy when there is a financial crisis. The former gen-
erally does not have a large impact on the company and the
enterprise and is beneficial and harmless, but the latter is rel-
atively risky and loses its early warning function for manage-
ment decision-makers and delays the opportunity for crisis
management. We define the former as the first type of error
and the latter as the second type of error. When evaluating
a financial early warning model, it is necessary to consider
both the overall misclassification rate and minimize the sec-
ond type of error. When the error rate of the second category
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Figure 3: The many outfield points in the training data.

Table 3: The ones used to generate the enhancement.

Expansion of weight Samples number

GreenDevelopment In order to improve the classification accuracy and accuracy
The strong classifier is composed of several weak

classifiers of BP neural network

Dichotomous problem Such integration algorithms This can lead to severe overtraining

RepetitionTrain There are two types of samples in general
Although the overall classification error meets the

target requirements

WeakClassifier
This algorithm can take the misdivision rates of
positive and negative samples into consideration

Increase the weight of the positive sample set
The other came second

Implement unit
Repeatedly trained BP neural network to predict

sample output
The importance of each weak classifier to the
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Figure 4: Neural network as a weak classifier unit.
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is 0, it means that no company or enterprise in crisis has been
misjudged. This is the classification result that the early
warning model strives to achieve.

In this round of testing, the relationship between the
number of weak classifiers and the error rate is shown in
Figure 4. From the test results, the classification error rate
of the strong classifier integrated with 12 weak classifiers is
the smallest.

After 12 sets of tests on a strong classifier with 20 BP neu-
ral networks, the average classification error rate is 0.1236,
which is 1.46 percentage points lower than that of a single
BP classifier, which has a certain optimization effect. The
classification error rate of the first type is 0.07518, and the
classification error rate of the second type is 0.1437. It shows
that the integrated strong classifier optimizes the classifica-
tion ability of the samples of financially normal companies,
but there is no significant change in the classification ability
of the samples of financial crisis companies, but the overall
classification ability has been improved to a certain extent,
and the optimization effect has been achieved. The second
type of classification error rate has not increased significantly
because of the following reasons: first, the financial data char-

acteristics of the financially normal companies are relatively
high, and it is easier to extract the characteristics of the indi-
cator data, while most of the companies in the financial crisis
have different characteristics. It has its own characteristics
and is not easy to extract. The second is the uneven distribu-
tion of the number of companies in the financial crisis. For
example, there are more ST companies in the manufacturing
industry than in other industries. The third is that the second
type of error rate of the BP classifier is inherently high. If the
samples of crisis companies are not fully trained, it will be
difficult to improve the classification accuracy. Therefore,
the ability to classify a sample of companies in the financial
crisis has not been significantly improved.

As shown in Figure 5, from the above data, the average
error rate of the first type is 0.1020, the error rate of the sec-
ond type is 0.0872, and the overall error rate is 0.0922. This is
an increase of 2.14 percentage points over the classifier before
the improvement. It shows that by improving the algorithm
to increase the emphasis on the samples of financial crisis
companies and adaptively adjusting the weight of the mis-
judgment samples, it can significantly improve the classifica-
tion error of the second category, the comparison curve
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Figure 5: The idea of the algorithm is to merge multiple.
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Figure 6: The dichotomy problem of two types in the sample.
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graph of the error rate of the first type, and the error rate of
the second type in the 10 sets of tests.

First, take out the various characteristics. When these
attributes are higher than the threshold, you will be calcu-
lated in the higher dimensions corresponding to the num-
bered data in the random forest. This information will also
be filtered out, using the ant algorithm to filter attributes.
First, the parameters are initialized, and an action is acciden-
tally generated at the beginning of the iteration. When the
action starts to look for, it will choose one at random. Each
action should be calculated according to each specific situa-
tion, until the result is satisfied. The system will stop the
search and redistribute a pheromone to create a complete
action again, reproduce the offspring to complete the itera-
tion, and get the best results.

As shown in Figure 6, for a two-category problem, we
generally give priority to one of the two types in the sample,
followed by the other. The weight update rule of the standard
Adaboost algorithm only updates the weight of a sample
based on whether it is misclassified and does not focus on

training a certain type of sample. In the actual situation,
although the overall classification error meets the target
requirements, for one category, the error may be higher. If
this type of misjudgment brings a higher risk, it is not suitable
for practical problems. In response to this problem, this
paper proposes a sample adaptive weighting algorithm based
on the degree of importance.

For this reason, the algorithm can compare the errors in
the positive and wrong samples with the matching algorithm,
so that it can be classified into the structure of the sample.
First, determine the importance of the classification accuracy
of the positive and negative sample classes and divide the
boundary of the weight distribution according to the degree
ratio. If the detection rate of positive samples is highly con-
cerned, it means that the FNR value is required to be rela-
tively small. If the value of positive samples can be added,
each weak sample will be given the power to strengthen the
ability to group positron infections.

It can be seen from the previous experiment that the sec-
ond type of error is smaller than the first type of error. In
other words, the number of companies that are in the finan-
cial crisis is judged to be normal is more than that of compa-
nies that are financially normal. The cost of the first type of
error is much higher than that of the second type of error.
The risk of misjudgment is very high. According to the sam-
ple adaptive weighting algorithm based on the degree of
importance proposed in Chapter 3, the FNR and FPR indica-
tors can be, respectively, corresponded to the probability of
two types of errors.
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Manager 2 2 3 5

Michelin 2.4 4.4 1.8 2.8
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Figure 7: The financial crisis of a company is not a sudden event.

Table 4: First determine the degree of attention to the classification.

Years Least value Middle value Peak value

2006 2866.21 1423.91 0.73

2007 3411.15 3230.44 1.24

2008 5724.24 1466.43 -4.43

2009 1384.51 4220.83 -6.17
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As shown in Figure 7, the financial crisis of the hotel is
not a sudden event, but a continuous process, from the time
of the crisis to the completion of the hotel’s bankruptcy and
liquidation, at a moment of the financial crisis. In the past,
through statistical particle analysis, main component analy-
sis, factor analysis, chronology, etc., methods for studying
and predicting corporate financial crises have been continu-
ously developed. Among them, statistical analysis has always
been a good way to study and predict whether a company
will have a financial crisis. The application of artificial neural
networks to hotel financial early warning is a research direc-
tion in recent years. This paper applies the BP classifier to
the classification and mining of financial data, establishes a
hotel financial early warning model, and improves the algo-
rithm to improve the accuracy of the BP category, as shown
in Table 4.

The hotel financial early warning system provides
scientific decision-making knowledge support for decision-
makers by comprehensively evaluating and predicting indi-
cators of financial status, trends, and company changes.
The indicators for evaluating financial crises include a series
of indicators. If all indicators are evaluated and integrated,
the model is too complicated and not conducive to the accu-
racy of the forecast. Therefore, firstly, you need to screen the
indicators and select the ones that have a greater impact on
the identification of the category.

This paper selects 30 financial indicator variables from
the six aspects of hotel solvency, per share indicators, earn-
ings quality, profitability, operating capacity, and capital
structure, as well as various indicators. The 30 major indica-
tors also include subindices of the current period, the same
period last year, or year-on-year growth rate. In this article,
mathematical statistics are used to screen indicator variables,
so first of all 90 financial data variables are included in the
scope of investigation.

Data digitization is a processing method of digitizing data
to selected data. Between [0,1], the difference in the amount
of data has been corrected, and the original data must be con-
verted to avoid making higher and different estimates,
because the indicators are the single digits are different.
There are two main ways of collecting data: minimum and
medium deviations and functional formulas.

As shown in Figure 8, the initial power of the network
determines the initial location of the network error by
selecting the corresponding source code, so its impact is
to greatly shorten the duration of network training and
improve the pertinence of training. Then, in order to define
the neural network, it automatically sets the right threshold
of the hotel company and the threshold value [-1, 1]. It is
also possible to adopt a trial method and use the weight
and threshold that are the most initialized with the weight
threshold with the smallest one-time error. In this paper,
the single BP classifier uses the random initial value method
in matlab.

Determining the number of hidden neurons is the key
issue. This is a fairly traditional method. The number of sub-
conscious neurons is equal to the input vector; this means
that when the vector value is too high, the number of hidden
units does not get enough accuracy and speed. In order to
promote adaptation to climate change, a new and better
method has been adopted. The basic principle is to train
small neurons, which automatically increase the number of
neurons on the network by constantly checking the output.
In each cycle, the input quantity is equivalent to the total
value and may lead to a new neuron layer input quantity,
so the error rate of the new network is studied. This process
will be repeated in a repeated manner until the specified error
or maximum potential nerve cell is reached. The structure of
the RBF neural network, as discovered here, is not related to
the initial value.

Previous, 4.5

Basal, 2.8

Specific, 5

0

1

2

3

4

5

6

D
at

a

Group
Particle Granule Rule Syllogism

Figure 8: The overall classification error meets the target requirements.
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5. Conclusions

This research mainly involves researching data-based neural
network methods, including permuting neural networks. The
application of neural network to extract data was not recog-
nized from the beginning, mainly because of its too large
scale, too complicated structure, and too long learning time.
It is also important to increase the resilience of acoustic data
and improve training algorithms, especially in improving
network-based algorithms and tampering rules, which makes
neural networks more and more popular for collecting a wide
range of user data. At present, the feedforward BP neural net-
work is the most widely used network. This article mainly
studies the method of constructing data mining classifier
based on BP neural network, and the combination with a
variety of optimization algorithms, and analyzes through
actual cases. The constructed BP classifier is applied to the
hotel management problem—evaluation index system. The
evaluation index system helps the hotel management
decision-making level to avoid and diversify risks early and
effectively. Based on the theories of data mining and deep
neural network, this paper studies the combination of the
Adaboost algorithm and neural network and establishes a
new indicator system through the significance test. When
selecting indicators, it draws on the empirical research of
domestic scholars. The selected 30 indicators more
comprehensively express the financial situation of a hotel.
There is certain relevance among these indicators. In order
to include as much information as possible, this article
includes 30 indicators into the early warning system. The
research content of this article is still relatively simple.
The main result is the application of BP neural network
to the classifier., which uses the Adaboost algorithm to
improve the BP classifier, proposes and verifies the optimi-
zation algorithm, and introduces the constructed BP classi-
fier into the hotel management evaluation system.
However, in the intersection of data mining, neural net-
works, and financial early warning, there are still many
aspects that need to be studied in depth. I hope that this
model can be further optimized and perfected in the
follow-up research and exploration, and it can truly serve
every business enterprise and firm. The supported system
functions make my greatest contribution.
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In view of the importance of various components and asynchronous shapes of multivariate time series, a clustering method based on
dynamic time warping and affinity propagation is proposed. From the two perspectives of the global and local properties information
of multivariate time series, the relationship between the data objects is described. It uses dynamic time warping to measure the
similarity between original time series data and obtain the similarity between the corresponding components. Moreover, it also
uses the affinity propagation to cluster based on the similarity matrices and, respectively, establishes the correlation matrices for
various components and the whole information of multivariate time series. In addition, we further put forward the synthetical
correlation matrix to better reflect the relationship between multivariate time series data. Again the affinity propagation algorithm
is applied to clustering the synthetical correlation matrix, which realizes the clustering analysis of the original multivariate time
series data. Numerical experimental results demonstrate that the efficiency of the proposed method is superior to the traditional ones.

1. Introduction

Time series is a kind of time-dependent and high-dimensional
data type, which can be divided into univariate time series
(UTS) and multivariate time series (MTS) in terms of the
variable type. With the rapid development of society and
economy, such time-axis-sorted data widely exist in finance
[1], economy [2], engineering [3], wireless communication
[4], and other fields. Owing to the high dimensionality of
variable attributes, MTS brings extremely difficulties to
clustering, classification, prediction, pattern discovery, visual-
ization, and other mining tasks. Therefore, the research on
MTS mining has gained growing interests from scholars. In
particular, MTS clustering is the most concerned issue in the
field of data mining, from which the feature pattern or data
classification of MTS are easily found [5].

In fact, the current academic research on the clustering of
time series mainly focuses on the UTS data. Generally, they
concentrate on the clustering for the whole time series class,

subseries, time points, etc. [6–8]. The traditional time series
clustering methods involve model-based clustering [9, 10],
feature-based clustering [11, 12], segmentation-based clus-
tering [13], and distance-based clustering [14, 15]. However,
since MTS data have the characteristics of high dimension-
ality, uncertainly, and dynamics [16], the above methods
cannot be effectively adapted to MTS clustering. To reduce
the high dimensionality of MTS attributes, both principal
component analysis (PCA) [17] and wavelet analysis [18]
are commonly adopted to conduct the clustering analysis
for MTS. However, most clustering algorithms [18–21]
cannot solve nonspherical distribution of MTS data well. In
the process of clustering, due to the lengths of most MTSs
are different, it is necessary to use the dynamic time warping
(DTW) [22–26] to measure the similarity between their
corresponding component attributes. But the importance of
component attributes has not yet received due attention. To
further analyze the features of component attributes, Li
et al. [27] apply the affinity propagation (AP) algorithm
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[28, 29] to adaptively cluster the component attributes which
addressed the shortcomings of other traditional methods in a
certain extent. However, their calculation process for the com-
prehensive relationship matrix is still complex. The quality
and efficiency of MTS clustering need to be further improved.

To better solve the asynchronous correlation of different
time points in MTS clustering, this paper proposes a simple
and high-quality clustering method DTW_AP based on the
DTW and AP. DTW is used to measure the similarity of both
the component attributes and the overall MTS data. After that,
from the perspective of local characteristics and global informa-
tion, we quickly construct the comprehensive correlationmatrix
of MTS data. Based on this matrix, we further use the AP algo-
rithm to achieve MTS clustering. Numerical experimental
results indicate that the proposed method can achieve better
clustering results compared with other traditional methods.

The proposed method possesses some advantages that
the current MTS clustering research does not have. These
advantages are as follows: (1) The similarity among the com-
ponents of the MTS data is considered during the clustering
process. The accurate of MTS clustering is ensured. (2) With
a thorough consideration of the complicated relationships
between the local component attributes and the overall infor-
mation, it retains the multipath nature of MTS information.

The rest of this paper is organized as follows. “Prelimi-
naries” introduces some related theoretical methods, such
as the DTW and AP algorithms. In “Multivariate Time Series
Clustering,” the detailed construction process of the novel
method is described. In “Numerical Experiment,” the com-
parison analysis among the clustering methods is fulfilled in
the experimental evaluation. Finally, the conclusions and
future work are drawn in “Conclusions.”

2. Preliminaries

2.1. Dynamic Time Warping. Euclidean distance is a com-
mon and efficient distance measurement method of time
series which can be denoted as

d x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
L

i=1
xi − yik k2

vuut , ð1Þ

where X = fx1, x2,⋯,xng and Y = fy1, y2,⋯,ymg are two
MTSs, and the dimension of xi is p, xi = ðx1i , x2i ,⋯xpi Þ,
n =m = L.

From (1), we know that the Euclidean distance usually
needs to be measured by two time series with equal length
at the same time point. That is, we regard the square differ-
ence between xi and yi at the same time point as the
contribution of the Euclidean distance. Obviously, its char-
acteristics with equal sequence length, equal time matching,
and being sensitive to abnormal data make it impossible to
obtain satisfactory results when measuring the similarity
between time series data.

Compared with the Euclidean distance, dynamic time
warping (DTW) [22–26] is a distance measurement method,
in which it firstly calculates the distance matrix D between

time series data and then uses the dynamic programming
method to construct the cost matrix R. Finally, based on the
matrix R, an optimal bending path W is found so that

DTW X, Yð Þ =min
W

〠
K

k=1
wkk k2, ð2Þ

where wk ∈W, K is the number of elements in the optimal
bending path W, and max ðn,mÞ ≤ K ≤m + n − 1. In addi-
tion, wk = ðik, jkÞ indicates that the path element consists of
the ith data point in X and the jth data point in Y .

According to the dynamic programming method, the
cumulative cost matrix R can be figured out as follows:

R i, jð Þ =D i, jð Þ +min R i, j − 1ð Þ, R i − 1, jð Þ, R i − 1, j − 1ð Þf g,
ð3Þ

where Rð0, 0Þ = 0, Rði, 0Þ =∞, and Rð0, jÞ =∞.
Obviously, the cumulative distance is Rðn,mÞ, that is,

DTWðX, YÞ = Rðn,mÞ. Meanwhile, a corresponding
dynamic bending path W is also found.

Using DTW to measure the distance of time series data
not only matches the data points with the same shape but also
measures the similarity between time series data with unequal
length. In addition, it can also better solve certain sensitive
problems caused by the abnormal data points in the Euclidean
distance [22, 23]. However, since the time and space complex-
ity of DTW is higher than that of the Euclidean distance, it will
result in poor efficiency when directly applying DTW to mea-
sure the similarity between high-dimensional time series data.
To solve this problem, many improved methods are proposed
by scholars. Salvador and Chan [30] presented a fastDTW
based on the search range limitation and data abstraction.
On the basis of the penalty coefficient, Li and Du [31] pro-
posed an improved DTW algorithm (γ DTW) to effectively
measure the similarity among an asynchronous approxima-
tion of the morphology. To promote the quality of DTW, Li
[32] designed a novel DTW with time weight in measuring
the distance between time series.

In this paper, to reduce the impact of high dimensionality
of variable attributes on the clustering, we will utilize the
traditional DTW method to measure the similarity among
each component of MTS.

2.2. Affinity Propagation. The classical Kmeans algorithm
randomly chooses the initial center points, and certain local
optimal solutions are easily obtained. To avoid this problem,
Frey proposed the affinity propagation (AP) clustering
method [33] based on the graph theory. Compared with
other algorithms, AP clustering does not limit the number
of clusters and does not choose the initial points randomly.
It takes each data point as the potential representative point
of the candidate class, which effectively reduces the influence
of the selection of original clustering centers on the clustering
results. In addition, it also has no symmetry requirement for
the similarity matrix, and the speed of dealing with multiclass
data is also faster. Therefore, AP clustering algorithm can
solve non-Euclidean space problems caused by asymmetry
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or trigonometric inequalities or large-scale sparse matrix
computing issues [28, 34]. Owing to the important functions,
AP algorithm is employed to the various research fields, and
its performance and efficiency are also improved [35–37].
For instance, Li et al. [35] proposed a new AP algorithm,
the adjustable preference affinity propagation (APAP) algo-
rithm, in which the initial value of each element preference
pðkÞ is independently determined on the basis of the data
distribution and is automatically adjusted during the itera-
tion process. Experiments verify its better performance
comparing with the standard AP algorithm.

As a type of clustering algorithm depending on the infor-
mation exchange between data points, AP algorithm can
locate the optimal set of representative points when the clus-
ter error function is minimized. Each representative point is
from a certain point in original data set, and the sum of
cumulative information volume between it and other data
points reaches the maximum. In this algorithm, there exist
two kinds of information between any two data points i
and k. They are called the responsibility degree rði, kÞ and
the availability degree aði, kÞ, respectively. rði, kÞ refers to
the information exchanged from the data point i to the
candidate representative data point k, which reflects the rep-
resentative degree of data point k to data point i. And aði, kÞ
denotes the effectiveness degree in which data point i
chooses data point k as its cluster center, which indicates
the information transmitted from the candidate cluster
center k to data point i.

Given a data set X = fx1, x2,⋯, xng, the detailed process
of AP clustering algorithm is described as follows.

During the AP clustering process, the purpose of setting
the matrices r and a to zero matrix in S1 is to choose each
point in data set as the original cluster center. After initializ-
ing, each element in the matrices r and a is needed to be
updated from S2 to S4. Specifically, to avoid the possible
vibration, a damping coefficient λ is introduced to S4. S5 is
the condition for the end of algorithm. The corresponding
cluster center of each object and the final cluster set can be
obtained in S6 and S7, respectively.

In the process of calculation, it is worth noting that the
number of iterative cycles is affected by the damping coeffi-
cient λ. Generally, they change in opposite directions with
each other. When the damping coefficient λ is large, the
number of iterative cycles is small, otherwise the opposite.
Gui and Yang [38] found that when the range of λ is [0.5,
1], the stability of AP algorithm can be extremely improved.
To reduce the probability of the appearance of fluctuations,
we take the value of λ to be 0.9 as suggested by Frey and
Dueck [33].

3. Multivariate Time Series Clustering

Compared with univariate time series (UTS), multivariate
time series (MTS) has high-dimensional attribute variables,
which makes it necessary to consider their approximation
in clustering. However, to achieve the MTS clustering, some
traditional clustering methods usually regard MTS data as
the complete data object and select certain appropriate dis-
tance measurement methods to calculate their similarity.

Due to the high dimensionality of attribute variables in
MTS, the distance measurement method will affect the
clustering quality of MTS. To this end, this paper proposes
a MTS clustering method based on DTW and AP from the
view of univariate attribute series of MTS data.

Given a MTS data set X = fX1, X2,⋯, XNg, where Xi =
fX1

i , X2
i ,⋯, Xm

i g is the ith MTS, Xp
i refers to the pth attribute

sequence of the ith MTS, and p = 1,⋯,m. DTW is used to
measure the following similarity distance between two MTSs
Xi and Xj:

S0ij = −DTW Xi, Xj

� �
: ð4Þ

Obviously, the bending path W = fω1, ω2,⋯, ωKg mea-
sured by the minimum bending distance S0ij will be obtained,
where ωk = ðik, jkÞ.

Since each dimension of the MTS Xi can be viewed as the
UTS, we can compute the similarity between any two MTSs
from the data bending pathW provided by (4). That is, under
the same attribute of different MTS, we can calculate the
following similarity of UTS by using the DTW.

Spij = S Xp
i ,X

p
j

� �

= −〠
K

k=1
Xp
i ikð Þ − Xp

j jkð Þ
� �2

:

ð5Þ

From (5), we can construct the similarity matrix Sp of the
UTS data set under each attribute component.

This paper employs the AP algorithm to cluster the
similarity matrices S0 and Sp constructed by formulas (4)
and (5). The clustering results Cj can reflect the relationship
Rj among MTSs under the overall information environment
and local component. Furthermore, we obtain the relation
matrices Rj by the transformation formula Rj = C2RðCjÞ.
Notice that Cp = APðSpÞ and Co = APðS0Þ and the element
of the relation matrix Rj only include 0 or 1. If two data
objects in the final clustering result point to the same repre-
sentative object, then their relationship is denoted to be 1,
otherwise 0.

Based on the above relationship Rj, we design the follow-
ing comprehensive relationship matrix R.

R = R0 ∗ 〠
m

j=1
Rj: ð6Þ

Regarding the matrix as the similarity matrix, we will fur-
ther obtain the clustering results by means of AP algorithm.
A new clustering algorithm C = DTW APðXÞ constructed
by DTW and AP is described as follows.

Compared with the traditional clustering methods with
Euclidean distance, DTW APðXÞ has better clustering
effects. In fact, DTW can measure the similarity of time series
with different lengths while not being sensitive to sudden
change or outlier of time series. In addition, DTW also can
fulfill the asynchronous similarity comparison. Meanwhile,
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this paper applies the AP algorithm to cluster the component
attribute of MTS. The influence of each component on the
clustering is considered in a comprehensive manner. The
application of the AP algorithm not only avoids the limita-
tion of the clustering results achieved by the representative
point of the initial class but also has no requirement for the
symmetry of similarity matrix. When processing the multi-
class data, once the operation speed is faster, its performance
will be better.

With the help of the effectiveness evaluation, we find that
the algorithm proposed by this paper has significantly higher
clustering accuracy than other algorithms. Meanwhile, it also
achieves the purpose of high accuracy for the high-
dimensional data, which proves its component steps to be
effective and meaningful. In this paper, the AP clustering
algorithm is used twice. The first time is to cluster each com-

ponent and the overall of MTS. The last time is to cluster the
comprehensive relationship matrix R. Thus, the achieved
clustering results will be more accurate. In addition, it is more
universal for MTS with missing data or different length to use
DTW as the distance measurement, which can be widely
adopted in practical application.

In the method DTW_AP, the AP algorithm solves the
problem that the traditional methods are only suitable for
data clustering with spherical distribution. Moreover, the
application of DTW in the clustering process enhances
the clustering effect of asynchronous morphological
similarity. In addition, this paper mainly focuses on the
effect of each component attribute sequence on the clus-
tering result and achieves MTS clustering under the local
component attribute sequence and the overall information
environment.

AP clustering C = AP (S)
Input: similarity matrix S between data points, the maximum iteration number cot, damping coefficient λ.
Output: cluster set C.
S1: initialize the responsibility matrix r and the availability matrix a to be n ∗ n zero matrix.
S2: Update the responsibility matrix r.

rði, kÞ =
sði, kÞ −max

k′≠k
faði, k′Þ + sði, k′Þg, i ≠ k

sðk, kÞ −max
k′≠k

faðk, k′Þ + sðk, k′Þg, i = k:

8><
>:

S3: update the availability matrix a.

aði, kÞ =
min f0, rðk, kÞ +∑i′∉fi,kgmax½0, rði′, kÞ�g, i ≠ k

∑i′≠kmax½0, rði′, kÞ�, i = k:

8<
:

S4: introduce the damping coefficient λð0 < λ < 1Þ to reduce the possible vibration when updating information. Apply the weighted
sum of λ times of the last iteration update value and 1 − λ times of the current information update value to assign each information.
That is

rt+1ði, kÞ = λ × rtði, kÞ − ð1 − λÞ × rt+1ði, kÞ
at+1ði, kÞ = λ × atði, kÞ − ð1 − λÞ × at+1ði, kÞ:

(

S5: repeat steps S2 to S4. Stop the algorithm when the clustering results tend to be stable or achieve the preset iterative number cot.
S6: construct the matrix g by adding the matrices r and a and further find the corresponding column k where the value of each row i is
the maximum. k is the cluster center of object i.
S7: assign the objects with the same cluster center to the same cluster and obtain the finally cluster set C.

Algorithm 1

Input: MTS data set X = fX1, X2,⋯, XNg, where each time series has m-dimensional attribute.
Output: representative object set C of MTS.
S1: obtain the corresponding similarity matrix S0ij and optimal bending path W according to the formulas (2) and (4).

S2: based on the optimal bending pathW and formula (5), calculate the similarity Spij between two MTSs Xi and Xj under the different
component attribute.
S3: repeat steps S1 to S2, calculate the similarity between the corresponding component sequences of all MTSs under the different
dimensional condition, and further achieve the corresponding similarity matrices S1, S2,⋯, Sm. Herein, m is the attribute dimension
of MTS.
S4: use the AP algorithm to cluster each similarity matrix and then achieve the clustering results Cp and C0 under the different com-
ponent attribute and the perspective of overall MTS, respectively.
S5: transform the clustering results Cp and C0 to the relation matrix, that is, Rj = C2RðCpÞ and R0 = C2RðC0Þ. Meanwhile, calculate the
synthetic relation matrix R from (6).
S6: employ the AP algorithm to cluster the comprehensive relation matrix R and finally obtain the clustering result C of MTS.

Algorithm 2
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4. Numerical Experiment

To verify the performance of the proposed method, we
choose an effective evaluation index and compare it to several
other MTS clustering methods when processing various MTS
data sets. In the experiments, the computer is Lenovo T420.
The CPU is Intel Core i7-2640M, the computer main
frequency is 2.8GHz, and the memory is 4.0GB. The opera-
tion system is Windows 7 (64 bit). The programming envi-
ronment is MATLAB R2012b.

4.1. Effectiveness Evaluation Index. Due to the existence of
different application requirement, the quality of clustering
has no uniform standards for a long time. Therefore, it must
rely on certain indicators to evaluate the effectiveness of algo-
rithm. The evaluation methods of clustering validity are
divided into external effectiveness and internal effectiveness.
The former is to judge the validity of clustering results based
on the known correct results. By comparing the known cor-
rect clustering results with the experimental clustering
results, we can get the degree of similarity, which is the accu-
racy. The latter is a completely opposite method to the
former, which usually uses the self-characteristics of original
data set to evaluate the results based on the unknown stan-
dard clustering results. Since the measurement is labeled by
the known clustering results, this paper chooses the former
as the valuation index.

Suppose Pre is the external index of measuring the clus-
tering effect and algorithm quality. Label is the correct result,
while idx is the experimental result. n is the total number of
points in the data set. The evaluation index Pre of clustering
validity between Label and idx is defined as

Pre = ∑Label idxð Þ == Label
n

: ð7Þ

Given that the class label clustered by the AP algorithm is
the coordinate of clustering center points in Pre, we only
need to figure out the class label value of experimental results.
For example, if the class label of data 1 is 5, and the value of
data 5 in the real result is also 5, then data 1 should be clus-
tered into the cluster of data 5. Obviously, this clustering
proves to be true and records as 1. Similarly, the correctmatch-
ing ismarked by 1, otherwise 0. Obviously, the cumulative sum
divided by the value of Pre is between 0 and 1. The closer the
value is to 1, the more accurate the clustering result is.

4.2. Clustering Analysis. To demonstrate the performance of
the proposed method, ten MTS data sets from the UCR and
UCI are selected. They mainly come from the fields of indus-
trial engineering, medical and health, gestures behavior,
language pronunciation, and so on. The detailed information
of these data sets are shown in Table 1.

As shown in Table 1, the former five MTS data sets have
different lengths. For instance, the time dimension of data set
AD is from 4 to 93. The last five MTS data sets with the same
industry have 6 variables, and their time dimension is 15.
However, they contain different numbers of categories and
data volume.

The traditional clustering methods of time series usually
use the feature representation and similarity measurement
to process data and further achieve time series clustering
based on the designed specific distance measurement method
and the classical clustering method. To demonstrate the clus-
tering performance of the method DTW_AP, PCA_AP [19]
based on PCA and AP, Kmeans based on the distance mea-
surement, and OAP based on AP clustering for the original
data [33] are selected to be compared with it. In addition,
our experiment also compares DTW_AP with the permuta-
tion distribution clustering (PDC) [20] and the component
attributes based affinity propagation clustering for multivar-
iate time series data (cACM) [27]. Different methods are
adopted to carry out the clustering analysis on ten different
data sets. The experimental results are displayed in
Table 2, where the best experimental result in PCA_AP is
from the former P/2 main ingredient, P represents the attri-
bute dimension of the MTS data set. The bias parameter Pr
affecting the number of clustering and the damping factor λ
affecting the algorithm convergence in AP clustering algo-
rithm are set to be the median of the similarity matrix and
0.9, respectively [33].

As shown in Table 2, we know that the mean value
obtained by DTW_AP is higher than all other methods on
ten different data sets. Meanwhile, the standard deviation
(SD) value obtained by DTW_AP is also lower than that by
OAP, PCA_AP, Kmeans, and PDC. Note that the SD value
computed by cACM is lower than that by DTW_AP. How-
ever, its stability advantage is not extremely clear. In a word,
compared with other MTS clustering methods, DTW_AP is
more effective and feasible. Clearly, it is more superior to
most traditional AP clustering algorithms based on the whole
original data information.

We take the novel method as the benchmark and
compare the clustering effect between this method and other
traditional methods. The scatter diagrams of clustering
results are shown in Figure 1. Obviously, if the data point
in the figure is below the gray line, it will indicate that the
novel method is better than the traditional method, otherwise
the opposite. From the visual comparative analysis of cluster-
ing results in Figure 1, we observe that the method DTW_AP
achieves better clustering results, compared with other tradi-
tional methods on most data sets. In fact, it is easy to find that

Table 1: Experimental data sets of MTS.

ID Name Variables Length Classes Volume

1 ASL 22 [45-136] 95 1425

2 AD 13 [4-93] 10 2200

3 CMUS16 62 [127-580] 2 29

4 ECG 2 [39-152] 2 100

5 JV 12 [7–29] 9 370

6 LP1 6 15 4 50

7 LP2 6 15 5 30

8 LP3 6 15 4 30

9 LP4 6 15 3 75

10 LP5 6 15 5 100
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most discrete points in Figure 1 are below the gray line except
Figure 1(a), which proves that the novel method has stronger
advantages. However, Figure 1(a) generally fluctuates near
the gray line, and there is one discrete point deviating from
the gray line downward. To a certain extent, it also shows

that the clustering quality of the novel method is better. In
particular, from the visual comparison analysis of different
methods on all data sets in Figure 2, we find that the ranking
of clustering quality is roughly DTW_AP>cAC-
M>OAP>PCA_AP>Kmeans>PDC. Meanwhile, based on

Table 2: Experimental clustering effectiveness results.

Method 1 2 3 4 5 6 7 8 9 10 Mean SD

DTW_AP 0.76 1.00 0.93 0.72 0.95 0.80 0.73 0.83 0.89 0.64 0.83 0.12

cACM 0.76 0.99 0.79 0.73 0.95 0.84 0.73 0.83 0.88 0.64 0.81 0.11

OAP 0.51 0.98 0.93 0.81 0.92 0.74 0.73 0.67 0.88 0.57 0.77 0.16

PCA_AP 0.10 0.86 0.72 0.83 0.16 0.64 0.70 0.67 0.76 0.66 0.61 0.26

Kmeans 0.31 0.48 0.59 0.67 0.67 0.52 0.67 0.57 0.77 0.41 0.56 0.14

PDC 0.08 0.10 0.59 0.68 0.31 0.50 0.60 0.67 0.68 0.38 0.46 0.23
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Figure 1: Visual comparison of clustering experimental results of different data.
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the average effect and the variance stability of clustering
results in Table 2, it also indicates that the clustering perfor-
mance of DTW_AP is better than other traditional methods.

5. Conclusions

In this paper, a new MTS clustering method is proposed on
the basis of DTW and AP. DTW is used to calculate the sim-
ilarity between the whole information of MTS and parse out
the similarity between the component attributes. Meanwhile,
the AP algorithm is utilized to construct the clustering rela-
tionship between each component attribute and the whole
sequence. After that, certain MTS relationship matrices are
further presented based on the component attributes and
global information. The numerical experimental results
indicate that the novel method can achieve better clustering
performance when comparing with other traditional cluster-
ing methods of time series. However, during the clustering
process, the operation using the AP algorithm to cluster the
UTS of each component attribute is time-consuming. There-
fore, further work should consider improving the time
efficiency of the proposed method.
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Since the breakthrough of deep learning in object classification in 2012, extraordinary achievements have been made in the field of
target detection, but the high time and space complexity of the target detection network based on deep learning has hindered the
technology from application in actual product. To solve this problem, first of all, this paper uses the MobileNet classification
network to optimize the Faster R-CNN target detection network. The experimental results on the rare earth element detection
data set show that the MobileNet classification network is not suitable for optimizing the Faster R-CNN network. After that, this
paper proposes a classification network that combines VGG16 and MobileNet, and uses the fusion network to optimize the
Faster R-CNN target detection network. The experimental results on the rare earth element detection data set show that the
Faster R-CNN target detection network optimized by the fusion classification network has the advantages of using VGG16 and
MobileNet’s Faster R-CNN target detection network to detect rare earth elements. The innovation of this article is that the
results on 5 time series data sets show that CDA-WR has better predictive performance than other ELM variant models. The
effect of determining trace cerium elements in rocks and minerals is increased by more than 50%, based on deep learning. The
algorithm studies the methods of target detection and recognition and integrates it into the intelligent robot used in this subject,
giving the robot the ability to accurately detect the target object in real time.

1. Introduction

Adding trace amounts of cerium to steel for offshore plat-
forms is expected to replace the more expensive titanium
and vanadium elements and reduce costs. This is also in line
with my country’s resource characteristics (the properties
and functions of cerium in the smelting, processing, and
alloying of steel are relatively similar), cerium reserves are
abundant, and the price is relatively low. It can be used to
improve the quality of steel for offshore platform structures.
Optimize the smelting, plastic processing, and heat treatment
processes of rare earth steel with trace cerium, and it is
expected that trace cerium will be used to improve the perfor-

mance of rare earth steel for offshore platforms. Compared
with other alloying elements in steel, rare earth elements have
a larger atomic radius, ranging from 0.161 nm to 0.204 nm,
which is about 50% more than iron atoms (0.117 nm); this
makes rare earth elements easy to lose their outer electrons.
As cations are formed, their electronegativity is very low,
which is only slightly higher than that of alkali metals and
alkaline earth metals of the same period; this also makes rare
earth elements exhibit extremely strong reactivity in molten
steel, and they are not only easy to interact with molten steel.
Oxygen, sulfur, and other nonmetallic elements combine to
form high melting point rare earth compounds. At the same
time, rare earth elements can interact with many low melting
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point metals in steel, thereby reducing their harm to the
mechanical properties of materials.

Shugui and Wang used the least squares regression algo-
rithm to process the data by spectrophotometry with the
same hair color and tribromide system to simultaneously
identify rare earth cerium in geological samples and achieved
satisfactory results. Discuss in the sample, determine the
composition of the calibration sample group through the
proposed method, determine the best factor and the GSD
and GSR series of the national standard geological sample
series, and the overall results are consistent with the recom-
mended values. However, they took very few samples and
cannot generalize [1]. Yan and Zhijie proposed an SSD deep
learning algorithm to improve the performance of multiob-
ject protocols. Three different sample projects were trained.
Firstly, the SSD neural network algorithm detects the type
of object and creates a delimiter around the location of the
object in the image. Secondly, find the smallest rectangle
around the object according to the contour feature of the
object and calculate the position coordinates of the object
in the image. Finally, complete the handle configuration
design information to prevent the handle from colliding with
other objects and causing the handle to fail, but the algorithm
is not complete, and the actual effect is not ideal [2]. Jun et al.
believe that as the demand for oil and natural gas resources
continues to grow, it is necessary to strengthen technological
innovation in oil and natural gas exploration. Therefore,
more effective seismic data processing technology is needed.
The increase in computer performance has led to an explo-
sive growth in the field of deep learning. The exploration field
has also been extensively developed. Deep learning is a
machine learning method. Its development has experienced
two waves, namely, BP algorithm and deep learning. The
applications listed below were also created in these two
waves. Deep learning is a type of supervised learning, which
allows to learn more advanced abstract representations of
data and automatically extract features from the data. But
deep learning needs to be more intelligent, and they did not
solve the problem of deep learning intelligence [3].

To study the effect of trace rare earth element cerium
(ppm level) on the structure and properties of steel, the
steel used for offshore platforms has higher requirements
for impact toughness in addition to the conventional
mechanical performance test. Denatured inclusions (sul-
fides) change the strip-shaped manganese sulfide into
spherical or ellipsoidal rare earth sulfides, which is benefi-
cial to improve the plastic toughness of steel. Study the
influence and effect of the trace rare earth element cerium
on the CCT curve, Ac1 and Ac3 points of the experimental
steel, and use the end quenching experiment to determine
the hardenability of the steel [4]. In microstructure organi-
zation analysis mechanical properties, analyze the influence
of trace rare earth element cerium. The rare earth element
cerium improves the seawater corrosion resistance of steel.
Rare earth sulfide has a more positive electrode potential
than manganese sulfide. Due to the reduced potential
difference and the reduction of the galvanic effect, the pres-
ence of rare earth sulfide in the grain boundary is beneficial
to improve the steel corrosion resistance of the substrate.

The corrosion resistance of the high-strength steel used in
seawater solution was analyzed [5].

2. Deep Learning Algorithms Are Measuring
Rock and Mineral Methods

2.1. Traditional Target Detection Algorithm. Target detection
is an important problem in computer vision, and many
researchers have developed a large number of algorithms.
The general flow of the traditional target detection algorithm
is shown in Figure 1. The main flow is to first perform redun-
dant window interception through a sliding window to
ensure that the target is contained by at least one window.
Due to the various sizes and aspect ratios of the target, the
interception window also uses preselected windows of differ-
ent sizes and aspect ratios for interception [6, 7]. With the
intercepted image, it is necessary to perform preprocessing
operations, including unifying the size, removing the mean
value, eliminating irrelevant features, and reducing noise.
Then, a series of images after processing and processing are
used for feature extraction using artificially designed feature
operators. Feature selection is the key to the problem of target
detection, and the quality of features can often determine the
performance of the final target detection algorithm to a large
extent. Different tasks often require different requirements
for features, so there is no universal and universal feature.
Commonly used traditional feature extraction methods
include shape, color, texture, edge, corner, and other visual
features, as well as better performance of artificially designed
feature operators, such as HOG features, SIFT features, LBP
features, and Haar wavelet feature operators. After feature
extraction, classifiers commonly used in machine learning,
such as SVM and AdaBoost, are used for classification and
regression, and finally, the detection results are generated.

The basic computing unit of artificial neural network is
called perceptron, also known as neuron, which was first
developed by Rosenblatt in 1957 [8, 9]. It is a simplified
human neuron cell model. It is essentially a function. It
accepts multiple real number input variables. Each variable
has a weight value on the connection. The input variable is
added to a bias term after weighted summation. As the input
of the neuron, it passes through a linear activation function.
The linear activation function finally produces an activation
value [10]. The input value simulates the stimulation of nerve
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Figure 1: Neuron model.
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cells, and the output value simulates the response of nerve
cells. The neuron model is shown in Figure 1:

2.2. Deep Learning Algorithm. When using deep learning in
real life, the first thing to do is to optimize the network.
The training process includes layer-by-layer training for
unsupervised learning and network optimization for super-
vised learning. Through sampling and training the network,
they found the inherent rules and used it to improve the
user’s network performance [11, 12]. To improve network
performance, it must be achieved through specific learning
steps. The three common learning steps that are commonly
used are presented as follows:

2.2.1. Supervised Learning. A common method of machine
learning is supervised learning, which means that external
monitoring methods are used in network learning to reward
good learning, punish misleading learning, and always cor-
rect errors in the learning process. At the same time, the
training pattern used in this learning method must be rec-
ognized as a pattern [13, 14]. In order to make training
more appropriate, the training model should cover as
many situations as possible. Supervised learning includes
inputting samples into the network, obtaining network
labels through step-by-step learning, then comparing the
obtained network labels with the control group, and finally
changing the network parameters according to the super-
vised learning criteria so that the network labels are simi-
lar to the sample labels [15, 16].

2.2.2. Unsupervised Learning. Unsupervised learning is dif-
ferent from supervised learning. Unsupervised learning has
no external monitoring function. The learning system is very
smart. It will add to its own database and make statistics
based on the data entered by the user, change the network
label according to the internal changes in the database, and
finally complete the upgrade of the network. This learning
method is often used to learn labels and collect data [17, 18].

2.2.3. Reinforcement Learning. Learning aid is an ongoing
Markov decision-making process. In the process of online
training, there are no formal results like supervised learning.
After each online training course, only one evaluation func-
tion is provided. The network usage evaluation function eval-
uates learning outcomes. In addition to evaluation, network
parameters must be adjusted according to the evaluation
results, and finally, the entire network evaluation function
is optimized [19, 20].

In the actual application of neural networks, it is neces-
sary to choose appropriate learning methods for different
application fields. The most important thing is that the three
proposed learning methods have strong learning ability [21].
However, generally speaking, supervised learning algorithms
are mainly used to optimize and adjust network parame-
ters, and unsupervised learning algorithms are mainly used
to classify multiple samples. Reinforcement learning algo-
rithms are mainly used for intelligent control, analysis,
and prediction.

3. Correlation Experiment of Rare
Earth Elements of Cerium Group in
Rocks and Minerals

The location of the rare earth element lanthanum and cerium
in steel is very important. The segregation at grain bound-
aries or the amount of solid solution in the grain will have a
great impact on the quality of steel. Therefore, it is necessary
to explore the location of trace amounts of lanthanum and
cerium. In the neuron model shown, X is the input variable
of the neuron, representing a sample defined by four attribute
values [22, 23]. W represents the corresponding weights of
the four attribute values on the neuron, b is the bias term of
the neuron, and the activation function used is the hard
limiter. The function expression is as follows:

f xð Þ =
1 x > 0
−1 otherwise

( )
: ð1Þ

The input value Z of the neuron is the weighted sum of the
bias item plus the attribute value and the weight:

Z = 〠
4

i=1
xiyi+b: ð2Þ

The neuron model can perform simple sorting and regres-
sion tasks, but cannot perform complex tasks [24, 25].

The activation function is an important part of the neu-
ron, which is essentially a nonlinear function. It takes real
numbers as input and produces real number outputs. Its
main function is to improve the expressive ability of neurons
and neural networks so that they can handle complex nonlin-
ear problems. The first activation function used is a hard lim-
iter, but it has many disadvantages. With the continuous
development and improvement of artificial neural network
theory, researchers have developed a variety of activation
functions. Commonly used activation functions include
sigmoid and hyperbolic tangent functions tanh and ReLU,
Leaky ReLU, and maxout [26].

The sigmoid function accepts a real number and assigns
it a number between ½0, 1�. Its expression is as follows:

ε xð Þ = 1
1 + ex

+ b: ð3Þ

The double tangent function tanh accepts a real number and
maps it to a number between ½0,−1�, and its expression is as
follows:

tanh yð Þ = ex − e−x

ex + e−x
−
1
x
: ð4Þ

The powerful function of the deep learning system far
exceeds the previous system. Based on the neural network
and based on the huge network structure and huge data
information, the number of hidden layers has increased
[27, 28]. Due to its excellent learning ability and random
distribution, the application fields of deep learning are
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rapidly expanding. With the continuous expansion of deep
learning research, deep learning algorithms for different
fields are constantly being proposed. In order to make it
easy to use, common deep learning algorithms and their
respective application fields are given. Automated encoders
and deep trust networks usually classify documents most
effectively. For image classification, gravure network and
convergent neural network are more suitable, but deep
network is considered to be suitable for image recognition
and classification, while convergent neural network is suit-
able for image recognition, and repetitive neural network
is more suitable for speech recognition. For predictive
analysis conducted in chronological order, the deep trust
network can handle it well [29].

The curves corresponding to the two functions are shown
in Figure 2. Their common feature is that the curve is
symmetrical about a certain point, changes quickly near the
symmetrical point, and smoothly changes away from the
symmetrical point. These two activation functions have been
widely used in early artificial neural networks, but there are
problems in the back propagation process such as a large
amount of calculation and vanishing gradient (vanishing
gradient). These problems make the training efficiency of
multilayer neural networks more efficient, low or no training
at all. In response to these problems, new activation functions
have been developed one after another [30] as shown in
Figure 2.

ReLU (rectified linear unit) is an activation function
developed by Vinod Nair et al. in 2010. Its function expres-
sion is as follows:

f xð Þ =max cos x ∗ ex,
ðn
1

ffiffiffiffiffiffiffiffiffiffi
x + b3

p� �
: ð5Þ

The output is 0 when x < 0, and x is output when x > 0. Com-
pared with sigmoid and tanh functions, ReLU can greatly
accelerate the convergence speed of neural network training
using the backpropagation algorithm, and because it does
not involve complex exponential calculations, it reduces the
amount of calculation.

f xð Þ =
aex + b x < 0ffiffiffiffi

ex
p

else

( )
: ð6Þ

Early artificial neural networks are mostly composed of fully
connected layers; that is, any neuron in the current layer is
connected to every neuron in the previous layer. The follow-
ing figure shows a three-layer artificial neural network model
constructed from fully connected layers:

Qj =〠Qij + ajZk =〠Qjkxj + akri: ð7Þ

The batch stochastic gradient descent algorithm first divides
the training set into n batches; each batch contains a part of
samples, and each update process uses only one batch of
training data for parameter update. Mini-batch SGD is a
generalization of the SGD algorithm. The original SGD is a
special case of mini-batch SGD when n = 1; that is, only
one sample is used for each training. The literature also
proves the convergence of the SGD algorithm. The expres-
sion of mini-batch SGD algorithm is as follows:

θi = θi+1 − μ∙ε sin α, cos βð Þ: ð8Þ

In addition to the parameter update algorithms introduced
above, algorithms such as RMSprop, Adam, Adamax, and
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Figure 2: Sigmoid and tanh function images.
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Nadam have been successively released. These algorithms
ensure that deep learning models can be effectively trained.
In summary, the matrix f ðxÞ required to complete the PCA
dimensionality reduction goal is the matrix arranged in rows
after unitizing the eigenvectors of the covariance matrix,
where each row is an eigenvector of x. High-dimensional
data uses the PCA algorithm to reduce the data to the Q
dimension, and the value of Q needs to be determined by
the percentage of the original information retained. Due to
its special external electronic structure and very active chem-
ical properties, rare earth elements will affect the thermody-
namics, kinetics, crystallization process, and final electronic
properties of the metallurgical steel grid during the solidifica-
tion process. Compared with stainless steel without rare earth
elements, the mechanical properties after adding rare earth
elements have been significantly improved. The tensile
strength is increased by more than 15%, the yield point is
increased by about 5%, the impact strength is increased by
more than 20%, and the hardness is reduced by more than
170HV. In addition, rare earths added to stainless steel can
also play a role in improving oxidation resistance and hot
workability.

4. Experimental Analysis of Trace Rare Earth
Elements in the Cerium Group

In order to ensure the stability of the structure after adding
trace elements of the rare earth element of the cerium group
to the stainless steel, a method of reducing the content of
nickel and carbon and increasing the content of manganese
and nitrogen is generally used. On the one hand, it stabilizes
the structure of austenite. On the other hand, stainless steel
has good cold forming properties, which can ultimately
reduce material costs and processing costs. In recent years,
in order to improve and improve the corrosion resistance
and cold workability of 200 series stainless steel, expand its

application range, and achieve the purpose of replacing 304
in some application fields, the performance of 200 series
stainless steel has been researched and improved mainly as
shown in Table 1.

Adding copper elements and adding copper to stainless
steel can greatly improve the corrosion resistance and can
also increase the destructive power of the stainless steel
laminate, improve the hardening effect that occurs during
the cold forming process, and improve the cold forming effi-
ciency. The research of adding copper to 201 modified stain-
less steel to make 204Cu stainless steel and replacing 304
stainless steel with this type of stainless steel is very success-
ful. Due to the addition of copper to 204Cu, the work harden-
ing rate is significantly reduced, and the cold resistance is
better than 304.

Figures 3(a), 3(b), and 3(c) are the original austenite
metallographic morphology diagrams of the three steel sam-
ples of A, B, and C, respectively. There are three statistics for
each group of samples of A, B, and C. For the grain size data,
the average size of the original austenite grains is shown in
Tables 2 and 3. It can be seen from Tables 2 and 3 that the
rare earth element cerium has no effect on the average size
of the original austenite grains. The blank sample A, the sam-
ple B with cerium, and the sample C with cerium have no
effect on the original austenite. The average size of the bulk
crystal grains is basically the same. Although many docu-
ments report that the trace rare earth element cerium has
the effect of refining crystal grains, the cerium added in this
experiment formed a compound of cerium at about
10 ppm. Because the amount of cerium did not play a role
in refining the crystal grains, it played a role in refining the
crystal grains. The granular effect is still the fine-grained
elements niobium, vanadium, and titanium. Marine engi-
neering steel belongs to low-carbon microalloyed steel.
Niobium, vanadium, and titanium are commonly used and
effective elements for refining austenite grains in low-

Table 1: Adding trace rare earth elements of cerium group to stainless steel.

Grade After solution treatment (b) After solution treatment (s) 80% cold processed (b) 80% cold processed (s)

Modification 201 803 380 1890 1652

W (Cu) = 1% 726 360 1703 1503

W (Cu) = 2% 692 344 1620 1096

W (Cu) = 3% 663 335 1517 1121

304 599 270 1415 1317

(a)

10 𝜇m

(c)

10 𝜇m

(b)

10 𝜇m

Figure 3: The optical morphology of original austenite of the three steels: (a) steel A, (b) steel B, and (c) steel C.
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carbon microalloyed steels. Due to the high carbide stability
of niobium and titanium, titanium is carbonized. The sub-
stance is slowly dissolved into the austenite when it is heated
above 1000°C, and the titanium carbide particles effectively
prevent the austenite grains from coarsening. The pinning
effect of vanadium on the growth of austenite is inferior to
that of niobium and titanium.

According to the thermal expansion curve and metallo-
graphic analysis, when the cooling rate reaches 70°C/s, the
metallographic structure is bainite and martensite. Since the
transformation point of bainite to martensite cannot be dis-
tinguished in the expansion curve, the martensite is observed
as variable temperature martensite from the expansion curve.
The phase transition amount on the thermal expansion curve
is approximately proportional to the temperature change.

As shown in Table 2, the cooling rates of samples A and B
at 40°C/s, 50°C/s, 60°C/s, 70°C/s, 80°C/s, and 186°C/s are
combined with thermal expansion curve and gold CCT curve
drawn by phase and hardness.

The line with triangles in the figure is sample A, the line
with squares is sample B, and the dashed line is the transition
line inferred from the experimental results. The pearlite tran-
sition zone combined with the slope of the thermal expansion
curve of a-40 and a-50 in Figure 3 shows that at about 600°C,
sample A has an obvious phase transition process at 50°C/s; it
can be seen from b-40 at about 600°C that the turning line of
sample B at 40°C/s curve is not obvious, and very little pearl-
ite transformation occurs. The “nose tip area” of the pearlite
transformation of sample B with the addition of element lan-
thanum and cerium shifted to the right, which improved the
stability of the supercooled austenite.

As shown in Table 3, when the rare earth element is
added in a few hundred ppm, when it is combined with sul-

fur, oxygen, etc., a part of it will dissolve in the matrix. When
heated to austenitization, rare earth atoms will inevitably seg-
regate to austenite grain boundaries. The segregation of rare
earth atoms at the grain boundary inhibits the diffusion of
carbon atoms to the grain boundary and delays the formation
of cementite.

From Figure 4, we can see that when the training sample
of the BP neural network increases, the learning ability and
nonlinear mapping ability of the network decrease, which
leads to the decline of the face recognition effect of the
PCA-GA-BP algorithm. In order to overcome this shortcom-
ing, this chapter replaces the BP neural network with the
DBNs network with stronger learning ability to form the
PCA-GA-DBNs network. The network first uses the PCA
algorithm to process face images, reduces the amount of
image data, and simplifies the network structure. During
the corrosion process, the first part to be corroded is the

Table 2: The different cooling speeds of the phase transition temperature.

Sample no. A B

Organizational change A⟶P A⟶B A⟶M Mf A⟶B A⟶M Mf

40 669.5 431 — 295.6 — — —

50 630.8 438.2 — 267 — — —

60 — 478.1 — 259 450.3 436.3 275.2

70 — 478.2 458.3 256.6 439.7 425.7 284.2

80 — 486.7 466.9 266.4 413.1 401.9 249.4

186 — 460.8 443.9 250 430 420.8 276.8

Table 3: Test result statistics of the hardness of fracture surface.

Sample 1.5 3 4.5 6

A
34 36.5 39 41

37.5 38 38 41

B
36.5 37.5 41 39.5

38.5 42 42 40.5

C
40 43 41 37

38 42.5 41.5 41

Start

Rare earth
identification

system

Training
completed

Network debugging
of algorithms

BP rare earth
identification

RBM rare earth
identification

Figure 4: Test result statistics of the hardness of fracture surface.
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matrix around the elongated MnS inclusions, and as the
corrosion progresses, a deep corrosion groove is formed
on the periphery of the MnS. At the same time, the
MnS inclusions themselves also appear a lot of dissolution.
Increase the speed of corrosion pits to the surrounding
development. In addition, MnS inclusions will be concen-
trated along the rolling direction during the rolling pro-
cess, which seriously affects the mechanical properties of
the experimental steel such as tensile strength and impact
toughness.

It can be seen from Figure 5 that for all the test sets, the
PCA-GA-DBNs network has the lowest average recognition
error (4.61%), followed by the DBNs network (6.69%),
PCA-GA-BP network (7.63%), and BP neural network
(12.59%). And the recognition speed of the PCA-GA-DBNs
network is significantly higher than other algorithms. The
DBNs network is relatively close to the PCA-GA-BP net-
work, and the BP neural network is the slowest. The PCA-
GA-DBNs network not only has the highest recognition
accuracy but also has good recognition stability. For stainless
steel, the number, composition, shape, and distribution of
nonmetallic inclusions directly affect corrosion resistance
and mechanical properties. After adding rare earth elements
to stainless steel, the composition and morphology of inclu-
sions change, and the overall performance of the stainless
steel is improved. Generally, there are two methods to deter-
mine the critical point from the extension curve: the peak
method (extreme value method) and the tangent method.
When using the peak method, the extreme point with a clear
slope in the extension curve is used as the critical point. The
advantage of this method is that it is easy to determine the
critical point, but the critical point determined by this
method is not the actual critical point, and the set transition
start temperature is higher than the actual critical point. The
final transition temperature is lower than the actual temper-
ature. The tangent method takes the boundary point between
the extension line of the straight part of the expansion curve

and the curve part as the critical point, which is closer to the
actual starting temperature and ending temperature of the
conversion. The sample inclusions are large composite rare
earth inclusions composed of several smaller rare earth
inclusions. The formation of such inclusions is due to
the high adsorption of rare earth elements, which may
lead to a high concentration of rare earth elements in
the surrounding rare earth elements. Although this type
of inclusion reduces the distribution of inclusions in the
steel due to its larger size and uneven distribution and
refines the steel to a certain extent, it has a significant
impact on the performance of the tested steel. This exper-
iment uses the tangent method.

From Figure 6, we can use BP network and RBM network
to construct the PCA-GA-DBNs classifier and use it for face
recognition. With the increase in the number of training
samples, the recognition effect of each algorithm has been
improved, but when the training sample is large, the face rec-
ognition accuracy of each algorithm has a small range of
decline. Further analysis of the reasons can be obtained, GA
algorithm in the case of a large number of training samples,
the search range increases and the calculation amount
increases sharply, its climbing ability is insufficient, and the
defects that are prone to premature convergence are gradu-
ally revealed, thus slowing down the convergence speed of
the network. This increases the probability of the network
falling into the local optimum and affects the final face recog-
nition result.

The main reason for the analysis is that the DBNs net-
work is formed by superimposing multiple RBMs. The
RBM is used to construct a classifier. During the training pro-
cess, the data can be well connected from the hidden layer to
the classification layer, and then, a good recognition effect
can be obtained. For deep learning algorithms, different clas-
sifiers will get different recognition results. The main reason
is that different classification algorithms have different train-
ing effects during network training, resulting in differences in

PCA-GA-DBNs DBNs PCA-GA-BP BP
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Figure 5: Recognition results of four comparison algorithms.
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classification capabilities between classification algorithms.
But in general, after the classifier is fully trained, it can
achieve better classification results.

Figures 7(a-4), 7(b-4), and 7(c-4) are the metallographic
structures of the normalized state of the impact sample.
The metallographic structure of the three is basically the

10 𝜇m 10 𝜇m 10 𝜇m

10 𝜇m 10 𝜇m 10 𝜇m

10 𝜇m 10 𝜇m 10 𝜇m

(b-5)

(b-6)

(b-4)

(a-5)

(a-6)

(a-4)

(c-5)

(c-6)

(c-4)

Figure 7: Microstructure normalizing (a-4), (b-4), and (c-4), subcritical quenching-tempering (a-5), (b-5), and (c-5), and quenching-
tempering (a-6), (b-6), and (c-6).
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Figure 6: The average recognition error of the two classifiers.
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same in morphology and size, and they are all iron element
body pearlite tissue. Figures 7(a-5), 7(b-5), and 7(c-5) are
the subtemperature quenched and tempered structure, the
metallographic structure of the three is ferrite+ tempered
troostite, and the ferrite grains tend to be multilateral because
the subtemperature quenching temperature is in the two-
phase region of austenite and ferrite, partial austenitization,
and the ferrite dissolved in the two-phase region has a cutting
effect on the formed austenite grains and refines the austen-
ite. The size of the tempered troostite is smaller than that of
the tempered and tempered troostite. Figures 7(a-6), 7(b-6),
and 7(c-6) in the quenched and tempered state are all tem-
pered troostites. Under different heat treatment conditions,
the metallographic structure of steel grades A, B, and C is
basically the same. The addition of trace elements lanthanum
and cerium does not change the structure of the steel, alters
and changes the inclusions in the grain boundary, and
improves the toughness.

Figure 7 shows the scanning morphology and energy
spectrum of samples B and C. It has been determined by
the nonaqueous electrolyte low-temperature electrolysis
method that all lanthanum and cerium exist in the steel as
inclusions. Observe the morphology of the inclusions modi-
fied by lanthanum and cerium. They are all round-shaped,
and along with calcium, the elongated sulfides have been
modified. (b-6) and (c-6) are the energy spectrum analysis
of the inclusions. It can be inferred that the chemical compo-
sition of the inclusions is complex. Titanium can form TiC,
TiN, and (TixV1-x) N phases, and niobium can also generate
carbon and nitrogen of niobium. It is possible that inclusions
formed by calcium, lanthanum, cerium, and aluminum
combine with niobium and titanium to form composite
inclusions.

5. Conclusions

With the steady growth of deep learning, artificial intelli-
gence has gradually invaded people’s lives. As an important
subject in the field of deep learning and computer vision,
object recognition has gradually become the research focus
of researchers. This article focuses on deep learning algo-
rithms and points out that most deep learning algorithms
use the same feature map to predict the two positions of
prediction and category prediction. The prediction of the
category requires different contradictions in the features of
the feature map. In-depth target-based target research shows
that the location prediction and category prediction in the
target task put forward different requirements for the feature
map function. For location prediction, the function map
must contain a lot of detailed information and location infor-
mation, while for category prediction, the function map
needs abstract semantics: function and variability. However,
existing algorithms use the same feature map to predict the
two tasks of position prediction and category prediction. Tar-
get detection algorithms will play a huge role in the era of
artificial intelligence. This paper studies the existing target
detection algorithm and proposes several improvements to
the SSD300 algorithm, which improves the performance of
the algorithm to a certain extent, but there are still many

problems that have not been solved. In the future, in-depth
research will be conducted in the following areas. This article
has improved the SSD network. The next step will try to
apply the idea of separation of features to other target detec-
tion algorithm models based on deep learning and combine
the characteristics of the algorithm to carry out targeted
structural design for improvement.
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As a disruptive innovation on the traditional payment mode, the 3rd-party online payment has been involved in disruptive
innovations featuring contextualized and modernized characteristics, but a theoretical summary is urgently needed for the
dominant design of these disruptive innovations. Therefore, an in-depth case study is done with Alipay and PayPal as the
subject, and it comes to elaborate four key aspects involved in the dominant design of disruptive innovations of the 3rd-party
online payment. Namely, adopt new innovative derivations, create new product attributes, construct new business models, and
process subsequent performance improvements. In addition, the factors that differ from the traditional disruptive innovations
are also spotted, including two innovative driving forces, two new product features, and four business modes.

1. Introduction

In recent years, the demand of online payment in China is so
vast that domestic and international online payment agencies
compete for this “big cake.” Interestingly, the world’s largest
online payment company PayPal Co. does not perform satis-
fyingly in China. On the contrary, the local inexperienced
company Alipay Co. develops prosperously. Its market share
has already surpassed the former incumbent China Union-
Pay in Chinese online payment market. According to the sta-
tistics report of Analysys Co., titled “Shares of 3rd-party
Payment Platforms in the Online Market Trading in the
1rd Quarter of 2020,” by the end of the statistical period,
the total online trading deals reached RMB 64.03355 trillion,
among which the share of Alipay (belongs to Alipay Co.),
Tencent Financial (belongs to Tencent Co.), and ChinaPay
(belongs to China UnionPay) occupies 48.44%, 33.59% and
9.75%, respectively, and the share of PayPal China (belongs
to PayPal Co.), however, has dropped to less than 1% [1].

Alipay Co. was no more than an unnoticeable private
company at beginning. Finally, it replaced ChinaPay’s
incumbent position and obtained the largest share in the
market of online payment. From this view, it conforms to

the result of disruptive innovation proposed by Christensen,
namely, the entrant company firstly focusing on a low-end
market or an emerging market, gradually eroding the incum-
bent company’s market share, and ultimately replacing their
dominant position [2–7]. Is the development process of
Alipay Co. indeed a disruptive innovation?

So far, the theory of disruptive innovation has been veri-
fied in many industries, such as hard disk drive industry, iron
and steel industry [2], cellular phone industry [6], computer
industry, retail industry, service industry, and manufacturing
industry [3]. However, the existing researches focused mainly
on the substantive products or the face-to-face services. The
R&D, manufacturing, and marketing processes of these
products or services were in a relatively stable environment.
There is a lack of research on whether disruptive innovation
theory is appropriate for virtual products and services in the
emerging context. Meanwhile, the cases and data collected to
construct or verify the theory mainly derived from compa-
nies in developed areas, e.g., the United States and Europe
[8, 9]. The existing research on successful disruptive innova-
tions does not apply to other companies in the volatile
market [10]. To our knowledge, rare research explains why
different companies’ innovations in China turned into

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 5488262, 13 pages
https://doi.org/10.1155/2021/5488262

https://orcid.org/0000-0001-6771-5076
https://orcid.org/0000-0003-3700-2125
https://orcid.org/0000-0002-4324-0042
https://orcid.org/0000-0003-4759-104X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5488262


different results, just like Alipay Co and PayPal Co. did. It is
in need for further theoretical exploration on disruptive
innovation issues in Chinese context.

The 3rd-party online payment companies suffer from
more challenges in Chinese context. Firstly, technology
changes rapidly, which makes the chance for technology
innovation easier to fleet [11]. Secondly, information bursts
drastically, which makes the concealed market demand easier
to be submerged [12, 13]. Thirdly, trade virtualizes exten-
sively, which facilitates the shift of valuable product
attributes [12, 14–16]. Fourthly, Chinese online payment
starts relatively late. The public awareness of online payment
security is insufficient. The construction of credit system is
not complete enough, causing the lack of constraints on the
dishonest behaviors in online payment [17]. Fifthly, Chinese
government takes regulation on the 3rd-party online pay-
ment to some extent. Only these 3rd-party payment compa-
nies which obtain the “3rd-party electronic payment license,”
issued by the central bank, can engage in the 3rd-party pay-
ment activities within the territory of China [18].

Chinese context is so special with general disruptive
innovation theory or practice hardly explaining some cases
in China perfectly. For example, the dilemma of PayPal Co.
in China shows us that even the mature development mode
that is verified to be successful in other places of the world
may not be appropriate for Chinese context. What are the
common characteristics of the successful disruptive innova-
tions of the 3rd-party online payment in Chinese context?

Three disruptive innovation products of Alipay Co. were
selected as successful cases, and three products of PayPal Co.
were selected as control cases. Based on the cases, we found
that the successful disruptive innovations of the 3rd-party
online payment not only keep to the relative propositions
of disruptive innovation theory but also adapt to Chinese
context, while unsuccessful ones fail in doing so. These adap-
tations include the following: (1) adapt to the corresponding
Chinese context when identifying the innovation derivations,
(2) create new product attributes that highlight security and
quickness, (3) construct new business models to fit the
disruptive innovation products, and (4) process subsequent
performance improvement. The empirical analysis of these
assumptions constitutes the main content of this paper.

2. Theoretical Background

2.1. Corresponding Points of Disruptive Innovation Theory.
According to the disruptive innovation theory, innovations
are divided into two classifications: disruptive and sustaining
[2, 3]. The differences between these two kinds of innova-
tions mainly concentrate on two aspects, technological
change and customer segment, which is shown in Table 1.

Disruptive innovation derives from the incumbent’s fail-
ure in dealing with the change of technology and market
demand, as well as the entrant’s venture on the derivations
[2, 3]. According to the resource dependency theory, incum-
bent companies would always tend to allocate the limited
resources to the customer segment that could bring them
more profits [19]. Thus, they concentrate on the vaster and
more profitable existing mainstream market and neglect the

low-end market or new emerging market that seems less
profitable at present. The more resources flow into main-
stream market; the harder incumbent makes a shift to other
markets. The entrant accurately utilizes incumbent’s
dilemma and provides products to the low-end market or
emerging market. Some attributes of the product may be
inferior to that of the mainstream products, but it has some
attributes that low-end or emerging customers appreciate,
such as cheapness, simplicity, and convenience. The main-
stream customers generally do not want to use the disruptive
products at beginning. So incumbents conclude that it is not
a rational decision to allocate resources to the low-end mar-
ket or emerging market and neglect the opportunity to invest
in disruptive innovation. The entrant who implements dis-
ruptive innovations steadily improve in product performance
until it meets the standards of performance demanded by the
mainstream market. At that point, the incumbents’ reaction
to disruptive innovation is late and ineffective. The entrant
finally displaces the dominant incumbents in the mainstream
market.

In sum, sustaining innovations strengthen the domi-
nance of the incumbent companies, whereas disruptive inno-
vations enable entrant companies to replace incumbents over
time. The latter, which is considered more significantly
change the whole industry [2, 20], attracts more and more
attention of researchers and practitioners [21].

2.2. Contextualization of Disruptive Innovation Theory. Since
Christensen firstly put forward the conception of disruptive
innovation in 1997, disruptive innovation theory only has a
more than 20-year-long development history. Christensen
stated that there are two stages in the construction and devel-
opment process of disruptive innovation theory, descriptive
stage, and normative stage [22]. Each stage consists of three
steps. Currently, researches on disruptive innovation mainly
focused on the three steps in the descriptive stage—observa-
tion, categorization, and association. On the one hand, the
constructs, frameworks, and models of the theory were con-
structed in some studies [2, 3, 5, 6, 8, 23]. On the other hand,
anomalies are found and the constructs and hypotheses are
refined by other studies [9, 24, 25].

However, those prior studies still remained in the
descriptive stage. The development of theory needs to transit
from descriptive stage to normative stage. The normative
theory has more predictive power than the descriptive the-
ory, for the reason that researchers building normative
theory categorize different situations or circumstances in
which managers might find themselves [22], and the
circumstance-contingent predictive power of normative the-
ory enables managers to know what they ought to do given
their circumstance. Therefore, the further development of dis-
ruptive innovation theory tends to be contextualization [22].

This point of view is supported by the related theory in
the research field of organizational management. Lawrence
and Lorsch’s contingency theory [26] stated that the best
way to organize a company depended on the circumstances
in which the company was operating. Context assimilation
impedes us to understand what happens in the context differ-
ent from the mainstream paradigm [27, 28]. Contextualize
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theory is helpful to identify the boundary conditions of a the-
ory or to adjust the predictive power of a theory in the new
context [29]. In addition, some researches on organizational
behavior pointed that there are many special context factors
in Chinese context which are very useful for understanding
the Chinese organizational behavior [30].

Many local and international companies are waiting for
the time to disrupt China’s 3rd-part online payment market
as this market is such profitable and attractive. However,
the Chinese context is distinct. It is of great significance to
study on the disruptive innovation of the 3rd-party online
payment in Chinese context.

2.3. Dominant Design of Disruptive Innovation Theory.
Utterback and Abernathy [31] first introduced the concept
of Dominant design in 1975. If a dominant design wins the
position on the market, then, the competitors and innovators
must adhere to this dominant design if they hope to capture
market share [32]. A dominant design can be a new technol-
ogy, a new product or a set of key factors of different techno-
logical innovations from existing products. Dominant design
may not be better than other designs, but it still can have
dominating positions in the market. This may be due to net-
work effects, technological superiority, appropriate business
model, or strategic manipulation by business managers.

Before a dominant design achieves its status, companies
will continuously explore its development modes. As a result,
economy of scale cannot be realized during this period. After
a dominant design comes out, earlier developing firms, with
advantages in market shares, will soon resort to economy of
scale, thus increasing the barriers to entry to and flow of
the industry. That is the reason why earlier developing firms
have advantages over latecomer firms [8]. As a dominant
design is acknowledged only when it procures over 50% of
the market sharer, it is often recognized after successfully
achieving its dominance [20].

Disruptive innovation is a process of breaking the origi-
nal market pattern and reconstruction of a new market struc-
ture [11]. However, before the new market is established,
there will be a time when numerous disruptive innovative
designs coexist. When brought to the market test, those inap-
propriate designs will be eliminated and a dominant design
will come out. Then, the industry will continue its develop-
ment under the guidance of the new dominant design [33].
The 3rd-party online payment in China is just experiencing
a disruptive innovation process as above. Therefore, based
on the existing theoretical framework of disruptive innova-

tion, this paper explores the dominant design of disruptive
innovation in the 3rd-party online payment in China.

3. Method and Data

3.1. Research Design. Contextualization, as well as idealiza-
tion, is the practical strategy of inductive reasoning, provid-
ing the logical thread when the theoretical conclusions are
drawn from empirical data [34], from particulars to general-
izations and from grounds to claims [35]. In contrast with
idealization that is abstracted and idealized, contextualiza-
tion is aimed at providing maximal access to the example
and contextual detail to establish a sense of empirical authen-
ticity [36]. Ketokivi and Mantere [34] suggested one kind of
contextualization, theoretical contextualization, through
which relevant propositions would be established with
respect to a particular theory [34]. Namely, this method pro-
cesses both explanation of the links between the empirical
data and the concerns of a theory and inference based on
the empirical data, which is quite applicable for our study.
Meanwhile, in respect to the fact that there is few research
on disruptive innovation of the 3rd-party online payment
in China, this inductive method is suitable [37].

Following the process of theoretical contextualization,
the specific phenomenon is analyzed based on the existing
theory at first. Then, the new propositions are inducted and
verified. Digging into the data of Alipay Co. and PayPal
Co., we finally choose to focus on identifying the common
characteristics in successful disruptive innovations of the
3rd-party online payment in Chinese context. We select a
series of cases, each of which is used to confirm or deny the
conclusion of any other case, which allows for theoretical
replication in a multicase study [37]. The multicase study is
more complex than the single-case study; therefore, it pro-
vides a more reliable result [11, 33].

3.2. Data Collection. Secondary data of Alipay Co. and PayPal
Co. is collected, including related literatures, news on Inter-
net, public performance reports, the statistical analysis
reports from EnfoDesk Co., executives’ blogs, and public lec-
ture materials.

Secondary data is more suitable for this study for the rea-
sons as follows. Firstly, the macrolevel research of manage-
ment mainly relies on the secondary data and there are too
numerous examples that use secondary data in organiza-
tional theory research to mention one by one [38]. The issue
of disruptive innovation refers to the organizational level,

Table 1: Differences between disruptive innovation and sustaining innovation.

Disruptive innovation Sustaining innovation

Technological change

(i) “Degeneration” along the existing trajectories,
simplification of the existing technology, solution
of the technology overload

(ii) Escape from the existing technological trajectories,
entrance into a new trajectory

(i) Incremental or radical improvement along
the existing trajectories

Customer segment
(i) Low-end customers for whom mainstream technology

was excess
(ii) Noncustomers

(i) Mainstream customers who have not been
satisfied by the antecedent technology
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rather than the individual level. Secondly, secondary data
allows for time span [38]. It needs a certain amount of time
waiting for the reflection before judging out whether a poten-
tial disruptive innovation is successful or not. Some innova-
tions may fail, while others may progress to spark an era of
disruption when they reach a “good enough” point, through
a relatively longer time horizon of experimentation and
adaptation [39]. Disruptive innovation is a problem with
time span on which secondary data has an obvious advan-
tage. Thirdly, the disruptive innovation of the 3rd-party
online payment is in a high-velocity environment. Limited
by individual ability, the individuals can hardly form a clear
and accurate understanding of the phenomena in this kind
of environment [11], so that the first-hand data collected
only by the method of questionnaires or interviews may be
subjective to some extent. However, in the solution of this
problem, secondary data is more objective.

We set up the research team of 4 experts who are engaged
in disruptive innovation theory or practical research to ana-
lyze all of innovation activities of the two companies since
they were established to now. According to the method of
theoretical sampling, the successful cases are selected only if
a company’s market share turns up a significant increase after
the advent of innovation. Finally, three disruptive innovation
products of Alipay Co. are selected as the successful disrup-
tive innovation cases. They are Alipay, Yu’ebao, and mobile
wallet. And three products of PayPal Co. are selected as con-
trol cases. They are PayPal, PayPal China, and PayPal money
market fund (PayPal MMF).

Different from confirmatory researches, there is a lack of
normative framework for induction research [34, 40].Thus,
we adopt the following method: from the numerous data,
the “whole story” according to the time sequence of each case
is extracted. Each case begins with the advent of the disrup-
tive product and includes all events related to it mentioned
in the data. Common characteristics are concluded through
comparison within the successful cases. And the differences
between successful cases and control cases are also concluded
through comparison between two case groups. The variables
that occur in each case are sorted out, and the tentative rela-
tionships are concluded. Then, we return to each case to
verify whether these findings are valid. After repeated com-
parison and verification between data and hypotheses, a
comparison between our findings and existing literatures is
conducted, through which the “commons” and “exceptions”
of disruptive innovation of the 3rd-party online payment in
Chinese context are highlighted.

4. The Dominant Design of
Disruptive Innovations

Existing findings declared that some disruptive innovations
are facilitated by technology breakthrough, the occurred con-
ditions of which are similar with the technology-oriented
breakthrough innovation [2, 3, 23]. This kind of disruptive
innovation usually occurs in the high-end market that is
technology-oriented [5, 6, 23]. However, some other disrup-
tive innovations are facilitated by the special target of cus-
tomer segment. When there are customers who feel the

products in mainstream market providing them excess func-
tions and charging them for these functions they never use or
there are customers who want to pay for other functions that
the existing products do not provide, companies target at
these customers who consist of the special customer segment
that is called “the niche market” [41, 42]. In the niche market,
disruptive innovation gradually erodes to the mainstream
market and finally disrupts it. This kind of disruptive
innovation usually occurs in the low-endmarket or newmar-
ket [2, 3]. In most cases, the occurred condition of disruptive
innovation is mixed, based on both technology breakthrough
and accurate target of the niche market.

The consistent conclusion of disruptive innovation has
been reached among researches under the background of tra-
ditional industries: the disruptive innovation initially under-
performs the mainstream one but is “typically cheaper,
simpler, smaller, and frequently more convenient” [2, 5, 7].
Perceived safety is an important factor for consumers who
purchase online service products [43]. Zhang et al. [44] anal-
ysis the disruptive innovations for microcredit mentioning
efficiency and safety—the two new attributes of products.
Based on a flexible business model, these new products have
taken the lead in the market [44].

Disruptive innovation can be caused by a new technology
or a solution and can be eventually accompanied by an alter-
ation of the existing business model [45, 46]. Corporate deci-
sion-making, action, and value network will impact the
driving force and effect of disruptive innovations [47]. It is
only a one-side view to think that it means the end of disrup-
tive innovation once the innovation is commercialized.
Disruptive innovation is a process [22]. Every type of disrup-
tive innovation put forward requires different business eco-
systems to be practicable and disruptive [47]. Whether the
suitable business model can be constructed at the subsequent
stage of this process is also the key to the success of disruptive
innovation. Disruptive innovations represent a process, and
the products of disruptive innovations in the early period
are less impressive than mainstream products. But constant
improvements can be made to enable quick iterations of
product attributes and business models for gradually taking
the lead [2, 3].

Therefore, we propose the following propositions:

Proposition 1. The successful disruptive innovations of the
3rd-party online payment are able to identify and utilize the
innovation derivations in Chinese context.

Proposition 2. In China, the successful disruptive innovations
of the 3rd-party online payment follow the new special product
attributes.

Proposition 3. In China, the successful disruptive innovations
of the 3rd-party online payment obtain sustaining profitability
through constructing the suitable business model.

Proposition 4. In China, the successful disruptive innovation
of the 3rd-party online payment obtains sustaining profit by
the subsequent continuous improvement.
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5. Background Information of Each Case

5.1. Alipay. Alipay is a product of Alipay Co. launched on
Oct. 18, 2003. At beginning, Alipay is only a payment mode
for the e-commerce web sites, http://Taobao.com/ and
http://Tmall.com/, playing a guarantee role between the
seller and buyer. When the trade agreement is achieved, the
buyer pays the bill using his Alipay account. However, in fact,
the money does not directly go into the seller’s account but is
held by Alipay Co. momentarily. When the buyer receives
the product, the buyer clicks the confirm button to transfer
money from Alipay Co. to the seller’s Alipay account pro-
vided that he is satisfied with the product. Otherwise, the
buyer returns the product to the seller and asks for drawback
the money from Alipay Co.

Before the advent of Alipay, the main payment modes in
e-commerce are traditional post office remittance, pay on
delivery, and online banking. These modes either make logis-
tics lag behind capital or make capital lag behind logistics,
which brings much more risks on either of the two parties.
The 3rd-party online payment acts as a guarantor role in e-
commerce, bearing the trade risks. It is of great contribution
to the rapid development of e-commerce.

Alipay introduces several security measures to protect
users’ Alipay accounts such as digital certificate and authen-
tication messages on cellphone. Meanwhile, it puts forward
the slogan “you dare to use, I dare to compensate” to com-
mitment that if the user happens to be stolen owing to the
security problem, Alipay Co. would pay for the full loss. On
the other hand, it no longer just stays to http://Taobao
.com/ or http://Tmall.com/, but expanses its boundary. First,
it cooperates with many other e-commerce sites, such as
http://JD.com/ and http://DangDang.com/. Second, it
provides payment service for public utilities, such as water
electricity payment and ticket payment. Third, it provides
cross-border payment service and bulk payment service.

5.2. Yu’ebao. Yu’ebao is a cooperation product of Alipay Co.
and Tianhong Fund Co. launched on Jun. 17, 2013. The
money in Yu’ebao accounts equals to buy the money market
fund (MMF) of Tianhong Fund Co., and the profit is given to
the users. However, different from traditional MMF, Yu’ebao
does not charge any fees and gives daily profit. The user can
use the money in Yu’ebao account to pay the bill directly or
withdraw them to bank account. With Yu’ebao, there are
no longer restrictions of the minimum purchase threshold
and the fixed redemption date. More and more people are
interested in Yu’ebao because of its profitability and flexibil-
ity. According to Souhu Net report, until the end of 2017, the
total capital in Yu’ebao accounts approximated RMB 1.5 tril-
lion and the user number had exceeded 600 million [48].

Yu’ebao account is bounded to Alipay account, which
allows users to transfer the money between the two accounts
freely. Alipay has a large number of users who are easy to
accept Yu’ebao, which accelerates the extension of Yu’ebao.
And the finance function of Yu’ebao also strengthens the user
viscosity of Alipay and attracts more users to use Alipay. The
two products promote each other and jointly enhance the
overall competitiveness of Alipay Co.

5.3. Mobile Wallet. Mobile wallet is a mobile payment prod-
uct of Alipay Co. Mobile payment refers to the new payment
mode using mobile terminal to realize “paying online and
experiencing offline (O2O).” Chinese virgin mobile payment
market is so vast that attracts lots of companies competing
for it. Many other companies launched their own mobile
payment product, too: Tencent Holdings’ TenPay wallet,
Suning’s Yifubao wallet, Baidu’s Baidu wallet, etc. This inten-
sified competition was called “the fight for the entrance of
mobile payment” by Ma Yun the founder of Alipay Co.

In order to survive in this fight, Alipay Co. took several
measures to improve the attributes of mobile wallet and
implemented a new marketing model to commercialize the
mobile wallet. Firstly, new functions such as “acoustic
payment,” “sweep-code payment,” and “AA payment” were
added to mobile wallet. Secondly, Alipay Co. decisively
adopted a new marketing model to strengthen the fight for
mobile payment market. It cooperated with the mobile APP
Kuaidi Taxi and successively invested more than RMB 1 bil-
lion, giving subsidies to the tax drivers and passengers who
use this APP and mobile wallet. Thanks to this marketing
model, users knew and adopted mobile wallet in the shortest
time. One professional visitor appraised it as “a disruptive
marketing that is more powerful than any advertising.” In
just 3 months during the end of 2013 to the beginning of
2014, the user number of mobile wallet exceeds 170 million.

5.4. PayPal. PayPal is a 3rd-party online payment product of
PayPal Co. It was launched in 1998 and was purchased by the
famous American e-commerce company ebay Co. after
which PayPal became the main payment mode on http://
ebay.com/. Gradually, many other e-commerce companies
cooperated with PayPal Co. one after another. As PayPal pro-
vides the payment transaction among 6 kinds of currency
(USD, CAD, EUR, GBP, JPY, and AUD), it is widely used
in international transactions. PayPal is commercialized by
e-mail, which leads the user number becoming larger and
larger, just like snowball rolling. PayPal quickly occupied
the largest share of international online payment market
thanks to this kind of marketing called “email virus market-
ing style.”

However, PayPal is based on credit payment system
directly. The user can only use his own credit card to transfer
money to his PayPal account. So the people who do not have
a credit card are unable to register PayPal accounts. On the
other hand, when using PayPal in the e-commerce transac-
tions, the buyer transfers the money directly into the seller’s
PayPal account. The money is received in real time. Theoret-
ically, the seller can bring away the money without delivering
the product to the buyer. So there still exists some security
risk in PayPal.

When the user pays by PayPal, it does not charge any fee.
But when the user receipts the money, it charges some han-
dling fee, which makes up the main incomes of PayPal Co.
The handling fee is the base fee (generally around 3%) plus
0.3 dollars. The maximum is limited within 5 dollars.

5.5. PayPal China. PayPal China is the product that PayPal
Co. specially designed for Chinese users. It oriented to the
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transactions by CNY, transferring CNY between PayPal
China accounts and bank accounts. PayPal Co. not only
adopted a free policy for the payers in China but also made
an exception to accept transactions by CNY only, unlike in
other places that generally adopted the multicurrency trans-
action. However, PayPal China still charge receivers a fee.

Since Sep. 1, 2010, the central bank, People’s Bank of
China, introduced “Non-financial payment services manage-
ment method” to strengthen the management of nonfinan-
cial institutions engaged in payment service. It stipulated
that only the 3rd-party institutions that obtained the
payment business license were allowed to engage in CNY
payment service within Chinese territory. Unfortunately,
PayPal China has not acquired the payment business license
so far. Since then, PayPal China’s shares in China’s 3rd-party
payment market decreased sharply. PayPal China had to find
another way out. Finally, it turned to the international cross-
border payment service although it is less attractive.

5.6. PayPal MMF. PayPal MMF is an open-end money mar-
ket fund based on users’ PayPal account balances, set up by
PayPal Co. in United States in 1999. This fund mainly invests
in the high-quality and short-term money market instru-
ments denominated in dollars. The operation mode and the
dividend distribution principle of PayPal MMF were similar
with those of Yu’ebao, which attracted users to keep more
money in their accounts. During 2005 to 2007, PayPal
MMF scrambled a considerable portion of deposit money
from the banks by virtue of its high customer profit, which
incurs the discontent of banks. Under the pressure of the
banks, the U.S. government started to implement the zero
interest rate policy.

When the zero interest rate policy was unveiled in 2008,
the short-term investment return rate of funds fell to 0.25%
from 0.75%. The performance of all monetary funds includ-
ing PayPal MMF is very low. Just before PayPal MMF clos-
ing, customers could only obtain a profit at the rate of
0.04% after deducting any fees. The scale of PayPal MMF
shrank since it lost its profit advantage. According to the
financial report of PayPal Co., before announcing the closure
of PayPal MMF, PayPal Co. had actually already subsidized
the fund for 2 years in order to maintain positive customer
profit. The MMF became a burden that was getting too heavy
for PayPal Co. to bear. In June 2011, PayPal Co. eventually
chose to abandon PayPal MMF.

6. Case Analysis: Alipay and PayPal

Alipay, Yu’ebao, mobile wallet, PayPal, PayPal China, and
PayPal MMF are all the disruptive explorations of the 3rd-
party online payment. However, their performances in China
are quite different. The former three perform actively, while
the latter three perform unsatisfactorily in China. Summing
up and comparing these cases, we draw some conclusions
on common characteristics of successful disruptive innova-
tions in Chinese online payment context. Here, we compre-
hensively summarized the specific hypotheses for each
proposition.

6.1. New Innovative Driving Forces. The successful disruptive
innovations of the 3rd-party online payment are able to iden-
tify and utilize the innovation derivations in Chinese context.
Our data also confirmed these views. Firstly, in Chinese con-
text, successful disruptive innovations of 3rd-party online
payment are able to accurately and timely identify innovation
derivations facilitated by technology change. The disruptive-
ness of Alipay reflects in that it establishes and develops
along the online payment development trajectory. This pro-
cess is shown from T0 to Pa in Figure 1. The disruptiveness
of Yu’ebao reflects in that it jumps from the online payment
trajectory to online finance trajectory, which is shown from
Pa to Pa ′. The disruptiveness of mobile wallet reflects in that
it jumps from the online payment trajectory to mobile
payment trajectory, which is shown from Pb to Pb ′. The cus-
tomer number of Alipay Co. increases steadily thanks to
these three disruptive innovation products, which conforms
to the viewpoint of Sun et al. that disruptive innovation is
able to break the S curve of innovation diffusion proposed
by Rogers [49].

Secondly, successful disruptive innovations of the 3rd-
party online payment are able to find out the incumbents
whom they are going to disrupt and the niche markets which
they are going to derive from. The incumbents and niche
markets of each successful cases in our study are summed
up as shown in Table 2. Moreover, the context factors facili-
tating these disruptive innovation derivations are also shown
in Table 2.

In addition, we have some new findings. In Chinese con-
text, disruptive innovation derivations of 3rd-party online
payment also come from competitive basis change and gov-
ernment regulation.

There are three reasons causing the competitive basis
change in Chinese online payment context. First, informa-
tion is more and more symmetrical, allowing customer to
access to all kinds of payment modes. When the number of
available alternative payment modes that can also meet cus-
tomer demand increases, customers’ choice criterion trans-
fers from the basic payment function to other product
attributes. Second, the Internet security problems cannot be
ignored. Since the advent of online payment, it is nothing
new to read the news about hackers stealing customers’ elec-
tronic accounts through Internet, which makes customers
take security into consideration when choosing payment
modes. Third, in China, due to the historical reasons of mar-
ket development, the credit management system is imperfect.
There is a lack of relevant law and policy constraints to regu-
late the dishonest activities in online trading. Customers feel
insecure about the present payment modes and deeply
demand for the new payment product with the “guarantee”
attribute. Therefore, we come to the following hypothesis:

H1.1. The successful disruptive innovations of the 3rd-
party online payment are able to identify and utilize the com-
petitive basis change in Chinese context.

This finding is somewhat different from the perspective
of Christensen on the relationship between disruptive inno-
vation and competitive basis. Christensen stated that it is dis-
ruptive innovation that changes the criterion of customers’
choice [2]; in other words, disruptive innovation facilitates
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the new competitive basis. However, our finding suggests
that it is the competitive basis that could change on its own
initiative and further facilitate disruptive innovation. The
main reason why our finding is different from the existing
ones is that the 3rd-party online payment we study on is in
the emerging technology environment. Many new product
attributes spring up with the emerging technology and
become new competitive basis of product suppliers. Thus,
suppliers are engaged in disruptive innovation based on the
new competitive basis. For example, Internet security is a
new product attribute of payment born with emerging online
payment technology. These new attributes facilitate Alipay
Co. to research and develop the disruptive product Alipay.

On the other hand, from the comparison of PayPal Co.
and Alipay Co., we find that PayPal Co. (established in
1997) was established earlier than Alipay Co. (established
in 2003). So, the online payment technology is no longer dis-

ruptive when Alipay Co. established. Why Alipay also show
vivid disruptiveness? That is because of region segmentation
owing to domestic regulation. Region segmentation, just like
the high entry barrier set by the government, impedes com-
panies to enter in without permit [50]. Chinese government
has always been strictly supervising the financial market, so
as to maintain the normal order of financial market and pro-
mote the construction of financial market system. People’s
Bank of China has launched the “Regulations for the Pay-
ment Services of Non-financial Institutions” on September
1, 2010, which stipulates that only the third-party payment
institutions attaining business licenses can engage in RMB
payment business in China. Therefore, many successful
international 3rd-party online payment companies, such as
PayPal, are unable to enter the Chinese market for the lack
of this license, which greatly alleviates the fierce competition
pressure in China’s 3rd-party online payment market,
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Figure 1: Technology change in each successful case.

Table 2: Related details of each successful case.

Alipay Yu’ebao Mobile wallet

Incumbent

(i) Online bank payment
(ii) Pay on delivery
(iii) Post office remittance
(iv) Bank transfer
(v) Installment payment

(i) Financial products
(ii) Fixed deposit
(iii) Current deposit

(i) Online payment

Niche market

(i) The buyer who is worried that he pays
the bill but cannot receive the product

(ii) The seller who is worried that he sends
the product but cannot receive the
money

(iii) The customer who is unsatisfied with
problems of existing payment ways,
e.g., security & inconvenience

(i) The customer who is unable to meet the
constraints, e.g., minimum purchase
amount & redemption period of financial
products

(ii) The customer who is unsatisfied with
mobility of fixed deposit

(iii) The customer who is unsatisfied with
low returns of current deposit

(i) The new customer who would like
to use mobile wallet

(ii) The customer who is unsatisfied
with inconvenience of online
payment

Context factor

(i) Online payment technology
(ii) Drastic information burst
(iii) Extensive trade virtualization
(iv) Underperforming credit management

system
(v) Specific government regulation

(i) Drastic information burst
(ii) Extensive trade virtualization
(iii) Specific government regulation

(i) Mobile payment technology
(ii) Drastic information burst
(iii) Extensive trade virtualization
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providing opportunities for local companies like Alipay to
make disruptive innovations in China. This also explains
why PayPal China was launched into the Chinese market,
but its influence is far less than Alipay. Because in Chinese
segment market Alipay Co. is the first to innovate in 3rd-
party online payment, while PayPal Co. is just an entrant
no long having the absolute advantage. In the meantime,
since the 3rd-party online payment market in China is rela-
tively independent from the international 3rd-party online
payment market, innovatively introducing 3rd-party online
payment technology into Chinese market also can effectively
drive the disruptive innovation. Therefore, we put forward
the following hypothesis:

H1.2. The successful disruptive innovations of the 3rd-
party online payment are able to utilize the region segmenta-
tion in Chinese context.

Disruptive innovation is a relative phenomenon [22],
which emphasizes the same innovation can be competency
enhancing relative to one company and competency
destroying relative to another. Our finding further develops
this point of view, stating that the nondisruptive innova-
tion in one market segmentation can still be disruptive in
other untapped market segmentation caused by govern-
ment regulation. It has a similar conclusion with the regu-
lation theory. Regulation theory suggests that regulation
shapes the competitive situation [9]. The competitiveness
of online service innovation changes due to three reasons:
basic competition, environment of competition, and
competing strategy [43]. Therefore, the special competitive
situation under different regulation in different areas offers
motivations and abilities for entrants to conduct disruptive
innovation.

6.2. New Product Attributes. Based on the analysis of Alipay,
Yu’ebao, and mobile wallet, we find that the successful dis-
ruptive innovations of 3rd-party online payment all have
some new product attributes in Chinese context. The new
product attributes of the three successful disruptive innova-
tion cases and the corresponding proof are summarized in
Table 3.

As the summary of disruptive product attributes shown
in Table 3, we find out two new attributes that Christensen
did not mention: security and quickness.

The first is security. The products in online payment are
the virtual currency. On the one hand, virtual trade involves
credit problems. If there are no effective laws or institutional
constraints to restraint the dishonest behaviors, people may
choose not to conduct the virtual transaction. It also explains
why PayPal Co. is prosperous in developed countries where
the credit card payment system is relatively more perfect than
in China. The credit system is not perfect enough at present,
which makes it hard for the 3rd-party online payment com-
panies to conduct innovations following the development
mode of PayPal Co. On the other hand, virtual trading relies
on the security of Internet. The thefts and frauds in online
payment took place frequently in China or other countries.
In such situation, it was in great need of a payment product
that can guarantee the security. Thus, we put forward the
following hypothesis:

H2.1. It highlights security among the competitive basis
of the 3rd-party online payment disruptive innovation in
Chinese context.

The second is quickness. In addition to the payment
function of online payment product, people pay more and
more attention to its quickness. The disruptiveness of Alipay
reflects in that it makes the payment quicker than the labori-
ous payment modes such as bank transfer. The disruptive-
ness of mobile wallet reflects in that it makes the payment
further quicker than the online payment. The quickness of
the 3rd-party online payment has become an important
product attribute nowadays. Therefore, we put forward the
following hypothesis:

H2.2. It highlights quickness among the competitive basis
of the 3rd-party online payment disruptive innovation in
Chinese context.

6.3. Suitable Business Models. Based on the analysis of Alipay
and PayPal, we find that the business models including the
profit mode, the operation mode, the marketing mode, and
the incentive mode are very special in our cases. The details
are summarized in Table 4.

Alipay, Yu’ebao, and mobile wallet all charge normal
users for free, while PayPal and PayPal China do not. As
“free” mode benefits users more, Alipay Co. wins more users
than PayPal Co. It means that Alipay Co. dose not regard the
transaction fee as a profit source. But it would like to profit
from advertisement, data analysis service, and other ways
after its market share is big enough. That is what the presi-
dent of Alipay Co. Mr. MA Yun said “Make the market share
big first. Everything will be well if the market share is big.”
We put forward the following hypothesis:

H3.1. The “free” mode gives more profit to customers in
the subsequent stage of disruptive innovation.

Alipay Co. is the subsidiary company of Alibaba Co, the
biggest B2B and B2C e-commence company in China. At
beginning, the main purpose of Alipay Co. is to provide the
payment service for the trades on Alibaba Co.’s e-
commence sites. Alipay Co. obtains a strong customer base
since it integrates to e-commence sites. Gradually, Alipay
Co. wins a monopoly on payments of these sites.

Yu’ebao and mobile wallet all integrates to Alipay. In the
process of their diffusion, Alipay provides them with a huge
customer base, which makes them to be known and adopted
by a large number of customers in a very short time. On the
other side, when the performances of Yu’ebao and mobile
wallet are improved, their influence rises. Then, they will in
turn attract new customers who are in favor of the financial
function and mobile payment function of Yu’ebao and
mobile wallet to use Alipay. Finally, the user number of all
the three products will rise. What is more important, Yu’ebao
and mobile wallet increase the user viscosity of Alipay, which
greatly enhances Alipay Co.’s competitiveness.

Comparing with Yu’ebao, PayPal MMF fails in con-
structing a suited business model, which facilitates its final
failure. Yu’ebao inherits all payment functions of Alipay
and gives customers a profit higher than the interest of cur-
rent deposit interest. It allows customers to both pay and
manage their money, which meet their composite demand,
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while PayPal MMF is relatively independent and has no
function other than a fund. In addition, Yu’ebao also gives
customers a perfect experience. The profit is calculated by
compound rate every day. Customers can see the increase
of money in their Yu’ebao account. It is indeed a mental
stimulation giving rise to psychological satisfaction for cus-
tomers, especially for the ones who are sensitive to financial
profit. Therefore, we put forward the following hypothesis:

H3.2. The “integrating” mode gives more profit to cus-
tomers in the subsequent stage of disruptive innovation.

The superiority of the “integrating” mode in disruptive
innovation diffusion is also verified in some other industries.
Sultan researched on the case of Microsoft Co. [24]. He

stated, as is customary with Microsoft office, many of its
products tend to integrate well with each other. The newest
product SharePoint is not an exception to integrate to its
famous product Microsoft office. By doing so, Microsoft
Co. does not only popularize its new product quickly but also
gives customers more conveniences by allowing them to save
Office Word file to SharePoint.

Mobile wallet is Alipay Co.’s important product to con-
tend in mobile payment market. However, this “blue ocean”
also attracts the attention of other companies. Ma Yun called
this battle “the layout war of mobile payment.” In China, the
most important competitors of mobile wallet are TenPay
wallet. The two competitors both have strong parent

Table 3: The abstract of disruptive products’ attributes.

Alipay Mobile wallet Yu’ebao

Simplicity

Online bank payment
(i) Redundant operations between banks

Alipay
(i) Provide a unified platform
(ii) Reduce operations of the banks & users
(iii) Transfer money freely, Alipay-to-

Alipay, bank-to Alipay, & Alipay-to-
bank

Online payment
(i) Pay on a computer in a certain place
(ii) Enter redundant ID & password

information
Mobile wallet

(i) A mobile phone bound to Alipay
(ii) Enter a 6-letter password
(iii) Pay through QR code & sound wave &

phone number

Traditional financial products
(i) Put collected money into profitable

investment
(ii) Allot the profit to customers

proportionally, & earn the profit gap
(iii) Set minimum purchase threshold
(iv) Neglect the scattered customers
(v) Bring companies few benefit increase

management burden
Yu’ebao

(i) Target at the scattered customers
(ii) Based on the low-cost internet platform
(iii) Conceal minimum purchase threshold

Convenience

Post office remittance & bank transfer
(i) Specific place & specific time

Alipay
(i) A device connected to Internet
(ii) Pay anywhere and anytime

Traditional payment & online payment
(i) Specific place or at least an internet

device
Mobile wallet

(i) A connected mobile phone
(ii) Pay anywhere and anyplace.

Money in Yu’ebao account can use to pay
the bill and also can earn profit.
(i) Payment function as it integrating to

Alipay
(ii) Financial function giving users some

profit.

Cheapness

UnionPay
(i) Charge a fee in interbank or across

region payment
Alipay

(i) Charge normal users no fee

Similar to Alipay

Yu’ebao gives users more profit
(i) Collect scattered money, & turn into a

large funds cumulatively
(ii) Negotiate with bank on the interest

rates & obtaining a higher interest rate
(iii) Allot profits to users proportionally
(iv) Profit equivalent to long-term

wholesale deposits

Security

Alipay is more secure than traditional
payment
(i) “3rd-party guarantor”
(ii) Put forward the slogan of “you dare to

buy I dare to compensate”

Traditional payment & online payment
(i) Passwords are easily lost or stolen
(ii) It is easy to make mistakes in

operation (transfer to the wrong
account)
Mobile wallet

(i) Specific transaction voucher
(ii) Dechange
(iii) Guarantee function

Traditional financial products
(i) Fixed redemption period
(ii) Response lag to depression of financial

market
Yu’ebao

(i) Withdraw immediately, reducing the
risk

(ii) The scattered users’ small account
(iii) Random redemption behavior
(iv) Low risk of mass redemption & capital

shortage

Quickness

Post office remittance, bank transfer, etc.
(i) Receive in several days or several hours

Alipay
(i) Receive & pay immediately

Traditional payment & online payment
(i) Use complicated ID and password

input
(ii) On the account in a matter of hours

or days
Mobile wallet

(i) On the account instantly

Traditional financial products
(i) Redemption period is at least 1 month
(ii) Fixed deposit
(iii) Redemption period is at least 1 year

Yu’ebao
(i) Small amount: 2 hours
(ii) Large amount withdraw: 1 work day
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company, Alibaba Co. and Tencent Co.; both have unique
advantages in technology, mobile wallet’s sound wave pay-
ment and TenPay wallet’s QR code payment; both have large
user bases, Alibaba’s users and Tencent’s users; and both are
eager to occupy the leading position of the new mobile pay-
ment market. Since the advent of taxi app in 2013, mobile
wallet and TenPay wallet, respectively, cooperate with two
taxi apps Kuaidi and Didi. They totally took out billions of
yuan to compensate the passengers and taxi drivers who
use the taxi apps and pay by mobile wallet or TenPay wallet.
The vigorous burning money activities are aimed at popular-
ization of taxi apps superficially, but in fact, these are the
disruptive marketing strategies of the two companies to
cultivate their own mobile payment customer base. This
“subsidizing” mode indeed turned to a good result. Mobile
wallet survived in the battle. During that period, the pay-
ments completed by mobile wallet exceeded 2.78 billion
times and RMB 900 billion in total. Since then, Alipay Co.

becomes the biggest mobile payment company in worldwide.
Thus, we propose a hypothesis:

H3.3. The “subsidizing”mode enables disruptive innova-
tion to occupy the market quickly.

In such an intensely competitive market of 3rd-party
online payment, to maintain current market shares, Alipay
has made each effort to enhance current users’ loyalty and
satisfaction, launching multiple incentive products and ser-
vices. For example, Alipay has launched credit score and its
auxiliary services. Alipay objectively calculates users’ credit
scores according to credit history, behavior no., performing
ability, identity, and interpersonal connections. Alipay has
raised the concept of “make credit equal to wealth,” feeding
back corresponding services with users’ credit scores to users,
such as enhancing Ant Credit Pay limit, deposit-free borrow-
ing, cash loan, installment consumption, and pay later.

To a certain extent, Sesame Credit Score meets users’
social respect needs. The credit score is a recognition of the

Table 4: Comparison of each case’s business models.

Fee (unit: dollar) Integrating Marketing Incentive

Alipay Free
Integrating to http://taobao.com/

& http://tmall.com/

Marketing through http://taobao.com/
Taking advantage of the powerful user

base of http://taobao.com/

Credit incentive mode
Charity incentive mode

Yu’ebao
Free

Giving a profit
Integrating to Alipay

Marketing through Alipay
Giving users more profit

Engaging on the margins of policy
Speculating through media

Member points reward
Consumption bonus

rewards

Mobile wallet Free Integrating to Alipay Marketing through a taxi app
Consumption rewards
Charity incentive mode

PayPal

Withdraw: free
Payment: free

Receipt: 1:9% ~ 2:9%ð Þ ∗
sum + 0:3

Integrating to http://ebay.com/ Email virus marketing style Discount coupon

PayPal MMF
Free

Giving a profit
Integrating to PayPal — —

PayPal China

Withdraw: 35
Payment: free

Receipt: 2:9% ~ 3:9%ð Þ ∗
sum + 0:3

— Marketing focus on cross-border payment Discount coupon

Table 5: The continuous improvements of each successful case.

Attribute Items

Alipay

Security
Free SMS alerts; digital certificates; SMS verification; shield; fingerprint verification;

security association with browser vendors & antivirus vendors

Convenience
Fee for water, electricity, LPG, phone, internet, cable TV, education, traffic fine,
and online game; ticket for train, film, and lottery; book for hospital and hotel;

channel of charity donation; channel of student loan project

Payment Cooperation with 134 banks; quick payment; B2C payment; cross-border payment; large payment

Yu’ebao
Payment Instant payment; quick transfer within 2 hours

Profitability Profit by day

Mobile wallet
Quickness Bar code scanning; QR code scanning; phone number payment; sound wave payment

Security Advance compensation for stolen
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user’s ability to perform credit. It not only enhances users’
activity and users’ stickiness but also reduces users’ untrust-
worthy behavior. In another example, Alipay has also intro-
duced features such as Yu’ebao. The profit of Yu’ebao is
calculated at compound interest rate every day, and users
can see the daily income of their Yu’ebao account. This is a
psychological incentive that can significantly improve user
satisfaction. Thus we, propose a hypothesis:

H3.4. The “incentive” mode enables disruptive innova-
tion to maintain market share.

It should be noticed that the business model suited to dis-
ruptive innovation we proposed is different from the disrup-
tive business model innovation on both the range of concept
and the time innovation happens. Disruptive business model
innovation generally refers to the entrant replaces the exist-
ing company’s business model by a totally different model,
through which it disrupts the incumbent [51]. The business
model we proposed refers to the one improved or con-
structed to fit the disruptive innovation, no matter it is a dis-
ruptive technology innovation or a disruptive business model
innovation. The business model can be either a disruptive
one or a general one.

6.4. Continuous Improvement. The disruptive product usu-
ally underperforms on some product attributes at the begin-
ning. To success in the end, it needs to improve its product
attributes until they meet the “good enough” point. Alipay,
Yu’ebao, and mobile wallet all implement the subsequent
continuous improvement after advent. The details are shown
in Table 5.

7. Conclusion

7.1. Findings. The point we focus on is the common charac-
teristics in successful disruptive innovations of the 3rd-
party online payment in China. The existing researches
mainly focused on the traditional industries in the context
of developed countries [8, 9] or focused on the theory
descriptive stage [6, 22]. However, the situation of 3rd-
party online payment in Chinese context is unprecedented
and complicated, but inevitable to confront if someone wants
to contend for this attractive market. Therefore, we conclude

some propositions and hypotheses, shown in Figure 2, to
enrich the disruptive innovation theory in the special and
important context.

Our findings confirm that some propositions in disrup-
tive innovation theory are also valid to the 3rd-party
online payment in Chinese context and propose that some
new points should be added to the propositions, such as
innovation derivation (P1), product attributes (P2), busi-
ness model (P3), and continuous improvement (P4).
Context factors of the 3rd-party online payment in China
facilitate new derivations for disruptive innovation. We
suggest that competitive basis change (H1.1) is not only a
feature but also a driver of disruptive innovation. More-
over, disruptive innovation may also come from region
segment (H1.2) causing by regulations. Under the deriva-
tions and context factors, the product attributes that cus-
tomers’ appreciations are no longer limited to cheapness,
simplicity, and convenience. They also highlight security
(H2.1) and quickness (H2.2).

In addition, we suggest that subsequent stages of disrup-
tive innovation are also important. The suitable business
model (P3) should be constructed. No matter the business
model by itself is disruptive or not, it must fit the disruptive
innovation. At the same time, continuous improvement
(P4) should be done in order to gain the sustaining profit.

7.2. Implications. Our findings do not only confirm and
enrich the disruptive innovation theory, but also give some
suggestions for the emerging companies especially 3rd-
party online payment when implementing disruptive innova-
tion in China in the future.

First, companies could diversify through disruptive inno-
vation. The single innovation diffusion curve is presented as
an “S.” It will always go into the low-growth stage unless it
is disrupted or replaced. Gopalakrishnan and Bierly stated
that sustaining innovation tends to strengthen company’s
competitiveness [52], while disruptive innovation tends to
diversify by exploring new markets and changing the focus
of the industry competition. Therefore, for the companies
who are in the low-growth stage of sustaining innovation, it
is not a bad choice to conduct the disruptive innovation. It
can not only diversify the business scope so as to continue

Innovation
derivation (P1) Competitive base (P2)

Continuous
improvement (P4)

Sustaining
profit 

Security (H 2.1)

Cheapness 

Quickness (H 2.2)

Simpleness 

Convenience 

Technological
change 

Customer
segment 

Competitive basis
change (H1.1) 

Region segment
(H1.2) 

Business model (P3)

Free mode (H 3.1)

Integrating mode (H 3.2)

Subsidizing mode (H 3.3)

Incentive mode (H3.4)

Figure 2: Characteristics of disruptive innovation of the 3rd-party online payment in China.
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the rapid-growth but also promote the mutual benefit among
each business.

Second, a business model should suit to disruptive inno-
vation. The profitability of the integration is far more impor-
tant than that of innovation itself. From the cases of Alipay
Co., the profit of its disruptive products is low, even negative,
in quite a long time. However, Alipay Co. realizes overall
profit and continuous user number increase by constructing
suitable business models. It enlightens companies to have a
long-term and overall sight. They should learn to pay more
attention to construct suitable business models to realize
overall profit as well as attaching importance to the disrup-
tive innovation itself.

Third, the emerging technology such as data mining
makes it possible to find out innovation opportunity in the
information burst. The key reason why Alipay Co. is able to
seize the “window of opportunity” of innovation every time
refers to its large database and its ability of data mining. Ma
Yun once stated that the development of Ali would go
through three stages: guarantee-platform-data. No matter
the 3rd-party payment or other industries, it would fail in
the competition if it is unclear with the change of external
environment. Therefore, it is necessary to dig into the knowl-
edge behind the burst data, to identify the trend of disruptive
technology and the change of market demand structure, and
to adjust the business model and strategic sensitively in an
effort to maintain competitive advantage.

8. Limitations

Our study focuses on the field of 3rd-party online pay-
ment. Although the industry of third-party online payment
becomes mature, there are few studies on disruptive inno-
vation of digital products or services. It still has its
specificities. The findings concluded from 3rd-party online
payment looks forward to be verified in general industry in
the future research. In addition, the propositions and
hypotheses are built on 6 cases of Alipay Co. and PayPal
Co. Although they are outstanding enough to be represen-
tative, future studies could include more cases to find more
universal conclusions.
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In this paper, the theoretical analysis showed that the length of the route and the interference of links were the main factors that
influence the throughput of the network. Then, a dynamic channel allocation algorithm base on the length of routes and the
interference of links was proposed to enhance the system throughput. In the proposed algorithm, ant colony algorithm was used
to collect the information of network, such as the length of routes and the interference of links. Then, the priority of link access
channel was decided according to the collected information. The simulation results showed that the proposed algorithm could
improve the whole network throughput obviously.

1. Introduction

Wireless mesh networks (WMNs), evolving from ad hoc
network with comparative static characteristics, could be
regarded as a wireless version of the Internet. WMN could
also be involved into self-organizing network (SON) of
mobile network to enhance the network performance. Com-
pared with their wired counterparts, WMNs have a serious
capacity limitation, and the interference is the primary factor
that affects the capacity of the network. A multichannel
WMN consists of a number of stationary wireless routers,
where each route is equipped with multiple network inter-
face cards. Usually, the number of radio interfaces is much
more than the number of effective channel, which leads to
the results that different and links among mesh routers
and mesh clients to operate on the same channels. This case
severely affects the network overall performance. Therefore,
researchers had done great work with the purpose of
improving the capacity of WMNs. [1, 2] proposed a central-
ized channel assignment concept called the first random
channel assignment algorithm (FRCA). [3, 4] proposed a
distributed channel allocation algorithm. [5, 6] proposed a
traffic-aware channel assignment algorithm. [7] proposed

multiple channel allocation algorithm basing on the link pri-
ority determined by the information of link interference and
link services. [8, 9] proposed an ant colony intelligence-
based dynamic channel allocation algorithm (ACI-DCA),
but the algorithm was just adept to single-hop networks,
not adept to multihop networks. There are only a few algo-
rithms involving the channel allocation problem in multihop
networks. [10] came up with a cross-layer channel allocation
algorithm (CLCA), which considered not only the interfer-
ence of route but also the connectivity of network, and it
transmitted packets on route with least interference to
others. In this paper, route interference and route length-
based dynamic channel allocation algorithm was proposed
to combat the interference in wireless mesh networks [11,
12]. The proposed algorithm requires the information of
the network topology and the interference of the link and
route. This information could be collected with the ant
colony-based intelligent algorithm [8]. Since CLCA studied
a similar problem with the proposed algorithm, the compar-
ison was done between CLCA and the proposed algorithm.

The rest of the paper was organized as follows. Section
2 described the ant colony algorithm. Section 3 described
the mathematical derivation of the algorithm. Section 4
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described the channel allocation algorithm. Section 5 showed
the simulation results. Finally, in Section 6, a simple conclu-
sion was given.

2. Ant Colony Intelligence Algorithm

Ant colony intelligence algorithm was developed by Dr.
Eberhart and Kennedy. In this paper, the ant colony intelli-
gence algorithm was modified to collect the information of
the whole networks. The core idea of the ant colony intelli-
gence algorithm was that the ant packet migrated through
all the nodes in the networks as soon as possible and collect
the information of the network. According to the informa-
tion of the ant packet collected, some wise decisions were
made to improve the performance of the network.

The ant packets were generated by the nodes in the net-
work with a node selection algorithm. Each node generated
a random number Zi following uniform distribution between
the interval ½a, b�, and i denoted the node ID. That was Zi
~Uða, bÞ ; i = nodeID. If Zi was smaller than a threshold
number TH, this node would generate an ant packet. TH
must be within the interval ½a, b� and could be used to control
the number of ant packets in the networks. The larger of TH,
the more of ant packets would be generated in the networks.
After generating the ant packets, the packets would be for-
warded in the networks as follows.

An ant packet started from node i and was passed to node
i’s neighbors. The ant packet was passed to the neighbor
nodes which had been passed by ant packets with least times.
If more than one neighbor node had the same least passing
times, a neighbor node was randomly selected to passing
the ant packet. According to the above rules, when the ant
packets were transmitted in the network, they collected the
information of the nodes, for example, service volume infor-
mation, the interference links, and the hops of the route
passed the link and some other important information. If
two ant packets passed the same nodes, they could exchange
the collected information through the buffer on the nodes.
This process helped the ant packet passed nodes to know
the whole network’s information which was employed to
make channel allocation.

3. Mathematical Analysis

According to the information of the network, let S denoted
the whole network’s throughput. i denoted the link ID and
j represented the route of network, and it equaled to the inte-
ger from 1 to N , and n was the number of links in the net-
works. C denoted the total number of available channels. M
was the number of routes in the networks.

(i) τðiÞ indicated the number of the channels occupied
by link i

(ii) SðiÞ indicated the throughput of link i

(iii) Ii denoted the interference link set of link i

(iv) gi denoted the number of the interference links
of link i

(v) Ri represented the set of the route through link i

(vi) αi represented the number of elements in the set Ri

(vii) Qi represented the set of links passed by route j

(viii) δij indicated the number of channels occupied by
the services of route j on link i

(ix) Gj indicated the sum of the interference links of all
the links passed by route j

(x) Θ indicated the mean value of the interference links
of the links in the network

(xi) qi indicated the channel accessing probability of
link i

(xii) φj indicated the service success transmission prob-
ability of route j

(xiii) Hj indicated the number hops of route j

(xiv) Hmax and Hmin indicated the maximum and the
minimum hops of route of the routes in the net-
works, respectively

(xv) Di indicated the mean number of hops of the routes
passing link i

(xvi) Fi indicated the mean number of interference links
of the routes passing link i

Supposing every link had enough services at time t, the
number of available channels was not enough, so if link i
did not occupy the idle channel, the channel would be occu-
pied by other links in Ii (hypothesis ①).

So

S = 〠
N

i=1
S ið Þ: ð1Þ

Supposing each channel transmits one packet in per time
unit. Then, the networks’ throughput could also be denoted
with the sum of the number of the occupied channels.

S = 〠
N

i=1
τ ið Þ: ð2Þ

According to hypothesis①, τðiÞ could be denoted with Ii,

τ ið Þ = f Iið Þ =N − 〠
k∈Ii

τ kð Þ: ð3Þ

According to equations (2) and (3),

S = C ∗N − 〠
k∈I1

τ kð Þ+⋯+〠
k∈Ii

τ kð Þ+⋯+〠
k∈IN

τ kð Þ
( )

: ð4Þ
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Let

S′ = 〠
k∈I1

τ kð Þ + 〠
k∈I2

τ kð Þ+⋯+〠
k∈Ii

τ kð Þ+⋯+〠
k∈IN

τ kð Þ: ð5Þ

Then

S = C ∗N − S′: ð6Þ

S′ was the total number of channels occupied by all the
interference links of each link. Let the number of interference
links of link i be gi. So τðiÞ would appear gi times. Then S′
could be reorganized as follows.

S′ = 〠
N

i=1
giτ ið Þ: ð7Þ

Supposing g1 ~ gN was arranged in the order from small
to large (hypothesis ②).

Extracting a g1S from S′, then

S′ = g1S + g2 − g1ð Þ τ 2ð Þ+⋯+τ Nð Þð Þ
+ gi − gi−1ð Þ τ ið Þ+⋯τ Nð Þð Þ+⋯+ gn − gn−1ð Þτ Nð Þ:

ð8Þ

Since

gi − gi−1ð Þ τ ið Þ+⋯+τ Nð Þð Þ = gi − gi−1ð Þ S − τ 1ð Þ−⋯−τ i − 1ð Þð Þ:
ð9Þ

Then equation (8) was simplified as

S‘ = g1S + g2 − g1ð Þ S − τ 1ð Þð Þ+⋯+ gi − gi−1ð Þ S − τ 1ð Þ+⋯ð
+τ i − 1ð ÞÞ+⋯+ gN − gN−1ð Þ S − τ 1ð Þ−⋯−τ N − 1ð Þð Þ:

ð10Þ

Extracting ðgi − gi−1ÞS ð2 ≤ i ≤NÞ

S′ = g1 + g2 − g1ð Þ+⋯+ gi − gi−1ð Þ+⋯+ gN − gN−1ð Þ½ �S
− g2 − g1ð Þτ 1ð Þ+⋯+ gi − gi−1ð Þ τ 1ð Þ+⋯+τ i − 1ð Þð Þf
+⋯+ gN − gN−1ð Þ τ 1ð Þ+⋯+τ N − 1ð Þð Þg:

ð11Þ

Then equation (11) makes further simplifying

S′ = gNS − g2 − g1ð Þτ 1ð Þ+⋯+ gi − gi−1ð Þτ ið Þf
+⋯+ gN − gN−1ð Þτ N − 1ð Þg:

ð12Þ

Then according to equations (6) and (12), the following
formula could be gotten.

1 + gNð ÞS = C ∗N + gN − g1ð Þτ 1ð Þf +⋯+ gN − gið Þτ ið Þ
+⋯+ gN − gN−1ð Þτ N − 1ð Þ:

ð13Þ

Supposing the service would be successfully transmitted
to the terminal (hypothesis ③).

Then

τ ið Þ = 〠
j∈Ri

δij: ð14Þ

According to equations (13) and (14), the following for-
mula could be gotten.

1 + gNð ÞS = C ∗N + gN − g1ð Þ〠
j∈R1

δ1j

(

+⋯+ gN − gið Þ〠
j∈Ri

δij+⋯+ gN − gN−1ð Þ 〠
j∈RN−1

δij:

ð15Þ

Links forward the services of the same route are equal,
that was

δi1 j = δi2 j i1, i2ð Þ ∈Qj: ð16Þ

According to equations (15) and (16), the following for-
mula could be gotten.

1 + gNð ÞS = C ∗N + 〠
i∈Q1

gN − gið Þγ1+⋯+〠
i∈Qj

gN − gið Þγj

+⋯+ 〠
i∈QM

gN − gið ÞγM:

ð17Þ

Since the number of element in the set Qj was Hj. So
equation (17) was simplified as follows.

1 + gNð ÞS = C ∗N + H1gN − 〠
i∈Q1

gi

 !
γ1+⋯

+ HjgN − 〠
i∈Qj

gi

0
@

1
Aγj+⋯+ HMgN − 〠

i∈QM

gi

 !
γM:

ð18Þ

The above formula could be further simplified

1 + gNð ÞS = C ∗N + gN 〠
M

j=1
Hjγj − 〠

M

j=1
〠
i∈Qj

giγj: ð19Þ

According to hypothesis ③, the following formula could
be gotten.
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S = 〠
M

j=1
Hjγj: ð20Þ

According to equations (19) and (20), the following for-
mula could be gotten.

S = C ∗N − 〠
M

j=1
〠
i∈Qj

giγj: ð21Þ

According to equation (21), the expectations of the
throughput could be expression as follows.

E Sð Þ = C ∗N − 〠
M

j=1
〠
i∈Qj

E gið Þγj: ð22Þ

Since the nodes were uniformly distributed in the net-
works, the following formula would get:

θ = E gj

� �
= E gið Þ1 ≤ i, j ≤N: ð23Þ

Since Hj indicates the number of hops of route j.

〠
i∈Qj

E gið Þ = Ljθ 1 ≤ j ≤M: ð24Þ

Then, according to equations (22) and (24), the following
formula could be gotten.

E Sð Þ = C ∗N − θ ∗ 〠
M

j=1
Hjγj: ð25Þ

Since Gj =∑i∈Qj
gi, the following formula could be gotten

from equation (21).

S = C ∗N − 〠
M

j=1
Gjγj: ð26Þ

Supposing the links and it interference links access chan-
nel with equal probability (hypothesis ④).

Then link i access channel probability could be denoted
as follows.

qi =
1
gi
: ð27Þ

According to equation (27), the route j success transmis-
sion service probability could be denoted as follows.

φj =
Y
i∈Qj

qi =
Y
i∈Qj

1
gi
: ð28Þ

According to equations (23) and (28), the expectations of
the φj could be expressed as follows.

E φj

� �
=
Y
i∈Qj

1
E gið Þ =

Y
i∈Qj

1
θ
: ð29Þ

Since the number of element in the setQjwas Lj. So equa-
tion (29) was simplified as follows.

E φj

� �
=

1
θLj

: ð30Þ

According to equation (30), the conclusion could be
drawn that the shorter the route, the higher the service suc-
cess transmission probability.

Di indicated the mean number of hops that decided
link i’s priority, Fi indicated the mean number of interfer-
ence links of the routes passing link i. So if the number of
elements in the set Ri was one, then, the following formula
could be gotten.

Di =Hii ∈ Ri, ð31Þ

Fi =Gii ∈ Ri: ð32Þ
Supposing the link i was occupied by multiple routes,

and αi represented the number of elements in the set Ri.
So, the following formula could be gotten.

Di =
∑β∈Ri

Hβ

αi
, ð33Þ

Fi =
∑β∈Ri

Gβ

αi
: ð34Þ

When the network topology was fixed, g1 ~ gN , H1 ~
HM , N , M, and C were constant. From equation (25), con-
clusions could be drawn that the routes with smaller hops
had a higher influence on whole network’s throughput.
From equation (26), the conclusion could be drawn that
the routes with less interference links had a higher influence
on the whole network’s throughput. Since the shorter the
route, the higher the service success transmission probabil-
ity, the channel allocation algorithm should choose the links
with shorter route access channel with higher priority, and
let the links in route with lower interference access channel
with larger probability, which was a benefit to improve the
throughput of network.

4. The Principle of Channel Allocation

4.1. The Principle of Channel Allocation. According to the
information of the network, such as the length of route, the
interference of links, and the interference of the routes, links
were assigned with different priority as follows:

(1) The smaller of Di, the higher priority of link i. If
Dx1

=Dx2
, it would be gotten that the link x1 and

the link x2 had the same priority value. This was
defined as primary priority value
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(2) Among the links with the same primary priority
value, the links with lesser interference links had a
higher priority value. This was defined as the second-
ary priority value

(3) Among the links with the same primary and second-
ary priority value, the links with larger service had a
higher priority value. This was defined as the third
priority value

Considered the factors that the channel assigned with
greedy algorithm which would cause the congestion in the
network and increase the end-to-end delay, the routes with
less interference links had a higher influence on the whole
network’s throughput, and the following algorithm was
proposed to solve the problem. Gmax and Gmin denoted the

maximum and the minimum value of the Gj, respectively,
and Hmax and Hmin indicated the maximum and the mini-
mum hops of the routes in the networks, respectively. Zi indi-
cated the set of the routes with hop i, and ∂i indicated the
element number of Zi. ICi indicated the idle channels for link
i. Then defined two interference threshold Td1 =∑i∈ZHmin+2

Gi/∂Hmin+2, if the route with hops Hmin + 2 was not existence
then replace it with hops Hmin + 1, in the same way, until
the hops was Hmin and Td2 =∑i∈ZHmin+4

Gi/∂Hmin+4under
assumption that ðHmin + 4 <HmaxÞ, if the route with hops
Hmin + 4 was nonexistence then replace it with hops Hmin +
3, in the same way, until the hops was Hmin. A random value
Rdijðj ∈ ICiÞ for each idle channel of link i was generated
following the uniform distribution from 0 to 1 to determine

Start

YesYes

NoNo

NoNo

YesYes

YesYes

NoNo

NoNo

Allocate
 channel for current links

YesYes

YesYes

NONo

NONo

Whether a link had business
 and idle channels

Whether there was higher
primary priority links

YesYes

NoNo

Whether there was equal 
primary priority links

Whether high priority links had
finish allocate channel

Whether there was higher
second priority links

Whether there was equal 
second priority links

Whether there was higher
third priority links

YesYes

No

Figure 1: Channel allocation process of link.
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whether link i access channel j ðj ∈ ICiÞ. Pt1 and Pt2 were
two channel access threshold values. Pt1 and Pt2 were got-
ten with the following formulas.

Pt1 =
Gmax − Td2
Gmax −Gmin

, ð35Þ

Pt2 =
Gmax − Td1
Gmax −Gmin

: ð36Þ

Ui indicated the number of available channels that
could be occupied by link i, and IqijðxÞ was a indicative

function of the set Rdij. So how many channels could be
occupied by link i was shown as follows.

Ui =

〠
j∈Ii

IRdij Rdij ≤ Pt1
� �

Gmin < Fi ≤ Td1,

〠
j∈Ii

IRdij Pt1 < Rdij ≤ Pt2
� �

Td1 < Fi ≤ Td2

〠
j∈Ii

IRdij Pt2 < Rdij
� �

Td2 < Fi ≤Gmax:

8>>>>>>>><
>>>>>>>>:

, ð37Þ

4.2. The Process of Channel Allocation. At the beginning of
the simulation, nodes in the network randomly generated
a certain number of ant packets. The ant packets rambled
in the network and collected information of the number of
interference links, number of routes’ hops, and the amount
of service. Then, the nodes who got the information deter-
mined the priority of the link according to the collected
information. The priority was updated upon the informa-
tion updating by the ant packets. First, the priority values
of the links were nearly zeros, links occupied idle channels
if available, and there was no regulation for channel occu-
pancy. Then, after a period of time, the link that had been
passed by the ant packets would have updated priority
values. Each link occupied channels according to the steps
shown in Figure 1.

5. Result Analysis

5.1. Simulation Parameter. The important simulation param-
eters were shown in Table 1.

In the practical WMNs, the interference radius is usu-
ally longer than the communication radius. For simplicity
in the simulation, supposed the interference radius is equal

to the communication radius in the simulation. network_
range was 500, node_coverage was 50, node_number was
100, and node_position was generated by function rand,
multiplied by network_range, obtaining the horizontal and
vertical coordinates. Calculating the Euclidean distance,

distance =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 − x2Þ2 + ðy1 − y2Þ2

q
, comparing with node_

coverage, obtaining the neighbor relationship of nodes.
According to the neighbor relationship of nodes, the links
and the interference relationship among links were built.
Randomly choose nodes as the peers of P2P services, servers,
and clients of FTP services. Then, routes were established
with the shortest path routing algorithm. In the simulation,
the P2P services were transmitted at constant rate, and the
FTP services were transmitted based on TCP.

5.2. Simulation Results. In order to validate the algorithm, we
carried out simulation with Matlab. Randomly choose nodes
as the peers of P2P services and FTP services. Then, routes
were established with the shortest path routing algorithm.
In the first scenario, the P2P services were transmitted at con-
stant rate, the FTP services were transmitted based on TCP,
and the pairs of nodes with P2P service were increased. As
shown in Figure 2, the throughput of the proposed algorithm
was higher than the CLCA algorithm. As Figure 3 shows the
packet lost ratio of the proposed algorithm was lower than
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Figure 2: Relationship between P2P services number and
throughput.

Table 1: The simulation parameters.

node_position Node position, including horizontal and vertical coordinates, values are generated randomly.

network_range The size of network, the upper limit of horizontal and vertical coordinates

node_number The number of communication nodes in network

P2P_number The number of P2P service

Server_number The number of servers of FTP service

Client_number The number of clients of each FTP server.

node_coverage Indicates communication and interference radius of nodes.
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the CLCA algorithm. Since, the short routes had a much
higher packet successful transmit probability than the long
routes, and the links with low interference accessed channel
with high probability which was a benefit to reduce the inter-
ference of the network. Therefore, the proposed algorithm
decreased interference and inclined the end-to-end delay.

In the second scenario, the nodes as the peers of P2P ser-
vices are constant, the FTP services were transmitted based
on TCP, and the P2P packet generating rate was 0.2 packet
per simulation time and was gradually increased later. As
the simulation results in Figure 4 shows that the throughput
of the two algorithms increases rapidly with the packet gen-
erating rate, and the proposed algorithm increased faster
than the CLCA algorithm. However, the throughput tended
to decrease after reaching the peak point with the increase of
the packet generating rate. Since, with the increase packet
generating rate the congestion of the network is much more

serious, which increase the end-to-end delay and much
more packet data would be a loss. As shown in Figure 5,
the packet loss ratio was increased with the packet generat-
ing rate, and the packet loss ratio of the proposed algorithm
was lower than the cross-layer channel allocation algorithm.

6. Conclusion

In this paper, a dynamic channel allocation algorithm base
on the length of routes and the interference of the links was
proposed to reduce the effects of interference. In the algo-
rithm, the links with the shorter route and less interference
links had a higher priority to access channels, which was a
benefit to reduce the packet loss ratio caused by end-to-end
delay. The links with less interference links accessing channel
with the higher probability, which was helpful to reduce the
effects of interference and improved the throughput of the
network. According to the mathematical analysis and the
simulated results, the performance of the proposed algorithm
was better than the CLCA algorithm.

With the high-speed development of the wireless com-
munication, the future wireless networks would be layered
and heterogeneous. How to allocation the channel in layered
heterogeneous network would be investigated further.
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With the rapid development of the Internet of Things and cloud computing technologies, the Internet of Things technology based
on comprehensive perception and interconnection and cloud computing based on virtualization, dynamic resources, and parallel
computing have become the driving force for the innovation and development of informatization and intelligence. The cloud-based
Internet of Things mobile medical is an ecosystem of health information and medical information, with the medical Internet of
Things at its core and highly mobile and highly shared information. Therefore, in the context of in-depth research on mobile
medical care, research on mobile postoperative thyroid monitoring and management systems based on the Internet of Things
and cloud computing is a practical tool for promoting the development of mobile medical systems. Monitoring and
Management. In this experiment, 48 cases of patients undergoing thyroid surgery were selected from a hospital. The
experimental group was informed by the experiment that they need to be equipped with sensors. The control panel and GPS
positioning module are used to obtain the exact position of the patient at the first time. The loading of the sensor is agreed by
the patient and the patient’s family. Afterward, the control group will not be processed. It will conduct functional tests and
software performance tests on the mobile medical monitoring and management system and analyze the satisfaction of medical
staff with the mobile medical monitoring and management system. Experiments have proved that the cloud computing medical
monitoring and management system is used to obtain the exact location of the patient in the first time, and the response time
needs to be shorter. The response time of the system increases with the increase of the number of sensors (P < 0:05), which
shows that the mobile medical monitoring and management system is essential for medical care and medical care. Obtaining the
exact position of the patient for the first time is of great importance for the successful rescue of the patient.

1. Introduction

With the continuous development of the Internet of Things,
cloud computing, and smart hardware technologies, and the
continuous popularization of mobile medical monitoring
equipment, more people tend to use mobile smart terminals
to obtain services. It can be seen from this that the products
of the information age such as big data and cloud computing
have had a large impact on the architecture of traditional
medical systems. On this basis, the state proposed medical
information as an important direction for the development

of medical physique reform. With the trend and encourage-
ment of national policies, more and more service providers
can provide medical services, allowing increasingly people
to access high-quality medical and health services.

With the development of modern society and economy,
the quality of life has gradually improved. People have real-
ized the importance of health and daily maintenance. People
have gradually paid attention to physical exercise, improved
dietary structure, and paid attention to daily health data.
Patients no longer want to be limited to the traditional mode
of registering a doctor. People hope that medical services can
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be provided through multiple channels and multiple medical
modes. Mobile medical monitoring can share the hospital’s
original information system with greater mobility and flexi-
bility. The mobile application can simplify the work process
and improve the overall work efficiency. Another advantage
of mobile applications is that it can reduce medical errors
and can effectively reduce information asymmetry in the
implementation of nursing handover, improper time man-
agement, patient information collection errors, or patient
care errors.

After half a century of exploration in the field of mobile
medical monitoring at home and abroad, many achieve-
ments have been made in sensors, damage identification,
safety assessment, and system integration. Edafe et al.
reviewed the current wearable mobile medical monitoring
system, focusing on textile and wireless sensor network-
based devices. These monitoring systems are composed of
various types of small physiological sensors, transmission
modules, and processing capabilities. In addition, the wear-
able mobile medical monitoring system has the potential to
change the medical model by providing inexpensive, wear-
able, and unobtrusive solutions for continuous medical
health monitoring. It is hoped that the current survey can
provide guidance for future research improvements and pro-
vide reference for current achievements and maturity. These
systems can also be used as an effective method to identify the
technical advantages and disadvantages of the current state of
the art in wearable device solutions. However, the experi-
mental results lack more data support so that the wearable
mobile medical monitoring system cannot be convincing
[1, 2]. von Ahnen et al. proposed a self-learning scheme for
patient activity recognition. In this scheme, the patient only
needs to carry an ordinary smartphone containing ordinary
motion sensors. After collecting data in real-time through a
smartphone, we use coordinate system transformation to
preprocess the data to eliminate the influence of the phone’s
orientation. Then extract a set of robust and effective features
from the preprocessed data. Since patients may inevitably
perform various unpredictable activities without prior
knowledge in the training data set, we propose a self-
learning activity recognition scheme. This program deter-
mines whether there are prior training samples and labeled
categories in the training pool. These samples match the
unpredictable activity data well. However, because ordinary
smartphones often forget to bring data, the data is not com-
prehensive. The self-learning activity recognition program
does not immature [3]. Mchenry explained the research sta-
tus of the medical monitoring systems from the aspects of
mobile medical treatment, physiological index testing equip-
ment, medical institution-level monitoring system, home
monitoring system, etc. From the three aspects of health
monitoring cloud platform, wearable medical equipment,
and human sensor network, the research hotspots of medical
monitoring system are analyzed. Pointed out the problems of
the medical monitoring system based on the Internet of
Things and predicted its future development. However, his
research did not clearly propose how to solve the problem
of the medical monitoring system, and the overall research
lacks data support [4, 5].

This article is to study the medical monitoring and man-
agement system after mobile thyroid surgery. On the basis of
summarizing the existing Internet of Things and cloud com-
puting, a mobile medical monitoring and management sys-
tem is established. The basic physiological parameters of
patients after thyroid surgery are collected through sensors,
and these basic parameters are collected. The normal param-
eters are preprocessed, then, this processed data is entered
into the cloud computing platform via the wireless sensor
network, and the game data is analyzed and processed on
the cloud computing platform. Use cloud computing tech-
nology to compare stored medical records and medical infor-
mation, find similar physiological parameters from large
amounts of data to realize early warning of disease progres-
sion assess and monitor risks, and help users create a differ-
entiated medical service mechanism.

2. Mobile Medical Monitoring and Management
System Based on Internet of Things and
Cloud Computing

2.1. Conceptual Design of Each Functional Sublayer of
the System

2.1.1. Field Sensor Network. The design of the cloud comput-
ing system should fully consider the future development. It
will be used as a basic platform for the deployment of related
software, rather than a simple management system. The sub-
sequent research and development upgrades of users or
enterprises will be carried out on the basis of this platform.
In the technical architecture, advanced application platforms
and development platforms must be adopted, and each rele-
vant application function system needs to realize the corre-
sponding specific business functions [6, 7]. Service-
oriented, component-oriented technical frameworks and
concepts should be adopted between systems, which is con-
ducive to future business formulation or reorganization and
development, and at the same time, facilitates service man-
agement. The system must have a certain degree of self-
adaptability to prepare for future changes in the environment
and requirements. Scalability is mainly reflected in that the
system should be easy to expand and upgrade, and the scal-
ability of the system can be improved by adopting distributed
design, modular design of the system structure [6, 8]. This
system should fully consider the changes in user visits and
network environment and make adjustments and optimiza-
tions in the physical architecture at the right time. Since this
system is positioned as the basic platform of structural health
monitoring, it must meet the requirements of system target
changes. The schematic diagram of the overall system
scheme is shown in Figure 1.

At present, the development direction of wireless sensors
is to have both data collection and analysis functions. How-
ever, due to the limitation of power consumption of wireless
sensors, its analysis and processing functions are relatively
simple and inconvenient to upgrade. After constructing the
structural health monitoring Internet of Things, the function
of the sensor should be relatively simple, that is, to sense the
monitored amount and transmit it upwards [9, 10]. There are
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a variety of short-range wired and wireless networking tech-
nologies, and different structures can use appropriate net-
working technologies to build on-site sensor networks
according to specific design requirements, mainly consider-
ing the amount of monitoring, network coverage, network
capacity, transmission rate, and security reliability and econ-
omy are required. No matter what kind of networking tech-
nology is adopted, the relevant information must eventually
be gathered to the on-site monitoring center, so that the
information can be transmitted to the data center; at the
same time, the on-site monitoring center must also meet
the control of each sensor node [11, 12]. At present, the typ-
ical networking technology of wireless sensor networks is
ZigBee network. In terms of wired sensor networks, fieldbus
is a more typical networking technology with more
applications.

2.1.2. Management System Architecture Design. The cloud
computing platform system application is composed of mul-
tiple functional parts. To facilitate the operation, manage-
ment, and maintenance of the system, the solution has
designed a complete and visualized management subsystem
for the operation and maintenance personnel to ensure the
normal operation of the system, and at the same time, it is
convenient for users to connect and maintain use resources
in the cloud [13, 14]. The economics of the system means
that the revenue of the system is greater than the total cost
of expenditure. Among them, the cloud platform system
expenditure is mainly composed of operation and mainte-
nance costs and investment costs for development, and the
system application design should provide users with corre-

sponding economic benefits [15, 16]. In the process of system
design and development, some open source software and
technologies should be selected to reduce development costs.
Practicability requirements meet the operability and user
friendliness of the cloud platform system, provide users with
convenient and reliable services, include whether the system
platform can operate normally after the completion of the
construction, and provide safety guarantees for real-time
monitoring and safety assessment of the structure [17, 18].
System management users interact with the data center data-
base server through the C/S mode, and external service users
access the WEB server through the B/S mode to interact with
the data center database server, as shown in Figure 2.

2.2. Vibration Signal Preprocessing

2.2.1. Eliminate Trend Items.Assuming that the sampled data
received by the structural health monitoring cloud is a digital
signal after calibration conversion, the calibration conversion
is completed by the field data acquisition base station, and the
deviation from the baseline contained in the signal is a trend
item of the signal, which needs to be removed [18, 19]. It is a
more common method to use the least square method to
eliminate the trend item:

Y tð Þ = X tð Þ − Z tð Þ: ð1Þ

In the formula, XðtÞ is to read the sampled data, the poly-
nomial function fits XðtÞ to obtain the polynomial coefficient
vector a of the trend term, and the estimated value ZðtÞ of the
polynomial trend term at each sampling point determined by
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Figure 1: Schematic diagram of the overall system scheme.
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a. In the processing flow, through coarse-grained correla-
tion based on the analysis, it is obvious that the adjacent
steps are flow-related and cannot be executed in parallel
within the task.

2.2.2. Smoothing. The vibration signals collected by the
health monitoring system are generally mixed with noise
components and are affected by high-frequency compo-
nent noise:

P yi Xijð Þ = π Xið Þyi 1 − π Xið Þ½ �1−yi : ð2Þ

Here, Xi = ½xi1, xi2,⋯,xin� i = 1, 2,⋯, n, the maximum
likelihood function of n sample observations is

L β X, yjð Þ =
Yn

i=1
π Xið Þ½ �yi 1 − π Xið Þ½ �1−yi : ð3Þ

The log-likelihood function is

l βð Þ = 〠
n

i=1
yi ln π Xið Þ½ � + 1 − yið Þ 1 − π Xið Þ½ �f g: ð4Þ

Too many smoothing times will significantly reduce
the peak value of the spectrum curve, make the body
shape wider, and even lead to larger recognition errors.

2.2.3. Infinite Impulse Response IIR Digital Filter. The pur-
pose of filtering time-domain method and frequency-
domain methods is to achieve signal frequency selection, fil-
ter out designated frequency components, and retain the
required frequency components [20]. The filtering expres-

sion of the IIR filter can be defined as the following difference
equation:

y nð Þ = 〠
M

k=0
akx n − kð Þ − 〠

N

k=1
bky n − kð Þ: ð5Þ

In the formula, xðnÞ is the input time-domain signal
sequence; yðnÞ is the output time-domain signal sequence;
ak, bk is the filter coefficient; M is the number of zeros of
the filter system transfer function; N is the filter order. The
IIR filter not only inputs the finite term of the original signal
for calculation but also considers the output term before the
filter. Clearly, the calculation and execution of the filter are
realized through the loop body, and each loop outputs a fil-
tered value. The output result of the previous loop needs to
be used as the input of the subsequent loop, and the loop
has relevance [21, 22].

2.2.4. Time-Frequency Domain Processing of
Vibration Signals

(1) Time Domain Processing. The random vibration signal
has no obvious regularity. Let fxðkÞg be the discrete data
sequence of the random vibration signal, the length is N ,
and the sampling time step is Δt. The mean value of the ran-
dom vibration signal is estimated as:

μx =
1
N
〠
N

k=1
x kð Þ: ð6Þ

For this kind of averaging, the original data segment can
be divided into several subdata segments of equal length to
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Figure 2: C/S and B/S hybrid architecture of medical monitoring management system.
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obtain the average value, respectively, and then the calcula-
tion results of the subdata segments are summed and aver-
aged to obtain the average value estimate. The processes of
averaging the data segments are not related and can be exe-
cuted in parallel, and then the results of the parallel execution
are summarized to obtain the final result. For the mean
square estimate:

ψ2
x =

1
N
〠
N

k=1
x2 kð Þ: ð7Þ

The calculation process is the same as the mean estima-
tion. Variance estimation:

σ2x =
1
N
〠
N

k=1
x kð Þ − μx½ �2 = ψ2

x − μ2x: ð8Þ

The calculation process can be decomposed into two
unrelated subtasks to calculate the mean and mean square
estimation. The parallelism of its task is embodied in that it
can be decomposed into subtasks that can be executed in par-
allel, and its expression is

Rxx kð Þ = 1
N

〠
N−k

i=1
x ið Þx i + kð Þ: ð9Þ

It can be seen from Expression (9) that the calculations of
the instantaneous function values of the autocorrelation
function are not related and can be executed in parallel. Since
the calculation of the autocorrelation function also takes the
single-channel random vibration time-domain signal as the
input, the effect of parallel calculation on the calculation effi-
ciency is not considered here.

Rxy kð Þ = 1
N‐k 〠

N−k

i=1
x ið Þy i + kð Þ: ð10Þ

The calculation of the cross-correlation function is also a
two-level nested loop body calculation task, but its input sig-
nal is sampled data from two different channels, and the rest
is the same as the calculation of the autocorrelation function
[23].

In the structural health monitoring system, some physi-
cal quantities sometimes need to be acquired by transforming
other physical quantities. For example, the speed signal or
displacement signal can be obtained by the acceleration sig-
nal (twice) integration. The calculation and evaluation for-
mula is

y kð Þ = Δt〠
k

i=1

x i − 1ð Þ + x ið Þ
2 : ð11Þ

The calculation of the value of each discrete point of the
signal after integration is not related and can be calculated
in parallel. Since its input is a time series, parallelism here is

of little significance to distributed computing, and it can only
be used to increase the running speed of the time-domain
integral calculation within the node.

(2) Frequency Domain Processing. Ultrasound images have
high requirements for edge detail and are nonstationary sig-
nals that cannot be met by traditional Fourier transform-
based signal denoising methods. Ultrasonic speckle suppres-
sion and denoising methods can be broadly divided into spa-
tial area local statistical filtering, anisotropic diffusion
filtering, and wavelet transform-based filtering. The auto-
power spectral density function is the Fourier transform of
the autocorrelation function, namely,

Sxx kð Þ = 1
N

〠
N−1

n=0
Rxx nð Þe−i2πkn/N , ð12Þ

Sxy kð Þ = 1
N

〠
N−1

n=0
Rxy nð Þe−i2πkn/N : ð13Þ

The power spectral density function can be used as the
input data of some specific modal parameter identification
methods, namely,

H kð Þ = Sxy kð Þ
Sxx kð Þ , ð14Þ

Cxy kð Þ = Sxy kð Þ�� ��2

Sxx kð ÞSyy kð Þ : ð15Þ

In the formula, SxxðkÞ means self-power spectrum esti-
mation of random vibration excitation signal; SxyðkÞ means
cross-power spectrum estimation of random vibration exci-
tation and response signal. The left is used for the coherence
function to evaluate the quality of the frequency response
function estimation result [24, 25].

3. Experimental Design of Mobile Medical
Monitoring and Management System

3.1. Test Subject. In this trial, 48 patients undergoing thyroid
surgery in a hospital from 2019 to 2020 were selected and
randomly divided into two groups with 24 people in each
group. The experimental group was informed by the experi-
ments that it needed to be equipped with sensors and used
the control panel and GPS positioning module for the first
time. Obtain the exact location of the patient at a time, and
load the sensor with the consent of the patient and the
patient’s family; the control group will not be processed.
The general information of these 48 patients is presented in
Table 1. For functional tests and software performance tests
of the mobile medical monitoring and management system,
and at the same time, analyzing the satisfaction of the medi-
cal staff with the mobile medical monitoring and manage-
ment system, the research tool used in the questionnaire
survey method is the questionnaire, which uses the Likert
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five-level scoring method, the score ranges from 1 to 5,
which, respectively, represent completely disagree with this
view, disagree with this view, neither disagree nor agree,
agree with it view, and I fully agree with that view, respec-

tively. The higher the price, the more you agree with the
point of view.

3.2. Experimental Method

3.2.1. Cloud Computing Medical Monitoring and
Management System. In the daily work of thyroid postopera-
tive care, the medical monitoring and management system
uses the Internet of Things and cloud computing technology,
and uses real-time monitoring procedures for the physiolog-
ical indicators in the patient care process, and uploads and
transmits information in time, and the members of the nurs-
ing team conduct real-time monitoring feedback, etc.
Through the Internet of Things technology to implement
all-weather monitoring of each patient and each hospital
bed, to achieve a 24-hour uninterrupted effect, so that the
nursing team members can know the patient’s infusion situ-
ation at any time in the nurse station or mobile state and
carry out timely replacement of infusion bottles and handling
of accidental infusions improve the work efficiency of medi-
cal staff and bring better experience to patients [26, 27].

3.2.2. System Composition. The medical monitoring and
management system consists of monitoring instruments,

Table 1: General information of the two groups of patients.

Group
Number of cases

Years Course of disease Years of education
Male Female

Experiment group 16 8 43:27 ± 11:21 7 ± 5:5 8 ± 5:12
Control group 14 10 41:98 ± 14:02 9 ± 3:4 9 ± 4:57

Data
processing

Bluetooth
module

Bluetooth module

Data analysis module

Data sending module WIFI/GPRS

Database

Cloud
platform

Central
node

Android platform

Figure 3: System structure frame diagram.

Table 2: System function test table.

Functional module Function name Test steps Test results

Login/registration module Login Perform login operation Successfully logged in

Main functions of the system

Control panel Manually control other module operations Test success

GPS positioning module Manual GPS positioning operation Test success

Bluetooth module Connection between central nodes Test success

Data analysis module Cloud platform for data analysis operations Test success

Data storage module Database for data storage operations Test success

Data sending module Cloud platform for data sending operations Test success

System home Enter the system homepage operation Test success
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Figure 4: System performance test analysis chart.
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data receivers, and computer screen (with network interface),
and its structural framework is shown in Figure 3. First, the
monitoring instrument is used to collect data on various
physiological indicators of the patient’s body, and then the
relevant information is uploaded and sent to the data
receiver. Each bed in the room is equipped with a monitor
and hung with a hook under the screen window. Each infor-
mation bar is equipped with a data receiver, and the monitor
will send data. In the cloud service layer, the data uploaded
through the transmission layer is stored in a database cluster,
and the data processing component analyzes the data accord-
ing to related algorithms and organizes related health files or
related medical records [28–30].

3.3. Establish Model Evaluation Index System. The evaluation
index is a specific evaluation item determined according to
some evaluation goals, which can reflect some basic charac-
teristics of the evaluation object. The index is specific and
measurable, and it is the observation point of the goal. Defi-
nite conclusions can be drawn through actual observation of

the object. Generally speaking, the evaluation index system
includes three levels of evaluation indexes: they are the rela-
tionship between gradual decomposition and refinement.
Among them, the first-level evaluation indicators and the
second-level evaluation indicators are relatively abstract and
cannot be used as a direct basis for evaluation. The third-
level evaluation indicators should be specific, measurable,
and behavior-oriented, and can be used as a direct basis for
evaluation [30, 31].

3.4. Statistical Processing. Statistical analysis was performed
with SPSS 13.0 statistical software. The significance test was
performed by one-way analysis of variance, the difference
between the two groups was performed by LSD-t test, and
the postoperative recovery of the thyroid was performed by
group t test. P < 0:05 is considered significant and statistically
significant.

4. Mobile Medical Monitoring and
Management System

4.1. System Test

4.1.1. System Function Test. The functional of the system
mainly includes eight functional modules including system
login, control panel, GPS positioning module, Bluetooth
module, data analysis module, data storage module, and data
transmission module. The test results are shown in Table 2.

In the process of testing the monitoring effect, technical
tests such as background sampling and encoding are carried
out using specific video formats, and the server and other
hardware are repeatedly tested until satisfactory test results
are obtained. It can be seen from the table that the system
is designed and tested successfully after analyzing the
required functions.

4.1.2. System Performance Test.Here, we are mainly from five
perspectives (response time, throughput, server resource
occupancy, load test, and strength test) to carry out the per-
formance test of the system, and the results are shown in
Figure 4.

It can be seen from Figure 4 that the general response
time is within 3 s, and the user will feel more satisfied.

Table 3: Monitoring system energy consumption data sheet.

Power consumption Equipment cost System standby time Scope of action

Surveillance system Medium High Long Small

Medical monitoring and management system Cheap Cheap Long Wide

Table 4: Monitoring system transmission speed data table.

Data transmission
speed

Accuracy
Information processing

capability
Helpful to medical

staff
Anti-

interference

Surveillance system Slow Medium Medium Medium Medium

Medical monitoring and management
system

Fast Accurate Power Power Power
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Between 3 s and 8 s, users can barely accept it, and users who
are longer than 8 s may not accept it. Because the cloud com-
puting medical monitoring and management system is used
to obtain the exact location of the patient in the first time,
the response time needs to be shorter, and the response of
this system within the time increases as the number of sen-
sors increases (P < 0:05), but it is always much less than 3 s;
the throughput and server resource occupancy test scores
do not rise much within 100 sensors; load test and strength
test scores are at 200. The rise within the sensor is not large.

4.2. Based on Monitoring System

4.2.1. Analysis Based on the Energy Consumption of the
Monitoring System. Here, the energy consumption of cloud
computing, medical monitoring management system, and
general monitoring system is compared, and the results are
shown in Table 3.

It can be seen from Table 3 that the power consumption
of the general monitoring system is not too high, but the
cloud computing, medical monitoring, and management sys-
tem, data is transmitted by sensors, and the power consump-
tion is less than that of the general monitoring system; the
equipment cost is relative to the general there are also fewer
monitoring systems; the standby time of the two monitoring
systems is very long; and the cloud computing medical mon-
itoring management system has a wider range of action than
the general monitoring system.

4.2.2. Analysis Based on the Transmission Speed of the
Monitoring System. Here, we compare the energy consump-
tion of the cloud computing medical monitoring and man-
agement system with the general monitoring system, and
the results are shown in Table 4.

Table 4 shows that medical cloud computing monitoring
and management system data uses visualization technology
to visualize normal data, while the general tracking system

is propagated by image transmission, so medical computing
and cloud computing management system is relevant to the
general, and the monitoring system is faster in data transmis-
sion speed. The cloud computing medical monitoring and
management system directly detects the patient’s heart rate,
blood pressure, and other physiological data in real-time.
Compared to the general monitoring system, it can only read
the patient image. To be precise, stronger in the ability to
process information and more help to medical staff.

4.2.3. Analyze the Adverse Reactions of Patients after Surgery
Based on the Monitoring System. It can be seen from Figure 5
that the monitoring system can detect the adverse reactions
of the patients based on the patient’s physiological data. A
total of 25% of patients have postoperative complications,
including 8.33% of thyroid crisis, 8.33% of hand and foot
convulsions, with 4.17% bleeding, and 4.17% hypocalcemia,
for medical emergency and medical care, obtaining the exact
location of the patient at the first time will bring a lot of time
to the success of the rescue.

4.3. System Satisfaction Based on Medical Staff. It can be seen
from Figure 6 that doctors’ satisfaction with cloud comput-
ing, medical monitoring, and management system increased
from 2.79 to 5.16; nurses’ satisfaction with cloud computing,
medical monitoring, and management system increased
from 3.24 to 5.03; head nurses’ satisfaction with cloud com-
puting, medical monitoring, and management system the
degree of satisfaction increased from 3.50 to 4.81; the admin-
istrator’s degree of satisfaction with the cloud computing
medical monitoring and management system increased from
3.56 to 4.97, which shows that the medical staff are very sat-
isfied with this system.

5. Conclusions

The research of mobile medical monitoring andmanagement
system started relatively late. At present, a complete monitor-
ing system has been built on many large-scale structures at
home and abroad to ensure the normal operation of the
structure during service. The Internet of Things and cloud
computing technologies, as new technologies developed in
recent years, have high research and application value and
can play a major role in promoting economic development
and industrial upgrading. Analyzing the characteristics of
the Internet of Things, cloud computing technology, and
mobile medical monitoring, comparing it from three levels,
and demonstrating the functional correspondence between
their system architectures and the three common features:
comprehensive perception, reliable transmission, and intelli-
gent processing. Mobile medical monitoring is a specific
application of the Internet of Things and cloud computing
technology in the field of engineering monitoring. For medi-
cal emergency and medical care, obtaining the exact location
of the patient for the first time is of great significance to the
success of the rescue. This article implements the function
of sending the location of the patient to the designated med-
ical caregiver in the map service. It provides an effective way
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for patients to get help as soon as they encounter
emergencies.
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available within the manuscript.
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R&D investment is an important way to improve scientific and technological innovation capabilities. In an increasingly competitive
market, the rapid changes in science and technology have brought new opportunities for enterprise development. However, if
production factors cannot be rationally allocated, low allocation efficiency or low allocation efficiency is likely to occur. The
phenomenon of excessive overflow of production factors makes the input factors unreasonable and causes the problem of
lowering the economic output of enterprises. Therefore, this article analyzes the feasibility and timeliness of R&D investment
from factors of production and enterprise output performance based on data mining. The problem is to optimize the rational
allocation of future factors of production and provide assistance in achieving a combination of existing and new factors of
production. For this test, we selected the companies listed in the Growth Enterprise Market and the survey period is from 2018
to 2020. The data is taken from the Guotaian database, some of which is obtained by manually reading the company’s annual
report, and a multiple regression analysis model is established and tested. The relationship between R&D investment,
production factors, and corporate performance is obtained. The group regression method is used to test the impact of
production factors on R&D. Whether input and corporate performance have a moderating effect, and the specific moderating
and lagging effects of production factors are investigated. Experiments have proved that the nonstandardized coefficient of R&D
investment intensity and operating gross profit margin is 0.714, and the T value of 9.296 is positive and significant. Each
increase of enterprise R&D investment intensity by 1 will increase operating gross profit margin by 0.714. The coefficient of
operating gross profit margin is much smaller than the coefficient of Tobin’s Q value. This shows that the factor of production
has a great influence on the relationship between R&D investment and corporate performance. It has the importance of being a
specific practical guide for guiding GEM companies in my country with different elemental intensities to carry out R&D
activities and improve corporate performance.

1. Introduction

In today’s global economic integration, the concept of tech-
nological innovation has sounded the clarion call of the
new industrial revolution one after another, and the scientific
and technological capabilities of enterprises have become the
touchstone of whether enterprises can survive. In recent
years, Chinese companies are growing rapidly as a whole,
but their growth point remains at the top of the total eco-
nomic volume, and their capacity and quality development
are not well coordinated. A series of common problems, such
as low technical content and low market value of finished
products, have become bottlenecks that limit the develop-

ment and growth of many companies, making them difficult
to even break through.

In today’s world, economic downward pressure is rela-
tively high, companies want to create economic benefits in
the downturn, and research and development activities may
be another option for companies. As for the economic conse-
quences that R&D investment will bring to enterprises, many
scholars at home and abroad have also conducted fruitful
research on this, but the research conclusions are inconsis-
tent and there are big differences. As the main body of scien-
tific and technological innovation, enterprises must proceed
from their own perspective and demand resource allocation
that meets their own conditions, and the ultimate goal of
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the enterprise is to make profits and maximize the effective-
ness of production factors in order to improve performance
more effectively.

Kim and Yang proposed that it is a top priority to realize
the transition from traditional agriculture to modern market
agriculture as soon as possible in the construction of a new
socialist countryside. Realizing market agriculture can
improve China’s agricultural core competitiveness, increase
farmers’ income, and contribute a lot. They also discussed
the current situation and influencing factors of the flow of
production factors in the process of implementing market-
oriented agriculture in our country and discussed the means
to promote the circulation of agricultural production factors.
However, their research did not clearly propose how to real-
ize the transition from traditional agriculture to modern
market agriculture, and the overall research lacks data sup-
port [1]. Data mining is playing an increasingly important
role in politics, economy, transportation, and life. There have
been many cases of applying data mining to solve practical
problems at home and abroad. Wang et al. proposed that
thresholding the ensemble coherence is a common method
to identify radar scatterers that are less affected by decorre-
lated noise. However, thresholding the consistency may
result in the loss of information in areas that experience more
complex deformed scenes. If differences in moderately coher-
ent regions have similar behaviors, it is important to consider
their spatial correlation for correct reasoning. Then, the
information on the low-coherence area may be used in a sim-
ilar way, while the coherence is used for thematic mapping
applications, such as change detection. A method based on
data mining and statistical procedures is proposed to reduce
the influence of outliers in the results. Our method allows
minimizing the outliers in the final results, while preserving
the spatial and statistical correlation between the observa-
tions. The experimental results lack more data support so
that data mining can alleviate the impact of outliers in the
results is still doubtful [2]. Tao et al. collect data on IoT devices
to achieve better decision-making, higher automation, higher
efficiency, productivity, accuracy, and wealth creation. Data
mining and other artificial intelligence methods will play a
key role in creating a smarter IoT, despite the many chal-
lenges. The applicability of eight well-known data mining
algorithms to IoT data is tested. Including the deep learning
artificial neural network, which constructs a feedforward mul-
tilayer artificial neural network for modeling advanced data
abstraction, their research data is insufficient, making the data
mining results inaccurate [3].

This article will apply the data mining classification algo-
rithm to the actual problems of the performance evaluation
of the market-oriented enterprises of production factors.
The data comes from the Guotaian database, or by consulting
the GEM 2018-2020 annual report, applies the algorithm to
the actual problems and improves the market. In this article,
we add Tobin’s Q value as an indicator to measure the market
performance of a company’s R&D investment and use Tobin’s
Q value to reflect its impact on the future of the company. At
the same time, this article introduces the variables of factors of
production, investigates the relationship between them in
detail and in detail, and expands the research space for corpo-

rate performance in future scientific research activities and
research ideas.

2. Intelligent Data Mining Market
Circulation of Production Factors

2.1. Data Mining

(1) Data mining method

Data mining is different from ordinary information
retrieval. Ordinary information retrieval is to directly obtain
the required content through query commands, while data
mining is to obtain effective information from the data
through association rules and machine learning algorithms
[4, 5]; the information obtained is indirect and abstract,
and the hidden patterns used for evaluation are discovered
through data mining. The general framework of data mining
is shown in Figure 1.

The prediction task predicts the value of the target attri-
bute based on the existing attributes, mainly regression tasks
and classification tasks. The target variable predicted by the
regression task is a continuous variable, and the target vari-
able predicted by the classification task is a discrete variable.
However, both of these are used to train the prediction model
through the training set. The target variable of the training
set is known; that is, the training set there is labeled data, so
the generated model is a mapping of existing attributes and
target attributes generated under supervision, which is a
supervised learning method. Descriptive tasks generally sum-
marize the potential association patterns in the data, mainly
including cluster analysis, association analysis, and anomaly
detection [6, 7].

(2) Data preprocessing

(a) Reasons for data preprocessing

The purpose of data preprocessing is to obtain reliable
data for data mining tasks. There are many reasons for the
low quality of data, such as equipment failure during the
data collection stage, human error during data input, techni-
cal errors during data transmission, and the user’s cover-up
of information [8, 9]. Due to technical or confidential rea-
sons, the data is incomplete data, which is reflected in the
missing part of the attribute values of the data or the missing
values of some important attributes. The imbalance of data
is reflected in the imbalance of the data distribution, and
the imbalance of the data will lead to the inaccuracy of the
trained model [10].

(b) Data preprocessing method

Data cleaning is to remove the “dirty data” from the
data. Smooth noise, general data will have random noise,
and the data obtained by smooth processing is more realis-
tic; the detection and deletion of outliers, generally speaking,
the data of outliers has a lot of noise, which can be consid-
ered noise data. The training of the model is unfavorable,
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and the general processing method is to delete it directly.
Since data is generally collected in different systems, and
these systems are generally independent, the data is also iso-
lated data from each other [11, 12]. Data reduction is to
reduce the scale of data, such as deleting irrelevant attri-
butes, replacing words with numbers in the bag-of-words
model, and discretizing continuous values. These processing
will greatly reduce the scale of data and save calculation
space and time.

2.2. Classification Algorithm Performance Evaluation. For the
performance evaluation of the algorithm, in addition to the
test set, the performance evaluation index of the algorithm
is also required. For different tasks, there are different algo-
rithm performance evaluation indicators to compare the
effects of different algorithms or the same algorithm with dif-
ferent parameters [13, 14]. For the two-class classification
problem, the category predicted by the classification algo-
rithm and the true category of the sample can be combined
to obtain the confusion matrix of the classification result, as
shown in Table 1. Among them, TP represents the number
of samples predicted by the classification algorithm to be pos-
itive and are actually positive examples, called true examples;
FP represents the number of samples predicted by the classi-
fication algorithm to be positive but actually negative exam-
ples, called false positives; FN represents the classification
algorithm the number of samples predicted to be negative
examples but actually positive examples is called false negative
examples; TN represents the number of samples predicted by
the classification algorithm to be negative examples and actu-
ally is also a negative example, which becomes a true negative
example [15, 16].

(1) Accuration (refers to the proportion of correctly clas-
sified samples to the total number of samples)

accuration = TP + TN
TP + FP + FN + TN

ð1Þ

(2) Precision (refers to the proportion of the number of
positive samples predicted to be correct to the total
number of positive samples predicted)

precision =
TP

TP + FP
ð2Þ

(3) Recall (refers to the proportion of the number of pos-
itive samples that are correctly predicted to the total
number of positive samples)

recall =
TP

TP + FN
ð3Þ

(4) F1 value

F1 value is proposed on the basis of precision rate and
recall rate, and is defined as

F1 =
2 × precision × recall
precision × recall

: ð4Þ

For a classification problem, the prediction accuracy and
recall are usually mutually restricted, and the F1 value bal-
ances the influence of these two indicators

(5) ROC and AUC

For the predicted value, the larger the probability that the
sample belongs to the positive sample, the same, the smaller
the value, the greater the probability that the sample belongs
to the negative sample. For practical applications, if we pay
more attention to the accuracy rate, we can increase the

Data source
Data

Target data 
Preprocessed data Mode

Knowledge

Integrated data Data selection Pretreatment Data mining Result expression

Data preparation Data mining Result expression and processing

Figure 1: Data mining framework diagram.

Table 1: Confusion matrix of classification results.

Reality forecast
result

Positive example Counterexample

Positive example TP (real positives) FN (false counterexample)

Counterexample FP (false positives) TN (true counterexample)
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threshold; if we pay more attention to the recall rate, we can
lower the threshold [17, 18]. The proportion of real positive
cases predicted to be positive is consistent with the recall rate.
The ordinate is the true rate, indicating the proportion of real
negative cases predicted to be positive. The definitions are as
follows:

FPR =
FP

FP + TN
, ð5Þ

TPR =
TP

TP + FN
: ð6Þ

AUC is the area included under ROC. When AUC is
greater than 0.5, the classification algorithm is effective, and
the larger the AUC, the stronger the generalization ability
of the classification algorithm. When the AUC is less than
or equal to 0.5, the classification algorithm is invalid [19].

2.3. Data Mining Classification Algorithm

(1) Naive Bayes

Bayes’ theorem is defined as follows:

P B Ajð Þ = P A Bjð ÞP Bð Þ
P Að Þ , ð7Þ

where PðBjAÞ refers to the probability of event B occurring
under the condition of event A and PðBÞ and PðAÞ, respec-
tively, represent the probability of event B occurring in event
A, and event B is two independent events in event A [20].

Assume that there are t classified samples in the train-
ing sample T , and the sample attribute X = fx1, x2,⋯, xkg
belongs to the c class, where xi represents the i attribute
in the sample sign. According to Bayes’ theorem,

P c Xjð Þ = P X cjð ÞP cð Þ
P Xð Þ , ð8Þ

where PðcjXÞ is the conditional probability that the sample
attribute X is the class label c; PðXjcÞ is the conditional
probability that the sample attribute is X under the c class;
PðCÞ is the proportion of each type of sample, which is
obtained by counting the frequency of each type of sample;
and PðXÞ is a normalized evidence factor and has nothing
to do with category [21, 22].

For the unknown sample X, we calculate the conditional
probability of this sample for each category separately. The
calculation of PðXjcÞ is more difficult because the attributes
of the unknown sample may not appear in the training set.
According to the assumption that the attributes are indepen-
dent of each other, there are

P X cjð Þ =
Yk

i=1
P xi cjð Þ: ð9Þ

So, the expression of the Bayesian classification algorithm
can be written as

h Xð Þ = arg max P cð Þ
Yk

i=1
P xi cjð Þ ð10Þ

(2) Logistic regression

The Sigmoid function is similar to a step function. At the
jumping point, it can be regarded as jumping from 0 to 1 in
myopia, which meets the requirements of classification. At
the same time, the differentiability of the function ensures
that the solution is more convenient [23, 24]. The calculation
formula of the Sigmoid function is

y =
1

1 − e−z
: ð11Þ

Among them, z is a regression function; set the regression
coefficient ω, and the input is X, then z = ωTX, into the above
formula, we can get

y =
1

1 − e− ωTXð Þ : ð12Þ

Ultrasound images have high requirements for edge detail
and are nonstationary signals that cannot bemet by traditional
Fourier transform-based signal denoising methods. Ultrasonic
speckle suppression and denoising methods can be broadly
divided into spatial area local statistical filtering, anisotropic
diffusion filtering, and wavelet transform-based filtering.

ln
y

1 − y
= ωTX: ð13Þ

If y is the probability that sample X belongs to a positive
sample, 1 − y is the probability of a negative example, and ln
ðy/ð1 − yÞÞ is the relative probability that sampleX is a positive
sample. Considering y as the posterior probability, estimate
Pðy = 1jXÞ, then Equation (13) can be something like

ln
P y = 1 Xjð Þ
P y = 0 Xjð Þ = ωTX: ð14Þ

Obviously,

P y = 1 Xjð Þ = eω
TX

1 + eωTX
, ð15Þ

P y = 0 Xjð Þ = 1
1 + eωTX

: ð16Þ

To estimate ω through the maximum likelihood method,
we can get

L ωð Þ = 〠
m

i=1
yi ln P y = 1 x1jð Þ + 1 − y1ð Þ ln P y = 0 x1jð Þ: ð17Þ
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The loss function JðωÞ is

J ωð Þ = −
1
m
L ωð Þ: ð18Þ

This formula cannot be solved analytically, and the gradi-
ent descent algorithm can be used to approximate the solution
to obtain the best regression parameter ω [25].

3. Experimental Design of Market-Oriented
Circulation of Production Factors

3.1. Variable Selection

(1) Dependent variable: corporate performance

There are various indicators that reflect the performance
of enterprise R&D input and output, including financial and
nonfinancial. Nonfinancial indicators include upgrade of pro-
duction process, number of patent applications, and update of
knowledge and skills, considering that the measurability and
availability of this type of data is difficult, so when combined
with assumptions and samples, Choose financial indicators
to measure R&D input and output. Tobin’s Q value is also
added as an indicator to measure the market performance of
enterprise R&D investment. Regarding R&D investment as a
dynamic and long-term process, it has given high weight to
the development prospects of the company, and the Tobin Q
value is used to reflect its impact on the future of the company.

(2) Independent variable: R&D investment

The R&D expenditure is divided into two parts: expense
and capitalization. It includes the actual R&D investment of
the enterprise in the year, the investment of personnel and
equipment, and the investment of information and creativity.
On a quantifiable basis, the current R&D investment amount
is obtained. In order to avoid a large gap in the value of the
sample’s R&D investment due to the difference in company
size, the R&D investment ratio is selected as an independent
variable.

(3) Categorical variable: intensity of production factors

The factors of production are divided into three dimen-
sions: labor, capital, and technology. Different measurement
standards are used for the dimensional division of produc-
tion factors, and the intensity division is completed accord-
ing to corresponding indicators and methods. Capital-labor
ratio and fixed asset ratio are selected to measure capital-
labor intensity. The ratio of capital to labor can reflect the
quotas between the two most basic factors of production;
the ratio of fixed assets can indicate whether the company
has idle fixed assets and the importance of fixed assets, and
the two can be directly measured and complemented and
analyzed, and the ratio obtained the larger the value, the
more important the capital. The ratio of R&D expenses to
product costs is cited to reflect how much R&D expenses
are condensed in each unit cost; the ratio of R&D personnel
to the number of employees reflects the personnel input of

the company in conducting R&D activities, combining the
above two indicators to distinguish between technology and
nontechnology type enterprise.

(4) Control variables

(a) Enterprise scale

Since the scale of listed companies has an impact on out-
put effects, large-scale companies often have certain accumu-
lated advantages, so company scale is a control variable that
needs to be established. Since R&D investment not only has
an impact on the value of fixed assets but also has a more
important impact on the value of intangible assets. In addi-
tion, in the R&D investment intensity index, the operating
income has been calculated as the denominator, so the total
assets are taken as the natural logarithm.

(b) Asset-liability ratio

Since R&D activities are a corporate activity with high
capital investment, and the sample selected companies listed
on the Growth Enterprise Market, the sample has the charac-
teristics of short business cycle, fast replacement, and large
growth inertia. The specific situation of corporate debt man-
agement will eventually be reflected in business performance.
Therefore, from the perspective of the relationship between
corporate capital stock and technological innovation capabil-
ities, the asset-liability ratio is used as a control variable to
indicate the abundance of corporate funds. The relationship
and meaning between the variables are shown in Table 2.

3.2. Test Subject. This test selects companies listed on the
Growth Enterprise Market, and the research period is from
2018 to 2020. The data comes from the Guotaian database,
partly obtained by manually reading the company’s annual
report. Since the China Securities Regulatory Commission
did not include the R&D investment data in the scope of
mandatory disclosure by listed companies, the R&D invest-
ment data is not available in databases such as Guotaian.
Therefore, such data is manually collected by reading the
company’s annual report. After strict screening of the sample
data through the screening criteria, a total of 2942 sample
data were obtained.

(i) Screening criteria

Financial data for the period 2018-2020 must be com-
plete. If something is missing, the sample will not be used.
If the data is complete, the subject should be representative.
If your company’s industry data is less than 5 (including 5),
it will be deleted. Due to the peculiarities of the financial
industry, data on listed companies in the financial industry
have also been deleted.

3.3. Moderating Effect Test Method. For companies, the rela-
tionship between R&D activities and corporate performance
will also be affected by the company’s own “personality.” The
exact same R&D management model is effective for some
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companies, but invalid for some companies. The “personality
of an enterprise” can be expressed as the “foundation” of the
enterprise, that is, the factors of production, specifically the
number of laborers, the richness of assets, or the level of tech-
nology. When the independent variable is a continuous var-
iable and the adjustment variable is a categorical variable,
the adjustment effect can be tested by the group regression
method; that is, after the adjustment variable M is grouped,
X and Y are linear regressions; if there is a difference between
the group regression coefficients, it proves that there is a
moderating effect.

3.4. Model Building. We establish a multiple regression anal-
ysis model to test the relationship between R&D investment,
production factors, and corporate performance. The estab-
lishment steps are as follows: put independent variables and
control variables into the model and perform regression
analysis to explore the relationship between R&D investment
intensity and corporate performance and introduce adjust-
ment variables, divide the samples into three groups in the
three-dimensionality groups of production factors, and build
the model as follows:

Yi = a + bX1i + cX2 + ε: ð19Þ

Among them, Yi represents the performance of different
groups of enterprises, X1i represents the R&D investment of
different groups, X2 represents the control variable, and ε is
introduced as a random variable to represent other influenc-
ing factors not involved in this study to modify the hypothet-
ical model established. If there are significant differences in
the grouping regression under each dimension of production
factors, it can be concluded that each dimension of produc-
tion factors has a moderating effect on the relationship
between R&D investment and enterprise performance. On
this basis, the subsamples classified according to the various
dimensions of the production factors are then used for
regression comparison. By observing the significance of b in
different groups, there are significant differences. It can fur-
ther reflect the concrete manifestation of the relationship
between production factors and R&D investment and enter-
prise performance.

3.5. Statistical Processing. Statistical analysis was carried out
with SPSS 13.0 statistical software. The significance test of
the difference was performed by one-way analysis of vari-
ance, the difference between the two groups was tested by
LSD-t, and the statistics of intelligent data mining analysis
results of the market-oriented circulation of production fac-
tors were performed by the group t-test. P < 0:05 is consid-
ered to be significant and statistically significant.

4. Market Circulation of Production Factors

4.1. Descriptive Statistical

(1) Overall situation analysis

Here, we first analyze the overall situation of GEM listed
companies from 2018 to 2020 according to the intensity of
R&D investment. The results are shown in Figures 2–4.

It can be seen from Figure 2 that during the three years
from 2018 to 2020, the average R&D investment intensity
of listed companies on the ChiNext is 6.9%, and the standard
deviation is only 0.0675, indicating that this value can well
represent the overall level. The R&D intensity of 2% is only
the level at which the company can barely survive, and the
R&D intensity of 5% is the level at which the company has
a competitive advantage. This shows that the Growth Enter-
prise Market as a whole has innovative vitality. This is mainly
because most of the companies listed on the ChiNext are
high-tech companies or entrepreneurial companies, and they
regard R&D activities as a necessary condition for maintain-
ing innovation and competitiveness.

It can be seen from Figures 3 and 4 that the overall Tobin
Q value of the sample varies between 0.6149 and 13.267, with
an average of 3.5792 and a standard deviation of 2.67, indi-
cating that there is a large gap in the market value of listed
companies on the GEM. The operating gross profit margin
values are relatively the same. The standard deviation is
0.167, the minimum is -0.03, the maximum is as high as
0.92, and the overall average is 0.366, maintaining a gross
profit margin of about 38%. This shows that the GEM listed
companies have continuous competitive advantages.

As can be seen from Figures 2–4, from the perspective of
time span, the average value of R&D investment intensity has
increased from 7.3% in 2018 to 6.73% in 2019 and 6.67% in

Table 2: List of variable relations and meanings.

Variable type Variable meaning Variable value and method description

Dependent variable
Enterprise market performance Market value/total assets at the end of the year

Corporate financial performance Main business income-main business cost/main business income

Independent variable R&D investment intensity R&D investment/operating income

Categorical variables

Capital labor ratio Fixed assets/labor force

Proportion of fixed assets Net fixed assets/total assets

Proportion of R&D expenses R&D expenses/product production costs

Proportion of R&D personnel Number of R&D personnel/total number of employees

Control variable
Enterprise size Natural logarithm of the company’s total assets

Assets and liabilities Total liabilities/total assets
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2020. Although there is a slight downward trend, compared
with the 3.5% R&D investment intensity of main board listed
companies, it still has a big advantage. Tobin’s Q value has
been significantly improved in three years. While growing,
the gap in the market value has gradually widened, and the
standard deviation has increased by 1.26 compared with the
previous year. In comparison, the company’s operating gross
profit margin data has basically stabilized at 0.34 during
2018-2020, indicating that the company’s short-term profit
level has changed less.

(2) Analysis of each grouping situation

It can be seen from Table 3 that the R&D investment
intensity of labor-, capital-, and technology-intensive indus-
tries are 4.32%, 4.49%, and 8.96%, respectively; Tobin’s Q
values are 3.613, 3.623, and 4.346, respectively; operating
gross profit margins are 0.304, 0.347, and 0.358, respectively,
indicating that under different production factor intensities,
there is a difference between enterprise R&D investment and
enterprise performance. The specific difference is reflected in
a stepped difference. Technology-intensive industries far
surpass other groups in terms of R&D investment and cor-
porate performance. At the same time, capital-intensive
industries are slightly higher than labor-intensive industries.
The R&D intensity of technology-intensive samples, Tobin’s
Q value, and operating gross profit margin are the largest;
capital-intensive industries have the smallest standard devi-
ation of R&D intensity, indicating that the R&D intensity
of enterprises in this type of industry remains at a relatively
stable level; labor-intensive industries, the industry’s operat-
ing gross profit margin standard deviation, is relatively low-
est, indicating that the gross profit margin of this type of
industry tends to be stable, but the overall profitability is
weak.

4.2. Correlation. This paper uses SPSS 13.0 software to ana-
lyze the data and conducts correlation analysis before
regression analysis. Correlation analysis is used to describe
the degree of interdependence between variables. It can
detect whether there is autocorrelation between explanatory
variables in the model. The results of correlation analysis are
shown in Table 4. The table lists the coefficients of the cor-
relation between R&D investment intensity, corporate per-
formance, and control variables. Based on the correlation
analysis results in Table 4, the relationship between the
explanatory variables and the explained variables in the
model will be described separately.
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It can be seen from Table 4 that the correlation coeffi-
cients between the independent variable R&D investment
intensity and the dependent variable Tobin’s Q value and
operating gross profit margin are 0.165 and 0.378, respec-
tively, and the associated probability P value is less than
the significance level of 0.01. There is a significant positive
correlation between. Moreover, the operating margin coeffi-
cient is greater than Tobin’s Q coefficient, indicating that the
correlation between R&D investment and operating gross

profit margin is stronger than its correlation with Tobin’s Q
value, which indirectly proves that it is suitable for further
analysis of different groups and variables. The difference
exists. The two control variables of asset-liability ratio and
enterprise scale are also analyzed here. It can be seen that
the correlation coefficients between asset-liability ratio and
Tobin’s Q value and operating gross profit margin are,
respectively -0.216 and -0.413, with a significance level of
0.001; enterprise size and the correlation coefficients between
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Figure 4: Graph of operating gross profit margin over time.

Table 3: Descriptive statistics grouped by the intensity of production factors from 2018 to 2020.

Intensity of production factors N Minimum Maximum Mean Standard deviation

Labor intensity

R&D investment intensity 64 0.003 0.450 0.045 0.061

Tobin’s Q 64 0.976 9.736 3.613 1.838

Operating gross profit margin 64 0.056 0.663 0.304 0.141

Capital intensity

R&D investment intensity 462 0.003 0.166 0.051 0.028

Tobin’s Q 462 0.619 19.544 3.623 2.514

Operating gross profit margin 462 0.030 0.959 0.347 0.169

Technology intensity

R&D investment intensity 597 0.009 0.728 0.091 0.084

Tobin’s Q 597 0.844 18.105 4.346 2.298

Operating gross profit margin 597 -0.060 0.980 0.358 0.182

Table 4: Correlation analysis data sheet.

R&D investment intensity Assets and liabilities Enterprise size Tobin’s Q Operating gross profit margin

R&D investment intensity 1 — — — —

Assets and liabilities -0.293 1 — — —

Enterprise size -0.132 0.461 1 — —

Tobin’s Q 0.165 -0.216 -0.273 1 —

Operating gross profit margin 0.378 -0.413 -0.119 0.419 1
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Tobin’s Q value and operating gross profit margin are -0.273
and -0.119, respectively, and the significance level is 0.001,
indicating that in addition to the impact of R&D investment
intensity on corporate performance, there are other variables
that act in it.

4.3. Regression R&D Investment on Enterprise Performance

(1) The influence of R&D investment intensity on Tobin’s
Q value

The statistical performance of this model is significant,
reaching 19.118, indicating that the regression model of

R&D investment intensity and Tobin’s Q value is overall sig-
nificant in the regression analysis based on the full sample.
8.8% of the model is adjusted, indicating that the regression
equation explains the 8.8% square difference of Tobin’s Q
value. According to the collinearity diagnosis result, it is found
that the tolerances are 0.921, 0.764, and 0.870, respectively,
and there are no small values; the variance expansion factor
(VIF) is 1.906, 1.134, and 1.167, respectively, and there are
no very large values, further explanation there is no problem
of collinearity between variables in the equation. The nonstan-
dardized coefficient of R&D investment intensity and Tobin’s
Q value is 4.233, T value is 3.459, the sign is positive, and it is
lower than the significance level of 0.01, which means that for
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Figure 5: The regression result of R&D investment on Tobin’s Q value.
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Figure 6: The regression result of R&D investment on operating gross profit margin.
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each increase in R&D investment intensity of enterprises,
Tobin’s Q value will increase accordingly 4.233 shows that
R&D investment is positively correlated with the company’s
market performance. The results are shown in Figure 5.

(2) The impact of R&D investment intensity on operat-
ing gross profit margin

The statistical performance of this model is significant,
reaching 117.457, indicating that in the regression analysis
of operating gross profit margin, the regression model of
R&D investment intensity and operating gross profit margin
is overall significant. The adjusted model is 22.5%, indicating
that the regression equation explains 22.5% of the variation
of operating gross profit margin. At the same time, the collin-
earity diagnosis result also shows that there is no collinearity
problem among the explanatory variables in the equation.
The nonstandardized coefficient of R&D investment inten-
sity and operating gross profit margin is 0.714, and the T
value of 9.296 is positive and significant, indicating that the
R&D investment of an enterprise can directly promote the
growth of operating gross profit margin and thus bring busi-
ness performance to the enterprise. An increase of 1 will
increase the operating gross profit margin by 0.714 accord-
ingly. The coefficient of the operating gross profit margin is
much smaller than the coefficient of Tobin’sQ value, indicat-
ing that R&D investment has a greater effect on the market
value of the company, which proves that R&D investment
and corporate finance performance are positively correlated,
and the results are shown in Figure 6.

5. .Conclusions

This article uses the 2018-2020 GEM listed companies as a
sample, based on the perspective of production factors, to
study the impact of R&D investment and corporate perfor-
mance. The article divides the entire industry on the Growth
Enterprise Market into labor-, capital-, and technology-
intensive industries by calculating the corresponding pro-
duction factor intensity indicators. Through the use of statis-
tical software SPSS 13.0, descriptive statistical analysis,
correlation analysis, and regression analysis were performed
on the full sample and subsamples. At the same time, the
group regression method was used to test whether production
factors have a moderating effect on R&D investment and cor-
porate performance. It also examines the specific adjustment
and hysteresis effects of production factors in it. In the
research of this article, the factors of production are divided
into three parts: labor factors, capital factors, and technology
factors. It is found that the factors of production have a signif-
icant impact on the relationship between R&D investment and
corporate performance. This conclusion will guide my coun-
try’s GEM in the future. Companies with different factor
intensives carry out R&D activities to improve corporate per-
formance, which has certain practical guiding significance.
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Although the Chinese economy has developed rapidly since the reform and opening up, the income distribution gap is widening
year by year. The final social income distribution pattern is highly dependent on the primary distribution pattern. Therefore, the
changing trend and influencing factors of labor income share have become the focus of academic research and the focus of
government attention. Based on this, this article proposes enterprise financing based on Internet of Things data analysis
technology. Studies on the impact of restraints on labor income shares will help further research on the impact of corporate
financial restraints on future labor income shares. Based on the financial data reports published in the CCER database and the
company’s IPO prospectus and annual report, this paper discusses whether the company’s key business products belong to the
Internet of Things’ key technology application categories. Take 226 IoT companies as the research objects of this article, and
conduct a secondary screening. The final survey sample is used to investigate the impact of corporate funding constraints on
labor income share. Tests have proved that among the 179 resource-based enterprises undergoing transformation, 109
enterprises have undergone intraindustry transformation, accounting for 48.23% of the overall sample and 60.89% of the sample
of transformed enterprises. Downstream expansion makes the business industry expand. This shows that funding constraints
have a negative impact on labor income share. This is primarily the result of the impact of the long-term debt-to-asset ratio on
labor income share.

1. Introduction

The share of labor income in the primary distribution plays
an important role in the economy and society that cannot
be ignored. At the same time, during the new normal period
of economic change, my country’s economy emphasizes
structural optimization and upgrades and advocates supply-
side reforms. Adjusting and upgrading the industrial struc-
ture is becoming more and more important. Declining labor
income shares affect consumer demand and threaten social
harmony, stability, and sustainable development. Therefore,
in the context of inconsistent understanding of the evolution
trend of labor income share in existing research, and the
increasingly important and urgent industrial structure trans-
formation and upgrading, it is necessary to further examine
the changing trend of labor income share in China and thor-

oughly study the impact of corporate financing constraints
on labor income share path.

SMEs are the fundamental force for building a market
economy and play an important role in the prosperity of
the market economy. They are close to users, serve users,
and generally operate in the most competitive areas of the
market. A series of properties make it innovative in research
and development. In this respect, it has the unparalleled
innate advantage of large- and medium-sized businesses.
The Ministry of Industry and Information Technology of
China pointed out that the contribution rate of SMEs in
national invention patents, enterprise innovation, and new
product research and development can reach approximately
65%, 75%, and 80%, respectively. They are the main imple-
menters of research, development, and innovation. In the
main body and main force of my country’s scientific and
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technological progress, its R&D investment level is closely
related to the speed of my country’s economic development,
overall innovation capability, and competitiveness [1, 2].

In the past ten years, scholars at home and abroad have
conducted a lot of pioneering and fruitful research on the
impact of corporate financing constraints on labor income
share based on Internet of Things data analysis technology
and accumulated rich research results and research experi-
ence. From the perspective of the influence of financialization
on the market power of enterprises and the degree of labor
market competition, Tian and Nie link financialization with
the proportion of labor income through theoretical deriva-
tion and analyze whether the financialization of physical
enterprises will affect labor income. In addition, he also used
the empirical data of Chinese listed companies from 2008 to
2016 to conduct empirical tests. The results show that the
increase in the degree of financialization has reduced the
price increase and the rate of return. In addition, in the east-
ern region, during the period of capital and technology-
intensive industries and monetary policy tightening, the
degree of financialization has a greater negative impact on
labor income. However, its overall research lacks data sup-
port, and more data is needed to support its conclusions
[3]. Yin pointed out that the increase in the shareholding of
institutional investors will have a greater impact on corporate
governance. Therefore, the asymmetry of information and
agency costs of listed companies can be improved. Based on
Almeida’s financing constraint model, it verifies the
relationship between institutional investors and financing
constraints from the perspective of heterogeneity. The results
show that financing constraints are common in enterprises.
In non-state-owned enterprises, stress-resistant institutional
investors can significantly alleviate financing difficulties.
The experimental results lack more data support so that the
results obtained through Almeida’s financing constraint
model are irrelevant. However doubtful [4], Fang pointed
out that in corporate debt financing, the combination of
information asymmetry, agency issues, and transaction costs
leads to the difference between the internal and external
financing costs of the company, which leads to constraints
on corporate debt financing. It uses models to study debt
financing constraints and analyzes its impact on corporate
investment behavior choices to help companies respond
more reasonably to debt financing constraints, optimize
investment behavior choices, fully enhance corporate
value, and enhance competition between companies. How-
ever, the research did not clearly put forward the different
factors between the internal and external financing costs of
enterprises [5, 6].

This paper analyzes the effect of corporate financing con-
straints on labor income share through empirical analysis,
reveals the impact of corporate financing constraints on pri-
mary income distribution, provides a better theoretical expla-
nation and model basis for quantitative research on income
distribution, and provides a new way to solve the problem
of income disparity thoughts and enrich the theory of the
primary distribution of labor income. In this paper, we qual-
itatively and quantitatively analyze the effects of corporate
financial constraints on labor income shares and break down

fluctuations in labor income shares into interindustry effects
and intraindustry effects. It is hoped that the government will
be able to adopt relevant policies in developing constraints on
corporate financing. Develop and innovate systems, take into
account corporate funding constraints and increasing labor
income shares, and reasonably adjust income distribution
to provide a useful policy base.

2. Corporate Financing Constraints and Labor
Income Share

2.1. IoT Data Analysis Technology. Entering the era of the
Internet of Things, data on the Internet will explode at an
unprecedented rate. To retrieve the information people need
from massive data, some other related knowledge is needed,
such as the popular statistical machine learning. Data min-
ing, recommendation systems, etc. are all based on massive
user data and modeling user data and then used to predict
new users or give relevant recommendations to achieve the
purpose of data commercialization; that is, use known data
to obtain related business profits [7, 8].

Suppose that n sensors are deployed in the grid, and the
surrounding environment is periodically monitored for data
collection. The calculation IED node is located in the center
of the area. At this time, the network can cover the entire
monitoring area [9]. Let si denote the i sensor node, then
the set of nodes is S = fsij1 ≤ i ≤ ng, and the energy consump-
tion of the node sending bit data to a position with a distance
of d is as follows:

ETx l, dð Þ =
lEelec + lεf sd

2, d < d0,

lEelec + lεmpd
4, d ≥ d0,

8<
: ð1Þ

where Eelec represents the energy consumption of the trans-
mitting circuit. If the transmission distance is less than the
threshold d0, the power amplification loss adopts the free
space model; if the transmission distance is greater than or
equal to the threshold d0, the multipath attenuation model
is adopted.

The collection of n sensing data sampled by nodes in the
monitoring network in chronological order is denoted as
follows:

TS = t1, α1ð Þ, t2, α2ð Þ,⋯, tn, αnð Þf g, ð2Þ

where t represents the acquisition time and α′ represents the
predicted value corresponding to t.

In order to minimize the sum of squares of errors
between the sampled data and the fitted curve, let

D = 〠
n

i=1
d2i = 〠

n

i=1
αi − a + btið Þ½ �2: ð3Þ

At the same time, in order to make the predicted data
closer to the true value, D finds the second-order partial
derivative of a and b. Solutions have to
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a = �α − b�t,

b =
∑n

i=1tiαi − nt�α

∑n
i=1ti

2 − n�t2
:

8><
>:

ð4Þ

The heuristic mathematical expression of CFS is as
follows:

Merits Kð Þ = k�rcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k + k k − 1ð Þ�rf f

q , ð5Þ

whereMerits represents an evaluation score containing K fea-
ture subset S. The larger the value, the greater the correlation
between the feature subset S and the classification result [4, 10].

Assuming that an information source continuously emits
a series of uncertain source symbols, if these source symbols
C have a value C1, C2,⋯, Cn, the corresponding uncertainty
probability is P1, P2,⋯, Pn, and these source symbols are
independent of each other [11, 12]. Then, the information
entropy of these information source symbols can be defined
as follows:

H Cð Þ = −〠
n

i=1
P Cið Þ log2P Cið Þ, ð6Þ

where n is the sample set, class Ci means that n sample
sets contain individual samples, and HðCÞ means the
degree of uncertainty of the source samples C divided into
n classes [13, 14].

Assuming that a certain feature F in the sample set S has
multiple values fF1, F2,⋯, Fvg, the conditional entropy of
dividing S under the precondition of a given feature F can
be expressed as HðC ∣ FÞ; then,

H C ∣ Fð Þ = −〠
m

i=1
〠
v

j=1
P Fj

� �
P Ci ∣ Fj

� �
log2P Ci ∣ Fj

� �

= 〠
v

j=1
P Fj

� �
H C ∣ F = Fj

� �
,

ð7Þ

whereHðC ∣ F = FjÞ represents the conditional entropy when
the feature F takes the value Fj:

H C ∣ F = Fj

� �
= −〠

m

i=1
P Ci ∣ F = Fj

� �
log2P Ci ∣ F = Fj

� �

= −〠
m

i=1
Pij log2Pij:

ð8Þ

Given the large-scale polymorphic and multidimensional
properties of the Internet of Things perception data in real
time, the storage, calculation, and analysis of the perception
data at the bottom of the Internet of Things are not only fully
utilized, increasing the number of intelligent heterogeneous
network elements and intelligence in the perceptual layer of
the Internet of Things. It can also reduce the network trans-
mission consumption brought by the application layer of a

large amount of sensing data uploading and solve the prob-
lem of large processing feedback delay at the application layer
[15, 16]. After the IoT terminal device perceives the sur-
rounding environment data, it needs to transmit these data.
Therefore, it needs the support of the network layer. Through
the connection of the network layer, the objects can be con-
nected in series to form a mesh structure. In addition to
transmission, the confidentiality and correctness of data
transmission must be ensured, while stability and continuity
are required. The higher-level requirement is to occupy less
bandwidth, and the transmission process requires less energy
consumption.

2.2. Corporate Financing Constraints. The investment deci-
sion of an enterprise is closely related to the financing situa-
tion. Asymmetric information will increase the cost of
external financing of the enterprise. It is difficult for enter-
prises facing financing constraints to obtain the required
funds from the outside, so they have to give up good invest-
ment opportunities. The financial market is the basic
environment for the economic activities of enterprises, and
its degree of development will undoubtedly affect the invest-
ment and financing behavior of enterprises [17, 18]. In the
actual capital market, a single investor cannot understand
the business situation of the company due to lack of informa-
tion, and the cost of evaluating the company is very high.
Therefore, investors with idle funds are not willing to invest
their funds in companies and projects that they do not
understand. The existence of information asymmetry is not
conducive to corporate financing, so that the best investment
opportunity is missed.

The R&D activities of enterprises have a strong demand
for funds. It is necessary not only to ensure that there are suf-
ficient funds to carry out activities but also to ensure that
funds can be supplied in time to support the continued activ-
ities [19]. However, based on the various characteristics of
R&D investment itself, such as information asymmetry
between the supply and demand sides of funds caused by
the confidentiality of R&D core information, the uncertainty
of the income results caused by the long R&D cycle, and the
low guarantee value of the limited collateral in R&D, all make
it difficult for enterprises to obtain funds for R&D from the
outside, or although they can obtain funds, the cost is rela-
tively high, and the use of funds is also subject to greater
restrictions.

If the company’s capital liquidity is insufficient, it will
cause the company to be unable to pay the initial fixed costs
necessary for export, and this cost is an indispensable condi-
tion for the company to conduct foreign trade. Even for com-
panies, they have higher labor productivity and expect that
exports will bring certain profits to the company, but if the
company’s funds are not enough to pay the fixed costs in
the early stage, then they will not be able to carry out export
trade. Therefore, from this perspective, the financing con-
straints faced by enterprises will be limited to whether they
can participate in export trade [19].

2.3. Labor Income Share. China has always been at the low
end of the world’s industrial chain. Many multinational
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investment companies have transferred some industries to
China in order to save costs in order to seek advantages in
labor costs. For China, different industries transferred from
developed countries to my country will also cause corre-
sponding changes in my country’s labor income share. If
the transfer is capital-intensive industries, then the high
wages in these industries will drive the increase in China’s
overall labor income share and increase the wage gap in my
country with different skills; if the transfer is labor-
intensive industries, it will inevitably lead to low-end indus-
try competition intensified, thereby reducing the labor
income share [20, 21].

Based on this model, this paper adds a set of control var-
iables that may affect labor income shares. The mathematical
expression of the model is as follows:

LSit = C + αTradeit + γi + δt + μit , ð9Þ

LSit = C + αTradeit + θXit + γi + δt + μit : ð10Þ
In the formula, LSit represents my country’s labor income

share as the explained variable of the regression equation.
Tradeit represents the total amount of foreign trade, as the
main explanatory variable of the model, because trade
involves imports and exports. In order to further analyze
the impact of imports and exports on the labor income share,
this variable is specifically divided into import trade and
export trade species [22, 23].

The elasticity of capital output is as follows:

eKt =
∂Yt

∂Kt
⋅
Kt

Yt
=MPKt

1−σπσ ΓK
t

� �σ−1
: ð11Þ

The labor output elasticity is as follows:

eLt =
∂Yt

∂Lt
⋅
Lt
Yt

=MPLt
1−σ 1 − πð Þσ ΓK

t

� �σ−1
: ð12Þ

In the process of industrial transfer, foreign direct invest-
ment is the most direct manifestation. There are also differ-
ences in propensity to consume between capitalists and
workers. Workers and capital owners have different marginal
propensity to consume. As the labor income share increases,
workers’ incomes generally increase, capital owners’ profits
decrease, and workers’ consumption increases. The magni-
tude is greater than the decrease in capitalist consumption,
total consumption increases, and income increases [24, 25].
The increase in the labor income share reduces the average
propensity to save in the whole society, and the total amount
of loanable funds for investment decreases, which has a
restraining effect on investment. However, considering
China’s high public investment rate and overcapacity,
China’s high investment problem should not be a problem
of total volume, but a problem of investment structure. The
reduction of total investment and the optimization of
investment structure can also promote rapid economic
development. The increase in the income share is conducive
to increasing the income of laborers and promoting private
investment.

In terms of labor income share, the technology contribu-
tion of the capital-intensive sector is higher than the average
contribution of the labor-intensive sector, the technological
progress in my country is still the introduction of technology,
and independent innovation is second. When industrializa-
tion develops to some extent, after developing countries
acquire a certain amount of capital accumulation and tech-
nological research ability, the rate of capital accumulation
tends to decrease to some extent, and the production effi-
ciency of capital tends to be balanced. In the intensive indus-
trial development that is heading, the current technological
progress is dominated by independent R&D and innovation.
The demand for human capital has increased, and the output
efficiency of human capital has gradually improved. This is
manifested as capital-saving technological progress, which
leads to an increase in labor income [26, 27]. With the
development of the economy, the labor income share is
showing a pattern of changes, and my country is in a down-
ward stage of declining labor income share.

3. Experimental Design of the Influence of
Enterprise Financing Constraints on Labor
Income Share

3.1. Data Sources. Based on the financial data report
published by the CCER database and the company’s IPO
prospectus and annual report, this article will conduct a sec-
ondary screening based on whether the company’s main
business products belong to the Internet of Things key tech-
nology application classification and exclude those that do
not meet the requirements of the Internet of Things technol-
ogy concept and belong to ST or companies with missing
data, finally got 226 IoT listed companies as the final research
sample of this article.

3.2. Sample Index Selection. This paper selects dividend pay-
ment rate, interest guarantee multiple, and enterprise size as
the main proxy variable indicators when judging the degree
of corporate financing constraints. The maximum percentage
of dividends in a company’s net earnings per share is 100%,
and the minimum is 0%. A low dividend payout ratio means
that companies have to face higher external financing con-
straints. The data on the company’s dividend per share and
net income selected in this article are derived from the com-
pany’s annual financial income statement and owner’s equity
statement. In this paper, based on the basic characteristics of
my country’s Internet of Things listed companies and con-
sidering the availability of index data, the independent vari-
ables of the binary logistic regression model are selected as
return on equity (ROE), asset-liability ratio (LEV), working
capital allocation ratio (WCAR), and cash flow ratio (CFR).
It is measured by the ratio of accounts receivable to the total
assets of the enterprise. It indicates the amount of commer-
cial loans that a company can provide to other sellers as a
supplier. It is also a key indicator that reflects the ability of
enterprises to obtain financing in commercial credit. The
value of this indicator is also inversely related to financing
constraints.

4 Wireless Communications and Mobile Computing



3.3. Model Building. The system GMM estimation method
sends the difference equations and levels as equations and
uses more information than the first-order GMM to control
intrinsic problems and improve the effectiveness of the esti-
mation results. If the cash flow coefficient CF/K is signifi-
cantly positive, it indicates that the investment scale of the
company is positively correlated with the internal cash flow,
and that the investment activity of the company faces the
constraint of external financing. It reflects the reality. If the
coefficients of the lagging variable of investment expendi-
tures are all significantly positive, it means that there is obvi-
ous continuity of corporate investment behavior. At the
same time, in order to prevent the overseas financing behav-
ior of the enterprise after the foreign direct investment from
forming a certain mitigation effect on the financing
constraints of the enterprise, only the first foreign direct
investment behavior of the enterprise is considered in this
regression. In addition, in order to avoid the influence of
endogeneity on the estimation results, the explanatory vari-
able adopts a lagging approach.

3.4. Data Processing. In order to test the applicability of the
regression model of each model variable and the multicolli-
nearity of the independent variables, this paper uses STA-
TA/SE12.0 software to perform the Pearson correlation test
on the above three different regression model variables based
on the specific data calculated by each indicator variable.
Here, this article has carried out a transformation on the
measurement of the comprehensive index of financing con-
straints, replaced the comprehensive index of financing con-
straints score A with score B, and used the probit model to
conduct further robustness tests. And the logit model is still
used for regression verification again.

4. Influence of Enterprise Financing
Constraints on Labor Income Share

4.1. Analysis Based on the Regression Results of the Logit
Model. The larger the KZ index value, the more severe the
financing constraints the enterprise faces. The regression
results based on the logit model are shown in Table 1.

It can be seen from Table 1 that the coefficient of cash
dividend is -36.2548, which shows that companies with fewer
dividend distributions face higher financing constraints. The
smaller the company’s dividend distribution, the more net
profit will be reserved for own use in the profit distribution.
This reflects that companies are facing a relatively high
degree of financing constraints and need to use most of their
net profits to meet the capital needs for corporate develop-
ment. The coefficient of Tobin’s Q is 0.522, which shows that
companies with more growth opportunities face higher
financing constraints. Companies with more growth oppor-
tunities generally need more capital to meet their develop-
ment needs, and the higher the degree of financing
constraints they face. The above coefficients all reject the null
hypothesis that the coefficient is 0 at the 1% probability level,
indicating that these five indicators are a good measure of the
degree of financing constraints of Chinese enterprises.

4.2. Analysis Based on Individual Indicators

4.2.1. Analysis Based on KZ Index. From 2011 to 2020, the KZ
index of sample companies is shown in Figure 1.

From Figure 1, we can see that between 2011 and 2020,
the sample company’s KZ index rose from 1.22 in 2011 to
2.23 in 2020, an increase of 80.07% compared to 2011. This
shows that the funding constraints companies are facing are
becoming more and more stringent. It is serious. From
2013 to 2020, the KZ index is on a downward trend, gradually
declining to 1.86 in 2011 and 1.66 in 2012. Compared to
2011, it is still up 50.86% and 36.29%, indicating that corpo-
rate funding constraints have not improved. From 2013 to
2017, the KZ index was still fluctuating. It went through a
process of rising first and then falling. It increased from
1.67 in 2013 to 2.16 in 2015 and decreased to 1.57 in 2017,
but it had increased by 76.98% and 29.02% respectively from
2011. The above analysis also further illustrates the current
situation in which Chinese companies are widely affected
by funding constraints.

4.2.2. Analysis Based on R&D Funding. My country’s R&D
funding investment is shown in Figure 2.

It can be seen from Figure 2 that the intensity of R&D
investment in my country (the ratio of total R&D expendi-
ture to gross domestic product) has also shown a trend of
increasing year by year. In 2010, my country’s R&D invest-
ment intensity was 1.37%; in 2020, the R&D investment
intensity exceeded the 1.5% mark, reaching 1.66%; as of
2020, my country’s R&D investment intensity was 2.13%.
The main bodies of technological innovation in my country
are mainly divided into enterprises, colleges and universi-
ties, and scientific research institutions. The overall R&D
investment situation cannot accurately represent the
research and development investment situation of each
subject. Therefore, this article further discusses the R&D
investment status of enterprises as one of the main techno-
logical innovation subjects.

4.2.3. Microenterprise R&D Investment. Figure 3 shows the
R&D expenditures of microenterprises.

It can be seen from Figure 3 that, as the backbone of my
country’s technological innovation, microenterprises’ total
R&D expenditures have shown an increasing trend, but the
proportion of R&D expenditures in the country has fluctu-
ated slightly, reflecting the possibility of financing constraints
from the side. This has had an impact on corporate R&D
expenditures. In 2007, Chinese enterprises invested 268.1 bil-
lion yuan in R&D expenditures, accounting for 72.28% of the
total R&D expenditures of the country, far exceeding the pro-
portion of R&D expenditures of colleges and universities and

Table 1: Regression results based on the logit model.

Evaluation
coefficient

CF/A DIV/A C/A LEV Q

KZ
-13.9816 -36.2548 -5.5084 3.8642 0.5220

(0.3729) (1.0295) (0.1534) (0.1135) (0.0180)
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professional scientific research institutions in the total R&D
expenditures of the country, and it further proves the domi-
nance of microenterprises in our country’s technological
innovation. From 2013 to 2014, the proportion of corporate
R&D expenditures in the total R&D expenditures of the
country increased significantly, from 73.42% in 2013 to

75.74% in 2014, an increase of 2.32%. In 2014, corporate
R&D expenditures also broke through the trillion yuan mark,
reaching 1.01 trillion yuan, accounting for 77.30% of the
country’s total R&D expenditures. But by 2015, the propor-
tion of corporate R&D investment in the total R&D expendi-
ture of the country has declined, to 76.79%. As of 2017, the
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Figure 1: The KZ index of sample companies from 2011 to 2020.
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R&D expenditure of Chinese enterprises was 137 million
yuan, accounting for 77.59% of the national R&D expenditure.

4.3. Analysis Based on Variable Descriptive Statistics. The
descriptive statistics of the variables used in this paper are
shown in Table 2. The minimum value of the total number
of patent applications of the explained variable enterprises
is 1, and the maximum value is 20,007. This shows that there
are large differences in technological innovation capabilities
between different companies. Some companies have strong
innovation capabilities and can apply for more patents
within a year, while some companies are obviously lacking
in innovation capabilities and have almost no patent
applications.

Based on the socialist market economy system with
Chinese characteristics, state-owned enterprises enjoy the
hidden protection of all aspects of the government, and at
the same time, they undertake a heavier historical mission
than private enterprises. On the one hand, the stable develop-
ment of state-owned enterprises reflects the prosperity and
stability of my country’s economy and society to a certain
extent. People may be extra conservative in their investment
policies and tend to invest in projects that have shorter
investment cycles and faster returns and can improve the
current capital situation of the enterprise. On the other hand,
in the process of my country’s transition from a technological
power to a technological power, state-owned enterprises have
assumed the responsibility of playing a pioneering role. Even
in the face of financing constraints, state-owned enterprises
still have the motivation to devote themselves to higher tech-
nological content and stronger technological innovation
activities. This article further explores the impact of financing
constraints on the technological innovation activities of
state-owned and non-state-owned enterprises. The specific
regression results are shown in Table 3.

Technological innovation activities are closely related to
the level of financing constraints. Companies with different
levels of financing constraints have greater differences in
technological innovation activities. Companies with high
financing constraints have low investment in technological
innovation, while companies with low financing constraints
have higher investment in technological innovation. In order
to more clearly illustrate the correlation between the degree
of financing constraints and technological innovation activi-

ties, this article continues to conduct a multisample bilateral
test and KW rank sum test on the samples to analyze whether
the innovation activities of enterprises with different financ-
ing constraints are significant. This can be seen from the
inspection results in the third row to the fifth row. At the
same time, the overall difference in asset-liability ratio and
cash flow, the difference between the first two groups and
the latter two groups, and the difference between groups have
also passed the significance test, again confirming that the
degree of financing constraints is positively correlated with
the asset-liability ratio, and cash flow is negatively correlated.
The KW inspection result is shown in Figure 4.

The result of variance decomposition is shown in
Figure 5. It can be seen that the variance decomposition of
technological innovation investment is basically stable after
the fourth period. From the perspective of the variance

Table 2: Variable descriptive statistics.

Variable Mean Standard deviation Minimum Median

Total number of patent applications 101.2165 490.9228 1.0000 24.0000

Invention patent application 47.9385 290.2382 0.0000 9.0000

Utility model application 44.3933 211.3312 0.0000 10.0000

Design application 8.8846 41.6548 0.0000 0.0000

Financing constraints 1.7756 1.5451 -2.7538 1.8065

R&D 5.0603 5.4002 0.0000 3.8000

Credit market development 1.3645 0.4985 0.5372 1.2111

Stock market development 0.3103 0.3205 0.0299 0.1809

Company size 21.8286 1.2328 18.3308 216136

Table 3: Specific regression results.

Parameter
Total number of

patents
Patent Practical Exterior

Financing
-0.0155 -0.0041 -0.0207 -0.0084

(0.0072) (0.0081) (0.0091) (0.0147)

Constraints
0.0983 0.1114 0.1308 0.1769

(0.0196) (0.0220) (0.0226) (0.0388)

Company
age

-0.0025 -0.0088 -0.0046 0.0210

(0.0064) (0.0070) (0.0071) (0.0100)
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contribution rate of each variable, the fluctuation of technol-
ogy innovation investment is mainly due to its own inertia,
whether it is short term or long term. The variance contribu-
tion rate has always been dominant. The contribution rate
reached 100% in the first period and then slowly declined.
After the fourth period, it stabilized at 97.3%. The contribu-
tion of indirect financing to technological innovation invest-
ment volatility is relatively small, and it is basically stable at
0.4% after the fourth period, indicating that the impact of
indirect financing on technological innovation changes is
very weak. The variance contribution rate of direct financing
is rising and stabilized at 2.2% after the fourth period, indi-
cating that compared with the contribution of indirect
financing, direct financing has a greater impact on technolog-
ical innovation and can have a greater impact on technolog-
ical innovation investment, mainly because the external
financing channel for technological innovation in my coun-
try’s strategic emerging industries is equity financing; that
is, it is mainly affected by the direct financing market, while
the indirect financing market with bank loans as the main
method is not its main financing channel. The impact of
technological innovation is relatively small. Fiscal science
and technology expenditures have a small contribution to

technological innovation investment volatility, which shows
that compared with the main external financing methods of
enterprises, the policy guidance effect and financial support
of fiscal science and technology expenditures are weak and
can only be used as a supplement to the source of technolog-
ical innovation funds. In general, the variance decomposition
results show that the fluctuation of regional technological
innovation investment mainly comes from its own inertia,
followed by direct financing market, indirect financing mar-
ket, and fiscal expenditures on science and technology.

There are a total of 226 listed resource-based companies
studied in this article, of which 179 have undergone transfor-
mation, accounting for 79.20% of the overall sample, and 47
have not undergone transformation, accounting for 20.80%
of the overall sample. This shows that, in the context of
increasingly prominent resource environment, industrial
structure reform, and fierce market competition, most com-
panies are changing their original survival mode. Among
the 179 resource-based enterprises that have undergone
transformation, 109 of them have undergone intraindustry
transformation, accounting for 48.23% of the overall sample
and 60.89% of the sample of transformed enterprises. That is,
most of them are keeping the main business unchanged.
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Figure 5: Variance decomposition result.
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Enterprise transformation chooses to expand upstream or
downstream of the industry, which makes the enterprise
industry expand. The sample of resource-based enterprises
accounted for in transformation enterprises is shown in
Figure 6.

5. Conclusions

This paper adopts the logit model to conduct empirical
research on the impact of corporate financing constraints
on labor income share after controlling the capital output
ratio, technological progress, opening factors, and state-
owned enterprise restructuring, and conducts a robustness
test of the model; finally, adopts the decomposition method
that measures the fluctuation of labor income share in China
and decomposes the fluctuation of labor income share into
interindustry effects and intraindustry effects. From the per-
spective of the fluctuation characteristics of labor income
share, it examines the influence of industrial structure
upgrading and changes in labor income share of various
industries on the overall labor income share. Affected by
the inherent characteristics of R&D investment and the lim-
itations of SMEs, my country’s SMEs have significant R&D
input-cash flow sensitivity, and their R&D input level obvi-
ously depends on internal cash flow, and there are financing
constraints. For non-state-owned enterprises and smaller
enterprises, the degree of funding constraints they face is
even more serious. The impact of funding constraints on
labor income share is negative, primarily as a result of the
impact of long-term debt-to-asset ratios on labor income
share. This study still has some drawbacks, which are mainly
reflected in the following: Many companies are not willing to
disclose R&D input information, and it is difficult to obtain
R&D input data. After screening, the sample size will be lim-
ited. Follow-up surveys should strive to increase the sample
size to improve the universality of the survey results.
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Traditional consumer finance is a modern financial service method that provides consumer loans to consumers of all classes. With
the gradual improvement of China’s credit reporting system, big data credit reporting has effectively made up for the lack of
traditional credit reporting and has been widely used in the consumer finance industry. In this context, the in-depth analysis of
the specific application of big data credit reporting in the credit risk management of consumer finance and the strengthening of
the research on the application of big data credit reporting in the credit risk management of consumer finance are urgently
needed to be resolved in the economic and financial theoretical and practical circles’ problem. This article mainly studies the
research on credit risk management of consumer finance by big data. The experimental results of this paper show that the
model has a good forecasting ability, can distinguish between normal loan customers and default loan customers, and is suitable
for practical personal credit risk control business. The prediction accuracy of the default model of the fusion model is 97.14%,
and the default rate corresponding to the actual business is 2.86%. By combining the risk items such as the blacklist and gray list
in the Internet finance industry, the bad debt rate and illegal usury can be well controlled to meet industry supervision.

1. Introduction

Personal credit evaluation is an important evaluation stan-
dard in personal credit reporting, and it has gradually entered
the stage of market-oriented development. However, for a
long period of time, China has relied on the personal credit
report of the personal credit center of the central bank as
the standard, with the rise of big data.

There are many studies of personal credit risk assessment
nationally and internationally, including studies of multi-
source data, Internet data, and Internet behavior data, but
few studies exist to assess credit risk for personal big data.
In theory, this research can enrich and perfect the theoretical
system of personal credit risk assessment [1, 2]. It will help
implement China’s inclusive financial strategy, lower the
threshold for financial services, benefit more people, eradi-
cate poverty, and achieve social equity. At the same time, it
has a certain reference significance for the application of
big data risk control in the industry [3, 4]. In terms of inter-

pretability, new big data algorithms can evaluate the impor-
tance of statistical indicators, and statistical indicators with
the highest comprehensive ranking of statistical indicators
have better interpretability. On the whole, some big data
algorithms are excellent in accuracy and stability and can
be used as a strategic reserve for my country’s new generation
of credit risk assessment models.

In theory, Morris and Shin decompose bank credit risk
into bankruptcy and liquidity risk and define liquidity risk
as the possibility of reverse bankruptcy caused by the bank’s
operation for free [5]. The “liquidity ratio” (that is, the ratio
of cash to current liabilities) on the balance sheet has been
shown to reduce liquidity risk, reduce excessive debt yields,
and increase solvency uncertainty (a measure of portfolio
volatility index). For the method in [6], Petrone and Latora
believe that the interconnectedness of financial institutions
will affect instability and credit crises. In order to quantify
systemic risks, research shows that this mechanism is highly
contagious; that is, the lower the correlation between
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bankrupt banks, the greater the loss. This is in sharp contrast
with the different advantages of standardized credit risk
models adopted by banks and regulatory agencies. Therefore,
this may depreciate the capital needed to overcome the crisis
and lead to instability of the financial system [6]. And this
mechanism has a negative impact on consumer finance.
Aolin believes that joint loan guarantee agreements and
mutual guarantee agreements between SMEs form the basis
of the SME guarantee network. Therefore, a risk control plan
is formulated according to the situation and importance of
the company in the network. Use real-time mortgage data
to determine the company’s node location on the mortgage
network (including Coriolis and near the company) to
understand the protection mechanism and prevent systemic
credit risks before the crisis [7].

The innovations of this paper are as follows: (1) Internet
financial risk prevention strategies. From the unique perspec-
tive of big data, the actual business big data is applied to per-
sonal credit risk assessment, and method theory is derived to
better provide services for Internet financial risk control. (2)
Use the machine learning algorithm model to conveniently
construct an individual credit risk assessment index system.
XGBoost machine learning algorithm method application
innovation and XGBoost in the processing of large amounts
of data; its distributed, parallel computing; and GPU graphics
card computing advantages significantly improve model
training efficiency and can output feature importance scores,
for noncorrelation. The index is filtered to facilitate the rapid
establishment of a personal credit risk assessment index sys-
tem.(3) Using the big data technology platform, the financial
industry can establish a comprehensive risk view, and man-
agement and risk managers can understand the risk view of
the financial industry from different dimensions and grasp
the control status of its main risk points.

2. Proposed Method

2.1. Big Data Credit. Credit evaluation in the traditional sense
is mainly based on the interbank financial lending relation-
ship; that is, based on the historical economic data and
behavior of the debtor, the overall credit level of the debtor
is evaluated by a simple linear analysis. It can be seen that
the advantage of this method of analyzing historical informa-
tion based on the individual user is that the credibility of the
data is often high, so the risk control is also relatively good
[8]. In addition, due to the small dimensions of data collec-
tion, the time lag effect is obvious, and credit service products
are relatively few [9, 10]. The emergence of big data has
largely overturned this traditional credit reference model
and concept. Big data credit can be regarded as “big data
technology + traditional credit,” which uses computer and
Internet technology to support the model analysis and pro-
cessing of data analysis and processing involved in credit
information activities, which can more fully reflect the eco-
nomic activities and the credit situation involved [11–13].

From the perspective of China’s current credit informa-
tion system, there are great differences in the sources, statis-
tical calibers, and methods of processing credit information.
From the perspective of foreign countries, it was originally

only a financial product that provided online alternatives
based on credit information. Later, it was the first to intro-
duce big data technology in the industry, classify data
sources, and use computers to perform simulation analysis
to reduce credit risk. Control capacity has increased by about
40%, and credit information service efficiency has increased
by nearly 90%.

2.2. Theory of Information Economics. Information econom-
ics is based on a society with a certain level of information
technology development. Information economists believe
that information is another important resource in the market
in addition to labor and capital. Information is also an ele-
ment of transaction costs. People who are in a strong position
of information can obtain excess returns, while those who are
weak in information pay excess costs, which will lead to a lack
of fairness in market transactions, increase the cost of trans-
actions, and ultimately reduce market efficiency [14, 15].

The personal credit information system can well solve the
problem of adverse selection and moral hazard in informa-
tion asymmetry, and it is an effective system that can trans-
mit signals and punish unbelievers and encourage
trustworthy people. The information sharing platform pro-
vided by the personal credit information system can allow
the lender (such as a bank) to have a deep understanding of
the credit status of the borrower before making a loan deci-
sion, effectively eliminating the problem of adverse selection,
and after the loan, the penalty for personal credit information
The existence of mechanisms can prevent the occurrence of
moral hazard. From the perspective of the borrower, the bor-
rower continuously improves its information in the personal
credit information system and then improves its credit status
by keeping promises, so that it can obtain a more favorable
interest rate in future loans [16, 17]. In the long run, the
establishment and improvement of the personal credit infor-
mation system are beneficial not only to both borrowers and
lenders on the micro level but also to the healthy develop-
ment of the entire market economy on the macro level.

2.3. Credit and Credit. Credit information in English is
“credit reporting” or “credit investigation,” and its specific
meaning is to collect credit data from nature. From this per-
spective, credit information is a series of activities with pur-
poseful and directional information collection, processing,
and evaluation [18, 19]. Literally, credit also means honesty
and trust. It can be seen that credit often appears in the moral
and ethical dimensions of economic life and is a relatively
broad concept [20]. On a narrower level, credit specifically
refers to the behavior of the goods or currency holder (cred-
itor) to provide the borrower (debtor) with the goods or cur-
rency under the condition that the other party promises to
repay, which is essentially a debt-debt relationship. There-
fore, credit can be understood as the debtor’s ability to repay,
as well as credit and trust activities based on commodities or
currencies [21, 22].

2.4. Construction and Optimization of Personal Credit Risk
Assessment Index System Based on Big Data.With the contin-
uous improvement of the personal credit system, personal
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credit behavior has gradually been recognized and become a
necessary means to reflect personal morality and maintain
social and economic order. It can be seen that personal credit
risk assessment is of great significance for both commercial
banks and residents. The construction of indicators requires
high matching rate, high saturation, good timeliness, and
multidimensional data. In this way, indicators are compara-
tive and easy to understand, and it is easy to understand
the actual situation of personal credit. The data studied in
this project comes from the company’s big data platform.
The data of the big data platform comes from multiple
sources, such as company APP product data, central bank
credit data, Internet credit company credit data, and e-
commerce company’s online shopping data. Data are from
three-party cooperative enterprises, Internet public data cap-
tured by crawlers, and data released by public inspection law.
The data used in the research of this project are desensitized
frommultiple levels to ensure data security [23, 24]. The con-
struction of a personal credit risk assessment indicator sys-
tem requires engineering steps such as data exploration and
preprocessing, feature engineering, preliminary screening of
indicators, and optimization of indicators. The specific data
flow diagram is shown in Figure 1.

2.5. Construction and Optimization of Personal Credit Risk
Assessment Model Based on Big Data Index System. The main
idea of logistic regression for classification is to establish a
classification formula based on existing data to establish a
regression formula for classification boundaries. The purpose
of logistic regression is to find the best-fitting parameters of
the nonlinear function sigmoid, which can be done by opti-
mization algorithms [25, 26]. Among the optimization algo-
rithms, the most commonly used is the gradient ascent
algorithm. The gradient ascent algorithm can be simplified
to a stochastic gradient ascent algorithm. The stochastic gra-
dient ascent algorithm is equivalent to the gradient ascent
algorithm, but it occupies less computing resources [27]. In
addition, stochastic gradient ascent is an online algorithm
that updates parameters when new data arrives without hav-
ing to reread the entire data set of the batch operation. The
advantage of logistic regression is that linear calculation is
low in cost, easy to understand, and simple to implement.
The disadvantage is that it is easy to underfit, and the classi-
fication accuracy may not be high. The applicable data types
are numerical and nominal data.

The logistic regression model is a binary classification
model, which can be expressed by a conditional probability dis-
tribution p ðy = 1 ∣ xÞ. The form is a parameterized logistic dis-
tribution. Assuming that the vector x = ðx1, x2, x3,⋯, xnÞ has n
independent variables, the condition rate p ðy = 1 ∣ xÞ = p is the
probability that the observed value occurs for x. Therefore, the
logistic regression model can be expressed as follows:

p y = 1 xjð Þ = π xð Þ = 1
1 + e−g xð Þ : ð1Þ

f ðxÞ = 1/ð1 + e−gðxÞÞ is called logistic function.

g xð Þ =w0 +w1xx+⋯+wnxn: ð2Þ

The probability that y does not occur under x conditions is

p y = 0 xjð Þ = 1 − p y = 1 xjð Þ = 1 − 1
1 + e−g xð Þ =

1
1 + eg xð Þ : ð3Þ

The ratio of the probability of occurrence of y to the occur-
rence of y is

p y = 1 xjð Þ
p y = 0 xjð Þ = p

1 − p
= eg xð Þ: ð4Þ

This ratio is called the occurrence ratio of events (odds), and
taking the log of odds gives

In p
1 − p

� �
= g xð Þ =w0 +w1x1+⋯+wnxn: ð5Þ

It can be seen that the dependent variable and the indepen-
dent variable are nonlinear relationships, and the linear conver-
sion can be performed by odds ratio of logarithmic occurrence.

Usually, the maximum likelihood estimation is used to
find the parameters of the logistic model. The likelihood
function is

Data exploration and
preprocessing Feature engineering Screening of 

preliminary indicators Indicator optimization

EDA data exploration
Data cleaning

Data standardization
Sample grouping

Basic feature extraction
Complex feature

construction

Dimensional disaster
Nullrate filtering

Deduplication

Filtered optimization
Inclusive optimization
Generate final metrics

Figure 1: Steps to build a personal credit risk assessment indicator system.
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L wð Þ =
Yn
1

π xið Þð Þyi 1 − π xið Þð Þ1−yi : ð6Þ

The basic idea of applying the logistic model to personal
credit risk assessment is as follows: a sample of ðXi1, Xi2,
Xi3,⋯, Xin : YiÞði = 1, 2, 3,⋯, kÞ sample data of n groups of
loan customers is given, where Y is a 0-1 variable and Yi =
1 indicates that the ith customer is a bad credit customer.

The logistic equation is

Pi =
exp β0 + β1Xi1 + β2Xi2 + β3Xi3+⋯+βnXinð Þ
1 + β0 + β1Xi1 + β2Xi2 + β3Xi3+⋯+βnXinð Þ : ð7Þ

The above equation can be linearly changed to obtain

In Pi

1 − Pi

� �
= β0 + β1Xi1 + β2Xi2 + β3Xi3+⋯+βnXin, i = 1, 2,⋯, n:

ð8Þ

Y1, Y2, Y3 ⋯ Yn is an independent binary classification
variable. Let f iðYiÞ represent the probability of Yi = 1 or Yi
= 0; then, its likelihood function (LF) is

Inf Y1,⋯, Ynð Þi = 〠
n

1
YiInPi + 1 − Yið Þ In 1 − Pð Þð Þ½ �: ð9Þ

For ease of use, take the natural logarithms on both sides
of formula (9), and obtain the log-likelihood function (LLF) as

Inf Y1,⋯, Ynð Þ = 〠
n

1
YiInPi + 1 − Yið Þ 1 − Pið Þ½ �

= 〠
n

1
YiInPi − YiIn 1 − Pið Þ + In 1 − Pið Þ½ �

= 〠
n

1
YiIn

Pi

1 − Pi

� �
+ 〠

n

1
In 1 − Pið Þ

" #
:

ð10Þ

Putting formula (8) into formula (10), we get

Inf Y1,⋯, Ynð Þ = 〠
n

i

Yi β0 + β1Xi1 + β2Xi2+⋯+βnXinð Þ

− 〠
n

i

In 1 + e β0+β1Xi1+β2Xi2+⋯+βnXinð Þ
h i

,

 i = 1, 2, 3,⋯, n:
ð11Þ

Find the partial derivatives of βi, and make their expres-
sions 0, so you get the maximum likelihood estimator.

3. Experiments

3.1. Experimental Design

3.1.1. Index Selection. According to the foregoing theoretical
analysis, we found from the basic information of individual
users in a bank that the borrower’s basic personal informa-
tion and loan-related information will affect the borrower’s
credit limit. In view of the fact that all the borrowers’ default
records disclosed by the Renrendai platform are 0 times and
the credit ratings are all grade A, select the total amount of
the subject as the explanatory variable. The specific situation
of each indicator is as follows:

(1) The total amount of the subject. The total amount of
the target refers to the amount of the loan that the
borrower wishes to post on the Renrendai platform.
The minimum value is 5250 yuan, and the maximum
value is 193,500 yuan, so the value range of the target
total is 5250-193,500. This article uses the target total
Act as a proxy for credit lines

(2) Age. Age refers to the actual age of the borrower. The
youngest borrower is 22 years old, and the oldest bor-
rower is 58 years old. The age range is 22-58

(3) Educational background. The borrower’s education
includes four levels: graduate or above, undergradu-
ate, college, and high school or below. This variable
is a nominal variable, so it needs to be quantified
and converted to a dummy variable. Set “high school
or below” as 1, “college” as 2, and “undergraduate” as
3, and the value of “graduate or above” is 4

(4) Marital status. Borrowers have three types of marital
status: divorced, unmarried, and married. This variable
is nominal, so it needs to be quantified and converted to
a dummy variable. The value of “divorce” is 1, the value
of “unmarried” is 2, and the value of “Married” is 3

3.1.2. Research Hypotheses. Based on the relevant research
results of the existing literature, this paper proposes the fol-
lowing research hypotheses:

Hypothesis 1. In terms of the personal characteristics of the
borrower, the older the borrower, the higher the credit limit;
the higher the borrower’s education, the higher the credit
limit; the more stable the marriage status of the borrower,
the higher the credit limit; the larger the credit limit, the
higher the borrower’s job position, the higher the credit limit;
the longer the borrower’s working time, the higher the credit
limit; the more developed the province of the borrower’s
economy, the higher the credit limit.

Hypothesis 2. In terms of the financial characteristics of the
borrower, the higher the borrower’s income, the higher the
credit limit; if the borrower owns real estate or car produc-
tion, the higher the credit limit; if the borrower has the mort-
gage or car loan, the lower the credit limit.
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Hypothesis 3. In terms of the creditworthiness of the bor-
rower, the more times the borrower successfully applies for
a loan, the higher the credit limit obtained; the more the bor-
rower pays off, the higher the credit limit.

Hypothesis 4. In terms of borrowing characteristics of bor-
rowers, the higher the annual interest rate, the lower the credit
line; the longer the repayment period, the lower the credit line.

3.1.3. Credit Report. The information in the personal credit
report mainly includes six aspects: the results of the identity
information verification by the Ministry of Public Security,
basic personal information, bank credit transaction informa-
tion, nonbank credit information, personal declarations and
objections, and query historical information.

4. Discussion

4.1. Regression Results of Factors Affecting Credit Lines

4.1.1. Personal Characteristics. As shown in Table 1 and
Figure 2, among the several variables representing personal
characteristics, the three variables of marital status, working
hours, and working place have no significant effect on the
borrower’s credit line. Age is statistically significant at a sig-
nificant level of 1%, and the sign of the coefficient is positive,
indicating that the age of the borrower has a positive impact
on its credit limit. The older the borrower is, the larger the

amount of borrowing that can be obtained. Older borrowers
tend to have richer social experience and richer asset accu-
mulation, so the larger the amount of borrowing they can get.

4.2. Financial Characteristics. As shown in Figure 3, the
experimental object of the survey is my country’s multiple
variables representing financial characteristics in 2014-
2019; whether or not owning a real estate or car production
has no significant effect on its credit line. When the borrower
cannot repay on time, it is difficult to conduct mortgage auc-
tions on the borrower’s real estate and car properties, so
whether or not owning the real estate or car properties has
no obvious effect on the borrower’s credit limit.

Housing loans and car loans are statistically significant at
significant levels of 5% and 10%, respectively, and the signs of
the coefficients are positive, indicating that housing loans and
car loans have a positive impact on borrowers’ credit lines.
On the contrary, borrowers who have a home loan or car loan
can also obtain a higher amount of borrowing because inves-
tors have very limited information about the borrower. If the
borrower can obtain a house loan or car loan through bank
inspection, it means good solvency, so the amount of borrow-
ing that can be obtained may also be higher.

4.3. Empirical Analysis of Personal Credit Risk Assessment
Based on Big Data Platform

4.3.1. Analysis of the Company’s Personal Credit Risk
Assessment Results. Using the above-built logistic regression
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Figure 3: Statistics of financial characteristics.
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Figure 2: Regression results of credit line influencing factors.

Table 1: Regression results of credit line influencing factors.

Volume Coefficient Standard t value p > ∣ t ∣ 95% confidence interval

Age 1098.593 219.4229 5.01 0.0000∗∗∗ 667.8678 1529.318

Education 9673.968 2870.089 3.37 0.001∗∗∗ 4040.01 15,307.93

Marital status -711.139 2468.392 -0.29 0.773 -5556.569 4134.292

Company size -25,407 3121.991 8.14 0.000∗∗∗ 31,535.39 19,278.52

Work position 4330.822 669.6249 6.47 0.000∗∗∗ 3016.355 5645.29

Operating hours -470.134 1572.361 -0.3 0.765 -3556.663 2616.395

Work place -324.846 1833.539 -0.18 0.859 -3924.066 3274.373
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+ XGBoost decision tree fusion model to make empirical
predictions on the company’s personal credit data, there were
29,171 loan customers, 22,470 normal customers, and 6,701
default customers.

As shown in Table 2, compared with the single model, the
personal credit risk assessment model based on the fusion
model in the company’s big data business environment has
higher classification accuracy, can well predict normal cus-
tomers and default customers, and is suitable for practical
individual’s credit risk control business. These characteristics
are highly interpretable and can be cross-validated with the
industry’s professional knowledge, which further promotes
the improvement of personal credit business and facilitates
the construction of a comprehensive personal credit risk
assessment system in the Internet finance industry.

As shown in Figure 4, the AUC of this project fusion
model is 0.93 and KS is 0.66; it shows that the predictive abil-
ity of the personal credit risk assessment model is good, and
it can accurately distinguish between normal loan customers
and default loan customers, which is suitable for practical
personal credit risk control in business. The prediction accu-
racy of the default model of the fusion model is 97.14%, and
the default rate corresponding to the actual business is 2.86%.
The default rate of personal credit loans was well controlled,
from the original default rate of 4% to 2.86%, and the default
rate decreased by 1.14%.

5. Conclusions

Currently, most Chinese companies are facing many chal-
lenges in terms of data infrastructure system architecture

and data analysis. In the context of big data and the Internet,
big data credit reporting and consumer finance have devel-
oped rapidly. The prerequisite for the healthy development
of the consumer finance industry is efficient and accurate
credit risk management. In the context of the timeliness
and comprehensiveness, this paper studies and analyzes the
limitations of the classic credit risk rating system, avoids
the limitations of traditional indicators when designing a
personal big data risk rating system, and creates complete
and logical personal credit rating data. In the context of sys-
tem, after the index is created for the first time, the index may
have relevance issues and unequal predictability. Therefore,
the focus of research is to use effective feature selection
methods to optimize indicators when creating indicators.
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With the wide application of science and technology in the field of weapons, shock wave is an important breakthrough point in
weapon research, and the storage and testing system of shock wave is a breakthrough point that people pay most attention to at
present. Shock wave data storage has the characteristics of large scale, complex structure, low cost efficiency, and strong
timeliness. This paper mainly studies the design of shock wave storage test system with variable parameters based on numerical
piezoelectric circuit sensor. Based on fluid dynamics simulation theory and numerical simulation method, the normal and
concave-convex three-dimensional models of two pressure measuring devices are constructed by using the flow waveform of
calculator, and then, the network is divided. The results show that, under the same inlet pressure, the larger the bulge or
depression value, the greater the influence on the experimental results. The influence of disk is 10% higher than that of pen, and
the change rate of relative difference is increased by 1.5% with the increase of concave-convex value. Finally, experiments are
carried out in different environments to verify the reliability, survivability, and flexibility. The shock wave storage test system is
optimized when the parameters of the digital voltage circuit sensor are variable.

1. Introduction

The research on the overpressure and impulse of shock wave
can provide an important reference for the comparison of the
impact damage strength of weapon equipment. At present,
there are two kinds of shock wave sensors at home and
abroad: piezoresistive sensor and piezoelectric sensor. The
biggest disadvantage of piezoresistive sensor is that its silicon
element is very sensitive to the light produced by explosion.
Even if the light film is attached to the back of the polished
silicon chip to reduce light transmission, the strong light gen-
erated by the explosion can cause system failure and reduce
the reliability of the system. The shortcomings of piezoelec-
tric sensors are as follows: high output obstacles lead to
increase of rise time; low tuning frequency makes it impossi-
ble to achieve a good negative pressure curve; signal conver-
sion and processing are more complex, requiring high
insulation of cables and joints; electromagnetic waves gener-
ated in explosion environment are connected; and debris and
vibration of mounting bracket can easily cause signal devia-
tion and affect test results. With the development of IC, a

new sensor has been developed. The traditional position
charge amplifier is placed on it, the signal is not easy to be
interfered, and all high interference circuits are sealed, so that
the signal can be transmitted for a long distance without
affecting the signal quality, which is convenient to use. It is
very suitable to use in the test of shock wave overpressure
storage test.

With the continuous development of science and tech-
nology, testing plays an increasingly important role in scien-
tific experiments, technical research, and mechanical testing.
The more accurate the test is, the more feedback and guid-
ance scientific research can be provided. At present, with
the rapid development of sensor technology, sensor design,
and dynamic calibration principle, the accuracy of sensor
measurement results is improving. In a word, an accurate
and reliable sensor is essential behind the formation of an
automatic detection and control system. Modern electronic
technology and computer provide perfect means for trans-
forming and processing information. Great changes are tak-
ing place in the field of modern detection and control
system. Various sensors are used to detect data and provide
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information. Therefore, the sensor plays an important role.
In the current shock wave overpressure test, pen sensor and
disk sensor structures have been widely used, but the shape
of the pressure sensor which should be placed in the explo-
sion field is not important. In the test, because the fluidity
of the forward shock wave is affected by the geometry of
the sensor, the measurement accuracy of the peak value of
the shock wave overpressure will inevitably be affected.
Therefore, it is necessary to test the overpressure data of
the shock wave under the extreme pressure environment.
Under these circumstances, the urgent problems to be
solved in the shock wave overpressure test include the
selection of the sensor settings and the installation of the
sensor and error correction of test results. Therefore, it is
necessary to simulate and test the shape and structure of
various commonly used shock wave testing devices to
improve the accuracy of test results.

Robert et al. designed a set of integrated sensor storage
test system, regulation circuit, and data acquisition circuit
design. Based on the principle of storage test technology
and the new ICP piezoelectric sensor, the explosion wave
overpressure acquisition and storage test system are
designed. The piezoelectric module is integrated with the
built-in charge amplifier to output the amplified signal.
Through the matching operation of OPAMP and max4638,
the function of adjustable gain is realized. The corresponding
analog voltage is filtered by a LC Π filter, and the amplified
signal is filtered by a Sallen key second-order filter. Using
FPGA to design digital logic control improves the stability
and reliability of the test system and reduces the system vol-
ume. Under the same test conditions, the duration of shock
wave overpressure is directly proportional to the test radius
and inversely proportional to the shock wave size and shock
wave. However, because they did not have a control group for
comparison, the results obtained were not very convincing
[1]. Couldrick et al. designed a system including a data stor-
age medium and a shock wave generator. The data storage
medium includes cell and multilayer. Each unit is configured
to store information in it. In the same layer of a plurality of
layers of a data storage medium, at least two units are
arranged in a horizontal plane, and in different layers of a
plurality of layers of a data storage medium, at least two units
are arranged in a vertical plane. The shock wave generator is
configured to generate a shock wave signal propagating
through one of the multilayer layers of the data storage
medium. When the shock wave signal passes through the tar-
get cell, the target cell in the layer stores information in
response to the light beam emitted from the transmitter tar-
geting the target unit. After the shock wave signal exits
through the target unit, the target unit will retain the infor-
mation. However, because the shock signal is not stable, the
cell information stored in the experiment is not very accurate
[2]. Tobin and Hargather propose a wireless passive pressure
sensor based on a miniature flexible pressure-sensitive capac-
itor, which is specially designed to monitor the intracranial
pressure (ICP) of patients with craniocerebral trauma. A flex-
ible varistor capacitor is characterized by creatively utilizing
PDMS wrinkles generated spontaneously in the process of
PDMS etching to construct cavity structure to improve sensi-

tivity. In addition, the flexible reader coil for signal reading
has been optimized to better couple the sensor in a suffi-
ciently large detection range for ICP monitoring. In addition,
because of its flexibility and thin thickness, flexible varistor
can adapt to the bending morphology of the skull and dura.
Compared with the previous reports, the sensor has lower
resonance frequency, higher quality factor, and better sensi-
tivity, but it is also more complex, and it is difficult to control
when using [3].

The innovation of this paper lies in the three-dimensional
modeling and simulation of the external flow field of the pen
type and disc type shock wave overpressure testing device,
further carries out simulation and comparative analysis on
the influence of the concave-convex and angle installation
modes on the flow field, and summarizes the comparison
results [4, 5].

2. Shock Wave Storage Test Method Based on
Variable Parameters

2.1. Formation Method of Explosion Shock Wave. The initial
state of many substances contains huge energy. In some
cases, the state of materials changes suddenly, and the rapid
release process of internal energy is called explosion. Gener-
ally speaking, explosion refers to a kind of chemical reaction,
in which one substance is converted into high-temperature
and high-pressure gas, and the reaction time is very short,
accompanied by high temperature of about 4000°C and tens
of thousands of atmospheric pressure, shock wave. The
thickness of the wave front is very thin, and the amplitude
of the time field is less than 2ns. If the strong shock wave
lacks strong airflow, it will rapidly decompose into weak
shock wave. When the explosion product moves a certain
distance, the pressure will drop to atmospheric pressure
when the explosion does not occur, and the explosion prod-
uct is still far away [6]. The pressure is less than that of the
atmosphere, resulting in negative pressure area. When the
energy of the explosion is exhausted, the negative pressure
time is over. The pressure rises slowly; the surrounding mate-
rial shrinks and reaches equilibrium after several cycles. The
damage effect of explosion shock wave depends on the pres-
sure in front of the shock wave, that is, the maximum over-
pressure dynamic value of shock wave ΔU :

ΔU = 0:085
ffiffiffi
E3

p

T
+ 0:28

ffiffiffi
E3

p

T

 !2

+ 0:8
ffiffiffi
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p

T

 !3

,

yit = α0 +D maxit + α2Xit + μi + ηt + αit ,

U2 =
s − p1 − kx2,
x − p2 − k 1 − x2ð Þ:

( ð1Þ

In the formula, E is the charge weight and t is the detona-
tion distance [7].

2.2. Method for Estimating Shock Wave Parameters

2.2.1. Calculation Method of Maximum Overpressure Value
of Shock Wave Produced by Air Explosion. At present, there
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is no direct method to measure the specific impulse when
evaluating the effect of shock wave. Generally, the method
of numerical integration is used to measure the specific
impulse based on the pressure signal curve. The specific
impulse of explosion shock wave refers to the real statistical
data of pressure and time when explosion occurs in the
experimental pressure model [8, 9]. When air explosion
occurs, the main factors related to overpressure peak value
ΔU include explosion energy R0, initial pressure P0, initial
air density ρ0, and combustion distance t [10]. Therefore,
the maximum value can be expressed as

ΔΑ =G R0, P0, ρ0, tð Þ: ð2Þ

Through theoretical analysis and numerical calculation,
the maximum value of shock wave overpressure can be
expressed as a function in the form of charge weight and igni-

tion distance of
ffiffiffi
~E3

p
/t [11, 12]:
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The above function expansion is transformed into a
power function form:
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c1 tð Þ ≥ 0,
c2 kð Þ ≥ 0,
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c4 kð Þ ≥ 0,
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where t is the propagation distance of shock wave and ~E is the
charge quantity:
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The above formula is the proportional distance; S0, S1, S2,
etc. are determined by the test results [13, 14].

For the air explosion of naked TNT and spherical explo-
sive, the maximum pressure has the following expression:

ΔΑ = 0:0086
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2.3. Calculation Method of Action Time in Barotropic Zone.
In the case of air explosion, the duration of positive pressure
of shock wave is determined by energy R0, initial pressure p0,
initial air density ρ0, and ignition distance t. Therefore, it can
be expressed as

δ =G R0, P0, ρ0, tð Þ,

℘κ =
2k
k + 1 + 1

2 + 1
2k

� �
c2 − c1

3
h i2

+ 2 c2 − c1ð Þ
3 ,

y = αWy + β1X −Wβ2X + ε:

ð7Þ

It is also available.
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2.4. Fluent Processing Method. Fluent is a special software for
numerical simulation and analysis of fluid movement in and
out of the complex geometry area and analysis of experimen-
tal simulation data. Fluent supports a wide range of network
types, enabling users to solve problems smoothly under the
premise of ensuring the accuracy of experimental data [15].
Fluent also provides a variety of physical models and the best
numerical solutions, so that users can obtain satisfactory
computing speed, stability, and accuracy. The process can
monitor the simulation process and calculation results in real
time through multiple operations [16]. It has a variety of dis-
play and storage modes, such as cloud, contour, vector, and
animation. It can store results in the format supported by
the processing software. It includes three basic functions:
preprocessing, solver, and postprocessing.

(1) Preprocessing includes gambit, tgrid, and filters,
which are used to model and process simulation
objects; grid can import uploaded geometric patterns

Table 1: Basic test parameters of the shock wave storage test system.

Item Reliable Accurate Error Stable Multiple Frequency

1 1.38 1.14 0.06 0.37 1.93 1.43

2 1.66 3.97 3.85 3.84 3.34 1.13

3 4.51 5.76 5.06 2.25 5.38 5.41

4 1.03 1 1.04 2.64 1.18 4.09
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on gambit software; filters are subsystems of another
CAD or CAE and can read the network composed of
them [17, 18]

(2) The solver is the basic part of fluent. After reading the
grid file correctly, the tasks of setting boundary con-
ditions, material selection, numerical solution, mesh
optimization, and simple postprocessing can be easily
completed

(3) The postprocessor flow software provides cloud, vec-
tor, contour, and animation to display the calculation
results. It can also enlarge, translate, and rotate the
data results and export the current results to other
postprocessing software (such as tecpart) for editing
[19, 20]

2.5. AD Conversion Method. AD inverter is an important part
of the whole test system, which is related to the acquisition
rate and accuracy of the signal. The principle of AD conver-
sion is as follows: the first step of converting analog signal
FðtÞ into digital signal FðnÞ is to sample FðtÞ at fixed inter-
vals [21, 22]. The sampling value f s (NTS) is obtained. The
TS parameter is the sampling period, and the reciprocal is
the sampling frequency f s. According to Nyquist sampling
theorem, if the original signal is to be completely recovered
from the sampled signal, f s ≥ 2fm must be satisfied [23].
The highest frequency of the signal is fm, and f s (NTS) is
quantized into FqðnT sÞ signal. Finally, digital signal FðnÞ is
received through a coding process to convert analog signal
into digital signal [24, 25].

3. Shock Wave Storage Test System
Design Experiment

3.1. Sensor Adaptation Circuit Design. In addition to the con-
stant voltage and current circuit, the analog system also has a
linear LDO power supply, which mainly generates 8V con-
stant voltage for multiple voltage stabilizing circuits and filter
circuits and 1.65V bias voltage for system use. In order to
reduce power ripple, lp2985 is used as the main component

of linear power supply. The chip has a large dynamic range
input and can achieve 8.5V to 10V power conversion, corre-
sponding to peripheral resistance and capacitance.

3.1.1. Adjustable Amplifier Circuit. The output of ICP sensor
is -8~+10V AC signal, which is based on 10~15V DC volt-
age. It is usually input to operational amplifier circuit after
AC connection through a capacitor. The voltage sequence is
designed by opa2340 and manufactured by TI company. It
has the characteristics of single power supply, rail input and
output, high swing speed, high input, and low output, and
the former circuit is in high-strength state, and the last circuit
is on low-intensity conditions, so that the front and back
stage circuits can be isolated and stored.

3.1.2. Power Amplifier Circuit. In this paper, 10.5V lithium
battery is used as the power supply of the system. In order
to meet the driving requirements of ICP piezoelectric sensor,
a DC-DC boost power supply circuit and DC power supply
circuit are designed. Using the tps670 power level chip and
the corresponding resistance and capacitance design, the
power supply can be converted from 10.5V to 36V, and
the constant current can be realized by a constant current
diode.

3.2. Physical Model of Shock Wave Overpressure Tester and
Related External Flow Settings. The general steps to deter-
mine the calculation model are as follows:
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Figure 1: Basic test parameters of the shock wave storage test system.

Table 2: Error test results of adaptation circuit.

Working parameters Actual output

Gain
Frequency
(Sa·s−1)

Input
voltage
Vpp (V)

Sampling
frequency
(Sa·s−1)

Output
voltage
Vpp (V)

Gain
Error
(%)

0.125 3M 6M 3M 0.635 0.127 0.14

0.25 3M 6M 3M 1.037 0.263 0.53

0.5 2M 4M 2M 1.274 0.561 1.22

1 2M 2M 2M 0.926 1.027 0.35
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(1) Create 3D geometry (cube, cone, cylinder, etc.), and
divide and cut geometry according to actual structure

(2) Create mesh: divide the border of the geometric
structure and the lines of the external area of the
structure into isometric or nonisometric network,
and then, create the line network as the face network

(3) Determine input and output constraints and solid
walls, and store network files

According to the above steps, the external flow field of the
disc and pen piezometers is formed as follows: the main body
of the impact pipe is constructed, and the simplified cylinder
model is determined according to the actual size of the low-
pressure chamber (6500mm). The length and radius are
60mm; the structural model of the sensor is specified, and
the cylindrical and conical models are moved to the actual
installation position, and the impact pipe and sensor group
are moved to the actual installation position. External flow
entity modeling and related settings of shock wave overpres-
sure storage and testing device are used.

3.3. Setting External Flow Problems. The external flow around
the disc and pen gauges has been specially activated. After
making the model with gambit software, the grid file is
inserted into fluent solver for analysis. Since this is a three-
dimensional problem, the three-dimensional and one-
dimensional accuracy is selected to solve the problem. The
decomposition steps are as follows:

(1) Mesh relevancy: check the mesh to ensure that the
minimum mesh volume is not negative, otherwise
the mesh will be reused; set the unit size to millime-
ter; smooth and swap the mesh

(2) Selection model calculation: coupling solver is usu-
ally used in high-speed aerodynamics; S-A turbu-
lence model is selected for liquid air problems with
wall conditions

(3) Material properties: when Mach number is greater
than 0.5, it can be considered as compressed fluid.

Considering its compressibility and thermophysical
properties, the calculated viscosity can be adjusted
by Saran’s law and open energy equation

(4) Because it is related to the total pressure, static pres-
sure, and other pressures, setting the working pres-
sure to 0 is convenient for setting the limit and
posttreatment conditions, and the influence of grav-
ity is not considered

(5) Determine the boundary conditions: in this paper,
the wall and shape structures of the impact pipe are
the wall conditions. The pressure value of shock tube,
the corresponding Mach number and pressure value,
and the setting of flow element in the XY direction
must be adjusted according to the actual situation

(6) Control parameters: when the convergence rate is
slow and stable, increase the Coulomb number and
increase the relaxation factor to improve the conver-
gence rate

(7) Initialize the flow field and specify the number of iter-
ations to start the iteration operation

3.4. Big Data Evaluation Test and Database Parameter Data
Collection. With the introduction of big data theory and
design, cloud computing, and related MapReduce and HBase
kernel technology, Hadoop has been determined to be born
from big data. Then, the Hadoop platform is used to verify
the ability of processing and evaluating case test data based
on the big data technology proposed in this paper.

Table 3: Flexibility and adjustable magnification of the designed
adaptive.

Points 4#-0.125 times 4#-0.25 times 4#-0.5 times 4#-1 times

4251 1.14 0.06 0.37 1.93

4252 3.97 3.85 3.84 3.34

4253 5.76 5.06 2.25 5.38

4254 1 1.04 2.64 1.18
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4. Design and Analysis of Shock Wave Storage
Test System

4.1. Performance Test and Analysis of Sensor Adapter Circuit.
In order to test the reliability and accuracy of the adaptive
circuit, the signal generator is used to debug the designed cir-
cuit system (in order to better test the system error, the orig-
inal multiple is reduced to 0.125 times of the original setting).
The basic test data is shown in Table 1 and Figure 1.

LabVIEW human-computer interaction interface is used
to show the corresponding waveform change diagram of 4
× 10 (20 sets of devices) at 0.125 times, 0.25 times, 0.5 times,
and 1 time. The amplitude of output voltage under different
multiples can be read out at the software interface Δxy.
Table 2 shows the test results of the 4 × 10 device, which
shows that the error of the adaptive circuit is less than 2%.
Compared with the traditional circuit, the system error is
greatly reduced and the test accuracy is improved.

As shown in Figure 2, this paper designs a special power
boost circuit, an adjustable amplification circuit, a bias cir-
cuit, and a filter circuit. In the natural environment, using
the human-computer interface of the special software Lab-
VIEW, the circuit parameters of the randomly selected 4 ×
10 device are analyzed, and the waveform diagram of the 4
× 10 device at 0.125 times, 0.25 times, 0.5 times, and 1 time
is given. As shown in Table 3, the results show that the error

is less than 2%, and the flexibility and adjustable magnifica-
tion of the designed adaptive circuit are verified.

4.2. Realization of Free-Field Shock Wave

4.2.1. AD Circuit. This research mainly uses an AD converter
to realize the key technology of free-field shock wave, its task
is to realize the analog signal without distortion digitization,
and conversion accuracy is the core of the design of AD cir-
cuit. However, many factors will affect its accuracy, such as
bits, quantization error, reference voltage, component devia-
tion and temperature, and sampling frequency. In order to
ensure the test accuracy of the system, it is necessary to select
a suitable analog-to-digital converter.

As shown in Figure 3, Ad7482 uses advanced technology
to achieve extremely low integral nonlinear error and offset
and gain error and has excellent DC and AC performance
specifications. In addition, it also provides two power saving
modes: sleep mode and standby mode. Even in the working
mode, the power consumption is only 90mw, which is suit-
able for the design of miniaturized test node, and its typical
circuit design is adopted.

As shown in Table 4, when convst signal is in a low level,
start sampling and analog-to-digital conversion, and then,
the bus signal becomes high and keeps at a high level during
conversion. Once the conversion is finished, the bus signal is
reset to a low level, and the converted digital signal is
mounted on the data line, which is convenient for FPGA to
read or store in SDRAM.

4.2.2. Memory Circuit Test. As shown in Figure 4, the storage
circuit caches the converted digital signal to the memory,
which is convenient for data recovery. It is the key method
to obtain the explosion environment signal. The core of the
circuit is data memory, which transfers data from the AD
converter to memory and from memory to the output inter-
face. The power supply voltage of the storage circuit is 3.3V.
The memory chip adopts synchronous dynamic memory
mt48lc8m, and the working interface mainly includes data
bit, address bit, write/read control, and write/read clock.
Dynamic memory also needs strict timing to realize the
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Table 4: Converted digital signal is mounted on the data line.

Item
Switch
signal

Bus
signal

SDRAM FPGA
Power

consumption

DC 1.22 1.73 1.59 0.79 1.38

AC 1.72 2.06 2.49 2.12 1.66

Sleep
mode

3.82 4.37 2.14 3.96 4.51

Standby
mode

4.48 5.61 5.58 2.63 1.03

Test node 1.24 2.08 2.09 2.04 1.41
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functions of writing, reading, and refreshing. As shown in
Table 5, the system is implemented by FPGA, which is
responsible for connecting the data bus of memory.

4.3. Pressure Time Curve Analysis. In this paper, the pressure
time curve measured by the test device is directly read, and
then, the value of shock wave overpressure is obtained. Tak-
ing two sets of devices as examples, their pressure time curves
are shown in Figure 5.

As shown in Figure 5, it can be seen that before the arrival
of shock wave overpressure, a lot of jitters are superimposed
on the baseline of the test system. This is because the velocity
of some fragments exceeds the velocity of shock wave in the
pressure measuring area installed by the test device during
explosion, and these fragments pass through the air at super-
sonic speed to form a projectile track shock wave; in response
to the sensor, there are many small pressure disturbances
overlapping on the time-varying curve of shock wave
pressure.

4.4. Comparison and Analysis of External Flow Field
Simulation Results of Two Kinds of Sensors. The disc type
and pen type shape structures are simulated with multiple

pressure values under different concave-convex heights and
different deviation angles. The results are shown in
Figure 3. The abscissa in the figure is the Mach number cor-
responding to the inlet pressure (calculated by using fluent
modeling), and the ordinate is the measured pressure value.
Different lines are used to represent the different heights
and angles of the two structures, which is very good. It
reflects the influence of different installation methods of the
two structures on the test results. When the step pressure
wave generated by the shock tube reaches the sharp corner
of the windward surface of the disk, the shock wave below
the disk plane flows through the disk plane according to the
original propagation direction and passes through the sensor
sensitive surface. The pressure change of the sensitive surface
is very small. The shock wave above the disk plane reflects
when it meets the rigid wall and forms an eddy current at
the intersection of the vertical plane and inclined plane, the
maximum pressure and density are 619394 pa, and a weak
bow wave is formed at the sharp corner of the disk under
the influence of the eddy current. With the propagation of
shock wave, the eddy current range extends outward, and
the shock wave propagates upward rapidly after passing
through the disk plane of leeward surface. Under the influ-
ence of the shape structure, the vortex is formed. The pres-
sure value decreases rapidly, and the minimum value
reaches 25159 pa. In the simulation process, there is even
negative pressure at the vortex, and there is flow separation
phenomenon. From the pressure curve of the monitoring
surface, it can be seen that the pressure change of the sensi-
tive surface of the sensor is very small, close to the inlet pres-
sure, indicating that the shock wave inflow is relatively stable.
It can be seen from the same figure that the velocity of the
incident flow and the reflected wave decreases sharply at
the vertical plane of the configuration structure, and the min-
imum velocity is 0.55 mach. The maximum pressure changes
in the flow field are at the windward side and leeward side of
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Table 5: Dynamic memory also needs strict timing to realize the
functions.

Item DC AC
Sleep
mode

Standby
mode

Test
node

Switch signal 2.05 3.26 1.22 2.8 1.32

Bus signal 5.97 5.87 5.83 2.43 3.38

SDRAM 4.46 2.15 1.62 3.69 1.15

FPGA 2.82 1.76 2.2 1.22 2.42

Power
consumption

2.08 1.1 3.42 2.75 2.98
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the disk slope and the vertical pipe wall, respectively, and the
pressure change is very small at the plane disk.

It can be seen from Figure 6 that when the two structures
have the same protrusion height or depression depth, the
influence of the two shape structures on the test results
increases with the increase of the inlet pressure. For the same
inlet pressure, the larger the bulge or depression value, the
greater the impact on the results.

As shown in Table 6, the influence of the disk is greater
than that of the pen type, and the change rate of the relative

difference increases with the increase of the concave-convex
value. At the same angle deviation, the influence of the two
shape structures on the test results increases with the increase
of the inlet pressure. At the same inlet pressure, the larger the
deviation angle, the greater the impact on the results. The
influence of the disk is greater than that of the pen type,
and with the increase of the angle value, the change rate of
the relative difference also increases.

4.5. System Computing Performance Test. As shown in
Figure 7, the data evaluation model algorithm designed in
this paper has high accuracy, but it will generate more inter-
mediate results and temporary matrix in the calculation and
execution, and the time complexity reaches Oðn2 log ðnÞÞ,
which is too much for an ordinary single machine environ-
ment processing platform, especially when the amount of
data is large. By referring to a large number of data, the big
data processing technology is introduced, as shown in
Table 7.

The massive shock wave test data and calculation pro-
cessing tasks are distributed on the cluster computer to solve
the dilemma of a single machine mode, so as to improve the
calculation efficiency and accuracy. Based on the measured

1.93

3.34

5.38

1.18

1.41

5.73

4.87

0

1

2

3

4

5

6

7

1 2 3 4 5 6 7

M
ac

h 
nu

m
be

r (
M

a)

Preasure values (Pa) (x100000)

Shockwave data within the scope of the Ordnance Research Institute

Figure 6: Histogram of comparison between the disc and pen bump.

Table 6: Two shape structures on the test results increase.

Num
Disc
bump

Pen
bump

PC
environment

Hadoop Distributed

1 1.93 1.43 0.74 1.4 1.27

2 3.34 1.13 2.05 3.26 1.22

3 5.38 5.41 5.97 5.87 5.83

4 1.18 4.09 4.46 2.15 1.62

5 1.41 1.81 2.82 1.76 2.2

6 5.73 5.8 2.08 1.1 3.42

7 4.87 5.31 1.1 3.44 1.69
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Table 7: Big data processing technology is introduced.

Item Shock wave Filter processing Domain analysis Complexity Temporary matrix

Click mode 1.32 3.15 1.35 1.53 3.33

Ordnance 3.38 3.23 2.11 3.67 4.72

PC environment 1.15 3.24 2.08 3.15 1.1

Hadoop 2.42 4.6 3.59 1.53 1.8

Distributed 2.98 2.15 5.17 2.13 4.36
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Figure 7: Temporary matrix in the calculation and execution.
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Table 8: Hadoop needs more initialization preparation and intermediate.

Item Click mode Ordnance PC environment Hadoop Distributed

Stability 0.91 1.22 1.73 1.59 0.79

Shock wave 2.31 1.72 2.06 2.49 2.12

Filter 4.59 3.82 4.37 2.14 3.96

Domain 3.5 4.48 5.61 5.58 2.63

Complexity 4.34 1.24 2.08 2.09 2.04
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shock wave data in the range of Ordnance Research Institute,
this part compares the time required for frequency domain
decomposition and filtering processing under the traditional
single PC environment and Hadoop distributed platform of
the system.

As shown in Figure 8, through the above analysis, when
the amount of data is small, Hadoop consumes more time
because the MapReduce framework cannot open multiple
nodes to process the calculation process, and the whole calcu-
lation is implemented on one node (equivalent to stand-
alone mode).

As shown in Table 8, Hadoop needs more initialization
preparation and intermediate result transmission time, so it
consumes more time. When the amount of data reaches a
certain scale, Hadoop will start the cluster node distributed
processing the same computing process, and its advantages
will naturally be highlighted.

5. Conclusions

In the destruction process of weapon warhead, explosion
shock wave is one of the essential characteristic physical
quantities, which can be measured accurately, which can pro-
vide some reference data for the research of weapon destruc-
tive power. However, in the actual shock wave test, the
amount of test data increases rapidly, and the data structure
and types are more and more. The traditional test procedures
and data processing technology cannot meet the require-
ments of rapid testing and cannot meet the most valuable test
evaluation results in sea level data. In the current research
process, the accuracy and intelligence of the test need to be
improved. In this paper, the basic technology and realization
of free-field shock wave are completed. It includes AD circuit,
storage and recording module, activation circuit, interface
circuit, power management module, computer management
system, and data processing system. We introduce the imple-
mentation of synchronization module and verify the errors of
single and multiple synchronization units. Special circuit
installation and protection structure are designed for the
developed system structure, so as to avoid direct damage to
test equipment due to bullet.

In this paper, a test method is studied. The rationality of
overpressure value is tested by measuring the velocity of
shock wave and directly measuring the overpressure time
curve of shock wave. In the process of research and develop-
ment of the test system, the wireless device complements the
functions of flash data storage, gain amplification, frequency
increase, retrigger, activation, and internal power generation
adjustment, so as to effectively improve the system reliability,
operation simplicity, and practicability. The dynamic charac-
teristics of the test system are analyzed, and the performance
index and operation index of the test system are verified by
the actual explosion test.

In this paper, fluent fluid dynamics simulation software
and impact tube are used to study the influence of the con-
vexity and deflection angle of the sensor sensitive surface
on the pen and disc test results. It focuses on the simulation
of different convex angle, different convex height, depression
depth, and installation error under different insertion angles.

The conclusion is that the two shape structures meet the
safety requirements. Under the same conditions, the error
measured by the pen structure is less than that of the disk
structure, while the error caused by concave and convex
installation is far greater than that caused by claim of disc
structure. What is the reason for this? The simulation results
of the broken line method are more intuitive. The results
show that the influence of the two schematic structures on
the test results increases with the installation angle or the
concave-convex degree and increases with the increase of
the concave-convex degree. The influence of the angle on
the test results is that the pen structure has less influence
on the test results than the disk structure, so the pen structure
is used for dynamic calibration of the two structures under
different installation conditions next. The experimental data
and simulation results are compared and analyzed to verify
the accuracy of the simulation results.
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In this paper, an FPGA-based convolutional neural network coprocessor is proposed. The coprocessor has a 1D convolutional
computation unit PE in row stationary (RS) streaming mode and a 3D convolutional computation unit PE chain in pulsating
array structure. The coprocessor can flexibly control the number of PE array openings according to the number of output
channels of the convolutional layer. In this paper, we design a storage system with multilevel cache, and the global cache uses
multiple broadcasts to distribute data to local caches and propose an image segmentation method that is compatible with the
hardware architecture. The proposed coprocessor implements the convolutional and pooling layers of the VGG16 neural
network model, in which the activation value, weight value, and bias value are quantized using 16-bit fixed-point quantization,
with a peak computational performance of 316.0 GOP/s and an average computational performance of 62.54 GOP/s at a clock
frequency of 200MHz and a power consumption of about 9.25W.

1. Introduction

Hardware acceleration of artificial neural networks (ANNs)
has been a hot research topic since the 1990s [1, 2]. The most
representative one is the implementation of a shallow artifi-
cial neural network gas pedal, ETANN, by Intel in 1989,
which supports only a small amount of data [3, 4]. Convolu-
tional neural networks have been proposed since 1989 and
did not become a research hotspot until 2006, mainly due
to the difficulty of hardware computing power at that time.
The convolutional and fully connected layers in CNN are
mainly multiplicative and additive operations with relatively
single control process; however, the training and prediction
process of CNN models generally requires hundreds of mil-
lions of multiplicative and additive operations [5, 6], of which
90% of the computations are concentrated in the convolu-
tional layer [7]. To achieve high computational performance,
it is often necessary to design highly parallel temporal and
spatial architectures [8–10].

Temporal parallelism is mainly for CPUs and GPUs,
which improve computational efficiency mainly by increas-
ing frequency, multilevel cache, single instruction multiple
data, single instruction multiple threads, etc. All Arithmetic
Logic Units (ALUs) share controllers and memory. In these

computing platforms, the convolutional and fully connected
layers are mapped into matrix multiplication to participate in
the computation. CNN has high computational density, sin-
gle task, and high data reuse and requires large-scale compu-
tational logic and storage bandwidth without complex
control logic, so the CPU is not suitable for CNN computa-
tion. On the contrary, GPU has thousands of computational
cores and is more suitable for CNN computation; however,
the power consumption and area of GPU are large, and the
energy efficiency ratio is low mainly deployed in the cloud.
However, GPUs are not suitable for embedded applications,
which are power sensitive. Spatial parallelism is mainly for
ASICs and FPGAs, mainly through stream processing, local
accumulation, proximity storage, etc. to improve data reuse
and thus computational efficiency. FPGAs are highly pro-
grammable and configurable, with high energy efficiency
and short development cycles, especially with tools such as
High Level Synthesis and OpenCL, which accelerate the
development of FPGAs.

Sankaradas et al. designed a coprocessor for CNN
based on FPGA [11] with low precision data bit-width
(20-bit fixed-point quantization for weights and 16-bit
fixed-point quantization for feature map values), support-
ing only fixed size convolutional kernel size, frequent
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accesses, high power consumption, and low computa-
tional efficiency because intermediate values need to be
stored in DDR. Gokhale et al. designed the coprocessor
nn-X for mobile embedded end [12, 13] with a peak
computational performance of 200 GOP/s on Xilinx
ZC706 platform. With the increasing complexity of
CNN models, FPGA logic resources, and memory band-
width, the design space of FPGAs is also expanding. In
order to find the optimal gas pedal design solution,
MIT proposed Eyeriss [14], a highly efficient and reconfi-
gurable deep convolutional neural network accelerator
chip. Eyeriss supports different sizes of input feature
maps and convolutional kernel sizes, uses RLB (run-
length-based) compression to reduce the average image
data transfer bandwidth by a factor of 2, reduces the
interaction between computational units and on-chip
storage through data reuse and local accumulation, and
reduces the interaction between data and DDR through
hierarchical storage. This reduces power consumption.

In this paper, we analyze the convolutional neural net-
work algorithm and design a high-performance and flexible
FPGA-based convolutional neural network coprocessor by
combining the hardware implementation and optimization
with the characteristics of FPGA platform. The paper is orga-
nized in the following sections. Section 2 introduces the copro-
cessor architecture. Section 3 focuses on the design of each
major module in the coprocessor. In Section 4, we perform
FPGA hardware verification. Finally, Section 5 concludes.

2. Coprocessor Architecture

In this paper, we provide a coprocessor implementation for
convolutional neural networks, which is aimed at accelerat-
ing the convolutional and pooling layers of convolutional
neural networks on FPGAs and applying them to heteroge-
neous accelerated systems or embedded terminals. The
design solution includes a controller, input buffer, output
buffer, convolutional unit, and pooling unit. Figure 1 shows
the schematic diagram of the overall architecture of the
coprocessor. The input buffers include a global image buffer
(GIB), tc local image buffers (LIBs), a global bias buffer
(GBB), tm local weight buffers (LWBs), and tm local partial
sum buffers (LPBs). The output buffers include tm local out-
put buffers (LOBs); the convolution operation unit includes
tm PE arrays; the pooling unit includes tm splice pools
(referred to as sp_pool, a pooling unit containing image
stitching function); tm and tc in the figure are given optimal
values by theoretical analysis.

The main functions of each cell module in this architec-
ture are as follows:

(1) The data I/O interface supports AXI4-Stream and
AXI4-Lite bus protocols. The off-chip memory sends
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PE_array_tm
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LWB GBB
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Figure 1: The schematic diagram of the overall architecture of the coprocessor.
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Figure 2: The form of data reuse in CNN.
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data in bulk to the input buffer of the coprocessor
through the AXI4-Stream Slave interface to provide
feature map data, weight data, and bias data for the
PE array

(2) The global controller communicates with external
control signals through the AXI4-Lite bus interface.
The global controller contains nine 32-bit instruction
registers, which are used to store the parameters of
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Figure 3: The schematic diagram of the proposed convolutional computation unit.
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the convolutional layer as well as the enable signal
and the end-of-computation signal

(3) GIB and GBB and tm LWBs all have an ID. After the
data is input from the S_axis interface, only the buffer
with the matching ID can receive the data

(4) GIB is distributing data to tc LIBs in the form of
global broadcast, each LIB has its own ID, and only
LIBs with matching IDs can receive data

(5) Each sp_pool can implement nonlinear activation,
image stitching, and pooling. This design supports
activation function ReLU and step size 2, size 2 × 2
maximum pooling

The FPGA development board used in this thesis is the
ZYNQ-7000 ZC706 evaluation board, and the number of
DSPs available and the size of on-chip storage is small com-
pared to the mainstream chips. The amount of weight data
in the fully connected layer is large, and there is no reusabil-
ity. If the fully connected layer is executed in FPGA, only a
small performance improvement can be obtained, but at
the same time more computational and storage resources
are occupied and the control logic is more complicated,
which will directly affect the parallelism of the convolutional
layer operation. Therefore, the coprocessor designed in this
thesis is only responsible for the accelerated computation of
the convolutional and pooling layers.

3. Design of Each Major Module in
the Coprocessor

3.1. Convolutional Operation. Convolutional operations are
the most central and computationally intensive operations
in convolutional neural networks, so the efficiency of convo-
lutional units directly affects the performance of the whole
architecture. In fact, most of the hardware resources in the
design solution are also allocated to the acceleration of con-
volutional operations. The basic operation of convolutional
operation is matrix multiplication, and one convolutional
operation consists of multiple multiplication and addition
operations; in convolutional operation, the data is highly
reusable, as shown in Figure 2.

3.1.1. Convolutional Reuse. A 3D convolutional kernel of size
k × k × C slides on a 3D feature of size fmap size × fmap
size × C with a fixed step size. The same convolutional kernel
convolves different receptive domains, and the filter weights
are reused; the activations of two adjacent receptive domains
overlap and are reused by different weights in one convolu-
tional kernel.

3.1.2. fmap Reuse. M 3D convolutional kernels of size k × k
× C are slid over a 3D feature map of size fmap size × fmap
size × C in a fixed step. When M convolution kernels con-
volve the same sensory domain, the activation values in that
domain are reused.

3.1.3. Filter Reuse. A 3D convolutional kernel of size k × k
× C slides over N 3D feature maps of size fmap size ×

fmap size × C with a fixed number of steps. The same
convolutional kernel can convolve multiple sensory
domains at the same location in the feature map, and
the kernel weights are reused.

Although multiple multiplication and addition opera-
tions are required in a single iteration, the data demand
is high, but in fact, since most of the data in the input
feature subregion of the convolution operation can be
reused, fully utilizing this feature can reduce the on-chip
data cache capacity and off-chip storage bandwidth
requirements.

3.2. Convolutional Cell Design. In this paper, in order to take
full advantage of the data multiplexing form of the convolu-
tional computation process and to fully consider the compu-
tational and storage resources of the FPGA, Figure 3 shows
the schematic diagram of the proposed convolutional com-
putation unit, which illustrates the data interaction between
the computational unit and the memory.

The whole convolutional computation unit includes tm
PE arrays, each PE array includes tc PE chains, each PE chain
includes 3 PE, each PE contains a DSP, each PE can complete
a one-dimensional convolution, each PE chain can complete
a two-dimensional convolution, and multiple use of a PE
chain or multiple PE chain parallel computation can achieve
a three-dimensional convolution. As shown in Figure 3, first,
there are tc LIBs corresponding to tc PE chains, and each LIB
passes the image data to tm PE chains in the form of broad-
cast, realizing the feature map reuse form as shown in
Figure 2. In addition, there are tm LWBs in the whole convo-
lutional computation unit, and each LWB corresponds to one
PE array, and the weights are passed to tc PE chains in the
form of broadcast, realizing the convolutional reuse form
shown in Figure 2. Finally, there are tm LPBs in the whole
convolutional computation unit, each LPB stores the bias
value (bias) from GBB for the first time and then stores the
partial sum from PE chain; similarly, each LPB can output
data to PE chain or to splice pool. Each LPB has two data
input ports and two data output ports.
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Figure 6: The schematic diagram of the I/O interface of the PE
chain.
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3.3. PE. The most basic multiplication and addition unit PE
in the convolution unit designed in this paper adopts the
stream processing structure of RS, which can realize the
one-dimensional convolution calculation. Assuming the size
of the input feature map ifmap size = 5 and the size of the
convolution kernel k = 3, the data flow into PE is shown in
Figure 4. The PE structure designed in this paper saves stor-
age resources by reducing the Image Scratch Pad and Filter
Scratch Pad compared to the PE structure of Eyeriss [10],
which is certainly a good design in the case of storage con-
straints. Figure 5 shows the schematic diagram of the PE unit.
Sel in the input signal is the selection control signal; Sel = 1
plus the bias value or the partial sum from the previous PE;
Sel = 0 plus the product of the activation value and the weight
value. This PE structure can be implemented in the FPGA
with only one DSP example. In this paper, to avoid the logic
overhead and control complexity associated with dynamic
fixed-point quantization, both weights and activation values
are quantized using a fixed-state 16-bit fixed-point
quantization.

3.4. PE Chain. PE chain is the core of the entire convolutional
computation unit. Without considering parallel computa-
tion, a PE chain can do all the computations of the convolu-
tional layer in the neural network independently.

Figure 6 shows the schematic diagram of the I/O interface
of the PE chain. When the PE chain detects an enable signal,
it sends an activation request signal to the LIB, a partial sum
signal to the LPB, and a weight request signal to the LWB; the
LIB receives the request signal and sends a feature map value;
the LPB sends a partial sum; the LWB sends a convolution

kernel. A channel counter is designed in PE chain. When a
2D feature map value is computed, the counter is incremen-
ted by one until the counter equals the computed channel,
and all input feature map channels are computed. This marks
the completion of the computation of all channels in a 3D tile
(a large feature map divided into several smaller feature
maps, each of which called a tile).

PE chain computational logic: if the size of the convolu-
tion kernel is k, then a PE chain consists of k PEs connected
sequentially and expanded in space-time, which is a two-
dimensional systolic array structure. In this design, only 3
× 3 convolutional kernels are supported, so a PE chain con-
sists of 3 PEs, as shown in Figure 7, and each two PEs are con-
nected by a FIFO (the last PE chain in a single PE array as
shown in Figure 3 contains only two FIFOs, and the last FIFO
is replaced by an LPB).

A PE chain can implement a 2D convolution, and a PE
chain can fully implement a 3D convolution calculation
without considering the computational speed (all 2D convo-
lutions are executed serially by a PE chain). Assuming an
input feature map of size ifmap size = 5 and a convolution
kernel of size k = 3, the space-time mapping (STM) of a PE
chain is shown in Figure 8.

Each solid circle in the graph represents one PE, three
PEs in total, and the computation process of each PE is
expanded along the time axis to form a two-dimensional
pulsating array structure. Each row of the feature map is
passed to each PE simultaneously in the form of a broad-
cast. The data flow of Psum_row1 in the space-time map-
ping diagram of PE chain is shown in Figure 9, where the
data flow of each PE is shown in Figure 4. The first row of
the convolution kernel is given to PE1, the second row to
PE2, and the third row to PE3, with three rows of input
simultaneously, which requires that one convolution kernel
must be taken from the LWB at a time. In each cycle, the
PE computes a one-dimensional convolution, and the par-
tial sum is temporarily stored in the FIFO. When the pre-
vious PE finishes computing a row, the next PE is opened,
and the partial sum in the previous FIFO is read as bias
into the current PE.

3.5. PE Array. PE array is an array of PE chain, and the whole
convolutional computation unit is implemented by multiple
PE arrays, utilizing two data reuse modes, such as convolu-
tional reuse and feature map reuse shown in Figure 2, to
achieve a high degree of parallelism in convolutional compu-
tation. Due to the limited on-chip storage, the input feature
map must be segmented, and the segmentation strategy is
related to the overall structure of the PE array, which also
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Figure 7: The schematic diagram of the proposed PE chain.
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leads to the decision of computation modes for multiple PE
arrays.

The overall structure of a single PE array is shown in
Figure 10. The detailed I/O interfaces are omitted, and the
directions indicated by the arrows in the figure only represent
data interaction relationships.

A single PE array contains tc PE chains, and tc PE chains
are connected in turn. When PE array receives the signal
from each PE chain, it can easily control the opening and
closing of each PE chain. The nth PE chain sends a signal
to the nth-1st PE chain to request a partial sum. After the
nth-1st PE chain receives the requested signal, it sends a sig-
nal to the next PE chain and at the same time reads its own
FIFO3 and sends a partial sum. The tcth PE chain differs
from the previous PE chain in that it contains only two
FIFOs, and the third FIFO is replaced by the LPB, and the
first PE chain sends a request signal to the LPB.

Data interaction between PE array and each buffer: each
PE chain has its corresponding local image buffer (LIB),
and all PE chains share a local weight buffer (LWB), as shown
in Figure 11, and the LWB sends the weights to PE array in
the form of broadcast, and only the PE chain with matching
ID can receive them. chain can only receive them. The start of
PE array is controlled by three signals, the signal from GIB
and the signals from LPB and LWB, respectively.

3.6. Image Segmentation Strategy. For a PE array with a PE
chain in each PE array, the entire convolutional computation
unit has only one PE chain (with 3 DSPs), and all local caches
alone require at least 53Mb of storage space to satisfy the
computation of all convolutional layers. For 4 PE arrays, each
PE array contains 64 PE chains, i.e., the entire convolutional
computation unit uses 256 PE chains (with 768 DSPs), and
the local cache alone requires at least 255Mb of storage
space. The on-chip storage of FPGA chip resources is only
19.1M, while the number of DSP is 900. Obviously, if the fea-
ture map is not divided, the on-chip storage is not enough
and the computational unit cannot be fully utilized. In order
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to balance the allocation of on-chip storage and computa-
tional units, this paper adopts the strategy of splitting the fea-
ture map size. The smaller the size of the split feature map,
the smaller the local storage occupation, and the larger the
global cache can be allocated with limited storage resources,
reducing the delay of data loading during each round of com-
putation of computation units. Of course the trouble brought
is the increase in the number of rounds of computation
needed and the increase in the number of data loading from
the global buffer. So the size of the partition needs to be
adapted to the architecture of the hardware, taking into
account both the parallelism of multiple PE arrays and the
time delay of opening multiple PE chains in each PE array
in turn.

In the hardware architecture design of this thesis, for the
convenience of control, so that the size of each tile is equal, C
should be divisible by tc. A tile (ts × ts × C) of depth C is
decomposed into C/tc groups according to successive groups
of tc 2D tile, and the 2D tile in each group is stored in the cor-
responding LIBs, which correspond to PE array, as shown in
Figure 12. Each LIB stores 2D tile.

The actual simulation verifies that after PE chain is
enabled, it needs to request feature map data, weight data,
and partial sum data and then turn on the first PE, and
the process takes five clock cycles. According to the calcu-
lation logic of PE chain, the previous PE needs to calculate
one row of feature map data before the next PE can be
turned on, and the process takes 3ðts − k + 1Þ clock cycles.
The PE3 calculation of the previous PE chain produces
the first partial sum to start the next PE chain, and the
actual simulation verifies that the process takes seven clock
cycles. It takes tc × ½5 + 6ðts − k + 1Þ + 7� clock cycles from
the first PE chain first enable to the second enable, while
it takes 5 + ts × 3ðts − k + 1Þ clock cycles for the first PE
chain to finish computing the first 2D tile. tc and ts are
bounded as follows:

5 + ts × ts − k + 1ð Þ < tc × 5 + 6 ts − k + 1ð Þ + 7½ �: ð1Þ

When k = 3, the inequality is rewritten as follows:

0 < 6tc × ts − 3ts2 + 6ts − 5: ð2Þ

The constructor is as follows:

f ts, tcð Þ6tc × ts − 3ts2 + 6ts − 5: ð3Þ

In order to minimize the interval time of PE chain, f
ðts, tcÞ should be taken as the minimum value. To facili-
tate control, tc should be equal to 2n, considering that
there are only 900 DSPs in the FPGA and each PE chain
contains 3 DSPs, the relationship between the number of
DSPs used. When tc = 4 and ts = 9, the function f ðts, tcÞ
is greater than 0 and smallest. The theoretical interval of
the PE is 22 clock cycles.

The design of this thesis uses 64 PE arrays for parallel
computation. When tc = 4, tm = 64, ts = 9, the local buffer
occupies at most 5.5Mb. This paper uses distributed RAM
instantiation for memories with larger bit width (48 bits) or
smaller space occupancy, such as FIFO, LPB, and LOB.

3.7. Computational Decision for Multiple PE Chains. The
convolutional computation unit uses 64 PE arrays, and each
PE array contains 4 PE chains. The computation model used
in this paper is as follows: the feature map values in each LIB
are shared by 64 PE arrays, and each PE array has its own
separate LWB, as shown in Figure 13.

The previous PE chain passes the computed partial sum
to the next PE chain. Each tc 2D tile is computed as a small
cycle (called a 2D_tile_cycle), and each 3D tile takes C/tc
small cycles to compute, so the number of clocks (timetile)
needed to finish computing a 3D tile is as follows:

timetile = tc × 5 + 6 ts − k + 1ð Þ + 7½ � × c
tc : ð4Þ

Each 3D tile is a large cycle (called a 3D_tile_cycle), and
64 PE arrays produce 64 output feature maps at the same
time. The PE array designed in this paper contains 4 PE
chains, and each PE chain corresponds to a channel of the
input feature map, and when there are only three channels
of the input feature map, the value stored in the fourth LIB
is all 0 for the convenience of control.

This computational model has a great improvement for
the utilization of computational units. According to the
parameters of the neural network model of VGG16, the min-
imum number of output channels is 64, so it can ensure that
all 64 PE arrays can be effectively computed when computing
each layer of convolution. For neural networks with less than
64 output channels, we can flexibly control the number of PE
array through the controller parameter configuration to
reduce unnecessary power consumption.

3.8. Splice Pool. The overall structure of splice pool is shown
in Figure 14 (the clock signal and reset signal are omitted in
the figure) and contains an internal Pool Buffer and a spe-
cially designed comparator. After PE array calculates a 3D
tile, it sends a signal to splice pool, and splice pool detects

LPB

LIB_1

LIB_2

LIB_tc

C

C/tc 2 1

tc
ts

ts

LPB

PE_chain_tc

PE_chain_2

PE_chain_1

Figure 12: Correspondence of a 3D tile to a PE array.
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the signal and starts to enable it, delays one clock cycle to
send a signal to request the convolution result, and after
LPB receives the request signal, it sends a transmission signal
and delays one clock cycle to send the convolution result.
When an output tile is stored, splice pool stops enabling
and enters the state of waiting for the next enable. When four

output tiles are spliced, the comparator is started and the
ready pooling signal is sent to the LOB, and then, the pooling
result is output every four clock cycles.

3.9. Memory System. The memory system mainly consists of
input buffers and output buffers, both of which are connected
to the DMA controller through the AXI4-Stream bus, and
interacts with DDR3 by DMA. This avoids frequent data
exchange with DDR3memory and reduces access to memory
power. The memory capacity configuration in the coproces-
sor is combined with the features of Block RAM and Distrib-
uted RAM (DistRAM) in FPGAs. The memory capacity

3D tile

3D filter_1 3D filter_2 3D filter_3 3D filter_64

PE_array_1 PE_array_2 PE_array_3 PE_array_64

Figure 13: Convolutional unit computation model.
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CTL
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Figure 14: The overall structure of splice pool.
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Figure 15: Data interaction of input buffers with the bus.

Table 1: Individual input buffer IDs.

Memory GBB LWB1 … LWB64 GIB

ID 1 2 65 66
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configuration method in this design is flexible based on per-
formance requirements and resource redundancy.

The input buffers include GIB, LIB, LWB, GBB, and LPB.
The data interaction relationship is as follows Figure 15.
Since all data needs to be input from the axis_S port, each
memory connected to the interconnect logic is assigned an
ID for efficient distribution, and only the memory with the
matching ID can receive the current data. Table 1 shows
the individual input buffer IDs. Considering that DDR reads
and writes are usually in burst mode, the bandwidth utiliza-
tion is higher when reading or writing batches of data
sequentially and lower when random address reads and ran-
dom address writes alternate frequently. Therefore, the data

Figure 16: The ZC706 evaluation board.

Figure 17: The resource utilization report.

Table 2: The performance statistics of the coprocessor computing
VGG16.

Layer
Number of
operations
(Ops)

Number of
clocks (clk_

num)

Performance
(GOP/s)

Power
(W)

Model 9437184 21669 87.10 9.21

Conv1 176518656 471803 74.83 9.21

Conv2 3765731328 33739520 22.32 9.23

Conv3 1916338176 4287402 89.39 9.24

Conv4 3832676352 17419712 44.00 9.23

Conv5 1984167936 2440995 162.57 9.22

Conv6 3968335872 9996224 79.40 9.23

Conv7 3968335872 9996224 79.40 9.25

Conv8 2123366400 3468295 122.44 9.28

Conv9 4246732800 7790023 109.03 9.25

Conv10 4246732800 7790023 109.03 9.26

Conv11 1207959552 3621895 66.70 9.23

Conv12 1207959552 3621895 66.70 9.24

Conv13 1207959552 3621895 66.70 9.23

Table 3: The computational performance comparison results for
different platforms.

Layer group This work (GOP/s) VGG16 [15] [16] [17]

Conv_1 23.04 46.42 1578.8 45.15

Conv_2 52.97 80.44 1675.5 69.60

Conv_3 88.45 151.57 2177.1 103.51

Conv_4 111.47 147.91 2791.6 86.04

Conv_5 66.70 186.99 1003.5 36.27
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is stored in DDR in the order of the first layer (bias–filter–
feature map), the second layer (bias–filter–feature map),
and so on. Therefore, the order of ID change is 1,2,3 ......66,
when data is loaded from off-chip memory into the input
buffer before each layer of convolutional computation, and
the order of ID change after that varies according to the con-
figuration parameters of the controller.

The output buffer consists of tm local output buffer
(LOB) with one LOB connected after each pooling unit. 64
LOBs are stored at the same time, and a signal is sent to the
controller, and the host reads the output feature values
sequentially through the M_axis port.

3.10. Global Controller. The global controller mainly consists
of a lookup table and a register configuration unit, which
completes the control of each module of the whole coproces-
sor. The configuration of the registers is done through the
AXI4-Lite interface configuration, including nine 32-bit reg-
isters, each with corresponding address and description. The
global controller starts the coprocessor when it detects an
enable signal. In order to use as much DSP as possible for
convolution calculation instead of for address or other inter-
mediate parameters, this thesis unifies the parameters that
may be used by each module in the controller for calculation
and then sends them to each module on demand.

4. FPGA Hardware Verification

The coprocessor designed in this thesis focuses on the accel-
erated computation of the convolutional layer in the VGG16
neural network model. The coprocessor is verified in hard-
ware based on the ZC706 evaluation board kit, as shown in
Figure 16. The evaluation board contains a configurable
dual-core ARM Cortex A9 processor and a 28 nm XC7Z045
FFG900-2-based FPGA chip with 54650 Slice (each Slice
contains 4 LUTs and 8 flip-flops), 900 DSP cells, and 545
Block RAM cells.

The proposed coprocessor implements parallel computa-
tion of 64 PE arrays with the coprocessor resources as shown
in Figure 17. 768 DSPs are used for the convolutional compu-
tation unit, 2 DSPs for the controller, and 1 DSP for the GIB.
In the process of implementation and layout wiring, the
“default” implementation strategy is selected, and the clock
frequency can reach 200MHz.

At the clock frequency of 200MHz, the peak computa-
tion capacity of the coprocessor designed in this paper is
316.0 GOP/s. Due to the long loading time of the data, espe-
cially in the case of a relatively large number of 3D tiles, the
interval time of PE array accumulates relatively large, result-

ing in a relatively low average computation capacity. Table 2
shows the performance statistics of the coprocessor comput-
ing VGG16. In the verification scheme, the ROM of the off-
chip memory needs to be instantiated using Block RAM.
Therefore, the verification can only have the storage capacity
of GIB, so the convolutional layers with more parameter
values and activation values cannot be verified. We can
extrapolate the convolutional computation time and data
loading time based on the verified convolutional layers and
then infer the computational performance of the convolu-
tional layers that cannot be verified directly. According to
the actual test results in Table 2, it can be found that the total
computational power consumption increases slightly with
the number of accesses when all DSPs are involved in the
computation. The main reason is that the DDR is not
accessed during the test, and all data interactions take place
between on-chip memory and registers and before registers
and DSPs. The difference in the number of accesses results
in a slight difference in the total power consumption.

Table 3 shows the computational performance compari-
son results for different platforms. The CPU is Intel Xeon
E5-2690 CPU@2.90GH, the GPU is Nvidia K40 GPU, and
the mGPU is Nvidia TK1 Mobile GPU development kit.
The convolutional layers between the two pooling layers are
called a conv group, and there are five groups. The weights
of this design are not processed by any compression, while
the paper [12] uses SVD compression, and the weight values
are reduced to 36% of the original; nevertheless, the compu-
tational performance of the coprocessor designed in this
paper is at the same level as the mGPU.

Table 4 shows the computational performance of the
coprocessor of this design compared with other FPGA pro-
cessor. The coprocessor designed in this paper mainly adopts
two solutions to achieve higher clock frequency. First, reduce
the fan-out, the signal fan-out from LIB broadcast output to
64 PE arrays is 64, and the design reduces the fan-out to 8 by
adding intermediate flip-flops. Second, reduce the multipli-
cation calculation except convolution calculation, put all
the parameters involved in the controller to calculate uni-
formly, and then distribute to each module as needed. The
computational performance of this design scheme is rela-
tively high compared to the paper [14–16] and much worse
compared to the paper [13]. On the one hand, it is because
the paper [13] uses the SVD compression algorithm to
reduce the amount of weight value to 36% of the original,
and on the other hand, this design scheme in the cache read
and write processes, we often start the computation process
or the transfer operation between memories only after all
the read and write processes are completed in order to

Table 4: The computational performance of the coprocessor of this design compared with other FPGA processor.

Parameters [18] [13] [19] [17] This work

Platform Virtex5SX240t ZynqXC7Z045 Virtex7VX485t ZynqXC7Z045 ZynqXC7Z045

Frequency (MHz) 120 150 100 150 200

Quantification 48 bits 16 bits 32 bits 16 bits 16 bits

Power 14 8 18.61 9.63 9.30

Performance (GOP/s) 16 23.18 61.62 187.80 62.54
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simplify the logic, which will cause the computation unit to
hang, and the waiting time overhead at this time will become
larger as the 2D_tile. The waiting time overhead becomes
larger as the number of 2D_tile increases.

5. Conclusion

In this paper, an FPGA-based architecture for convolutional
neural network coprocessor is proposed and fully validated,
starting from the optimization methods of convolutional
neural networks at the algorithmic and hardware accelera-
tion levels. A one-dimensional convolutional computation
unit PE with row stationary (RS) streaming mode is proposed
to maximize the energy efficiency of convolutional computa-
tion by using RF-level data reuse and partial and local accu-
mulation; a three-dimensional convolutional computation
unit PE chain with pulsating array structure is proposed with
the MIT Eyeriss structure. Each PE chain consists of three
PEs connected in sequence, which can achieve the functions
that require nine PEs in the Eyeriss structure. Multiple PE
chains form a PE array in the form of pipeline processing,
and the coprocessor can flexibly control the number of PE
array openings according to the number of output channels
of the convolutional layer to reduce invalid computation
and reduce power consumption. A picture segmentation
method is proposed that is compatible with the hardware
architecture, and this segmentation method can make the
PE chain run with the shortest interval between two runs.
The performance evaluation results show a peak computa-
tional performance of 316.0 GOP/s and an average computa-
tional performance of 62.54 GOP/s at a clock frequency of
200MHz, with a power consumption of around 9.25W.
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Because of its high research value, action recognition has become a very popular research direction in recent years. However, the
research on the combination of motion recognition technology and dance movements is still in its infancy. At the same time, due
to the high complexity of dance movements and the problems of human body self-occlusion when performing dances, research
on dance video action recognition has been caused. Progress is relatively slow. This article mainly introduces the research of
sports dance action recognition system oriented to human motion monitoring and sensing, fully considers the abovementioned
problems, and makes in-depth research and analysis on the current excellent action recognition research content in this field.
This paper proposes a research method of sports dance movement recognition for human movement monitoring and sensing,
including sports dance movement classification algorithm and sports dance movement preprocessing algorithm, which is used to
conduct research experiments on sports dance movement recognition for human movement monitoring and sensing. The
experimental results of this article show that the average recognition accuracy of the sports dance action recognition system for
human motion monitoring and sensing is 92%, which can be used in daily sports dance training and competition.

1. Introduction

As a new sports project that has evolved and developed in
recent centuries, sports dance combines a variety of artistic
features, such as clothing, music, dance, and sports. In the
existing sports dance training process, dancers usually watch
videos repeatedly or seek corrective guidance from coaches to
achieve the purpose of training. This not only consumes a lot
of time and energy but also brings certain difficulties and
challenges to learners.

Under the background of the continuous development of
science and technology, human movement-oriented monitor-
ing and sensing technology is gradually applied to sports dance
and otherfields, so that themajority of dance teachingworkers,
dancers, and dance learners who have strong needs in teaching
and self-study can make accurate adjustments to the dance
movements that are not standardized enough to ensure the
accuracy of dance positions in training. Trainers can find their
own rhythm and sense of rhythm through training and can
also promote the further development of digital and basic
dance training and other dance learning information.

Gorman et al. studied the relationship between the
perception of human actions and the influence of social
psychological resources. According to the resource and per-
ception model, it tested and analyzed the common influence
of subjective threats and buffer threats to social psychological
resources. Two experiments tested whether social threats
(i.e., rejection) and psychosocial resources affect the percep-
tion of human movement. The observer tries to recognize
the movement of the person in the fuzzy point light display
after being repelled or not repelled. In addition, the observer
tries to measure trait resources (self-esteem plus social
support) and manipulate self-affirmation. One of the studies
shows that rejection will reduce the sensitivity of detecting
human movement, but not for people with rich feature
resources. Another study replicated this interaction between
rejection phenomena and traits. These studies show that
the basic visual skills for detecting human movements are
affected by social threats and psychosocial resources. The
correlation between the research elements is not strong,
and the practicality is weak [1]. Geng et al.’s research found
that in the real-time health monitoring, they believe that even
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a subset of available radio frequency functions can provide
acceptable classification rates, which can be achieved by
making the proposed scheme easier to reduce computational
costs. This research is a research on human motion recogni-
tion technology for firefighters, and it is not targeted [2].
Chinnadurai and Sridharan found that in recent years, the
concept of deep learning has been used to research image
processing and machine learning applications. In order to
monitor a specific person, Chinnadurai and Sridharan
applied a set of image processing steps in the motion area
containing the moving object, applied convolutional neural
network classifiers with different levels in the selected area,
and learned tools in Google TensorFlow used. In the experi-
ment, shaking videos and low-resolution videos were consid-
ered and the video dataset was checked. This research process
is cumbersome [3].

The innovations of this paper are as follows: (1) propose a
classification algorithm using support vector machine model
(SVM) as an action recognition method; (2) propose the
hardware design of a sports dance action recognition system;
and (3) design a sports dance action and identify the software
of the system.

2. Method of Sports Dance Movement
Recognition Oriented to Human Motion
Monitoring and Sensing

2.1. Sports Dance Movement Classification Algorithm. This
article will use the support vector machine model (SVM) as
the classification algorithm of the action recognition method.
Support vector machine is a new type of machine learning
method based on statistical learning theory and structural
risk minimization criteria, and it is also a major achievement
of machine learning research in recent years [4]. It finds the
global optimal solution from the limited sample information.
It not only has the descriptive ability to accurately describe
the training sample but also has the learning ability to
identify any test sample without error [5]. In this case [6,
7], using the Kðx, yÞ function that satisfies the Mercer condi-
tion as the inner product operation of the two sample
features is equivalent to mapping the sample from the origi-
nal feature space to a new feature space [8].

The following formula exists [9, 10]:

L W, b, að Þ = 1
2

WT ⋅W
� �

− 〠
m

i=1
a1 ai W

T ⋅ xi + b
� �

− 1
� �

, ð1Þ

LðW, b, aÞ with respect to W and b, and make them equal to
zero [11].

〠
m

i=1
aiyi = 0, ai ≥ 0, i = 1, 2,⋯,m, ð2Þ
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m

i=1
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where ai is under the constraint condition [12, 13]:
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1
2
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A dual problem has an optimal solution [14]. The solu-
tion of this optimization problem must satisfy the following
condition:

a∗i yi W
T :xi + b

� �
− 1

� �
= 0, i = 1, 2,⋯,m: ð5Þ

The model is represented by the number of support
vectors [15].
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The function Kðx, yÞ from the original feature space to a
new feature space [16] was used.

f ∗ xð Þ = sgn 〠
N
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a∗i yi ⋅ K xi, xð Þ + b
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: ð7Þ

2.2. Sports Dance Movement Preprocessing Algorithm. Sports
dance moves contain a lot of noise when recognizing and
transforming, and these noises will affect the edge features
of dance video images [17]. Therefore, we need to perform
preprocessing operations on the dance dataset first [18].
The preprocessing operations in this paper include back-
ground subtraction and median filtering operations. Back-
ground subtraction is used to extract the foreground to
separate the human action area, and the median filtering
operation is used to filter out the noise in the image to reduce
the impact on edge features [19, 20].

2.2.1. Background Subtraction. Regarding background sub-
traction, the Gaussian mixture model method is adopted,
and the video image sequence is regarded as a combination
of multiple single Gaussian models. The model maintains a
multidistributed density function for each pixel in the image.
The video image sequence is usually described as the pixel
probability distribution function [21].

Assuming that the value of a certain pixel at time t is pt ,
the probability of occurrence of pt has the following formula:

P ptð Þ = 〠
K

i=1
ωi,t ⋅ η pt , μi,t , σi,t

� �
: ð8Þ

Among them, ωi,t is the weight of the ith Gaussian distri-
bution at time t, and ηðpt , μi,t , σi,tÞ is the corresponding
probability density function [22, 23]. The specific manifesta-
tion of ηðpt , μi,t , σi,tÞ is

η pt , μi,t , σi,t
� �

=
1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2π σi,t
�� ��

q e− 1/2ð Þ pt−μi,tð ÞTσi,t−1 pt−μi,tð Þ: ð9Þ

And their weights are assigned the same value [24].
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Assuming that the value of a pixel in a newly input image
is pt , the following formula can be used to determine whether
the pixel matches the established K Gaussian distribution:

pt − μi,t−1
�� �� ≤ 2:5σi,t−1: ð10Þ

2.2.2. Median Filter. The specific process of median filtering
is as follows:

(1) First, move the template in the image, and move the
center of the template to coincide with the center
pixel of the image [25]

(2) Get the gray value of all pixels under the template

(3) Sort the gray values of all pixels obtained from the
template in an ascending order

(4) Calculate the median of all gray values after the
arrangement [26]

The specific process is shown in Figure 1.

3. Experiment of Sports Dance Action
Recognition System Oriented to Human
Motion Monitoring and Sensing

3.1. HardwareDesign of SportsDanceActionRecognition System

3.1.1. System Hardware Architecture. The data acquisition
module is used to collect information related to the human
body state in real time and provides three-axis acceleration
and three-axis angular velocity data for the sports dance
action recognition system [27]. It is the data basis of the
sports dance action recognition system, so the performance
of the entire wearable human body motion state perception
system is observed. The pros and cons all depend on the
design part of the data acquisition module.

The main composition of the hardware of this system is
composed of two parts: data acquisition of sensors and Blue-
tooth radio frequency. The sensor part is mainly composed of
six-axis sensor MPU6050 and air pressure temperature sen-
sor BMP180. The Bluetooth chip uses TI’s CC2541.
MPU6050 and BMP180 are connected to CC2541 through
I2C bus and transmit the collected data to the Bluetooth chip.
The Bluetooth chip transmits the collected data through the
ceramic antenna on the board.

3.1.2. Motion Sensor Chip MPU6050. The main function of
the data acquisition module is to comprehensively collect
the acceleration signal and angular velocity signal when the
human body moves, so when choosing the sensor chip, give
priority to the three-axis accelerometer and the three-axis
gyroscope. Based on the above considerations, the sports
dance action recognition system designed in this article
chooses the MPU6050 motion sensor chip introduced by
InvenSense. The MPU6050 motion sensor chip is the world’s
first integrated 6-axis motion processing chip. It integrates a
3-axis gyroscope and a 3-axis accelerator into a chip with
only a millimeter package. It reduces the size of the space that

originally required two motion sensor chips to achieve and
greatly reduces the space on the PCB circuit board.

3.1.3. Bluetooth 4.0 Wireless Module. The Bluetooth 4.0 wire-
less module is composed of the core chip TI’s CC2541 and its
related circuits.

3.2. SoftwareDesign of Sports Dance Action Recognition System

3.2.1. C# Development Language and Its Development
Environment. The main content of this paper is to realize
the recognition of sports dancers’ human movements in a
stable environment. Therefore, it is necessary to choose a
stable and powerful development environment as the soft-
ware platform. Due to the powerful functions of Microsoft
Visual Studio 2010 and good human-computer interaction,
we choose this development environment as the software
development platform of this system.

3.2.2. Software Hierarchy and Functions. The human body
motion recognition system software for sports dancers
designed in this paper adopts a three-layer structure, namely,
user layer, business logic layer, and device layer.

The user layer is responsible for displaying the results of
the data to users in the form of charts, data, and graphs and
accepting user settings and feedback information.

The business logic layer is designed to store, process, and
analyze the three-axis acceleration and gyroscope data after
receiving the data transmitted by the node.

The device layer is mainly responsible for wireless
network interface and communication and works with the
upper layer to maintain reasonable and effective network
routing and to set the current network topology and protocol.

3.2.3. Using MATLAB’s Engine Technology. MATLAB’s
engine function library is a collection of a series of programs
provided by MATLAB, allowing users to call MATLAB in
their own C language programs, using MATLAB as a calcu-
lation engine, and let it run in the background. Its task is to
complete complex matrix operations and simplify the user
programming task of the front desk. When the MATLAB
engine is started, it is equivalent to starting another process
in the background. The MATLAB engine function acts as a
bridge between the user application and the MATLAB
engine. It completes the exchange of data and the transmis-
sion of commands between the two. The three interface
functions PutFullMatrixO, ExecuteO, and GetFullMatrix()
are mainly used here. These three functions are the three
member functions of MLAppClass, so we first need to add
the COM application “MatlabApplication (version 7.7) Type
Library” to instantiate the engine object, then use its interface
for programming. Among the above three functions,
PutFullMatrix and GetFullMatrix realize the functions of
adding matrix to MATLAB Server and reading matrix from
MATLAB Server, and Execute realizes the function of
running script.

The specific function form is as follows: matlab. Put-
FullMatrix(“P”,“Base”,TrainIn,ImIn); matlab. GetFullMa-
trix(“R”, “Base”,TrainOut,ImOut); matlab.

Specific process is shown in Table 1.
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4. Sports Dance Action Recognition for Human
Motion Monitoring and Sensing

4.1. Preliminary Work Analysis of Action Recognition

(1) Before performing action recognition on sports
dancers, first, classify and analyze the dance move-
ments of sports dancers according to the relevant
opinions of professionals. As shown in Table 2 and
Figure 2, the average represents the evaluation of the
importance of the indicator by professionals, and the
coefficient of variation reflects the degree of disper-
sion of the evaluation of an indicator by professionals

It can be seen from the chart that among the secondary
indicators, the coefficients of variation of “crossdance step,”
“lock step,” “flicking,” and “inhibition” are all greater than
0.40. Experts have disputes over these indicators. It is believed
that “lock step” steps are mostly locked rotation. It is recom-

mended to adjust the name of the index to “lock turn” and
move the item to the first-level index “rotation,” while doing
“crossdance step” and “flick step.” The technical link of the
index action is not based on mobile technology, but more
includes reflexive action position and body rotation. In addi-
tion, the first-level index “linear movement” cannot accurately
cover the above three second-level index types of actions, so
consider adding a level. The indicator “connection category”
and the “crossdance step category”, “flicking category,” and
“inhibition category” are included under it, as the secondary
indicators of the primary indicator “connection category.”

(2) Ask the dancers about their willingness to apply the
sports dance action recognition system to the train-
ing process, as shown in Table 3 and Figure 3

According to the data, 90.25% of the dancers are very
willing to use the system, 7.75% do not care whether they
use the system or not, and only 2.00% are reluctant to use

Research method of sports dance
movement recognition oriented to

human motion monitoring sensing 

Sports dance movement
classification algorithm Sports dance movement

preprocessing algorithm 

Classification
hyperplane 

Hyperplane
normal
vector 

Maximum
objective
function 

Optimal
classification

function 

Background
subtraction Median filter

Figure 1: Part of the technical process of this method.

Table 1: Experimental steps.

Research and experiment of sports dance action
recognition system oriented to human motion
monitoring and sensing

3.1
Hardware design of sports dance action
recognition system introduction to

identification system

1
Introduction to

identification system

2 Power circuit design

3 Reset circuit design

4 Clock circuit design

5 USB circuit design

6
Design of adding meter

interface circuit

3.2
Software design of sports dance action

recognition system

1
C# development language

and its development
environment

2
Software hierarchy and

function

3
Using MATLAB’s engine

technology
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the system. Among them, the difference between male and
female dancers is small.

4.2. Performance Analysis of Sports Dance Action Recognition

(1) Experiment with the algorithm [28] and three
features of this paper in the four groups of dance

combinations on the FolkDance dance dataset, and
count and organize the relevant results, as shown in
Table 4 and Figure 4

From the experimental results shown in the chart, it
can be seen that the recognition rate of dance movements
for each single feature in each group is still relatively low.
It can be seen from the table that the action feature
extraction method in this paper has the highest recogni-
tion and extraction rate for modeling actions and other
unique dance steps, which are 55.47% and 56.19%, respec-
tively; the recognition rate for linear movement dance
steps is 49.76%; for rotating dance steps. The recognition
extraction rate is 52.32%; the average recognition rate is
about 53.44%.
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Average
Standard deviation
Coefficient of variation

Figure 2: Classification of opinions statistics of professionals.

Table 2: Opinion statistics of professionals.

First-level indicator Secondary indicators Number Average Standard deviation Coefficient of variation

Linear movement

Transition class 1 3.97 0.86 0.21

Rotation 2 4.03 0.63 0.32

Screw type 3 4.21 0.74 0.28

Axis rotation 4 4.33 0.69 0.23

Rotating

Cross dance 5 3.86 0.61 0.19

Detours 6 3.65 0.56 0.31

Lock step class 7 4.07 0.47 0.26

Flutes 8 3.76 0.58 0.19

Modeling

Inclined modeling class 9 3.89 0.62 0.22

Hinge modeling class 10 4.11 0.51 0.18

Sword step modeling 11 4.52 0.59 0.11

Unique dance steps

Tango walking class 12 4.28 0.38 0.14

Vienna group transfer 13 4.47 0.32 0.16

Foxtrot undulate 14 4.16 0.44 0.25

Fast step and jump class 15 3.85 0.46 0.31

Table 3: Related wishes of dancers.

Very willing Indifferent Not really

Male dancer 46.14% 4.56% 1.21%

Female dancer 44.11% 3.19% 0.79%

In total 90.25% 7.75% 2.00%
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(2) In the experiment process, the effect of action recog-
nition in the above database is observed. At the same
time, the recognition effect of the combination of 3D-
SIFT and optical flow is better than the combination
of RGB and optical flow. The different feature recog-
nition effects are shown in Table 5 and Figure 5

The recognition rate is the highest when the combination
of human body regions is used, and the whole body region is
directly recognized.

(3) Sports dance is a dance type with a larger opening
and closing of movements, and dancers often fall

0 1 2 3 4 5

The method of this paper
Audio signature features
Histogram characteristic of optical flow direction
Histogram features of directional gradient

30.00%

35.00%

40.00%

45.00%

50.00%

60.00%

55.00%

56.19%55.47%

52.32%
49.76%

41.23%

39.51%

36.44%

36.12%
35.43%

33.09%

36.45%

38.16%

39.24%

34.61%

40.12%

46.71%

Figure 4: Comparison of a single feature on the FolkDance dataset and the experimental results of this method.
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80.00%
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Figure 3: The willingness of dancers.

Table 4: Comparison of single feature on FolkDance dataset and experimental results of this method.

Histogram features of directional
gradient

Histogram characteristics of optical flow
direction

Audio signature
features

The method of this
paper

Linear
movement

46.71% 40.12% 34.61% 49.76%

Rotating 41.23% 38.16% 39.24% 52.32%

Modeling 39.51% 36.44% 36.12% 55.47%

Unique dance
steps

36.45% 35.43% 33.09% 56.19%
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down during training. A protective activation mech-
anism can be added to the recognition of sports dance
movements. The system will automatically send a
signal to the team doctor when the dancer falls or
has a sports injury, so that the doctor can rush to treat
the dancer in time. This article carried out related
experiments, and the experimental results recorded
the correct identification, underreporting, and false
alarming of falls. Among them, correct recognition
means correct recognition of the fall and its direction;
false negative means that the experimenter did not
recognize the fall behavior after the fall. We made a
detailed record of the entire experiment process,
and the experimental statistical results are shown in
Table 6 and Figure 6

It can be seen from the chart that the accuracy of the algo-
rithm proposed in this paper for the recognition of falling
behaviors has reached more than 85%, and the average recog-

nition accuracy is 92%. There was very little underreporting
during the whole experiment.

(4) This paper implements a GM-based recognition
method on the segmented action pattern sets of
CityU. For each set of experiments, we selected sam-
ples collected by 3 of the captured persons as the
training set, and the other two samples are used as a
test sample. The recognition accuracy rates of GM-
based DTW and LCS on the segmented action
pattern sets on the CityU and HDM05 datasets are
shown in Table 7 and Figure 7

But it has the lowest recognition accuracy on the HDM05
dataset. This is because the HDM05 dataset has more signif-
icant time domains than the CityU dataset, through its own
penalty mechanism, unlike DTW, which uses repeated E
matching for longer samples in the middle frame, which is
extremely easily brings overfitting problems.

Table 5: Different feature recognition effects of different body regions.

Body parts
Northeast Yangko

RGB SIFT Flow SIFT + flow
Upper body 10.6 23.4 32.3 46.2

Lower body 11.5 26.1 35.6 45.4

Upper body + lower body 21.4 24.3 41.4 55.3

Whole body 22.7 22.1 40.9 53.9
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Lower body
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Figure 5: Different feature recognition effects extracted from different body regions.

Table 6: Results of different types of falls.

Falls Total number of experiments Correct recognition times Correct rate Number of false negatives False-negative rate

Fall forward 25 23 92% 4 8%

Fall backward 25 23 92% 2 8%

Fall to the left 25 22 88% 3 12%

Fall to the right 25 24 96% 1 4%
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5. Conclusions

Sports dance is a sport which includes standard dance and
Latin dance. It has gone through three stages: folk dance,
standard dance, and competitive dance. Less than a century

ago, it has triggered a global upsurge of sports dance and
competitive sports dance. In the 1930s, it was introduced into
China in the form of social dance. At present, four interna-
tional dance sports organizations, including the world sports
dance federation, the World Dance Federation, the Royal
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Figure 6: Results of different types of falls.

Table 7: Recognition accuracy based on GM.

Team 1 Team 2 Team 3

CityU
DTW 93.26% 93.17% 93.21%

LCS 91.12% 90.19% 91.07%

HDM05
DTW 95.34% 88.49% 89.14%

LCS 97.47% 86.23% 86.24%
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Figure 7: Recognition accuracy based on GM.
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Association of dance teachers, and the International Associ-
ation of dance teachers, are committed to the development
and popularization of dance sport in the world.

Motion capture technology is used to track the motion of
some or all joints of the human body or animal through
video devices, motion sensors, and other devices and mea-
sure the motion information of joints, so as to provide refer-
ence data for gait recognition and video production. This
technology has been widely used in film and television pro-
duction, interactive games, virtual reality, and personnel
training. In order to better correct the movement of sports
dancers and to have accurate training, the motion capture
recognition technology is introduced into the design of
sports dance action recognition system.

This paper designs the hardware part and software part of
the system. The software part includes data acquisition, data
processing, and auxiliary training. In the data acquisition
part, the standard dance movements are input into the
system, and the standard human dance posture database is
established. The data processing part repairs the occluded
joint points and restores the human skeleton structure. The
auxiliary training part is divided into two parts, which are
based on the joint point position and the joint angle. The sys-
tem has the effect of assisting training. It mainly provides real
suggestions for the trainer’s training through data analysis,
and the suggester can make reasonable adjustments based
on the suggestions. The experimental results show that the
system can effectively improve the dance level of trainers.
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With the advent of the Internet era, the demand for network in various fields is growing, and network applications are increasingly
rich, which brings new challenges to network traffic statistics. How to carry out network traffic statistics efficiently and accurately
has become the focus of research. Although the current research results are many, they are not very ideal. Based on the era
background of big data and machine learning algorithm, this paper uses the ant colony algorithm to solve the typical resource-
constrained project scheduling problem and finds the optimal solution of network traffic resource allocation problem. Firstly,
the objective function and mathematical model of the resource-constrained project scheduling problem are established, and the
ant colony algorithm is used for optimization. Then, the project scheduling problem in PSPLIB is introduced, which contains 10
tasks and 1 renewable resource. The mathematical model and ant colony algorithm are used to solve the resource-constrained
project scheduling problem. Finally, the data quantity and frequency of a PCU with a busy hour IP of 112.58.14.66 are analyzed
and counted. The experimental results show that the algorithm can get the unique optimal solution after the 94th generation,
which shows that the parameters set in the solution method are appropriate and the optimal solution can be obtained. The
schedule of each task in the optimal scheduling scheme is very compact and reasonable. The peak time of network traffic is
usually between 9 : 00 and 19 : 00-21 : 00. We can reasonably schedule the network resources according to these time periods.
Therefore, the network traffic statistics method based on the solution of resource constrained industrial project group
scheduling problem under big data can effectively carry out network traffic statistics and trend analysis.

1. Introduction

1.1. Background Significance.With the increasing coverage of
the Internet, the Internet has been widely used in various
fields, and the demand for network construction is also grow-
ing. A network connection is becoming more and more
complex, and the cost of network interconnection is also
gradually increasing [1]. The statistical analysis of network
traffic is very important, so it is imperative to explore a new
efficient and convenient network traffic statistics method.
In the era of big data, there is a new solution to the
resource-constrained project scheduling problem. On this
basis, it is innovative to take network traffic as a renewable
resource to solve the optimal solution of project scheduling,
which can provide new ideas for the statistics and analysis
of network traffic.

1.2. Related Work. With the increasing importance of net-
work traffic statistics, there are many research results. Rocha
proposed some statistical and model multiplier equations for
scaling coefficients in order to develop a new algorithm for
network traffic statistics [2]. Solomon takes the network
traffic of Botswana International University of Science and
Technology (BIUST) as an example and proposes a mathe-
matical model [3] for modeling the real-world problem.
Their algorithm is not stable enough to calculate the peak
value effectively. Resource-constrained project scheduling
problem has always been the focus of attention, and its
research has never stopped. Kreter studied the RCPSP prob-
lem with general time constraints and calendar constraints. It
not only developed six different constraint programming
(CP) models to solve the problem but also developed a special
propagator to consider the cumulative resource constraints
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of calendar constraints [4]. In order to optimize the produc-
tion period and total delay time, Xiao tried to extend electro-
magnetic (EM) and integrate it into three well-known
advanced multiobjective evolutionary algorithms (MOEA),
namely, nondominated sorting based multiobjective evolu-
tionary algorithm (NSGA-II), intensity Pareto evolution
algorithm (SPEA2), and decomposition-based multiobjective
evolutionary algorithm (MOEA/D) [5]. Both of them have a
large amount of calculation in the calculation process, which
is not suitable for big data calculation.

1.3. Innovative Points in This Paper. In order to explore a new
efficient and convenient statistical method of network traffic,
this study, based on the ant colony algorithm solving process
of resource-constrained project scheduling problem, takes
network traffic as a renewable resource and solves the
optimal solution of project resource balance problem. The
innovation points of this paper are (1) the objective function
and mathematical model of resource-constrained project
scheduling problem are successfully established; (2) the
mathematical model of resource-constrained project sched-
uling problem is optimized by using ant colony algorithm;
(3) the optimal scheduling scheme for a project is formulated
successfully, and the peak value of network traffic is counted.

2. Statistical Method for Resource-Constrained
Industrial Project Group Scheduling
Network Flow

2.1. Resource-Constrained Project Scheduling Problem

2.1.1. Classification of Resource-Constrained Project
Scheduling Problems.When the project resources are limited,
the project scheduling problem is based on the job sequence
in the project and the optimal solution is obtained.

According to the properties of resources, they can be
divided into renewable resources, nonrenewable resources,
and dual constraint resources. The available quantity of
renewable resources is restricted in each period of the total
project duration. Resources are obtained and used on the
basis of time periods. The resources in each time period are
limited, and they will be automatically updated in the next
period after use, such as ordinary machinery and equipment
and human resources. The available quantity of nonrenew-
able resources is limited within the total project duration,
but it is not limited in each time period. If the resources are
obtained and used based on the total construction period,
they cannot be updated once they are used up [6]. The avail-
ability of dual constrained resources will be limited in the
total project duration and each time period, such as funds.

According to the different project scheduling objectives,
it can be divided into project duration minimization prob-
lem, resource balance problem, and maximum net present
value problem. Project duration minimization is a common
basic problem, and it is also the most common goal in project
management. This problem is a combinatorial optimization
problem under the constraints of time and resources. It needs
to arrange the start and end time of all work reasonably, and
the total project duration can reach the minimum. Resource

balance is also a very important research objective [7]. If the
resources are limited, the progress of the whole project will be
affected. Therefore, in the process of project implementation,
we must reasonably arrange the work schedule so that the
resources can be used in a balanced way. Otherwise, there will
be fluctuations in the demand for resources, resulting in
resource squeeze or conflict between supply and demand.
The problem of maximum net present value (MNPV) is to
establish a mathematical model with a discount rate to solve
the problem. Because it is not only the main measurement
index of production and R&D but also the embodiment of
enterprise vitality and competitiveness.

According to the mode of project execution, it can be
divided into project hypothesis of unique execution mode
and project hypothesis of multiexecution mode. Unique exe-
cution mode means that all jobs in the project have only one
mode that can be executed. Resources are only constrained
by renewable resources, and the shortest construction period
needs to be found [8]. Multiexecution mode means that there
are multiple execution modes in the project, and resources
are not limited to renewable resources. Each execution mode
corresponds to a different resource combination mode and
execution time, and multiple optimal solutions can be found.
In practical projects, multiexecution mode is usually used.

2.1.2. Resource-Constrained Project Scheduling Problem
Model. Single execution mode resource-constrained project
scheduling problem is also a classical resource-constrained
project scheduling problem, which needs to meet the follow-
ing conditions: the minimum total project duration is the
optimization goal. Once started, all operations must be
completed continuously, and the number of operations is
fixed. Each job corresponds to an execution mode, and the
mode has no preemption. There is no delay start and
feedback in the logical relationship between each job. The
task execution process is only constrained by renewable
resources, and each resource is a certain value in any time
period of the project [9].

The solution of multimode resource-constrained project
scheduling problem is to generate the most objective schedul-
ing scheme under the tight relationship of work and resource
constraints. It is a complex production scheduling problem,
which needs to meet the following conditions: the project is
composed of a limited number of jobs, and each job has a
time sequence relationship. Once started, each job cannot
be interrupted, and the corresponding execution mode
cannot be changed. After the execution mode is selected,
the duration is fixed and the resource demand is fixed.
Resource types include updatable and nonupdatable.

2.1.3. Solution Method. At present, the algorithms for solving
resource-constrained project scheduling problem mainly
include accurate algorithm, heuristic algorithm, and intelli-
gent optimization algorithm.

The exact algorithm includes many methods, such as
exhaustive method, branch and bound method, and dynamic
programming method [10]. The algorithm is practical and
effective, which is suitable for small-scale problems. The
exhaustive method can determine the approximate range of
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feasible solutions according to the conditions of the problem
to be solved and verify all feasible solutions. The verified ones
are the solutions, and all feasible solutions need to be
obtained. Therefore, although the accuracy of this method
is high, the efficiency is very low. The dynamic programming
method transforms the multistage into multiple single-stage
and solves one by one, which can obtain the global optimal
solution and improve the efficiency. However, it lacks a uni-
fied standard model and has a large amount of calculation.
The branch and bound method will select different subprob-
lems and branch variables to branch, exclude the impossible,
narrow the search scope, close to the optimal solution, high
efficiency, and effectiveness, but cannot solve large-scale
complex problems.

The heuristic algorithm is composed of a schedule gener-
ation mechanism and priority rule [11]. The core of the
algorithm is the schedule generation mechanism, which can
expand the local plan from zero to generate a complete pro-
ject schedule gradually. It can be divided into serial schedule
generation mechanism with the task as variable and parallel
schedule generation mechanism with time as the variable.
Compared with the exact algorithm, the heuristic algorithm
has great advantages in performance and efficiency and can
obtain an ideal realizable scheme in a short time. However,
this algorithm needs specific analysis based on specific prob-
lems and depends on the characteristics of the problem itself.
In addition, it is easy to obtain only locally optimal solutions.

The intelligent optimization algorithm is the focus of this
paper, and its content will be detailed in the next section.

2.2. The Intelligent Optimization Algorithm

2.2.1. The Ant Colony Algorithm. The ant colony algorithm
simulates the behavior of ant colony foraging to find the
shortest path and uses the characteristics of ant colony forag-
ing. For example, the ant colony can recognize the pheromone
concentration in the neighborhood and can release phero-
mone continuously, but the pheromone will volatilize over
time. After the double bridge experiment, artificial ants were
designed to simulate moving in the double bridge system
and find the shortest path [12]. Artificial ants have an effective
pheromone renewal mechanism and pheromone volatilization
mechanism and have the ability to evaluate and compare.
Moreover, by using ants’ pathfinding ability, repeated search
and premature convergence can be avoided. Artificial ants, like
real ants, can cooperate with each other to complete tasks.
They use pheromones as communication media, and there is
the phenomenon of pheromone volatilization. They complete
tasks through local behaviors based on probability decision-
making, and all of them are self-organized.

The ant colony algorithm is based on ant system, and its
earliest application problem is traveling salesman problem
(TSP) [13]. The TSP problem of n cities is to find the shortest
path through n cities once. The parameters and their mean-
ings of the basic ant colony algorithm are as follows: Q is the
number of ants in the ant colony; Ci ðTÞ is the number of ants
in city i at time t; Dij is the distance between city i and city j;
Hij is the visibility of edge ði, jÞ, which remains unchanged;
Rij is the pheromone track intensity on edge ði, jÞ, ΔRij is the

amount of pheromone per unit length left by ants on edge
ði, jÞ; Ps

ijðtÞ is the transfer probability of ants s, i is the current
city of ants, and j is the city that has not been visited. There-
fore, at time t, the transfer probability of ant s in city i and
city j is calculated as follows:

Ps
ij tð Þ =

Ra
ij tð ÞHb

ij tð Þ
∑e∈allowed,R

a
ie tð ÞHb

ie tð Þ
, j ∈ alloweds

0, otherwise

8
><

>:
: ð1Þ

Among them, alloweds = f0, 1, 2,⋯,n − 1g indicates
that the cities allowed to be selected by ants s in the next
step will change with the process of ants s [14]. a and b,
respectively, reflect the relative importance of information
accumulated and heuristic information in the process of
ant’s path selection.

The advantages of ant colony algorithm include the
following: as a population-based evolutionary algorithm, it
can be easier to achieve parallel computing; the algorithm
has high reliability and stability, is not easy to be disturbed,
and has a wide range of applications; and the algorithm has
strong adaptability and can be combined with other heuristic
algorithms to further improve the performance of the algo-
rithm. In a word, the ability of the ant colony algorithm in
finding the best solution is really good.

2.2.2. The Bacterial Foraging Algorithm. The bacterial forag-
ing algorithm imitates the foraging behavior of E. coli in the
human intestinal tract. In the search process, the nutritional
distribution function is used to judge the advantages and dis-
advantages of the algorithm, and the optimal value is found
through chemotaxis, aggregation, replication, and dispersion
calculation. In the implementation of the algorithm, the forag-
ing behavior of bacteria is first realized through chemotaxis
and aggregation operations [15]. Chemotaxis and aggregation
of bacteria are defined as the life cycle of bacteria. At the end of
the cycle, the bacteria enter the reproduction stage, and the
reproduction of bacteria is completed by replication. In order
to simulate the actual situation of bacteria in the environment,
the algorithm requires bacteria to move to other places in the
search area with a certain probability after reproduction.

The bacterial foraging algorithm needs to encode bacte-
ria, then designs fitness function to generate initial popula-
tion, and finally uses information communication between
groups to optimize. The specific operation steps are as
follows: initialize the parameters of the algorithm, including
the execution times of chemotaxis, replication, and dispersal
operations; the size of the bacterial population; and the
dispersal probability in the dispersal operation. The initial
position of bacteria is initialized, and the initial fitness value
of bacteria is calculated, and then, it is modified by aggrega-
tion operation. The bacterial community was rotated, the
bacterial position was updated, and the adaptive value was
calculated. For the reproduction operation of bacterial flora,
the health degree of bacteria is calculated first, and half of
the bacteria with low health degree are eliminated, and then,
the remaining healthy bacteria are regenerated [16]. After the
dispersal operation, the population is updated according to
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the dispersal probability, and the final judgment is whether it
reaches the maximum iteration. If yes, it ends; otherwise, it
returns to the circulation operation.

There are many factors that affect the efficiency of the
bacterial foraging algorithm, especially in the selection of
population size, the number of chemotaxis, replication and
dispersal operations, the parameters, and dispersion proba-
bility in aggregation operation, because these parameters will
directly affect the ability of the bacterial foraging algorithm.
Large population size can increase population diversity and
help to find the optimal solution, but it will make the calcu-
lation more complex and reduce the convergence rate.
When the number of chemotaxis is less, the algorithm is
more prone to the local optimal solution. Increasing the
number of chemotaxis can enhance the search ability of
the algorithm, but at the same time, it will increase the com-
plexity of the algorithm. The more the number of replication
and dispersal operations, the more bacteria have the chance
to search in the eutrophic area, which can improve the con-
vergence speed of the algorithm, but too many will lead to
the algorithm is too complex.

2.2.3. The Genetic Algorithm. The genetic algorithm is based
on the probability search of biological natural selection and
natural genetic mechanism. It does not rely on function gra-
dient information but uses some coding technology to act on
string, simulates the evolution process of string formation,
exchanges and reorganizes information in an organized and
random way, and finally generates the optimal solution.

The search process of the genetic algorithm starts from a
series of initial solutions. Each individual in the population
is an optimal solution called a chromosome. In the genetic
algorithm, chromosome is usually a series of data as the code
of solution [17]. The quality of chromosomes is determined
by iterating through various operations. In the iteration
process, the new chromosome produced by the change of
genetic operator is called offspring. Some individuals were
selected as the offspring of the new generation population.
The size of the population is a specific constant because
the chromosomes with low fitness are excluded. The genetic
algorithm is a probability transformation, so it is more likely
to select the chromosome with high fitness. After several
iterations, the algorithm will converge to the best chromo-
some or better chromosome.

In the basic genetic algorithm, some individuals are cop-
ied according to the fitness ratio of the current generation.
After crossover and mutation, a new generation of individ-
uals will be formed. Individuals with high fitness are likely
to be copied, and the best individuals are selected from the
previous generation and, then, directly enter the next gener-
ation. This not only ensures that the coding of the optimal
individual will not be destroyed but also promotes the
propagation of excellent individual characteristics and the
guidance of offspring.

2.3. Statistical Methods of Network Traffic

2.3.1. Network Traffic Identification and Classification.
Network traffic identification and classification technology

is the basis of network traffic statistics. According to the char-
acteristics of data samples, samples are found and extracted,
and they are divided into the identified categories. At present,
the commonly used network traffic identification and classi-
fication methods include well-known port number, signa-
ture, and flow statistical characteristics [18].

Well-known port number is a public service port prede-
fined in the registry of service name and transport layer
protocol port number published by the Internet Digital
Distribution Agency (IANA), and its port number is gener-
ally between 0 and 1023 [19]. This method has high recogni-
tion accuracy, simple operation, and low complexity.
However, its limitations are also obvious. The port number
assignment of IANA is not oriented to all applications, and
it cannot correspond with applications one by one. Some-
times some common protocols do not use the default port
number for data transmission.

Signature is unique to some application protocol. In the
actual application interaction environment, the attribute
with the highest frequency can be used to distinguish differ-
ent network applications. Signature based on application
layer is identified and classified by analyzing whether the
payload of data group is consistent with the signature data-
base. By analyzing whether the payload contains regular
expressions consistent with the function recognition rules,
it is necessary to establish the network traffic application
layer signature database in advance. Otherwise, the applica-
tion will be marked as a match if it is successful. Although
this method has a high classification accuracy rate, its system
storage and processing costs are high, and it cannot parse the
traffic of encrypted applications and may even violate the
security risks of user privacy.

Identification and classification methods based on statis-
tical characteristics of application flows are generated by
various network applications, such as transport layer proto-
col, duration of network flow, and average number of data
packets in network flow [20]. Because the classification
method based on traffic statistical characteristics needs to
deal with many complex big data problems, the machine
learning algorithm is introduced to solve the tenfold sum
classification of network traffic. The machine learning algo-
rithm can realize the calculation and learning of large-scale
data and mine the relationship and rules between data.

2.3.2. Data Mining. Association rule mining is a classical
method and an important research direction in data mining.
Its essence is to find a meaningful association between data
items in data set. The first step is to find frequent itemsets.
Frequent itemsets are itemsets whose support is not less than
the minimum support. This step is very important, because
the basis of forming association rules is frequent itemsets.
The second step is to generate association rules. All strong
association rules are generated based on frequent itemsets
with minimum confidence.

When mining frequent itemset, the Apriori algorithm is a
classic algorithm, which is based on the iterative idea of layer
by layer search [21]. Firstly, scan the database, count and
record the number of times of an itemset, and compare it
with the minimum support. If the minimum support is
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greater than or equal to the minimum support, it is classified
as one frequent itemset, and then, two frequent sets are used
to find two frequent itemsets, and two frequent sets are used
to find three frequent itemsets. The algorithm needs to scan
the database for many times to generate a large number of
candidate item sets, which greatly increases the storage cost.

Therefore, based on the Apriori algorithm, there are
some improved algorithms. The AprioriTid algorithm
reduces the amount of scanned data, thus reducing the candi-
date itemset and improving the efficiency of the algorithm
[22]. The FP-Tree algorithm uses the prefix tree to improve
the search speed, does not need to produce a large number
of candidate sets, and has advantages in space and time
[23]. The DHP algorithm uses Hash technology to reduce
the number of candidate sets, thus improving the algorithm.
The partition algorithm divides the database into disjoint
partitions, thus reducing the number of database scans [24].

2.3.3. Demand Analysis of Network Traffic Statistics.Demand
analysis is a very important link in the system design and
implementation. The functions of the systemmust be defined
according to the business objectives, and the business
problems should be converted into technical problems.
Therefore, before designing and implementing the network
traffic statistical analysis system, it is necessary to analyze
its requirements and define the functions and indicators
required by the system.

The management system is divided into the acquisition
layer, analysis layer, and presentation layer [25]. The acquisi-
tion layer is used to collect the corresponding data of differ-
ent devices. The data must be comprehensive and accurate,
and it must have a corresponding database to store the data.
The analysis layer is to analyze the flow data, process the
corresponding data in an orderly manner, and put forward
sensitive information, total price, and store information.
The presentation layer feeds back the statistical results to
users. The platform and interface must be friendly and can
handle abnormal operations in time.

Performance is reflected in response time, stability, and
friendliness. In order to improve the efficiency of the system,
it is necessary to respond and feedback every request of users
in time when interacting with users. The excellence of the
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program must be based on the stability. Once there is an
unpredictable error, it must be able to ensure a certain stabil-
ity. Good application interface is very important, always keep
friendly interaction with users.

3. Experiments on Model Building and
Algorithm Optimization

3.1. Modeling

3.1.1. Objective Function. The objective function of the pro-
ject is mainly divided into time class, resource class, financial
class, and quality class. In this paper, based on the resource of
network traffic, the objective function of resource class is
considered. In the project plan, if the arrangement is unrea-
sonable, the resource demand will be unequal during the
planned construction period. At this time, the resource
restriction will lead to the delay of tasks or the overstock of
resources. Therefore, this paper mainly studies the objective
function of resource balance. The objective function of
resource balance problem is not unique but is determined
by the evaluation index of resource balance. When there is
only one resource z in the project, the objective function
can be expressed as Formula (2):

min 〠
f n

t=1
Rz tð Þ − �Rz

� �2
: ð2Þ

Among them, RzðtÞ =∑RiðtÞ represents the total demand
for resource z in period t of the project, and �Rz = 1/T∑T

t=1eiz
represents the average resource demand level of resource z
in the whole project duration. Therefore, the optimization
goal of resource-constrained project scheduling is to mini-
mize the total project duration and resource balance.

3.1.2. Mathematical Model. Suppose that there are m tasks
and z kinds of renewable resources in the project, for task i,
eiz represents the demand for resources in the z, and nz rep-
resents the weight of the zth resource. The mathematical
model of resource-constrained target scheduling is as follows:

Rz tð Þ =〠Ri tð Þ, ð3Þ

�Rz =
1
T
〠
T

t=1
eiz , ð4Þ

M1 = 0, ð5Þ
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Figure 3: Number of occurrences of optimal solution.
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Figure 4: Project optimal scheduling scheme.

Table 1: Project scheduling schedule.

Number 1 2 3 4 5 6 7 8 9 10

Start T 1 6 4 18 14 10 22 1 12 26

End T 6 10 12 22 16 18 24 4 14 32
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f i − f j ≥ gi, i = 1, 2,⋯, n: ð6Þ

Among them, Formula (3) represents the total demand
for resource z at time t, Formula (4) represents the average
resource demand level of resource z within the project dura-
tion, Formula (5) represents the start time of the project, and
Formula (6) represents the logical constraint of task objects.

3.2. Ant Colony Optimization. In order to solve the optimiza-
tion problem by the ant colony algorithm, it is necessary to
build a suitable algorithm, which not only reflects the charac-
teristics of the problem but also selects the appropriate pher-
omone and heuristic information decision. In order to
construct the path, it is necessary to choose a comfortable
execution task that satisfies the immediate relationship and
set a planned start time to meet the resource constraints for
the work. Therefore, the ant’s March should start from the
same starting point and end at the same end point. The
expression object of pheromone is the construction period,
which is initialized and updated, while heuristic information
considers that the work with a smaller latest start time and
more follow-up work is more important and should be
implemented earlier.

Artificial ants start from the same starting point and
schedule the next task in the earliest time period that meets
the resource constraints by repeatedly applying the state
transition rules until the end of the project. During the search
process, pheromone is updated twice. The specific workflow
chart of the algorithm is shown in Figure 1:

3.3. Simulation Analysis. The benchmark problem in PSPLIB
is introduced, and the mathematical model of resource-
constrained project scheduling problem and the ant colony
algorithm are used to solve the problem. The data source is
a project scheduling problem with 10 tasks and 1 renewable
resource in PSPLIB. The network diagram of each project is
shown in Figure 2:

4. Discussion of Optimization Model Algorithm

4.1. Algorithm Performance Test.After counting all the solu-
tions and calculating the number of optimal solutions, we
can get the relationship between the number of iterations
and the number of optimal solutions. The results were as
follows:

As shown in Figure 3, there is a peak value of the number
of optimal solutions around the 30th generation, but it is not
stable afterwards but continues to fluctuate, indicating that
the algorithm has certain randomness. The convergence is
obvious after the 75th generation, and the unique optimal
solution is obtained after the 94th generation, which indi-
cates that the optimal solution can be obtained by setting
appropriate parameters in the solution method.

4.2. Project Scheduling Results. The algorithm parameters are
set as follows: the initial population size is 10, and the
number of iterations is 30. The optimal scheduling scheme
is shown in Figure 4:

Based on the above plan, the starting time and comple-
tion time of each task are planned, and the specific arrange-
ment is as follows.

As shown in Table 1, the total construction period of the
project is 32 days, and the schedule of each task is very com-
pact, and in the first half of the construction period, both
tasks are carried out at the same time. First of all, projects
No.1 and No.8 were carried out at the same time. After the
completion of project No.8 on day 4, task No.2 was started
after task No.1 was completed on day 6, task No.6 was started
after task No.2 was completed on day 10, task No.3 was com-
pleted on day 12, and task No.9 and task No.5 were started
simultaneously with task No.6. On the 16th day, after the
end of task No.5, the whole project entered the operation
stage of single task, and the tasks of No.4, No.7, and No.10
were carried out according to the time sequence until the
whole project was completed.
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4.3. Flow Statistics. The system can analyze and count the
amount and frequency of sending and receiving data of
PCU IP in a busy hour and, then, analyze the change trend
of PCU’s received and received data in a period of time
through the results. The PCUwith IP 112.58.14.66 in Decem-
ber 10 and 11, 2019, is statistically analyzed, and the change
trend chart of the PCU is obtained as follows:

As shown in Figure 5, the change trend of data volume of
PCU with IP of 112.58.14.66 on December 10 and December
12 is roughly the same, but the peak time is different. The
data volume at 9 : 00, 13 : 00, and 21 : 00 on December 10 is
relatively large, while the data volume on 11 : 00 has been
gradually rising after 9 : 00, and the peak value appears from
19 : 00 to 21 : 00. This shows that there are more users using
data services in these time periods. We can pay attention to
these time periods and reasonably schedule the network
resources to prevent the occurrence of network failures.

5. Conclusions

With the development of mobile Internet, the statistical anal-
ysis of network traffic becomes more and more important.
The effective and accurate network traffic statistics method
can determine whether the equipment is likely to fail and
can plan the market according to the distribution and type
of data traffic. The advent of big data era makes the statistical
data of network traffic more complicated. The application of
the ant colony algorithm in the resource-constrained project
scheduling problem can effectively obtain the optimal
scheduling scheme, based on which the optimal solution of
network traffic scheduling problem can be calculated.

The ant colony algorithm is established to optimize the
resource-constrained project scheduling problem, which can
count the usage trend of CPU network traffic of specific IP
in a certain period of time, and obtain the time period of peak
value, so as to carry out reasonable resource scheduling, avoid
network failure, analyze the distribution of network traffic
according to IP, and make overall planning for the market.

Due to the limited time and knowledge, although the ant
colony algorithm is optimized for the mathematical model of
resource-constrained project scheduling problem, its perfor-
mance test is far from enough, and there may be some hidden
dangers that have not been detected. In the next research
work, we need to test it more comprehensively in order to
improve the algorithm.
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In the complex and dynamic economic environment, the growing pain of small and micro enterprises is long-standing. It is urgent
to strengthen the research on the endogenous growth mechanism of small and micro enterprises. Based on the background of the
era of knowledge-driven economy, this paper explores the relationship between knowledge network embeddedness and dynamic
capabilities of small and micro enterprises with environmental munificence as the regulating variable. We have the structural
equation empirical research with the data from 260 questionnaires of small and micro enterprises. The results show that
structural embeddedness and relational embeddedness have a positive driving effect on the dynamic capability of small and
micro enterprises, and environmental munificence plays a positive regulatory role in the positive impact of knowledge network
embedding on the dynamic capability. The research conclusion is helpful for the small and micro enterprise to develop dynamic
capacity and for the supportive policy making as well.

1. Introduction

With the continuous deepening of social division of labor
and the fragmentation of production, the new ecology of
“small and beautiful” enterprises is showing a trend of pros-
perity [1]. Small and micro enterprises (SMEs) have become
the main body of market economic activities in many devel-
oping countries and play an irreplaceable role in increasing
employment and promoting economic growth and techno-
logical innovation [2–4]. However, there are natural disad-
vantages such as lack of resources, small knowledge stock,
limited human resources, and high cost. At present, the
development of small and micro enterprises is faced with
many difficulties. Weak operation foundation and financing
difficulties are the fundamental problems, resulting in the
lack of talent, vision, innovation ability, resource integration
ability, and other aspects. Therefore, it is characterized by
short life span and high failure rate, which make the SMEs’
high failure rate [5]. For this reason, many people realize that
it is important to solve the external policy support for small
and micro enterprises, but it is more important for enter-

prises to build their own ability to transform knowledge into
adaptability in a specific environment.

The update speed of knowledge and technology is con-
stantly accelerating now, the life cycle of products, technolo-
gies, and enterprises becomes shorter, speed economy will
replace economies of scale [6], and environmental uncer-
tainty is greatly strengthened [7]. It is necessary to build a
market-sensitive cognition ability, resource integration abil-
ity, and adaptability, that is, dynamic ability as the advan-
tages brought by heterogeneous resources are no longer
sustainable. Previous studies showed the prevariables of
dynamic capabilities, including environmental uncertainty,
organizational social capital, social networks, organizational
learning, organizational resources, entrepreneurial orienta-
tion, and leadership style [8]. In fact, under the dual pressure
of speed economy and knowledge creation cost, organiza-
tions attach more and more importance to acquiring knowl-
edge through knowledge network embedding and creating
new knowledge together with network partners [9], so as to
build their dynamic capabilities and adapt to the needs of
environmental changes. Small and micro enterprises are
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considered to embed in alliances and operating networks
due to their scale, resources, and capacity constraints and
acquire universal knowledge in the network to narrow the
knowledge gap with other businesses and keep the competi-
tive advantages [10]. Research on startups, incubators, and
small and micro enterprises supports the positive effects of
dynamic capabilities on the competitiveness and perfor-
mance [4, 11] and also explores the connotation of dynamic
capabilities of SMEs. The government has been aware of the
issue of high quality development of SMEs, while the aca-
demic research paid attention to the sustainable competi-
tiveness and growth of small and micro enterprises [12].
The current research on dynamic capability is generally
focused on high-tech enterprises, Internet companies, and
manufacturing industries. It seems that dynamic capability
is only an issue of large enterprises and has nothing to do
with small and micro enterprises [13, 14]. According to the
theory of Prahalad and Hamel [15], the dynamic capabilities
of enterprises can only be accumulated gradually with a long
period of time. Therefore, there are still doubts about the
connotation of dynamic capabilities of SMEs [16] and
whether small and micro enterprises can build their dynamic
capabilities.

Based on this, we design the research framework of
“knowledge network embeddedness-dynamic capabilities”
for SMEs, introduce environmental munificence as a mod-
erating variable, and raise the following research questions.
What are the embedded connotations and dimensions of
the dynamic capabilities of SMEs and knowledge net-
works? How do the dimensions of the embeddedness of
knowledge networks affect the dimensions of dynamic
capabilities? How does the environmental munificence reg-
ulate this process? Starting from the above questions, we
explore the role of the embedded knowledge network of
SMEs in the construction of dynamic capabilities and the
regulating effect of environmental munificence and pro-
vide theoretical support for enterprises to learn external
knowledge to realize the transformation of dynamic capa-
bilities and also provide a reference for formulating incen-
tive support policies.

2. Concept Description

2.1. Small and Micro Enterprises. The World Bank defines
micro and small enterprises as those with fewer than 50
employees and less than $10 million in sales. Because of the
vast territory and a large population, the enterprises’ classifi-
cation standards are different with other countries. Accord-
ing to the “Notice on Printing and Distributing the
Standards for the Classification of Small and Medium-Sized
Enterprises” issued by the National Bureau of Statistics
(Gongxinbulianqi [2011] No. 300), we define the SME as
enterprises with less than RMB 20 million operating revenue
and less than 200 employees.

2.2. Dynamic Capabilities.Dynamic capabilities are “the abil-
ity of an enterprise to construct, adjust, integrate, and recon-
struct internal and external resources and capabilities.” After
that, many scholars gave different understandings of the

dynamic capabilities of enterprises from different angles.
The most representative ones are Winter, Eisenhardt, and
Martin and domestic scholar Jiao Hao. Yan [17] divided the
definition of dynamic capabilities in the literature into “gor-
geous understanding” and “plain understanding.” Huamei’s
understanding is easy to cause confusion with other con-
cepts, and the connotation is too broad to lose its guiding sig-
nificance. The naive understanding firstly understands the
dynamic capability as an organizational capability that is
routine. However, Teece [16] in an article questioned the
view that dynamic capabilities are simply recognized as
company-specific practices in 2012, especially that small
and micro enterprises may lack organizational and technical
redundant resources to repeatedly evaluate potential oppor-
tunities. Feng and Wei [18] classified dynamic capabilities
into two categories: the ability to complete abstract organiza-
tion and management processes and the ability to complete
specific strategies and organizational processes. On the basis
of absorbing literature viewpoints, this article believes that
dynamic capabilities are the ability of an enterprise to per-
ceive and identify opportunities and threats and the ability
of an enterprise to construct, integrate, and reconstruct inter-
nal and external resources and capabilities to adapt to
dynamic environmental changes. Existing literature believes
that dynamic capabilities include market-oriented percep-
tion capabilities, absorptive capabilities, social network rela-
tionship capabilities, integration capabilities, organizational
flexibility capabilities, innovation and transformation capa-
bilities, and learning and utilization capabilities [19–23].
Based on the review of the above literature, combined with
the characteristics of small and micro enterprises, this article
divides the dynamic capabilities into opportunity perception
capabilities, organizational flexibility capabilities, and
resource integration capabilities.

2.3. Embeddedness of Knowledge Network. Knowledge net-
work is a system which is composed of a collection of nodes
and connections between nodes, and a company is the node
of the knowledge network [24]. Drawing lessons from the
viewpoint of Granovetter [25], the embeddedness of knowl-
edge network is divided into structural embeddedness and
relational embeddedness. Tasi pointed out through investiga-
tion that in the knowledge transfer within an organization,
network structure, relationship, and location affect the
absorptive capacity of new knowledge and the innovation
and performance of business units [26]. Li et al. empirically
analyzed the impact of relational embedding and structural
embedding on the effectiveness of knowledge acquisition by
investigating the characteristics of four different stages of
knowledge search, recognition, reception, and innovation
[27]. Structural embeddedness features in overall network
structure described the position of network nodes, which is
described by network scale, network centrality, and network
position difference; the embeddedness characteristics of the
relationship are used to describe the nature of the communi-
cation relationship between the enterprise and its network
members, and it is described by the mutual trust, information
sharing, and joint problem solving between the enterprise
and various partners.
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2.4. Environmental Munificence. Environmental munificence
refers to the abundance of resources required by the enter-
prise in the environment and the difficulty of obtaining the
required resources by the enterprise [28]. The stronger the
environmental munificence, the easier it is for companies to
obtain the resources they need from the environment, while
the weaker the environmental munificence, the more difficult
it will be for companies to obtain the resources they need
from the outside world, and the higher the cost will be. In
terms of the measurement of environmental munificence,
the objective succedaneous indicators adopted at the very
beginning include industrial growth rate, sales growth, price
and cost difference, and the total number of employment.
Therefore, more emphasis is placed on the difficulty for
enterprises to obtain resources from the macro environment.

3. Literature Review and Research Hypotheses

3.1. Embeddedness of Knowledge Network and Dynamic
Capabilities of SME. After the 1980s, the relationship
between social networks and social resources and how com-
panies obtain resources through social networks began to
receive academic attention. The relationship between enter-
prises and external organizations has also developed from a
single binary relationship to an interdependent network
relationship between multiple organizations [29]. Network
members can quickly fill up their own knowledge gaps
through the flow, transfer, and integration of knowledge
[30]. And it is conducive to improve the core competence
of enterprises [31, 32], which can directly or indirectly
bring survival opportunities for startup small and micro
enterprises [33]. Regarding the source of dynamic capabili-
ties, the evolutionary economics perspective emphasizes the
synergy and coevolution between the organization and the
environment, the technological perspective emphasizes the
capability transformation mechanism, and the knowledge-
based research perspective believes that “dynamic capabili-
ties come from organizational learning” [34, 35]. For small,
medium, and micro enterprises, acquiring knowledge from
outside the organization has become an important strategy
to make up for their own shortcomings [36], which affirms
the positive effect of knowledge network embedding on the
dynamic capabilities of small and micro enterprises.

Structural embeddedness focuses on the structure of the
network and the quality of social connections between net-
work nodes and mainly analyzes the relationship between
the position of the research target company in the network
and its performance. Companies that occupy the central
position of the network have more opportunities for contact
with cooperative companies [37], and exchanges and cooper-
ation with other companies are more active. Owning even
more key information channels in the network can be con-
trolled, and it is easier to obtain the required technology
and knowledge than other enterprises, which directly reduces
the cost of searching for information by the focus enterprise,
which is conducive to improving the enterprise’s opportunity
perception ability [38]. From the perspective of resource the-
ory, companies in the center of the network can coordinate
resources more easily because of their advantageous network

locations, good relationships between companies, and strong
bargaining power, and they can also control and guide the
flow of innovative resources to projects that are beneficial
to their competitive position [38, 39]. It can even control
and coordinate the trajectory and direction of new knowl-
edge generated in the network, so the structural embedded-
ness has a positive impact on the organization’s flexibility.
The closer the position of an enterprise in the network is to
the network center, the faster it can obtain resources and
information, especially the knowledge required for techno-
logical innovation, which provides conditions for its control
of resources and integration of resources [40].

Relationship embeddedness is the transaction and inter-
action between the two parties based on good expectations
of future interests. Its connotation includes trust, informa-
tion sharing, and joint problem solving [41]. The trust rela-
tionship between enterprises is a prerequisite for tacit
knowledge sharing. The relationship capital based on this
trust can promote the transfer of knowledge and information
between organizations. Both the quantity and quality of
transfers are improved with the improvement of interorgani-
zational trust [42], and they are completed in the process of
solving problems together. The deepening of information
sharing among enterprises can improve the timeliness, accu-
racy, and extensiveness of information exchange in the process
of cooperation. It is conducive for companies to prioritize
market dynamics, seize market opportunities [43], become
the industry’s first mover, and gain first-mover advantage.
The better the foundation of the trust relationship between
the enterprise and other enterprises, the more helpful it is to
quickly obtain more scarce and effective resources and avoid
excessive redundant and invalid processes. At the same time,
in order to obtain more heterogeneous resources, enterprises
will strengthen their openness and cooperation arrangements
with external parties [42, 44]. The resources acquired from the
outside and the resources owned by the enterprise may be
complementary or reinforcing. Therefore, the enterprise can
also perceive how the resources are integrated and utilized.

Because of their own resource constraints and growth
needs, small and micro enterprises generally take the initia-
tive to strengthen the relationship with their partners when
the network location is not dominant, so as to enhance the
trust between the two parties, in order to deepen cooperation,
strive to produce and strengthen the lock-in effect, and
strengthen its own role in the value network, to reduce the
impact of the turbulent environment and continuously
improve its own adaptability.

In summary, the following research hypotheses are
proposed:

H1: the embeddedness of knowledge network has a posi-
tive impact on the dynamic capabilities of small and micro
enterprises

H1-1: structural embeddedness has a positive impact on
opportunity perception of small and micro enterprises

H1-2: structural embeddedness has a positive impact on
the organizational flexibility of small and micro enterprises

H1-3: structural embeddedness has a positive impact on
the ability of small and micro enterprises to integrate
resources
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H1-4: relationship embeddedness has a positive impact
on opportunity perception of small and micro enterprises

H1-5: relationship embeddedness has a positive impact
on the organizational flexibility of small and micro
enterprises

H1-6: relationship embeddedness has a positive impact
on the ability of small and micro enterprises to integrate
resources

3.2. Environmental Inclusive Moderating Effect. Environmen-
tal tolerance refers to the abundance of resources needed by
the enterprise in the business environment of the enterprise
and the degree of difficulty for the enterprise to obtain these
resources [28]. Obviously, the more inclusive the environ-
ment is, the better living conditions can be created for enter-
prises. This is especially important for small and micro
enterprises in the startup and growth stages. The initial pol-
icy support can bring easy access, market opportunities,
and lower costs for enterprises. On the one hand, this rapid
return can bring room for small and micro enterprises to sur-
vive, and on the other hand, it will strengthen enterprises’
enthusiasm for policy dependence. Studies have shown that
when environmental resources are sufficient and easy to
obtain, the cost of resource acquisition is low, and the enter-
prise’s survival pressure is small. It will also breed double
organizational inertia at the structural and cultural levels
and weaken the willingness of enterprises to obtain knowl-
edge resources from the network [45, 46], resulting in the
rigidity of the organization’s core competence, but it is not
conducive to improve organizational capabilities.

From the perspective of regional economic development
results, my country’s southeast coastal areas have the charac-
teristics of a high degree of openness, a high degree of mar-
ketization, and a strong commercial and cultural
atmosphere. At the same time, these characteristics derive a
higher quality of government systems. The changes in the
incentive structure brought about by the system can guide
the competitive consciousness and innovative behavior of
enterprises, and this is also one of the fundamental reasons
for the differences in regional economic development [47,
48]. Macrolevel tolerance and microlevel corporate behavior
form a mutually reinforcing coupling relationship. There-
fore, there is a certain controversy in the current literature
on the moderating effect of environmental munificence,
which may be due to different research objects and perspec-
tives or different definitions of the connotation of environ-
mental munificence. Based on the differences in economic

development and the findings of the interviews at the begin-
ning of the research, this paper proposes the following
research hypotheses:

H2: environmental munificence positively regulates the
relationship between the embeddedness of knowledge net-
work and the dynamic capabilities of small and micro enter-
prises, that is, the stronger the environmental munificence,
the more obvious the effect of embeddedness of knowledge
network on the construction of dynamic capabilities of small
and micro enterprises.

Based on the above theoretical analysis, the theoretical
model construction is shown in Figure 1.

4. Research Design

4.1. Samples and Data Collection. The research object of this
article is small and micro enterprises, which use question-
naire survey to complete data collection. The survey scope
covered Zhejiang Province, Jiangsu Province, Henan Prov-
ince, Hubei Province, Shanghai, Beijing, and other regions.
Respondents must be middle-level or above managers with
a college degree or above and have worked in the company
for more than 3 years to ensure the correctness of their
understanding of the questionnaire and the depth of their
understanding of the company. A total of 350 questionnaires
were issued and 306 were retrieved. Questionnaires that did
not meet the requirements of the scale of the enterprise, the
consistent response of the options, and the missing answers
were excluded. There were 260 valid questionnaires, and
the effective recovery rate was 74.3%. The specific situation
of the sample is shown in Table 1.

4.2. Variable Measurement. The main variables in this study
are measured using mature scales in existing literature at
home and abroad to ensure the reliability and validity of
the measurement tools. Using the Likert 7-point scale, “1”
is very nonconforming, and “7” is very consistent.

(1) Structural Embeddedness. Refer to Fan et al. [39], Acemo-
glu et al. [48], Wu et al. [47], and other scholars to compile a
scale. There are 5 measurement items in total. Typical items
include “Your company has connections with many govern-
ment agencies/universities/scientific research institutions/fi-
nancial and investment institutions.”

(2) Relationship Embeddedness. Refer to Uzzi [41], Balland
et al. [49], and other scholars to compile a scale. There are 5

Knowledge network
embeddedness

Environmental
inclusiveness

Dynamic capability

Opportunity awareness

Organizational flexibility

Resource integration
ability

Relational
embeddedness

Structural
embeddedness

Figure 1: Theoretical model.
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measurement items in total. Typical items include “Coopera-
tive enterprise/institution and your company are willing to
provide each other with the information each other needs.”

(3) Chance Perception Ability. With reference to Jiao [22],
Chen and Wang [50], and other scholars that compiled a
scale, there are 5 measurement items for the measurement
of opportunity perception ability. Typical items include
“Your company can quickly obtain and analyze changes in
consumer demand and preference.”

(4) Organizational Flexibility. Refer to the scale compiled by
Pavlou and El Sawy [51], Jiao [22], etc. There are 5 measure-
ment items for organizational flexibility. Typical items
include “Your company has unblocked communication
channels, and information transmission between department
members is accurate and fast.”

(5) Ability to Integrate Resources. Refer to the scale compiled
by Chen and Wang [50], Zhao et al. [52], etc. There are 5
measurement items for resource integration ability. Typical
items include “Your company can centrally manage cross-
departmental business to ensure work efficiency.”

(6) Environmental Tolerance. Referring to the scale compiled
by Tsai et al. [44] and Pavlou and El Sawy [51], there are 4
measurement items for environmental munificence. Typical
topics include “The government’s development plan pro-
vides strong support for enterprises.”

(7) Control Variables. Judging from the research results of the
enterprise life cycle theory and dynamic capability theory, the
company’s years, scale, and industry all have an impact on its
position in the knowledge network, its ability to obtain
resources, and its competitiveness. Therefore, age, scale,
and industry are selected as control variables.

4.3. Reliability and Validity Test of Scale. In order to ensure
that the scale has good content validity, the measurement

items used in this study are all from the mature scale of
authoritative journals. Before the survey, we first conducted
semistructured interviews with more than ten senior man-
agers or entrepreneurs from six companies to verify whether
the preliminary research ideas obtained through literature
review are consistent with the corporate reality. The ques-
tionnaire was revised to improve the validity of the question-
naire. This paper uses SPSS19.0 software and internal
consistency test to test the reliability of the scale of this study.
The Cronbach’s α values of the two variables in the embedd-
edness dimension of knowledge network are 0.890 and 0.902,
respectively. The Cronbach’s α values of the three variables of
the dynamic capability dimension, opportunity perception
capability, organizational flexibility capability, and resource
integration capability are 0.851, 0.909, and 0.883, respec-
tively. The Cronbach’s α value of environmental tolerance
is 0.872, indicating that the internal consistency of the mea-
surement scale is good.

The validity test of the measurement scale is completed
by exploratory factor analysis and confirmatory factor analy-
sis. In the KMO suitability test and the Bartlett sphere test,
the KMO values of knowledge network embeddedness,
dynamic capabilities, and environmental tolerance are
0.810, 0.763, and 0.749, which are all greater than 0.7. And
p is less than 0.05, indicating that the three variables are suit-
able for factor analysis, and then, use the principal component
analysis method to perform factor component analysis on
each item of the variable. The factor loads of all items of the
three variables are greater than 0.5, and the cumulative vari-
ance contribution rates are 77.27%, 82.19%, and 73.13%,
respectively. The analysis results are shown in Table 2. The
factor loading and cumulative interpretation of each index
meet the requirements, and the measurement scale has good
convergence validity.

By establishing a structural equation model, this paper
conducts confirmatory factor analysis on the dimensional
variables of the embeddedness and dynamic capabilities of
the knowledge network to verify whether the construct valid-
ity of each item in the scale is valid. The measurement model

Table 1: Basic structural characteristics of the sample.

Enterprise attributes Sample characteristics
Number of
samples

Percent Enterprise attributes Sample characteristics
Number of
samples

Percent

Years of establishment

1-2 years 47 17.97%

Industry field of
the company

Electromechanical 24 9.15%

3-5 years 59 22.55% Construction industry 16 6.21%

6-10 years 49 18.95% Auto parts 9 3.5%

11-15 years 39 15.03% Food and drink 9 3.5%

More than 15 years 66 25.49% Other manufacturing 49 18.8%

Enterprise size

20 people or less 53 20.38% Business 19 7.3%

20 people–100 people 108 41.54% Trading 17 6.5%

101–199 people 99 38.08% Financial 18 6.9%

Total annual sales

Below 500,000 39 15.00% Advisory 9 3.5%

500,000–1,000,000 50 19.23% Software 13 5.0%

1 million–5 million 66 25.38% Catering 8 3.1%

5 million–10 million 53 20.38% Real estate 9 3.5%

10 million–20 million 52 20.00% Other service industries 60 23.1%
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and the fit are shown in Table 3. The fitting result of the
knowledge network embeddedness measurement model is
χ2/df = 1:976, CFI = 0:965, and RMSEA = 0:049, which is
less than 0.1. The significance of each path coefficient is p <
0:001; the fitting result of the dynamic capability dimension
measurement model is χ2/df = 2:427, CFI = 0:912, RMSEA
= 0:081, and the significance of each path coefficient is p <
0:001. The fitting results of the measurement model of each

variable are good, indicating that the dimensional division
of the two variables and the validity of item construction
are good [53, 54].

5. Empirical Results

5.1. Main Effect Test. In this paper, a structural equation
model is constructed to test the relevant research hypotheses,

Table 2: Exploratory factor analysis results (N = 260).

Variable Item
Factor loading Cumulative variance

contribution rate
KMO value

F1 F2 F3

Structural embeddedness

AS1 0.878

43.009

0.810

AS2 0.876

AS3 0.810

AS4 0.806

AS5 0.849

AS6 0.791

Relational embeddedness

AR1 0.860

77.270

AR2 0.666

AR3 0.824

AR4 0.701

AR5 0.861

AR6 0.833

Opportunity perception

CC1 0.849

28.048

0.763

CC2 0.754

CC3 0.871

CC4 0.837

CC5 0.698

Organizational flexibility

CO1 0.938

55.417

CO2 0.894

CO3 0.943

CO4 0.809

CO5 0.837

Resource integration

CR1 0.736

82.188

CR2 0.807

CR3 0.868

CR4 0.850

CR5 0.813

Environmental munificence

DE1 0.850

73.133 0.749
DE2 0.861

DE3 0.782

DE4 0.922

Table 3: Fitting of the measurement model.

Variable Dimension χ2/df CFI RMSEA

Knowledge network embeddedness
Structural embeddedness

1.976 0.965 0.049
Relational embeddedness

Dynamic capability

Opportunity awareness

2.427 0.912 0.081Organizational flexibility

Resource integration ability
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and the model is revised through AMOS20.0. Firstly, estab-
lish the structural equation model between the independent
variable and the dependent variable according to the theoret-
ical basis, and test the relationship of each variable under the
two dimensions of embeddedness of the knowledge network
of small and micro enterprises and the three dimensions of
dynamic capabilities. This article will use the maximum like-
lihood method to test the parameters of the structural equa-
tion model. The model fitting result will be evaluated from
the significance of the model fit index and the hypothesis
path. Choose χ2/df , RMSEA, CFI, and TLI as the fitness
index. The significance of the hypothesis path will be used
to determine whether each hypothesis holds. Import the
sample data into the AMOS20.0 software and test the initial
model. The fitting results are shown in Figure 2. The fitting
results of the structural equation model of the relationship
between the embeddedness of the knowledge network and
the dynamic capabilities are shown in Table 4.

It can be seen from Table 4 that the chi-square degree of
freedom ratio of the main index of model adaptation is
3:393 > 3, and the other indicators do not fully meet the
requirements of reasonable adaptation of the model. There-
fore, on the premise of satisfying the theoretical basis, the fit-
ting model needs to be revised according to the structural

equation model verification requirements. In the test sum-
mary of the path hypothesis, the significance of structural
embeddedness to organizational flexibility and relationship
embeddedness to resource integration p > 0:05 indicates that
the relationship between variables is not significant and the
hypothesis is invalid. Since the ratio of the chi-square degree
of freedom of the initial model is greater than 3, it indicates
that the model is not well adapted and needs to be further
modified. After the correction, when the overall chi-square
value of the model decreases, it indicates that the correction
steps have produced an effect.

In the initial model, it was originally assumed that there is
no correlation between the error terms of each measurement
variable. However, the MI value from the fitting situation
shows that the correlation between the error items of each
variable is relatively high, indicating that there is a certain
similarity between the items, leading to errors in the empiri-
cal data. Therefore, the fit of the model is affected, and the
path between the error terms needs to be taken into account.
So the correlation between e1, e3, e4, e5; e7, e8, e11, e12; e14,
e15, e16; e18, e20, e21, e22; and e25, e26 is established to
eliminate its impact on model adaptation. The modified
structural equation model fitting diagram is shown in
Figure 3, and the fitting results are shown in Table 5.
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Figure 2: Structural equation model fitting diagram of the relationship between network embeddedness and dynamic capabilities.
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Table 4: Structural equation model fitting results of the relationship between embeddedness of knowledge network and dynamic capabilities
(N = 260).

Path Standardization factor Nonstandardized coefficient Critical ratio p

Opportunity perception← structure embeddedness 0.383 0.301 3.724 ∗∗∗

Organizational flexibility← structure embeddedness 0.031 0.054 0.322 0.812

Resource integration← structure embeddedness 0.234 0.203 2.328 ∗∗

Opportunity perception← relationship embeddedness 0.407 0.395 4.215 ∗∗∗

Organizational flexibility← relationship embeddedness 0.324 0.403 3.353 ∗∗∗

Resource integration← relationship embeddedness 0.092 0.136 0.986 0.445

Chi-square degree of freedom ratio (χ2/df ) 3.393

RMSEA 0.079

CFI 0.908

TLI 0.917
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Figure 3: Structural equation model fitting diagram of the relationship between embeddedness of knowledge network and dynamic
capabilities (corrected).
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After revision, the model’s fitness indicators basically
meet the good standards, and the ratio of chi-square degree
of freedom after correction drops to 2.813, indicating that
the correction idea is correct, which helps to improve the
model’s fitness. The revised fitting results show that at the
significance level of 0.001, structural embeddedness has a sig-
nificant positive impact on opportunity perception ability
and relationship embeddedness has a significant positive
influence on opportunity perception ability and organiza-
tional flexibility ability (C:R:>2), assuming that H1-1,
H1-4, and H1-5 are verified, respectively. At the signifi-
cance level of 0.01, structural embeddedness has a signifi-
cant positive impact on the ability to integrate resources
(C:R:>2); hypothesis H1-3 is verified. Structural embedd-
edness has no significant impact on organizational flexibility
(p = 0:792, C:R: = 0:217 < 2); H1-2 is not supported. Rela-
tionship embeddedness has no significant effect on resource
integration ability (p = 0:416, C:R: = 0:784 < 2); H1-6 is not
supported.

5.2. Regulation Effect Test. This article uses hierarchical
regression analysis to test the moderating effect of variables.
Hierarchical regression analysis is a step-by-step test by add-

ing the interaction term formed by the independent variable
and the moderating variable to the regression equation and
then obtaining the degree of influence and significance of
the moderating variable on the relationship of the variables.

It can be seen from Table 6 that in the hierarchical regres-
sion of the moderating effect of environmental munificence
on network embeddedness and dynamic capabilities, the
overall R2 value is greater than 0.5, indicating that the regres-
sion model has a certain degree of interpretation. In the col-
linearity test, the embeddedness of the knowledge network,
the inclusiveness of the environment, and the variance infla-
tion factor (VIF) of the two interaction terms are all between
1 and 2, which meets the critical standard of less than 10. It
shows that the regression equation does not have the prob-
lem of multicollinearity; in the autocorrelation test, the DW
value is close to 2, indicating that the equation does not have
the autocorrelation problem, and the above indicators are
within a reasonable range, indicating that the regression
equation model is effective.

In the interaction term model composed of independent
variables and moderating variables, the significance of mod-
erating effect coefficient p = 0:001 is less than 0.05, indicating
that environmental tolerance has moderating effects on

Table 5: Fitting results of structural equation model of the relationship between network embeddedness and dynamic capabilities (corrected)
(N = 260).

Path
Standardization

factor
Nonstandardized

coefficient
Critical ratio

(C.R.)
p Hypothesis

Opportunity perception← structure embeddedness 0.403 0.482 4.029 ∗∗∗ H1-1 supported

Organizational flexibility← structure embeddedness 0.029 0.041 0.217 0.792 H1-2 not supported

Resource integration← structure embeddedness 0.231 0.277 2.408 ∗∗ H1-3 supported

Opportunity perception← relationship embeddedness 0.356 0.364 4.012 ∗∗∗ H1-4 supported

Organizational flexibility← relationship
embeddedness

0.282 0.343 3.813 ∗∗∗ H1-5 supported

Resource integration← relationship embeddedness 0.117 0.167 0.784 0.416 H1-6 not supported

χ2/df 2.813

RMSEA 0.071

CFI 0.916

TLI 0.922

Note: ∗∗∗ indicates significance p < 0:001; ∗∗ indicates significance p < 0:01; ∗ indicates significance p < 0:05.

Table 6: Hierarchical regression analysis results of environmental munificence on the embeddedness and dynamic capabilities of knowledge
networks.

Model one Model two
Coefficient p value Coefficient p value VIF

Main effect
Knowledge network embeddedness 0.057 0.027∗ 0.125 0.046∗ 1.445

Environmental munificence 0.274 0.004∗∗ 0.337 0.001∗∗∗ 1.812

Moderating effect
Knowledge network

embeddedness∗environmental munificence
0.413 0.001 1.280

R2 0.471 0.549 DW 2.036

Adjusted R2 0.449 0.518

The main effect equation is dynamic capability = a + b knowledge network embeddedness + c environmental tolerance + e; the moderating effect equation is
dynamic capability = a1 + b knowledge network embeddedness + c1 environmentalmunificence + c′ knowledge network embeddedness ∗ environmental
munificence + e.
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network embeddedness and dynamic capabilities. And the
lower slope coefficient (b + c′ ∗ environmental tolerance) of
the adjustment effect is greater than the lower slope coeffi-
cient b of the main effect, so it is a positive adjustment effect.
Hypothesis 2 is verified.

6. Research Conclusions and
Management Inspiration

After theoretical analysis and empirical research, based on
the current situation of my country’s small and micro enter-
prises, this paper discusses the logical relationship between
the embeddedness, dynamic capabilities, and environmental
tolerance of the knowledge network of small and micro
enterprises. Explore the driving effect of the embeddedness
of knowledge network on the production of dynamic capabil-
ities of small and micro enterprises, and construct a corre-
sponding theoretical model. In the context of the era of
knowledge economy, the acquisition of resources through
the knowledge network of small and micro enterprises is a
necessary condition for creating a “small and sophisticated,
small and beautiful” business model and achieving sustain-
able development of small and micro enterprises.

6.1. Research Conclusion. (1) The embeddedness of the
knowledge network has a significant positive impact on the
dynamic capabilities of small and micro enterprises. The
embeddedness of the relationship has a significant impact
on the company’s opportunity perception and organizational
flexibility, while the structural embeddedness has a signifi-
cant impact on the opportunity perception and resource inte-
gration capabilities. Knowledge network embedding has
become an important source for small and micro enterprises
to obtain information and knowledge at low cost and
improve their ability to adapt to the environment. At the
same time, it shows that small and micro enterprises build
a good relationship of trust with partner companies and
complete work tasks together. It is conducive to obtain more
direct information and tacit knowledge, so as to maintain the
sensitivity to the market and the ability to respond to the
market in a timely manner. Occupying the central position
of the network is also conducive to improving small and
micro enterprises to maintain relatively smooth information
channels, obtain market and technical information in a
timely manner, and eliminate the drawbacks caused by infor-
mation asymmetry. At the same time, it is helpful for them to
take advantage of existing resources and effectively realize
resource allocation and resource sharing. But in fact, it is dif-
ficult for small and micro enterprises to be at the center of the
knowledge network, so they pay more attention to the
strength of the relationship with the cooperative enterprise,
by increasing the number of partners, maintaining the den-
sity and depth of cooperation between the two parties, build-
ing trust, and making up for the lack of position in the
network structure

Zahra et al. believe that the process of resource integra-
tion is very complex, including the activities of allocating,
selecting, and reorganizing resources [55]. Trust relationship,
information sharing, and joint problem solving cannot

directly promote the complex resource integration ability of
the SME. At the same time, small and micro enterprises have
a weak ability to occupy structural holes, so they do not have
the ability to control and coordinate the flow of new knowl-
edge generated within the network, so there is no significant
positive correlation between the two.

(2) Environmental munificence has a positive moderat-
ing effect on the relationship between knowledge network
embeddedness and dynamic capabilities of small and micro
enterprises. The stronger the environmental munificence,
the more obvious the effect of knowledge network embedd-
edness on dynamic capabilities. The existing literature’s mea-
surement of environmental tolerance includes factors such as
government development plans, financial policies, industry
development space, and resource support from the market.
These factors are inexorably related to local economic devel-
opment and regional culture. In areas with a more developed
economy and a higher degree of openness, the business cul-
ture is often mature, the local government has a strong sense
of service for small and micro enterprises, and the environ-
ment is more tolerant. The crisis awareness, competition
awareness, and growth awareness of local small and micro
enterprises are stronger than similar enterprises in other
regions, and they pay more attention to being embedded
in the knowledge network and acquire knowledge and skills
from network members to strengthen their resilience and
competitiveness. Therefore, as the degree of environmental
munificence increases, the role of knowledge network
embedding in the dynamic capabilities of small and micro
enterprises has been further strengthened, which is also
consistent with the conclusions of the previous interviews
in this study

6.2. Management Enlightenment and Suggestion. Faced with
the external environment and the internal dilemma of lack
of resources, small and micro enterprises have become a
life-and-death issue for small and micro enterprises to build
their own dynamic capabilities. The empirical conclusions
of this article provide certain practical suggestions for man-
agers of small and micro enterprises.

(1) Small and micro enterprises should actively embed
knowledge networks and pay attention to the construction
of network relationships. The current competition is no lon-
ger a competition between individual enterprises, especially
small and micro enterprises, especially when facing the
impact of external crises. Research shows that striving for a
favorable network location and maintaining good network
relationships have a positive effect on small and micro enter-
prises’ ability to maintain opportunity perception, organiza-
tional flexibility, and resource integration. Although it is
difficult for small and micro enterprises to occupy the central
position of the network, they should actively connect with the
focal enterprises in the process of embedding and building
social networks and try to be as close to the central position
as possible. In addition, it is recommended that small and
micro enterprises conduct stakeholder management. Under
the condition of certain network maintenance costs, they
should classify stakeholders according to their interest rela-
tionships, sort them according to their importance, and
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adopt different methods to maintain relationships, by
actively participating in the project, increasing the common
language, promoting a common problem-solving frame-
work, enhancing trust, and acquiring more valuable knowl-
edge and skills in communication

(2) The government needs to adopt a combination of
support and incentives to improve the environment for small
and micro enterprises. Our country has a vast territory, and
the level of economic development varies significantly
between regions. Local governments have formulated many
policies related to small and micro enterprises in accordance
with local conditions to regulate and support the develop-
ment of local small and micro enterprises. Therefore, this
research found in the interview stage at the initial stage
of the research that, for small and micro enterprises, there
must be supportive policies to protect the living space of
local small and micro enterprises, but they cannot be simply
supported. The later empirical results also support this view.
Environmental munificence has a positive regulatory effect
on the relationship of “knowledge network embeddedness-
dynamic capabilities.” First of all, higher environmental
munificence objectively provides better operating conditions
for small and micro enterprises. For small and micro enter-
prises with scarce resources, the compensation effect brought
by external knowledge and resources is more obvious. The
dependence of small and micro enterprises on external
resources has been further strengthened. Second, from the
perspective of the formation of environmental tolerance
and enterprise initiative, factors such as the degree of regional
economic development, government guidance, and regional
culture all have an inherent and lasting relationship with it.
In general economically developed areas, the government
has a strong sense of service to enterprises, many encourag-
ing policies, and a high degree of environmental tolerance.
At the same time, the degree of marketization in this area is
also higher, and the competitiveness of enterprises is also
stronger. Companies that grow up in this business environ-
ment are also paying more and more attention to acquiring
knowledge and skills through network embedding to improve
their competitiveness. Therefore, environmental munificence
strengthens the relationship between the embeddedness of
knowledge networks and dynamic capabilities. Based on the
above analysis, on the one hand, the government supports
small and micro enterprises by implementing supportive pol-
icies in finance, taxation, information, technology, and other
aspects, integrating regional resources and alleviating resource
bottlenecks and external crisis impacts. On the other hand, it
is more important to improve the business conditions,
strengthen the construction of business culture, and form a
good business environment in the region. Third, increase
economic interaction with surrounding areas, cultivate the
strategic pattern and competitive awareness of entrepreneurs
of small and micro enterprises, and avoid the breeding of
innovation inertia. Fourth, it is recommended that the gov-
ernment provide incentive support to companies that have
outstanding capabilities in technological innovation, energy
conservation, emission reduction, and employment absorp-
tion, especially those that have substantively explored the
transformation from factor-driven to innovation-driven.

Finally, small and micro enterprises should be supported in
terms of talent policies. After all, the staff is the carrier of
knowledge. Only by solving the problem of talent can enter-
prises cultivate their sustainable learning ability and the sus-
tainable competitiveness

6.3. Limitations and Prospects. Although this article follows
the logic of scientific research, it still has certain shortcom-
ings. First, there is still room for improvement in the mea-
surement and scoring process of the scale. Although the
measurements of all variables are formed on the basis of lit-
erature collation and interviews with enterprises, they have
passed reliability and validity tests. However, due to the lim-
ited research results on the dynamic capabilities of small and
micro enterprises, it is inevitable that the scale reference in
the article is not sufficiently targeted. Second, it did not con-
duct further subdivision research based on industry charac-
teristics and regional differences. In the survey of this
research, small and micro enterprises are the research
objects, and the industries involved include mechanical and
electrical, chemical, materials, textile, construction, trade,
finance, software, catering, and other industries. The sur-
veyed companies come from several provinces and munici-
palities across the country. In fact, different industries in
different regions are in different life cycle stages, and their
competition in the industry and the driving force for industry
development are different. These factors all cause different
sources of enterprise dynamic capabilities, and the mecha-
nism of knowledge network embedding for the construction
of dynamic capabilities of enterprises is also different. The
above two deficiencies can also be referred to as the future
direction of further research on small and micro enterprises.
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Under the condition that the step size is less than one, a statistical tracking behavior analysis for the affine projection algorithm
based on direction error is discussed. When the unknown true weight vector is modeled by the stochastic walk model, the mean
weight error is derived under the four assumptions based on the deterministic recursive equation. Furthermore, the statistical
tracking behavior of the steady state is analyzed for the affine projection algorithm based on direction error. Simulation analysis
is shown to suppniort the mathematical results.

1. Introduction

Since the normalized least mean square Wen algorithm is
computational simplicity, this algorithm is widely put into
use by the adaptation algorithm. And the normalized least
mean square algorithm is also robust to the length of the finite
word effects and ease of implementation in the signal process-
ing. However, the highly colored input signals will cause the
normalized least mean square algorithm converge slowly [1].
Compared to the normalized least mean square algorithm,
the affine projection (AP) algorithm is a better alternative.
The AP algorithm was firstly given by Ozeki and Umeda,
and it improves the convergence speed by reusing the input
signal [2]. Based on the idea that the successive vectors of
the input signal are orthogonal with each other, the best
improvement convergence will be obtained; the normalized
least mean square based on orthogonal correction factors
(NLMS-OCF) was shown in [3]. When we set the step size
to be equal one, according to the input direction vectors of
the input signal, a novel definition was given for the affine pro-
jection algorithm [4]. A pseudo-AP (PAP) algorithm is a sim-
plified definition form to the affine projection algorithm, and
this algorithm is ease of implementation [5]. Since the weights
update direction and the direction that is caused by the adap-

tive error are not the same for the PAP algorithm, an AP algo-
rithm based on direction error (AP-DE) was given to resolve
the nonconformity problem [6]. Fast AP algorithms have been
given as well [7]. These algorithms, including the AP, PAP,
and NLMS-OCF, can be considered a class of the AP algo-
rithms, which updates the adaptive weights according to the
multiple vectors of the input signal. Some recent studies are
as follows. A new class of AP algorithm is proposed based
on the high-order error power criterion [8] and can achieve
reliable performance under Gaussian interference. The effect
of the noise vector on the weight-error vector is considered.
The edified filtered-x affine projection algorithm is effective
for active noise control owing to its good convergence behav-
ior and medium computational burden [9]. The proposed
method of sparsity aware affine-projection-like robust set
membership M-estimate (SAPL-RSM) filtering has been uti-
lized for alleviating the impact of impulsive noise on the adap-
tation of feedback canceler’s weights [10]. A time-varying
parameter PAPLM (TV-PAPLM) algorithm is proposed,
which uses a modified exponential function to adjust the
time-varying parameter according to the ratio of the mean
square score function to the system noise variance [11].

There are lots of work that has been done to analyze the
statistical convergence and tracking behavior of the AP and
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NLMS-OCF algorithms. Based on the assumption that the
input signal is the identically and independent distributed
form, the statistical analysis of the class of the AP algorithms
was shown, in which the mean weight error (MWE) and the
mean-square error (MSE) were shown to study the conver-
gence behavior for the NLMS-OCF algorithm [12, 13]. When
we set the step size to be one, the closed-form expression is
given for the convergence behavior of the MWE and MSE,
appropriate for autoregressive-moving average (ARMA)
input signal models of the AP algorithm, as in [14]. In the
adaptive direction of the weight update, when we set each
weight error to be zero, the optimal step size for the PAP
algorithm was given; then using this model, the MWE and
MSE were derived based on the deterministic recursive
equations [15]. The statistical analysis of convergence model
for the AP algorithm has been shown by using the (AR) input
model [16–18]. Under the assumption given by [12, 13], the
convergence model was shown for the kind of AP-DE algo-
rithm in [19]. When the step size was equal to one, the statis-
tical tracking behavior was given for the AP-DE algorithm
[20], in which the MWE and MSE behaviors are analyzed.

In this paper, four assumptions are made for the input
vectors and the direction vectors. When the unknown true
weight vector is modeled by the stochastic walk model, the
tracking MWE and MSE are obtained for the AP-DE algo-
rithm. At last, the simulation analysis is given to show the
proposed statistical tracking behavior.

2. AP-DE Algorithm

An affine projection algorithmwith direction error (AP-DE) is
presented to solve the nonconformity between the iterated
direction of the adaptive filter and the direction caused by
the iteration error. In the adaptive filtering system identifica-
tion model, the colored input signal is transformed into the
successive input vector xn, and then, we have obtained

xn = xn xn−1 ⋯ xn−N+1½ �T : ð1Þ

According to the most recent successive m input vectors
for the input signal, we can obtain the input matrix Xn−1,m as

Xn−1,m = xn−1 xn−2 ⋯ xn−m½ �: ð2Þ

The AP-DE algorithm updates of the weight vector are
implemented by the adaptive filter [6], as follows:

en = dn − 〠
m

k=1
ân,kdn−k −wH

n φn, ð3aÞ

wn+1 =wn + μ
e∗n

φH
n φn

φn, ð3bÞ

where H denotes a transposed matrix or vector and the direc-
tion vector φn of the input signal is estimated based on

φn = xn −Xn−1,mbαn: ð3cÞ

And from the least-squares formulation, the vector bαn =
a∧n,1 a∧n,2 ⋯ a∧n,m
� �T is found as

bαn = XH
n−1,mXn−1,m

� �−1XH
n−1,mxn: ð3dÞ

The iterated direction of AP is the input vector xn, which
causes the iteration error. Compared with AP algorithms, if
the measurement noise is absent, the iteration error of the
AP-DE algorithm is caused only by the direction vector φn,
which is also the iterated direction of the adaptive filter. Thus,
the AP-DE algorithm improves the convergence rate com-
pared with the PAP and AP algorithms.

3. Statistical Properties of the Direction and
Input Vectors

In order to study the tracking performance of the AP-DE
algorithm, the four assumptions are as follows:

(A1) The successive input vector xn is zero mean, identi-
cally and independent distributed, and then the
covariance matrix can be obtained as [12, 13]

R = E xnxHn
� �

=VΛVH , ð4Þ

where Λ = diag λ1 λ2 ⋯ λN½ � are the eigenvalues of R
and the corresponding eigenvectors V = υ1 υ2 ⋯ υN½ �
are orthonormal to each other, i.e., VHV = Ι

(A2) Using assumption A1 and assuming three different
independent stochastic variables constitute the
direction vector xn. That is,

xn = snrnvn, ð5Þ

P sn = ±1ð Þ = 1
2 ,

rn ~ xnk k

P vn = υið Þ = λi
tr Rð Þ , 1 ≤ i ≤N ,

8>>>>><>>>>>:
ð6Þ

where the matrix trace is denoted by the expression trð•Þ,
rn ~ kxnkmeans that the stochastic variable rn, and the input
vectors have the same distribution. Similar assumption has
also been given in [12, 13]

(A3) Based on assumption A2, make the following
assumption. The direction vectors φn of the succes-
sive input signal are independent on the weight
vector wn, and they are the Gaussian stochastic
vectors with variance σ2φ and zero mean. Therefore,
the direction vectors are also three independent
stochastic variables [20], i.e.,
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φn = ŝnr̂nv̂n, ð7Þ

P ŝn = ±1ð Þ = 1
2 ,

r̂n ~ φnk k

P v̂n = υið Þ = 1
N
, 1 ≤ i ≤N ,

8>>>>><>>>>>:
ð8Þ

where the stochastic variable r̂n ~ kφnkmeans that r̂n has the
same distribution as the direction vectors of the input signal,
and then, the square of the stochastic variable is denoted by
r∧2 =Nσ2φ

(A4) Based on assumption A3, make assumption about
the vector ωn. The desire output signal dn is given
by the mathematical model as follows:

dn =woH
n xn + εn, ð9Þ

where the measurement noise εn is identically distributed,
independent, and stationary with variance σ2

ε and zero mean
and the time-variant vectors wo

n are the systemmodel param-
eters. The unknown weight vector wo

n is modeled by the
stochastic walk model given,

wo
n = wo

n−1 + ωn−1, ð10Þ

where the vector ωn−1 is an independent, stationary zero
mean vector process with the variance σ2

ω and it is also the
three independent stochastic variables that are identically
and independent distributed. That is,

ωn =~sn~rn~vn, ð11Þ

P ~sn = ±1ð Þ = 1
2 ,

~rn ~ ωnk k,

P ~vn = υið Þ = 1
N
, 1 ≤ i ≤N ,

8>>>>><>>>>>:
ð12Þ

where the independent stochastic variable ~rn ~ kωnk means
that it has the same distribution as the vector ωn and the
square of the independent stochastic variable is denoted by
~r2 =Nσ2ω

Therefore, based on (3a) and (9), the iteration error en of
the adaptive filtering can be obtained as

en =woH
n xn − 〠

m

k=1
ân,kwoH

n−kxn−k −wH
n φn + εn − 〠

m

k=1
ân,kεn−k:

ð13Þ

From (10) and (13), we have

en =woH
n xn − 〠

m

k=1
ân,kwoH

n xn−k + 〠
m

k=1
ân,k 〠

k

j=1
ωH
n−j

 !
xn−k

−wH
n φn + εn − 〠

m

k=1
ân,kεn−k:

ð14Þ

From (3c) and (14), it yields

en = ~wH
n φn + 〠

m

k=1
ân,k 〠

k

j=1
ωH
n−j

 !
xn−k + εn − 〠

m

k=1
ân,kεn−k,

ð15Þ

where

~wn =wo
n −wn: ð16Þ

4. Behavior of Mean Weight Error

In order to study the tracking performance of (3b), according
to (15), we have

wn+1 = wn + μ
φnφH

n

φH
n φn

~wn + μ
φn

φH
n φn

〠
m

k=1
â∗n,kxHn−k 〠

k

j=1
ωn−j

 !

+ μ
φn

φH
n φn

ε∗n − 〠
m

k=1
â∗n,kε

∗
n−k

 !
:

ð17Þ

Combining (10), (16), and (17), the adaptation equation
is shown as

~wn+1 = I − μ
φnφH

n

φH
n φn

� �
~wn − μ

φn

φH
n φn

〠
m

k=1
â∗n,kxHn−k 〠

k

j=1
ωn−j

 !

− μ
φn

φH
n φn

ε∗n − 〠
m

k=1
â∗n,kε

∗
n−k

 !
+ ωn:

ð18Þ

Since the parameter εn and the stochastic vector ωn are
both white noise with zero mean, we can take expectation
on both sides of (18), and the last three terms in (18) becomes
zero, so they can be obtained as

E ~wn+1½ � = E I − μ
φnφH

n

φH
n φn

� �
~wn

� 	
: ð19Þ

Based on the vectors fυ1, υ2,⋯,υNg which are orthonor-
mal to each other, the representation of E½~wn� can be defined
as the vector ρn. That is,

ρn ≡VHE ~wn½ �: ð20Þ
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Therefore,

ρn,i = υHi E ~wn½ � = E υHi ~wn

� �
: ð21Þ

Using this result, according to (7), premultiplication on
both sides of (19) by υHi , we have

ρn+1,i = E υHi I − μv̂nv̂Hn
� �

~wn

� �
: ð22Þ

For the orthonormality of the vector υi. That is,

υHi υjυHj =
υHi , if i = j,
0, if i ≠ j:

(
ð23Þ

Based on (23), (22) becomes

ρn+1,i = 1 − μ

N


 �
ρn,i: ð24Þ

5. Statistical MSE Behavior

Under assumption A3 where the direction vectors φn of
the input signal are independent on the vector wn,
according to (18), the covariance of the weight error is
proposed as

Under the assumption that εn is white noise with zeromean
and the vector ωn is an independent, stationary, zero mean
white noise vector, so the six different polynomials, including

the second, third, fourth, fifth, seventh, and eighth items, all
turn into zero. Because the direction vector φn of the input sig-
nal is independent of the vector wn, so we obtain the following:

cov ~wn+1ð Þ = E I − μ
φnφH

n

φH
n φn

� �
cov ~wnð Þ I − μ

φnφH
n

φH
n φn

� �� 	
− μE I − μ

φnφH
n

φH
n φn

� �
~wn 〠

m

k=1
ân,k 〠

k

j=1
ωH
n−j

 !
xn−k

φH
n

φH
n φn

( )" #

− μE
φn

φH
n φn

〠
m

k=1
â∗n,kxHn−k 〠

k

j=1
ωn−j

 !( )
~wH
n I − μ

φnφH
n

φH
n φn

� �" #
− E I − μ

φnφH
n

φH
n φn

� �
~wn εn − 〠

m

k=1
ân,kεn−k

 !
μ

φH
n

φH
n φn

− ωH
n

( )" #

− E ε∗n − 〠
m

k=1
â∗n,kε

∗
n−k

 !
μ

φn

φH
n φn

− ωn

( )
~wH
n I − μ

φnφH
n

φH
n φn

� �" #
+ μ2E

φn

φH
n φn

〠
m

k=1
â∗n,kxHn−k 〠

k

j=1
ωn−j

 !( )
〠
m

k=1
ân,k 〠

k

j=1
ωH
n−j

 !
xn−k

φH
n

φH
n φn

( )" #

+ μE
φn

φH
n φn

〠
m

k=1
â∗n,kxHn−k 〠

k

j=1
ωn−j

 !( )
εn − 〠

m

k=1
ân,kεn−k

 !
μ

φH
n

φH
n φn

− ωH
n

( )" #
+ μE ε∗n − 〠

m

k=1
â∗n,kε

∗
n−k

 !
μ

φn

φH
n φn

− ωn

( )
〠
m

k=1
ân,k 〠

k

j=1
ωH
n−j

 !
xn−k

φH
n

φH
n φn

( )" #

+ E ε∗n − 〠
m

k=1
â∗n,kε

∗
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Since εn is identically distributed, independent with vari-
ance σ2

ε and zero mean, under assumptions A2, A3, and A4,
using (5), (7), and (11), (26) becomes as follows:
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For the covariancematrix, we define the diagonal elements
as ~λn+1,i. So we have

~λn+1,i ≡ VH cov ~wn+1ð ÞV� �
ii
≡ υHi cov ~wn+1ð Þυi: ð28Þ

We premultiply and postmultiply on both sides of (27) by
υHi and υi, respectively; under assumption A3, using (29), we
can obtain

E υHi I − μv̂nv̂Hn
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= 1 + μ2 − 2μ
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� �
υHi Aυi,
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where A is a N ×N dimension matrix; we can obtain
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Based on assumptions A3 and A4, we can obtain that the
vectors v̂n and ~vn both have the probability of 1/N to be υi,
respectively. From (30), we can obtain
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According to (15), we have the statistical MSE of tracking
performance for the AP-DE algorithm as

For εn and ωn which are independent, stationary white
noise vectors with zero mean, so the second, third, fourth,
fifth, seventh, and eighth terms all become zero. According
to assumption A3 that the direction vector φn is independent
on the weight vector wn, we can obtain
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Under assumptions A3 and A4, based on the definition of

~λn,i, from (33), the statistical MSE of the tracking perfor-
mance for the AP-DE algorithm can be rewritten as
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kE ân,kâ
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6. Steady-State Behavior

Assuming convergence, as n⟶∞, (31) can be transformed
into
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Combining with (34) and (35), based on r∧2 =Nσ2φ, the
mean square error of the steady-state tracking performance
can be written as

7. Simulation

We give the statistical MSE of the tracking performance
learning curves from the simulations in this section, and
the derived models are given by (34) and (36). The initial sys-
tem true weight wo

0 is stochastic produced by 32 taps. The
length of the adaptive filtering is given with the same as the
derived model. The weight of the initial estimated values is
given as w0 = 0. The 100 independent simulations are aver-
aged for each experiment, and each step size is equal to 0.1.
The variance of the measurement noise and the vector ωn
are set to be σ2

ε = 0:01 and 2:5 × 10−5, respectively.

Case 1. Consider that the input signal model defined by xn
= −0:95xn−1 + zn is an AR (1) model and the parameter zn
is the white Gaussian noise with the zero mean. The param-
eterm is set to be one. The statistical MSE for tracking behav-
ior predicted by the model given by (34) and (36) are shown
in Figure 1, together with the simulation results. We observe

that the derived models are almost the same simulation
results in this case.

Case 2. When the parameter zn is assumed to be the white
Gaussian noise with the zero mean, the input signal is an
ARMA (2, 1) model defined
byxn = ð0:7 − 0:3iÞxn−1 − ð0:4 − 0:6iÞxn−2 + zn + 0:5zn−1. The
parameter is set to be m = 3. The mean square error of the
tracking behavior predicted by the derived model given with
(34) and (36) is shown in Figure 2. We find that the derived
model cooperates with the simulation results well for the
input ARMA (2, 1) model.

8. Conclusion

Under the condition that the unknown true weight vector is
given by the stochastic walk model, a statistical tracking
model for the AP-DE algorithm is analyzed. We give four
assumptions that show the properties for both the input
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Figure 1: LearningMSE curves of the statistical tracking performance
for AR (1) input.
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Figure 2: Learning MSE curves of the statistical tracking
performance for ARMA (2, 1) input.
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and direction vectors. A statistical tracking model of the
MWE and the MSE is derived based on these four assump-
tions. A prediction tracking model of the statistical steady-
state MSE of the AP-DE algorithm is also proposed. Accord-
ing to the derived models in this paper, the simulation results
for the input given by AR (1) and ARMA (2, 1) show the
affine projection algorithm based on direction error, the bet-
ter statistical tracking behavior.
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The Fintech index has been more active in the stock market with the Fintech industry expanding. The prediction of the Fintech
index is significant as it is capable of instructing investors to avoid risks and provide guidance for financial regulators.
Traditional prediction methods adopt the deep neural network (DNN) or the combination of genetic algorithm (GA) and DNN
mostly. However, heavy computational load is required by these algorithms. In this paper, we propose an integrated artificial
intelligence-based algorithm, consisting of the random frog algorithm (RF), GA, and DNN, to predict the Fintech index. The
proposed RF-GA-DNN prediction algorithm filters the key input variables and optimizes the hyperparameters of DNN. We
compare the proposed RF-GA-DNN with the traditional GA-DNN in terms of convergence time and prediction accuracy.
Results show that the convergence time of GA-DNN is up to 20 hours and its prediction accuracy is 97.4%. In comparison, the
convergence time of our RF-GA-DNN is only about 1.5 hours and the prediction accuracy reaches 97.0%. These results
demonstrate that the proposed RF-GA-DNN prediction algorithm significantly reduces the convergence time with the promise of
competitive prediction accuracy. Thus, the proposed algorithm deserves to be widely recommended for predicting the Fintech index.

1. Introduction

The financial industry is reshaped by Fintech with the devel-
opment of a new round of scientific and industrial revolution.
Fintech provides an infinite space for innovative financial
products and services [1]. At present, the market scale of
the Fintech industry is in the forefront of the world [2].
The rapid expansion of the Fintech industry has drawn the
attention of stock market investors to the Fintech index, which
consists of 55 publicly listed Fintech companies. However, the
Fintech index is subject to many factors, including financial
and monetary policy and investor expectations [3, 4]. This
may not only bring risk for investors but also affect financial
regulation. Therefore, it is of great significance to predict the
Fintech index in the stock market accurately and effectively.

Various researches have been conducted to predict
indexes in the stock market. As an important stock price
index in the stock market, the Fintech index is nonlinear
and nonstationary [5]. The Fintech index is volatile and dif-
ficult to be predicted by the traditional time series methods.
Machine learning algorithms, such as support vector regres-
sion (SVR) [6], genetic algorithm (GA) [7], and deep neural

network (DNN) [8], have been widely used recently [9, 10].
SVR was introduced by Vapnik originally [11], which has a
global optimum, while its hyperparameter selection needs
to be determined by the experience of practitioners [5],
which has strong subjectivity and may lead to poor perfor-
mance in prediction [12]. GA is established on the concepts
of natural selection and heredity, which can find the param-
eters of the algorithms that need to be optimized from a
global perspective [13]. In recent years, DNN has attracted
intense research interest. It has been widely adopted in many
fields, such as computer vision, language processing, and
speech recognition [14–17]. DNN is an algorithm of deep
learning branch, which has a large number of layers and neu-
rons. Therefore, it has a strong fitting ability and high predic-
tion accuracy. However, overfitting is prone to occur because
of the large number of layers and neurons [18].

For better prediction, some scholars have improved and
integrated the algorithms for their advantages and disadvan-
tages. Xin et al. [19] put forward the GA-SVR due to the good
performance of the GA in seeking the parameters of the algo-
rithms that need to be optimized. Similarly, the GA-DNN
has recently been proposed for using in the fields of robotics
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and speech separation [20, 21]. Although the GA-DNN algo-
rithm’s prediction accuracy has been greatly improved, its
convergence time needs to be improved furtherly.

From the literature review mentioned above, to date, GA-
DNN has not been used in the stock index forecasting
research, and its convergence time is long. This study is
aimed at filling the gap by proposing an integrated artificial
intelligence-based algorithm, consisting of random frog algo-
rithm (RF), GA, and DNN (RF-GA-DNN) to predict the
Fintech index. In this new algorithm, RF is adopted to filter
all technical variables that affect the Fintech index and some
variables that have no contribution or little influence are
removed firstly. Then, GA is employed to seek the parame-
ters of DNN. Finally, DNN is used to predict the Fintech
index by four times cross-validation.

he remainder of this paper is arranged as follows. Section
2 introduces the steps of RF, GA, and DNN in detail. Section
3 defines the principle of the proposed RF-GA-DNN predic-
tion algorithm. The sample and prediction results are detailed
in Section 4. The conclusions are presented in Section 5.

2. Methods

2.1. Random Frog (RF). The random frog algorithm was pro-
posed by Li et al. [22] based on the framework of reversible
jump Markov Chain Monte Carlo (MCMC). In this section,
the partial least squares linear discriminant analysis (PLS-
LDA) is employed to build a classifier [22]. The steps of the
random frog algorithm are as follows:

Step 1. Hyperparameter initialization.

(1) N represents the number of iterations of the random
frog algorithm Theoretically, the larger the N is, the
model works better, whereas it takesmore time to com-
pute. Hence, N is set to 10000 according to experience

(2) Q is the number of variables in the initial variable set.
Q variables make up the initial variable set V0

(3) θ refers to a controlling factor for the variance of a
normal distribution and a positive real number less
than 1 in general. It is set to 0.3 by default

(4) ω is a scaling factor, which is employed to control the
number of candidate variables and should be greater
than 1. By default, ω is set to 3

(5) η refers to the upper bound of the probability of
accepting the new variable set V∗, whose result is
lower than V0. The value ranges from 0 to 1, and
the default value of η is 0.1 [22]

Step 2. The initial variable set is randomly selected asV0, which
contains Q variables. Define the set of all variables to be V.

Step 3. Q∗ is the nearest rounded random number from the
normal distribution with mean Q and standard deviation θ
Q. Then, a candidate variable subset V∗ is constructed, which
contains Q∗ variables.

(1) If Q∗ =Q, then V∗ =V

(2) If Q∗ <Q, construct a PLS-LDA method by the vari-
able set V0 firstly, and the regression coefficients for
each variable are obtained. Then, Q −Q∗ variables
with the smallest absolute value of the regression
coefficient are removed fromV0, andV

∗ is composed
of the remaining Q∗ variables

(3) If Q∗ >Q, ωðQ∗ −QÞ variables are randomly selected
from V −V0 to form a new variable set T . Then, T
and V0 are combined to establish the PLS-LDA, and
the regression coefficients of each variable are capable
of obtaining. V∗ is composed of Q∗ variables with the
largest absolute value of the regression coefficient

Step 4. Determine whether V∗ is acceptable or not. The pre-
diction errors of the PLS-LDA established by V0 and V∗ are
recorded as e0 and e∗ correspondingly.

(1) If e∗ ≤ e0, then V∗ can be accepted and V1 = V∗

(2) If e∗ ≥ e0, accept V
∗ with ηe0/e∗ and V1 =V∗. Replace

V0 with V1, and return to Step 2 for the next iteration
until N iterations are completed

Step 5. Nvariable subsets can be obtained after N iterations.
The frequency of selecting variable i is Ni; then, the selection
probability of i is Pi:

Pi =
Ni

N
: ð1Þ

The variables can be selected according to their probabil-
ities because the higher the probability of the selected vari-
able, the more important it is.

2.2. Genetic Algorithm (GA). Holland [23] has proposed a
random search intelligent algorithm, namely, genetic algo-
rithm (GA), which simulates the evolution process of nature.
It should be noted that the hyperparameters of the algo-
rithms, which need to be optimized, can be searched by the
GA [13]. The basic steps of GA are as follows:

Step 1. Initializing the population. The initial population is
made up of randomly generated individuals. The application
of fitness function is employed to analyze fitness factors.

Step 2. Calculating the fitness of individuals and ranking them.

Step 3. Selecting two individuals with high fitness and dealing
with crossover and mutation to produce offspring individuals.

Step 4. Return to step 2 and keep optimizing the hyperpara-
meters until the set evolutionary algebra is reached. Then,
the model terminates.

2.3. Deep Neural Network (DNN). There are various struc-
tures for DNN, but the DNN structure is fixed in this paper.
Based on the sample data dimension in this paper and
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experience, the structure of DNN is determined as one input
layer, three hidden layers, and one output layer. The output
of the previous layer can be capable of using as the input of
the next layer. The training strategy of DNN is to minimize
the value of RMSE, and the samples have been divided ran-
domly according to the rule of 80% training samples and
20% test samples. The prediction accuracy of the DNNmodel
is also affected by some core hyperparameters, such as activa-
tion function, training times, number of monolayer neurons,
learning rate, and batch size, which will be determined in Sec-
tion 4.2. The input data of DNN is the 20 technical variables
that affect the Fintech index, while the output data is the pre-
dicted value of the previous day’s closing price of the Fintech
Index. The operation steps of DNN are shown as follows.

Step 1. Supposing that vl = ½vli� is the hidden layer vector of
layer l. The visible layer vector is hl = ½hli�. The connection
weight matrix of the hidden layer is Wl = ½wl

ij�. al = ½ali� and
bl = ½bli� are the bias vectors of the hidden layer and visible
layer, respectively.

Step 2.Assigning values to W and a randomly in the range
of (0,1).

Step 3. Calculating the probability that a hidden layer unit
can be activated.

p hlj = 1 ∣ vl
� �

= σ blj + 〠
I

i=1
wl

ijv
l
i

 !
, ð2Þ

where σð•Þ is set to ReLU function because of its better per-
formance than other functions in this experiment. It can be
described as follows:

σ xð Þ =
x if x > 0,
0 if x ≤ 0:

(
ð3Þ

Step 4. The value of the hidden layer unit is determined by
Gibbs sampling.

hlj =
1, p hlj = 1 ∣ vl

� �
> r j,

0, p hlj = 1 ∣ vl
� �

≤ r j,

8><
>:

ð4Þ

where rj is the random number generated on [0,1].

Step 5. Calculating the activation probability of the recon-
structed visible layer unit and reconstructing the visible layer
by Gibbs sampling.

p vl∗ = 1 ∣ hl
� �

= σ ali + 〠
n

j=1
wl

jih
l
j

 !
, ð5Þ

where vl∗ = ½v∗i � is the unit vector of the reconstructed visible
layer.

Step 6. Calculating the activation probability of the hidden
layer element and updating the parameter values according
to the visible layer element vector vl∗.

wl∗
ij =wl

ij + λ vlip hlj = 1 ∣ vl
� �

− vl∗i p hl∗j = 1 ∣ vl∗
� �h i

,

bl∗j = blj + λl p hlj = 1 ∣ vl
� �

− p hl∗j = 1 ∣ vl∗
� �h i

,

al∗i = ali + λl vli − v∗i
� �

,

8>>>>><
>>>>>:

ð6Þ

wherewl∗
ij , b

l∗
j , and a

l∗
i are the updated values ofwl

ij, b
l
j, and a

l
i,

respectively.
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Figure 1: Deep neural network structure.
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The input vector yl of the next neural layer can be
expressed as follows:

yl = σ Wlal + bl
� �

: ð7Þ

Step 7. Steps 3–6 are looped until the number of iterations is
finished. Then, the model terminates.
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Compute selection 
probability of each 

variable

V0 = V
1

|V
⁎

| = Q
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|V
0
| = Q, i = 0

Q
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 > Q

Q
⁎

 = Q
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 < Q
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⁎
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Figure 2: The proposed RF-GA-DNN algorithm workflow.

Table 1: The RMSE of different activation functions.

Activation function RMSE

Sigmoid 1199.16

Softmax 1315.71

Tanh 1196.33

ReLU 113.74
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Step 8. Reversing the fine-tuning of parameters by a gradient
descent method, which adjusts the weights of interconnec-
tions and minimizes the output error.

Wl∗ =Wl − η
∂E
∂Wl

,

bl∗ = bl − η
∂E
∂bl

,

8>>><
>>>:

ð8Þ

where η is the learning rate and E is the cost function, and it
can be expressed as

E = 1
2N 〠

N

n=1
yn − onkk , ð9Þ

where yn and on are the predicted and actual values obtained
from the nth training sample in one training time, respec-
tively. N is the size of the training sample. The specific
DNN network structure is shown in Figure 1.

3. The Proposed RF-GA-DNN
Prediction Algorithm

In this section, an integrated artificial intelligence-based algo-
rithm, consisting of random frog algorithm (RF), GA, and
DNN, is proposed to predict the Fintech index.

The core hyperparameters of DNN have a significant
influence on its prediction accuracy, but the value of the core
hyperparameters cannot be determined by calculation directly
at present. GA is capable of searching for the optimal hyper-
parameters of DNN from a global scope. The principle of
GA-DNN is to find the optimal hyperparameters through
the GA firstly, and then, DNN is employed to predict. How-
ever, the convergence time will be increased for too many var-
iables. The random frog algorithm is able to filter the key
variables and reduce the convergence time. Therefore, the ran-
dom frog algorithm has been added to GA-DNN, and we have
proposed a hybrid RF-GA-DNN prediction algorithm to
reduce the convergence time.

The workflow of this new algorithm is shown in Figure 2.
As can be seen from Figure 2, firstly, the random frog algo-
rithm was adopted to screen out input variables for obtain-
ing variables related to the Fintech index. Secondly, the
screened variables were imported into DNN with different
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Figure 3: The RMSE of monolayer neurons, learning rate, and batch size (the red line represents a polynomial curve for fitting the change
trend of the three hyperparameters).
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hyperparameter values to get the predicted values of the test
samples. Then, to determine the value range of GA search-
ing for hyperparameters, RMSE of predicted and true values
was calculated. And then, within the value range obtained
by the GA, take RMSE returned by each DNN model as a
fitness function to get the optimal hyperparameter combina-
tion of DNN. Finally, the selected variables were imported
into the DNN model with the optimal hyperparameter set-
ting from the GA. Then, the predicted values are obtained,
and the root mean square error can be gotten by using the
predicted and the true values. Specific steps of RF-GA-
DNN have been listed in Section 2.1, Section 2.2, and Sec-
tion 2.3.

4. Experiment and Analysis

4.1. Sample and Variable Selection. The sample interval of
this paper is from March 8, 2015, to April 9, 2021, with
1488 daily data totally. The next day’s closing price of the
Fintech index is selected as the output variable. The input
variables include 20 technical variables (MACD, BBI, DDI,
DMA, MTM, TRIX, RSI, ROC, B3612, BIAS, CCI, OSC,
W&R, MASS, WVAD, CR, PSY, VR, BOLL, turnover rate).
80% of the data are the training samples, and 20% of the data
are selected as the test samples. All data comes from the
Wind database.

4.2. Core Hyperparameter Selection and Value Range
Determination. Common hyperparameters in DNN include
activation function, monolayer neurons, learning rate, batch
size, and training times [18]. All of them are highly related
to the prediction accuracy and convergence time. Therefore,
their value range is investigated.

For the activation function, Sigmoid, Softmax, Tanh, and
ReLU are the common activation functions. Table 1 tabulates
the root mean square error (RMSE) of these activation func-
tions. The root mean square error of the previous day’s closing
price and forecast price of the Fintech Index is presented by
RMSE. Through the analysis of Table 1, the RMSE of ReLU
is smaller than Sigmoid, Softmax, and Tanh. Therefore, ReLU
is selected as the activation function of the method.

A trial parameter method is employed to obtain the opti-
mization range. The RMSE of the number of monolayer neu-
rons, learning rate, and batch size are shown in Figure 3.
Figure 3(a) illustrates that the RMSE of the number of mono-
layer neurons is smaller in [10, 65]. Figure 3(b) reveals that
the learning rate error can be fixed in [0.001, 0.015].
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Figure 5: The degree of deviation between the actual and predicted
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According to the analysis in Figure 3(c), [2, 20] is a better
range for batch size due to its smallest RMSE in this interval.

To determinate the training times, based on the experi-
ence of deep learning, the number of monolayer neurons is
set to 10 preliminarily, the learning rate is 0.001, and the
batch size is random gradient descent by default. The RMSE
has been obtained through four-time cross-validation, which
is shown in Figure 4. Figure 4 reveals that the RMSE is signif-
icantly reduced between 0 and 100 training times, while there
is almost no difference between 100 and 500 training times.
Then, 100 is regarded as the number of training times for
DNN, and the degree of deviation between the actual and
predicted values of DNN is shown in Figure 5. We see that
the prediction effect can be further optimized. However, it
is not advisable to increase the training times. Therefore,
the following models (including DNN, GA-DNN, and RF-
GA-DNN) were completed under the condition of running
a single DNN training of 100 times.

In summary, we select ReLU as the activation function.
The range of number of monolayer neurons, learning rate,

and batch size is [10, 65], [0.001, 0.015], and [2, 20], respec-
tively. 100 is set to the training times. The values of mono-
layer neurons, learning rate, and batch size can only be
determined in a range by a trial parameter method, and then,
the optimal combination of the hyperparameters can be
found by the GA. In addition, the experiment shows that
the single operation time of DNN is about 10 s when a spe-
cific hyperparameter combination is given. However, an
enumeration method is needed to determine the optimal
hyperparameter combination. By calculation, it will take
years and be difficult to achieve.
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Table 2: The RMSE of different activation functions.

Algorithm Convergence time Prediction accuracy

GA-DNN 20 h 97.4%

RF-GA-DNN 1.5 h 97.0%
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4.3. Prediction of GA-DNN Algorithm. Based on the analysis
of Section 4.2, GA is introduced in DNN due to its excellent
performance in searching for the optimal hyperparameters’
combination. According to the sample data dimension and
experience, the number of hidden layers in DNN is set to 3.
The optimal hyperparameter combination searched by the
GA is as follows: the number of neurons in the three hidden
layers is 35, 6, and 12; the learning rate is 0.002; and the batch
size is 8. Input the optimal hyperparameter combination into
DNN, train 100 times, and iterate 800 generations (each gen-
eration has 20 individuals). The optimal RMSE and forecast
renderings can be gained, as shown in Figures 6 and 7.

Figure 6 shows the effect of the evolutionary times on the
RMSE of GA-DNN. It can be seen from Figure 6 that GA-
DNN converges from generation 405, and the RMSE is
40.49 after convergence. Figure 7 shows the degree of devia-
tion between the actual and predicted values of GA-DNN.
The prediction accuracy of GA-DNN is 97.4%. However, it
is worth noting that the convergence time of GA-DNN is
73694 s (about 20 hours). From this, we know that the con-
vergence time of GA-DNN is still too long and it could be
optimized furtherly.

4.4. Prediction of RF-GA-DNN Algorithm. Random frog is an
efficient approach for variable selection [22], which can move
between fixed-dimensional and transdimensional in different
methods to realize a search. We introduced the random frog
algorithm into GA-DNN to screen out key variables. Vari-
ables filtered by the random frog algorithm are shown in
Figure 8. We take 0.4 as the boundary to filter variables based
on the characteristics of our variables. The optimal hyper-
parameter combination of RF-GA-DNN is as follows: the
number of neurons in the three hidden layers is 23, 17, and
13; the learning rate is 0.001; and the batch size is 12.

Figure 9 illustrates the effect of the evolutionary times on
the RMSE of RF-GA-DNN. It can be concluded that RF-GA-
DNN converges from generation 41, and the RMSE is 43.15
after convergence. The convergence time is 5462 s (about
1.5 hours), which is much less than GA-DNN. Figure 10
shows the degree of deviation between the actual and pre-
dicted values of RF-GA-DNN. The prediction accuracy of
RF-GA-DNN is 97.0%, which is very close to GA-DNN.

In summary, the comparison results of GA-DNN and RF-
GA-DNN are shown in Table 2. As seen in Table 2, it can be
concluded that the convergence time of RF-GA-DNN is only
1/13 of GA-DNNwith the promise of a competitive prediction
accuracy. Hence, RF-GA-DNN has an excellent performance
in convergence time.

5. Conclusions

Predicting the Fintech index benefits various stakeholders,
e.g., assisting investors to design profitable short, medium,
and long-term strategies for investing and guiding financial
regulators to make precise and effective regulatory policies.
However, the convergence time of current prediction algo-
rithms is far from eligible bearing this in mind. In this paper,
we have proposed a hybrid RF-GA-DNN algorithm and
employed this algorithm to predict the Fintech index.

We have examined the performance of the proposed RF-
GA-DNN on predicting the Fintech index. The samples
come from the Wind database with a time period from
March 8, 2015, to April 9, 2021. Through the analysis of
samples, the proposed hybrid RF-GA-DNN has endowed
with excellent superiority compared with the traditional
GA-DNN. More importantly, the convergence time of RF-
GA-DNN is only 1/13 of that of GA-DNN. These results
demonstrate that the proposed hybrid RF-GA-DNN predic-
tion algorithm can be employed as a more effective tool to
predict the Fintech index. In practical applications, the
hybrid RF-GA-DNN prediction algorithm can be expected
to not only provide a reference for investors to formulate
investment strategies but also support financial regulators
to supervise the market.

On the whole, this paper has proposed an efficient algo-
rithm to predict the Fintech index. However, it still remains
an open issue to determine a reasonable evolutionary algebra
range to guarantee the convergence of the algorithm. For
future work, it is worthwhile to provide a convergence anal-
ysis for the proposed algorithm. In addition, the proposed
hybrid RF-GA-DNN prediction algorithm can be further uti-
lized as an efficient tool to deal with other indexes in the stock
market.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that there is no conflict of interest.

Acknowledgments

This work was supported by the National Natural Science
Foundation of China (grant numbers: 61773029 and
62073007).

References

[1] A. Alexandrov, R. Bergmann, S. Ewen et al., “The stratosphere
platform for big data analytics,” The VLDB Journal, vol. 23,
no. 6, pp. 939–964, 2014.

[2] McKinsey, “What's next for China's booming fintech sector?,”
2016, https://www.mckinsey.com/industries/financial-services/
our-insights/whats-next-for-chinas-booming-fintech-sector.

[3] J. S. Chou and T. K. Nguyen, “Forward forecast of stock price
using sliding-window metaheuristic-optimized machine-
learning regression,” IEEE Transactions on Industrial Infor-
matics, vol. 14, no. 7, pp. 3132–3142, 2018.

[4] S. Chen, Y. Sun, and Y. Liu, “Forecast of stock price fluctuation
based on the perspective of volume information in stock and
exchange market,” China Finance Review International,
vol. 8, no. 3, pp. 297–314, 2018.

[5] A. Kazem, E. Sharifi, F. K. Hussain, O. K. Hussain, and
M. Saberi, “Support vector regression with chaos-based firefly
algorithm for stock market price forecasting,” Applied Soft
Computing, vol. 13, no. 2, pp. 947–958, 2013.

8 Wireless Communications and Mobile Computing

https://www.mckinsey.com/industries/financial-services/our-insights/whats-next-for-chinas-booming-fintech-sector
https://www.mckinsey.com/industries/financial-services/our-insights/whats-next-for-chinas-booming-fintech-sector


[6] V. V. Gavrishchaka and S. Banerjee, “Support vector machine
as an efficient framework for stock market volatility forecast-
ing,” Computational Management Science, vol. 3, no. 2,
pp. 147–160, 2006.

[7] K. Dasgupta, B. Mandal, P. Dutta, S. Dam, and J. K. Mandal, “A
genetic algorithm (GA) based load balancing strategy for cloud
computing,” Procedia Technology, vol. 10, pp. 340–347, 2013.

[8] J. Duan, “Financial system modeling using deep neural net-
works (DNNs) for effective risk assessment and prediction,”
Journal of the Franklin Institute, vol. 356, no. 8, pp. 4716–
4731, 2019.

[9] A. Dingli and K. S. Fournier, “Financial time series forecasting
– a deep learning approach,” International Journal of Machine
Learning and Computing, vol. 7, no. 5, pp. 118–122, 2017.

[10] H. Cao, T. Lin, Y. Li, and H. Zhang, “Stock price pattern pre-
diction based on complex network and machine learning,”
Complexity, vol. 2019, Article ID 4132485, 12 pages, 2019.

[11] V. Vapnik, The Nature of Statistical Learning Theory, Springer,
New York, 1995.

[12] C. Y. Yeh, C. W. Huang, and S. J. Lee, “A multiple-kernel sup-
port vector regression approach for stock market price fore-
casting,” Expert Systems with Applications, vol. 38, no. 3,
pp. 2177–2186, 2011.

[13] A. Lambora, K. Gupta, and K. Chopra, “Genetic algorithm-a
literature review,” in 2019 International Conference on
Machine Learning, Big Data, Cloud and Parallel Computing
(COMITCon), pp. 380–384, Faridabad, India, 2019.

[14] W. Liu, Z. Wang, X. Liu, Y. Liu, F. E. Alsaadi, and N. Zeng, “A
survey of deep neural network architectures and their applica-
tions,” Neurocomputing, vol. 234, pp. 11–26, 2017.

[15] D. Yu and L. Deng, “Deep learning and its applications to sig-
nal and information processing [exploratory dsp],” IEEE Sig-
nal Processing Magazine, vol. 28, no. 1, pp. 145–154, 2011.

[16] A. Graves, A.-r. Mohamed, and G. Hinton, “Speech recogni-
tion with deep recurrent neural networks,” in 2013 IEEE Inter-
national Conference on Acoustics, Speech and Signal
Processing, pp. 6645–6649, Vancouver, BC, Canada, 2013.

[17] T. Young, D. Hazarika, S. Poria, and E. Cambria, “Recent
trends in deep learning based natural language processing
[review article],” IEEE Computational Intelligence Magazine,
vol. 13, no. 3, pp. 55–75, 2018.

[18] S. Zhong, J. Hu, X. Fan, X. Yu, and H. Zhang, “A deep neural
network combined with molecular fingerprints (DNN-MF)
to develop predictive models for hydroxyl radical rate con-
stants of water contaminants,” Journal of Hazardous Mate-
rials, vol. 383, article 121141, 2020.

[19] N. Xin, X. Gu, H. Wu, Y. Hu, and Z. Yang, “Application of
genetic algorithm-support vector regression (GA-SVR) for
quantitative analysis of herbal medicines,” Journal of Chemo-
metrics, vol. 26, no. 7, pp. 353–360, 2012.

[20] S. Sivapatham, R. Ramadoss, A. Kar, and B. Majhi, “Monaural
speech separation using GA-DNN integration scheme,”
Applied Acoustics, vol. 160, no. 3, article 107140, 2020.

[21] X. Chen, Q. Zhang, and Y. Sun, “Evolutionary robot calibra-
tion and nonlinear compensation methodology based on
GA-DNN and an extra compliance error model,” Mathemati-
cal Problems in Engineering, vol. 2020, Article ID 3981081, 15
pages, 2020.

[22] H. D. Li, Q. S. Xu, and Y. Z. Liang, “Random frog: an efficient
reversible jump Markov Chain Monte Carlo-like approach for
variable selection with applications to gene selection and dis-
ease classification,” Analytica Chimica Acta, vol. 740, no. 8,
pp. 20–26, 2012.

[23] J. H. Holland, Adaptation in natural and artificial systems,
University of Michigan Press, Ann Arbor, Ml, 1975.

9Wireless Communications and Mobile Computing



Research Article
Classification of Tennis Video Types Based on Machine
Learning Technology

Xun Gong1 and Fucheng Wang 2

1Physical Education Department, Heilongjiang Bayi Agricultural University, Daqing, 163319 Heilongjiang, China
2Engineering College, Heilongjiang Bayi Agricultural University, Daqing, 163319 Heilongjiang, China

Correspondence should be addressed to Fucheng Wang; wangfucheng@byau.edu.cn

Received 15 April 2021; Revised 6 May 2021; Accepted 22 May 2021; Published 7 June 2021

Academic Editor: Wenqing Wu

Copyright © 2021 Xun Gong and Fucheng Wang. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work
is properly cited.

With the rapid development of online video data, how to find the required information has become an urgent problem to be solved.
This article focuses on sports videos and studies video classification and content-based retrieval techniques. Its purpose is to
establish a mark and index of video content and to promote user acquisition through computer processing, analysis, and
understanding of video content. Video tennis classification has high research and application value. This article focuses on video
tennis based on the selection of the basic frame of each shot and proposes an algorithm for classification of shots based on
average grouping. Based on this, we use a color-coded spatial detection method to detect the type of tennis match. Then, it
integrates the results of audiovisual analysis to identify and classify exciting events in tennis matches. According to statistics,
although the number of people participating in tennis cannot enter the top ten, the number of spectators ranks fourth. Four
tennis tournaments, masters, and crown tournaments are held every year around the world. Watching large-scale international
tennis matches has become a pillar of leisure and vacation for many people. Tennis matches last from two hours to four hours
or more, and there are countless large and small tennis matches around the world every year, so the number of tennis records
created is staggering. And artificial intelligence technology is rarely used in tennis in the sports world (5%), but football has
reached 50%. Therefore, when dealing with such a large amount of data, we urgently need to find a fast and effective video
retrieval classification method to find the required information. The experiment of tennis video classification research based on
machine learning technology proves that the accuracy of tennis video classification reaches 98%, so this system has high feasibility.

1. Introduction

1.1. Background. Tennis video data contains a lot of informa-
tion, such as characters, scenes, objects, actions, and stories.
According to statistics, 80% of the information received by
humans is received visually, while tennis video information
is intuitive and vivid, making it the most effective way of
communication in human life. In today’s fast-changing,
complex information age, the development of computer
and network technology, and the promotion and application
of multimedia, various tennis video materials are constantly
being created, and more and more tennis videos and digital
databases are emerging: on-demand tennis video, mobile,
web TV, and many other new and tennis video streaming
media. In the face of a large number of tennis videos, how

to quickly obtain the required information from them is very
important. Machine learning has a wide range of applications
in human behavior recognition, mainly focusing on smart
video surveillance, patient monitoring systems, human-
computer interaction, virtual reality, smart home, smart
security, athlete-assisted training, and content-based video
retrieval and smart image compression. It has broad applica-
tion prospects and potential economic and social value, and
many methods of behavior identification are also used. So
machine learning provides technical support for tennis video
classification.

1.2. Significance. Sports tennis video content analysis tech-
nology is individually evaluated by researchers due to its wide
application prospects and significant academic value. The
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basic technology of sports tennis video content analysis is
actually the analysis of events and their relationships. By
highlighting and organizing these events, the query needs of
most users can be met. From an academic point of view,
event detection and recognition are typical problems of
computer vision and pattern recognition. On the one hand,
content-based tennis video search technology creates an
effective semantic index of tennis video information, allow-
ing users to quickly and easily view and retrieve tennis video
content. At the same time, the development of content-based
tennis video search technology provides more user-friendly
and personalized functions. New tennis video services have
changed the way users watch tennis videos from passive
acceptance to more active choices. It can be said that related
technologies such as content analysis have changed the con-
sumption of information. Users can not only view differenti-
ated high-resolution professional tennis video data but also
capture a large amount of effective information. Therefore,
finding a way to solve these problems and successfully creat-
ing a sport tennis video content analysis system will provide
important insights into other similar target semantic analysis
problems and ultimately video analysis and search, thereby
promoting the development of various fields.

1.3. Related Work. Rovithakis et al. proposed a hybrid neural
network/genetic algorithm technology to design feature
extractors to achieve highly separable classes in the feature
space. The purpose of this system is to identify the condition
of human tissues in the surrounding blood vessels (i.e., nor-
mal, fibrous, and calcified). In order to distinguish normal
levels from normal cells and cells affected by acute lympho-
blastic leukemia, the system was further tested and classified
by the range of blood sample nucleus measurement. As an
advantage of the proposed technique, you may encounter
the fact that the algorithmic nature of the design process,
the result of optimized classification, and the performance
of the system are less dependent on the type of classifier used
[1]. However, due to the uncertainty of the experimental pro-
cess, there are still gaps in the experimental results. Zupanc
and Bosnic believe that essays are considered to be the most
useful tool for evaluating student learning outcomes, guiding
the learning process, and measuring progress. Grading stu-
dents manually is a time-consuming process, but it is still
necessary. Automatic composition evaluation is a practical
solution to this task, but its main disadvantage is that it
mainly focuses on vocabulary and text grammar, while
semantic testing is very limited. They suggested extending
the existing automated paper evaluation system by incorpo-
rating consistency and other semantic features of consistency
[2]. However, their experimental process is not closed, so
there is a certain deviation in the experimental results. Jenke
et al. use EEG signals for emotion recognition, which can
directly assess the user’s “internal” state, which is considered
an important factor in human-computer interaction. Many
feature extraction methods have been studied, and appropri-
ate features and electrode positions are usually selected based
on neuroscience findings. However, a small number of differ-
ent feature sets have been used and their suitability for emo-
tion recognition has been tested on different data sets that are

usually small. One major limitation is the comparison of
systems with no features. Therefore, they reviewed the
feature extraction methods for emotion recognition in EEG
signals based on 33 studies. An experiment was conducted
to compare these features using machine learning techniques
to perform feature selection on self-recorded data sets. The
performance of different feature selection methods, the usage
of selected feature types, and the results of electrode position
selection are given [3]. However, the factors selected by their
multivariate method are slightly inferior to that of the univar-
iate method, resulting in inaccurate results.

1.4. Innovation Points/Main Content. The innovation of this
paper is (1) the use of video stream semantic analysis
methods, which mainly include shot classification, player
detection, and player tracking. On the basis of the existing
lens classification algorithm, the characteristics of the lens
in the tennis match video are fully studied, and a lens
classification scheme based on Hough transform and SVM
is proposed, which divides the shots into match shots and
nonmatch shots. Then, use the frame difference method to
achieve player detection and player tracking and give the
experimental results. (2) Through the audio and video fea-
ture fusion technology, the detection of ACE balls, bottom
line matches, and tennis balls in tennis matches is realized.
(3) Introduce a continuous hidden Markov model (CHMM).
The sounds that appear in a tennis match are divided into
five categories, namely, batting, cheering, enthusiastic
commentary by the narrator, ordinary commentary by the
narrator, and noise. Calculate the audio feature values, and
then train the sample parameters to obtain the continuous
hidden Markov model of the five types of sounds, and then
calculate the output probability of the sound to the various
CHMM models, and use the maximum output probability
to realize the automatic classification of the audio stream in
the tennis match.

2. Tennis Video Field Lens Detection

The traditional video structure analysis method is to edit the
segmentation in the video stream, basic frame extraction, and
scene segmentation to obtain structured video information
[4, 5]. The structure of the tennis video is very good. Shot
changes usually occur after the end of the round, usually with
the player’s close-up (maybe the audience’s shot) and the
beginning of the next round. Due to the large amount of ten-
nis video data, the method of the first one detecting the
download limit, then selecting the basic frame, and then
downloading the game download content by shooting classi-
fication contains a lot of unnecessary content, which must be
[6, 7]. Therefore, it is more effective to extract court shots
directly from the tennis video stream. Figure 1 shows a com-
mon video structured block diagram. It can be seen from the
figure that the video structure is mainly composed of video
key frames, video shots, video groups, and video scenes. We
know that video is composed of out-frame images, so the
video frame is the most basic element of the video structure
[8, 9]. A continuous video frame constitutes a video shot.
In a video frame, one or more frames of video that can
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represent the characteristics of a video shot constitute a key
frame. Extracting key frames and segmenting video shots
are the basis and key step of video structuring, which directly
affects the efficiency of subsequent video detection [10].
Several video shots can constitute a video scene, and these
shots are either semantically related or adjacent in time.
The structure between the video scene and the video shot is
defined as a group. The shots in the same group usually have
similarity in content, similarity in background, and continu-
ity in time [11], as shown in Figure 1.

2.1. Common Lens Detection Methods for Tennis Courts. The
following briefly introduces several methods for detecting
shots of tennis courts. The tennis match field shot referred
to here is defined as a global shot containing the field
[12, 13], because tennis video first needs to detect whether
it is a tennis match, which is divided according to the
color-coded spatial detection method of the tennis court.

(1) Detection method based on the statistical characteris-
tics of the main color: there are four main types of ten-
nis courts: clay courts, synthetic plastic courts, hard
courts, and grass courts. These types can be distin-
guished by their color attributes [14]. Through the sta-
tistical analysis of some typical frames of tennis courts,
Xu summarized the standard color attribute charac-
teristics of four types of venues, as shown in Table 1.

This method first calculates the main color of the current
frame image in the prescribed rectangular window and then
calculates the Euclidean distance between the main color and
the mean color value of various venue types (as shown in

Table 1.1) and obtains the minimum Euclidean distance
[15]. Which venue type has the smallest Euclidean distance,
then court_class is recorded as the venue type, and court_color
is recorded as the main color value corresponding to the venue
type. The formula for calculating the Euclidean distance
between pixel point ðm, nÞ and point ðj, kÞ is as follows:

de m, nð Þ, j, kð Þ½ � = m − jð Þ2 + n − kð Þ2� �1/2
: ð1Þ

For the color image of the colormodel, the formula for cal-
culating the Euclidean distance is as follows:

de m, nð Þ, j, kð Þ½ � = B x,yð Þ − B j,kð Þ
� �2

+ R x,yð Þ − R j,kð Þ
� �2

�

+ G x,yð Þ −G j,kð Þ
� �2

�1/2
:

ð2Þ
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Figure 1: Structured block diagram of video stream.

Table 1: Color statistical characteristics of tennis courts.

Class of count
Mean (R : G : B)

colors
Class

threshold
Fraction
threshold

Carpet

111 : 154 : 123
68 : 69 : 71
59 : 53 : 52

135 : 112 : 152

25 40

Clay
125 : 56 : 54
167 : 56 : 68

25 25

Hard 46 : 56 : 25 25 25

Grass
95 : 152 : 65
68 : 54 : 152

25 40
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If the minimum Euclidean distance obtained is not less
than the marked field type threshold (Class Threshold), then,
the frame image is considered to be not a frame containing a
tennis court [16]. Otherwise, do the following for each pixel
in the rectangular window area: calculate the Euclidean dis-
tance between the color of each pixel and the field color
marked by count_color, if the distance is greater than the
Fraction_Threshold threshold of the field type marked by
count_class, then

Court = court + 1, ð3Þ

Total = total + 1: ð4Þ

Finally, the formula is used to calculate the proportion of
pixels belonging to the court. If court_fraction is greater than
0.6 (determined as the set empirical value), the frame of image
is considered to be a tennis court frame belonging to the
current court type. Otherwise, the frame does not belong to
the frame containing the playing field [17]. This method is
more convenient and simple, easy to implement, and low
computational complexity. However, there are two shortcom-
ings. First, when calculating the Euclidean distance between a
specific type of field frame and the color of the current frame, a
fixed threshold is used to determine whether the current frame
is a game scene frame. The problem is that the fixed closed
value has certain limitations. If the selection is unreasonable,
it will greatly affect the detection effect [18, 19]. Second, using
color features alone cannot obtain good detection results. If
the color of the clothing worn by the player is very close to
the color of the field, the close-up shot of the player will also
be considered a field shot [20].

(2) Detection method based on white pixels: Pan and
Weijun observed that no matter what type of court,
the boundary line of the tennis court is always white.
In addition, the number of white pixels composing
the boundary line of the field is a relatively constant
[9]. Using these two characteristics, the algorithm is
proposed.

(i) Detection of white pixels: normally, the bound-
ary line of any tennis court is white. However,
in actual situations, there is not only the field line,
which is the only white object in an image [21].
Advertising icons, parts of the stadium, specta-
tors, and sometimes even the clothes worn by
the players are more or less white. Therefore, it
is assumed in the literature that the width of the
field line will not be wider than one pixel. It is
set in the literature to select a candidate pixel
and compare whether the brightness value of
the pixel in the four directions of the pixel
distance is greater than the brightness value of
the candidate pixel. If the brightness value of
the surrounding pixels is less than the brightness
value of the candidate pixel, the candidate pixel is
marked as a white pixel [22].

(ii) Detection of the playing field frame: set a rectan-
gular window; the length is the length of the
image, the width is one-half of the width of the
image, and the center of the rectangle is the cen-
ter of the image. The selection of the threshold of
this method is based on experience, so it greatly
affects the accuracy and effectiveness of the
detection [23]. In addition, for the clay field, the
white field line is not complete, and the accuracy
of detection is low by relying solely on the num-
ber of white pixels on the field line [24].

3. Audio Stream Analysis and Recognition in
Tennis Video

In recent years, the semantic analysis of audio streams has
attracted the attention of researchers in related technical
fields such as content-based video analysis and retrieval,
speech recognition, and audio retrieval. By comparing and
analyzing several representative audio recognition and classi-
fication algorithms, we found that the algorithm based on the
HMM Hidden Markov Model has better recognition effi-
ciency. In this paper, the HMM classification algorithm is
used to divide the tennis game audio stream into five catego-
ries: batting sound, cheering sound, passionate commentary
by the narrator, gentle definition by the narrator, and back-
ground noise [23].

3.1. Implementation of Audio Classifier. Currently, the
implementation of audio classifiers is mainly based on the
following methods:

(1) Rule-based audio classification: the basic idea of this
method is you can select a feature that can be distin-
guished from other audio categories, then set a
threshold for the function, and compare the calcu-
lated actual function value with the threshold accord-
ing to the default rule to specify the audio category.
This method is easy to use, but due to its simplicity,
it is only suitable for audio types that have simple
identification functions such as mute. This method
has the following disadvantages:

(i) Decision rules and classification order are not
necessarily optimal

(ii) Decision errors at higher levels will accumulate
to the next level, forming a “snowball” effect

(iii) The classification error is large and requires
prior human knowledge and experimental
analysis, especially the threshold determination.
Therefore, the classification accuracy of the rule
classification method is low, and it is only suit-
able for simple voice classification that can be
clearly distinguished, and it is difficult to support
complex and multifunctional voice classification
applications
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(2) Minimum distance audio classification: this method
uses the idea of matching templates to create a
template for each audio type and then calculates the
feature vector of the actual audio frame and uses
the feature vector to match the template vector
(usually calculating their distance from the vector
space) to determine the type of sound.

(3) Audio classification based on statistical learning
algorithm: this method requires specifying a batch
of preclassified training samples, creating a classifier
with guided learning and training and measuring
the samples to be classified in the test set to measure
the classification performance. Speech classification
based on statistical learning algorithms is the focus
of speech classification research. It provides an
effective way to perform automatic and self-learning
classification. This is the main research direction in
this field now and in the future.

3.2. Typical Audio Classification Method. Typical audio clas-
sification methods include decision tree-based classification
methods, KNN (nearest neighbor method) classification
methods, Bayesian classification methods, neural network
classification methods, SVM (support vector machine) classi-
fication methods, and hidden Markov model methods.

(1) Classification method based on decision tree: the so-
called decision tree is a tree structure similar to a
flowchart. Each node of the tree represents a test of
an attribute (value), its branches represent the test
results, and each node of the leaves of the tree repre-
sents a category. The highest node of the tree is the

root node. The decision tree in Figure 2 describes
whether the audio track is a speech signal and has
been classified and predicted, as shown in Figure 2.

In order to sort and identify unknown data objects, the
attribute values in the data set can be checked according to
the structure of the decision tree. The path from the root
node to the leaf node of the decision tree forms the class pre-
diction of the corresponding object. Decision trees can be
easily transformed into sorting rules. When building a deci-
sion tree, there are many branches in the data set that will
generate noise or abnormal data. Pruning a tree is a method
of locating and eliminating such branches to improve the
classification accuracy of unknown objects.

(2) KNN (k-nearest neighbor method) classification
method: KNN classification is a classification method
that minimizes distance. KNN classifier is a classifica-
tion calculation method based on learning rate. The
training samples have n digital features, and each
sample represents a node in a n-dimensional space,
so all samples are stored in a n-dimensional space.
When inputting an unknown data object (type), the
KNN classifier will search the dimensionless space
and find the k training samples closest to the
unknown data object. When inputting an unknown
data object (category), the KNN classifier will search
the dimensionless space and find the k training sam-
ples closest to the unknown data object. These train-
ing samples k are the “k” of the unknown data object.
The concept of “nearest” refers to the Euclidean
shortest distance between two points in the e-dimen-
sional space, and the two points in the n-dimensional

Likelihood ratio

parameter 

MEl cepstrum

coefficient 
No

Yes No

Meet the requirements

Meet the requirements Non-compliant

Non-compliant

Figure 2: Schematic diagram of decision number.
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space X = fx1, x2,⋯, xng and Y = fy1, y2, the
Euclidean distance between,⋯, ynÞ are defined as

d X, Yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
Xi − Yið Þ

s
: ð5Þ

Data objects of unknown categories are classified as the
category with the highest occurrence among the “k-nearest
neighbors”. When k = 1, the data object of the unknown
category will be attributed to the category of the training
sample closest to its target. The nearest neighbor classifier
is a classification technique based on instance learning or
lazy leaning.

(3) Bayesian classification method: Bayesian classifica-
tion is a very mature statistical classification, mainly
used to predict the possibility of relationships
between class members. For example, the probability
that a particular observation belongs to a particular
category can be determined by the associated charac-
teristics. The Bayesian classifier is based on Bayes’
theorem. The basic Bayesian classifier assumes that
the value of each attribute in the specified category
is independent of each other. When using large data-
bases, Bayesian classifiers can provide higher classifi-
cation accuracy and computational performance.

(4) Neural network classification method: as an
advanced artificial intelligence technology, a neural
network is very suitable for processing nonlinear
and those processing problems characterized by
fuzzy, incomplete, and imprecise knowledge or data
due to its own processing, distributed storage, and
high fault tolerance. This feature of it is very suitable
to solve the problem of data mining.

Similar methods to classify tennis videos using machine
learning include the following:

(1) Use ConvNet to divide frames one by one

(2) Use a time-distributed ConvNet in a network and
pass such features to RNN

(3) Use a 3D convolutional network

(4) Use ConvNet to extract features from each frame and
pass this feature sequence to another RNN

(5) Use ConvNet to extract features from each frame and
pass this feature sequence to another MLP

In summary, the HMM has a unique advantage if the
research problem is based on sequence, such as time
sequence or state sequence. There are two types of data in
the research question. One type of sequence data is observ-
able, that is, the observation sequence, while the other type
of data cannot be observed, that is, the hidden state sequence,
referred to as the state sequence.

4. Audio Stream Analysis of Tennis Match

4.1. Basic Principles of Hidden Markov. Audio classification
is an important means to extract audio structure and con-
tent semantics and has great application value in content-
based audio retrieval. Because the hidden Markov model
(HMM) can well describe the temporal statistical charac-
teristics of audio signals and many audios, it is often clas-
sified into multiple classes. This paper proposes an audio
multilabel classification algorithm based on a hidden Mar-
kov model. The classification algorithm is used to classify
so that an audio has multiple labels. HMM has a double
random process. A Markov chain is a meditation process
with a finite state. Another stochastic process describes
the statistical correspondence based on observations and
statements.

The parameters included in an HMM are as follows:

(1) E: the number of states is included in the Markov
chain. Let a1,⋯, a be e states, then n, nða1 ⋯ anÞ
are the states of the Markov chain at time t

(2) F: the number of observations is corresponding to N
states. Let b1,⋯, bf be F observation values, then o,
o ∈ ðb1,⋯bf Þ are the observation values at time t

(3) Q: the probability of the initial state isQ = ðQ1,⋯,QÞ,
and

Q1 = P n1 = aið Þ, 1 ≤ i ≤ n: ð6Þ

Equation (6) describes the probability that any state in
the HMM is taken as the initial state

(4) N : state transition probability matrix is A = ðCijÞn×n,
and

CijP nt+1 = aj
	 


, 1 ≤ i, j ≤N: ð7Þ

Equation (7) describes the probability of the state at time
t + 1 and takes the state at time t as the condition

(5) B: observation probability matrix is M = ðajkÞn×m,
and

ajk = P ot = bkð Þ, 1 ≤ j ≤N , 1 ≤ k ≤M: ð8Þ

Equation (8) describes the probability that the observed
value is bk when the state is aj at time t.

Therefore, according to the description of each parameter
above, one HMM can be denoted as

λ = E, F,Q,N , Bð Þ ð9Þ
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4.2. Overall Framework of Tennis Audio Stream Analysis

(1) First, preprocess the original audio stream, and

extract the time-domain and frequency-domain fea-

tures of the audio

(2) Second, analyze the extracted feature parameters
using K-means clustering algorithm. And model the
analysis results

(3) Finally, the Baum-Welch algorithm is used to train
the HMM parameters. After the model is trained,

Tennis audio stream
preprocessing 

Audio streaming
time feature and

frequency domain
feature extraction

K-means clustering
algorithm performs

segmented
clustering of feature

parameters

Viterbi algorithm
calculates output

probability

Baum-Welch
algorithm for

training HMM

Comparative
judgment

HMM model for
each voice category 

Classification
recognition results

Raw tennis
audio

stream

Figure 3: The flow diagram of the classification of I give you the ball audio stream based on HMM.
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Figure 4: Block diagram of the extraction process of time domain feature and frequency domain feature parameter of tennis audio stream.
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load the tennis audio to be classified, and use the
Viterbi algorithm to classify and recognize the audio
to obtain the final result. The specific audio classifica-
tion process block diagram is shown in Figure 3

4.3. Tennis Audio Feature Analysis and Extraction. The
extraction process of the time-domain feature parameters
of the tennis audio stream in this paper is shown in
Figure 4.

4.4. Parameters of Training Audio Model. The core idea of
parameter training is based on a specific sequence of observa-
tions A = A1, A2,⋯, At and the initial model parameters λ =
ðE, F,Q,N , BÞ; the model parameters are repeatedly adjusted
to form a new model λ, so that CðO/�λÞ > PðO/λÞ will con-
verge until the CðO/�λÞ is converged. In the process, try to
maximize the probability CðO/�λÞ, and finally get the best
λ = ðQ,N , BÞ. It can be seen from the reevaluation formula
shown in Section 3.1.2 that the appropriate model struc-
ture and the corresponding initialization parameters πi,
aij, and bjk should be selected before the model parameter
training [9].

The continuous hidden Markov (CHMM) observation
sequence is generated by simulating the Gaussian probability
density function. Moreover, many linear combinations of
Gaussian probability density functions are often used in sim-
ulations, and each Gaussian probability density function has
its own mean and covariance. Since the HMM model can be

represented by triple λ = ðQ,N , BÞ, the CHMM can be repre-
sented by a similar structure λ = ðE, F,Wjt , μjt , δ

2
jtÞ, where

Wjt is the weight of the l-th mixed Gaussian element in state
j, μ jt is the mean value of the l-th mixed Gaussian element in

state j, and δ2jt is the covariance of the l-th mixed Gaussian
element in state j [22].

The most important step in CHMMmodel training is the
selection of initial values. Choosing the correct initial value
means that the number of iterations required to reach the
convergence state is the least, and the calculation efficiency
is significantly improved accordingly.

4.5. Audio Classification and Recognition. After training the
CHMMmodel of five types of tennis audio using the method
introduced in the above section, we use the Viterbi algo-
rithm to classify and recognize the five type of tennis
audio that have been trained. The specific classification
steps are [23, 24] as follows:

(1) In preprocessing the input tennis audio stream,
firstly, the tennis audio stream is divided into a
sequence of audio segments of length ls, and then a
Hamming window is added to each audio segment
to obtain a total of nFrame audio frames and each
audio frame extraction feature parameters:

Wi = γi1, γi2,⋯, γi26, 1 ≤ i ≤ nFrame, ð10Þ

Raw
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Observation set

CHMM
𝜆1

Viterbi
algorithm

Speech recognition i, I = index (max (𝜆i)) 

CHMM
𝜆2
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𝜆4
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𝜆5

Viterbi
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Viterbi
algorithm

Viterbi
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Viterbi
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Figure 5: Flow chart of audio recognition and classification method based on CHMM.
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where Fi represents the feature vector of the i-th
frame and γij represents the j-th feature value of the
i-th frame.

(2) Obtain the feature vector W =W1,W2,⋯,WnFrame
of the audio segment from the feature parameters of
the audio frame

(3) Calculate the output probability of five types of
models: the sound of hitting a tennis ball, the excited
cheers of the audience, the impassioned voice of the
narrator, the gentle narration of the narrator, and the
background noise contained in the tennis court. And
these five types of models correspond to the observa-
tion sequence W =W1,W2,⋯,WnFrame in step (2)

(4) Select the largest output probability PðO/AÞ from the
output probability group. The CHMM model corre-
sponding to its subscript i is the category of the audio
segment

(5) All audio segments are processed in steps (1)–(4),
and finally, the classification and recognition of the
tennis audio stream are completed. The whole pro-
cess is shown in Figure 5

In order to verify the effectiveness of the algorithm, this
article selects two tennis match audios for experimental
analysis.

(1) The first segment contains 256 shots. Each of the five
audio categories selects 20 samples as training data,
and the audio test segment is composed of the
remaining samples. The experimental results are
shown in Figure 6

From the experimental results in Figure 6, it can be
seen that the detection and recognition efficiency of back-
ground noise, impassioned commentary by the narrator,
gentle commentary by the narrator, and cheers are rela-
tively high. The recall rate of batting sound is only
82.3%, which is relatively low, and the number of false
detection is relatively high. Analyzing the reasons, it is
known that the sound of hitting a tennis ball is easily
affected by the background noise of the playing field. For
example, the referee’s yelling when the player is unsuccess-
ful in serving the ball or the sound of some hits in the
game is relatively small and the sound is not obvious;
these will increase the number of false detection and
reduce the detection efficiency.

(2) This article selects a video of the US Open with 72
shots and 56 exciting events as the experimental
material of the algorithm. The experimental results
are shown in Figure 7

It can be seen from Figure 7 that the detection rate of the
bottom line hit event has reached 92% and 88%, which are
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relatively high, while the detection efficiency of 84% and 80%
of the ACE ball event and the tennis event is not very good.
The main reasons are as follows:

(1) The duration of the successful ACE ball through the
second serve is relatively long, and it is easy to miss
the test

(2) It is easy to confuse the batting sound and the ref-
eree’s shouting when the player fails to serve the ball,
which reduces the detection rate of the batting sound

(3) The logo-based slow motion detection method needs
to be further strengthened to reduce the missed
detection rate and false detection rate of slow motion

In summary, the multimodal fusion-based tennis video
event detection method constructed in this paper still has
some areas to be improved and improved. However, com-
pared with methods that rely solely on video features, audio
features, and text features to detect exciting events, the detec-
tion efficiency is much improved. Therefore, the overall
detection effect is satisfactory.

5. Conclusions

Applying the audio information of the lens to the lens class
can better assist in the detection of some wonderful events
in tennis. This article extracts audio signals from the game
shots in the shot classification table and identifies the cheers
and batting sounds in the audio signal of each game shot.
Support vector machine (SVM) is a new machine learning
method developed based on statistical learning theory.
Through experiments, we found that the radial basis function
has better classification performance and calculation speed in
speech classification. In order to overcome the limitation that
SVM can only handle two classification problems, this paper
uses the method of combining SVM and decision tree-SVM
decision method to deal with audio multiclassification

problems. And according to this method, a SVM classifier
is constructed to identify three audio categories: Silence/
Non-Silence, Cheer/Non-Cheer, and Rally/Non-Rally. These
three SVM classifiers are integrated to realize the recognition
of the audio segment type of the tennis match. The experi-
mental results show that it is feasible to use the SVM decision
tree multilevel classifier to identify the audio segment type in
the tennis match. The disadvantage of HMM is that it only
depends on each state and its corresponding observation
object: the sequence labeling problem is not only related to
a single word but also related to the length of the observation
sequence, the context of the word, and so on. The objective
function and the prediction objective function do not match:
what HMM learns is the joint distribution PðY , XÞ of
the state and the observation sequence, and in the pre-
diction problem, what we need is the conditional proba-
bility PðY ∣ XÞ.
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The traditional CT image segmentation algorithm is easy to ignore image contour initialization, which leads to the problem of long
time consuming and low accuracy. A superpixel mesh CT image improved segmentation algorithm using active contour was
proposed. CT image superpixel gridding was carried out first; secondly, on the basis of gridding, the region growth criterion was
improved by superpixel processing, the region growth graph was established, the image edge salient graph was calculated based
on the growth graph, and the target edge was obtained as the initial contour; finally, the Mumford-Shah model in the active
contour model was improved; the energy functional was constructed based on the improved model and transformed into the
symbol distance function. The results show that the proposed algorithm takes less time to mesh superpixels, the accuracy of
image edge calculation is high, the correct classification coefficient is as high as 0.9, and the accuracy of CT image segmentation
is always higher than 90%, which has superiority.

1. Introduction

Computed tomography (CT) has the advantages of fast
imaging and high image resolution. It is an important elec-
tronic imaging technology [1, 2]. As an important detection
method in routine clinical examinations, it has become a
computer-assisted human organ examination, and follow-
up an important basis for medical treatment is currently
widely used in clinical medicine [3, 4]. In the computer-
aided diagnosis medical system, segmentation of the region
of interest in the CT image is an important step in diagnosis
and the key technical support for subsequent 3D image
reconstruction. It plays an important role in the precise
diagnosis and treatment of diseases and can also reduce
calculations to a certain extent [5]. Human CT scan images
include multiple organs such as the chest, abdomen, and
blood vessels. In view of the complexity, irregularity, and
uncertainty of human organs [6], it brings certain difficulties
to image segmentation, and ordinary image segmentation
techniques are difficult to obtain more accurate. As a result,
the limitations are strong, so there is an urgent need to find
an effective CT image segmentation algorithm, which is of

great significance for clinical auxiliary diagnosis and quanti-
tative analysis with the help of CT images [7].

Traditional image segmentation algorithms mostly use
pixels as the basic unit and represent the pixels by forming
a matrix, but it is often easy to ignore the internal connection
between pixels and cannot comprehensively consider pixel
characteristics. Segmentation will occur when there is occlu-
sion or low texture [8]. The basic principle of the concept of
superpixel is to judge the similarity according to the texture
features and brightness of the pixels. Therefore, the pixels
can be divided into different subregions, which is convenient
for subsequent calculation, improves the efficiency of image
segmentation, and makes up for the shortcomings of
traditional image segmentation algorithms [9]. Taha and
Hanbury propose an efficient evaluation tool implementing
the 20 selected metrics. The tool is optimized to perform
efficiently in terms of speed and required memory, also if
the image size is extremely large as in the case of whole body
MRI or CT volume segmentation [10]. Chengcheng et al.
[11] used convolutional neural network to extract image
features, retrieved the image set, and used Gaussian kernel
density estimation to weight the superpixels of the image,
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thereby improving the pixel matching accuracy and complet-
ing high-precision image segmentation; Jiarui et al. [12] per-
form clustering analysis based on the results of superpixel
segmentation and perform superpixel segmentation on the
image area to obtain matching areas containing feature
points. Based on this, effective feature points can be obtained
to help subsequent analysis. Superpixel segmentation is used
in this algorithm. Miao et al. [13] improved and analyzed the
current superpixel method. First, iteratively clustered images
based on local information performed the first superpixel
segmentation on the clustered images and then performed
iterative segmentation again based on the color standard
deviation and merge to obtain an effective superpixel seg-
mentation algorithm.

With the help of the concept of superpixel segmentation,
this paper proposes an improved segmentation algorithm for
superpixel grid CT images using active contours. The main
contributions are as follows: (1) Using superpixels to
improve the region growth criterion, the determination of
the initial contour is more accurate. (2) The paper improves
the Mumford-Shah model, fully considers the pixel texture
characteristics, and increases the accuracy of CT image seg-
mentation. (3)Various types of CT image data are used for
experimental analysis, and the selection of experimental indi-
cators is abundant, which greatly increases the validity of the
experimental results.

2. Related Work

For CT image segmentation, many studies have been carried
out at home and abroad. Literature [14] combines convolu-
tional neural network and superpixel analysis for CT image
segmentation, uses the superpixel method to grid the CT
image while labeling the label, and uses the convolutional
neural network to train the superpixel edge to complete the
rough image segmentation. The segmented edge is used as
the initial contour to be segmented again to obtain accurate
segmentation results, but the algorithm has certain short-
comings in terms of running time; literature [15] also uses
the superpixel method for image gridding and convolutional
neural network for image edge extraction. The extracted edge
pixels are formed as the initial contour and then combined
with the integrated energy function to complete the image
segmentation. The accuracy of the algorithm needs to be
improved; the literature [16] combines superpixel segmenta-
tion and fuzzy C-means clustering to perform image segmen-
tation. Use spatial neighborhood information to enhance
image grayscale, use morphological knowledge to remove
image peripheral influencing factors, and then perform
superpixel classification on the grayscale and texture features
of the image to obtain a more accurate image segmentation
result, but for image pixel blocks underutilized.

In foreign studies, the literature [17] proposed a new
three-dimensional adaptive active contour method for CT
lung image segmentation. The method starts from a sphere
in the lung. The force acting on the sphere is divided into
the lung. This process is performed iteratively in order to
minimize the energy function related to the 3D deformation
model. The experimental results show the superiority of this

algorithm in CT image segmentation, but the use of active
contours needs to be improved; the literature [18] that pro-
posed an image segmentation algorithm based on superpixel
clustering is proposed. First, the algorithm uses superpixel
preprocessing technology to quickly divide the image into a
certain number of superpixel regions with specific informa-
tion and then uses the similarity matrix to provide input to
the spectral clustering algorithm information. The superpixel
area is clustered, and the final image segmentation result is
obtained, but the segmentation accuracy is not high. Litera-
ture [19] focuses on simple linear iterative clustering super-
pixels and fast and automatically adjustable Gaussian path
The image segmentation technology combined with the basis
function kernel fuzzy C-means combines superpixels and
image segmentation as a preprocessing step for image classi-
fication and then provides better results for image classifica-
tion, but the accuracy of the algorithm is not high [20].

In order to obtain more accurate CT image segmentation
results, this paper proposes an improved segmentation algo-
rithm for CT images based on active contour superpixel grid.
First, the CT image is processed with superpixel grids, and
then based on the concept of superpixels, the region growth
criterion is improved, and the concept of center-surround
contrast is introduced to calculate the prominent area of
the image edge, and the initial contour is obtained. The con-
tour initialization problem of image segmentation is well
completed. The active contour model is used to complete
the segmentation of superpixel grid CT images. The experi-
ment selects two data sets, TCIA and DeepLesion, as data
sources and uses lung CT images, brain CT images, and
vertebra CT images for analysis. The results show that the
proposed algorithm is excellent in time-consuming, correct
classification, and segmentation accuracy. Compared with
other algorithms, it provides data support for further
research on CT images.

3. CT Image Superpixel Gridding

In order to effectively complete the CT image segmentation,
it is first necessary to perform the CT image superpixel gridd-
ing process, so that the pixels of the same pixel block in the
image have a high degree of similarity in terms of color, tex-
ture, and intensity [21].

First, initialize the CT image pixels. The random collection
of pixel seed points is represented as D = fd1n, d2n,⋯, dkng a
grid with 2 × 2 units, the seed points are evenly distributed
in the grid, and the pixels in the neighborhood of the seed
points are marked. Expression:

d qð Þ = xq, yq
� �

= 1,

dk qð Þ = xkq, ykq
� �

=∞,

8><
>: ð1Þ

where ðxq, yqÞ represents a certain gray pixel in the
neighborhood.

The original grayscale D pixel of the seed point is
expressed as ðxn, ynÞ; in the grid area, all the pixels Din the
neighborhood of the seed point are counted, and the distance
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between the seed point D and the pixel point is calculated
separately, and the calculation is based on the grayscale fea-
ture. The formula is as follows:

s p, qð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xp − xq
� �2 + yp − yq

� �2r
, ð2Þ

where sðp, qÞ represents the spatial distance of grayscale fea-
tures between two pixels.

Calculated the straight D line distance between the seed
point and the pixel point, expressed as:

s′ p, qð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xp − xq
� �2q

: ð3Þ

The linear distance and the spatial distance are combined
to synthesize a single unit of measure G. The formula is as

G =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s′
∂

 !2

+ s
B

� �2vuut , ð4Þ

where ∂ represents the balance coefficient of the pixel gray
feature in the straight line and B represents the step length
between different seed points, which can be calculated by
the following formula:

B =
ffiffiffiffiffiffi
N
L
,

r
ð5Þ

where N means that the CT image contains the number of L
pixels and the number of pixel blocks to be divided.

4. Target Edge Calculation in CT Image Using
Superpixel Region Growth

On the basis of CT image superpixel gridding, based on the
superpixel processing to improve the region growth criterion,
the target edge of CT image is obtained and used as the initial
contour to lay the foundation for accurate image segmenta-
tion [22, 23].

This section introduces the production criteria to calcu-
late the CT image saliency map to obtain the image target
edge. Although the region growth criterion only considers
the pixel brightness, there is a problem that the shadow
image segmentation effect is not good [24]. This section is
based on superpixels to make up for the deficiency of the
region growth criterion and incorporates the texture features
of superpixels to improve the accuracy of region growth.

The energy feature, entropy E feature, inertia H feature,
and correlation K feature are, respectively, C used as edge
superpixel texture features, combined with gray level fea-
tures to calculate the similarity of superpixels; the formula
is as follows:

T =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ei − Ej

� �2 + Hi −Hj

� �2 + Ki − K j

� �2 + Ci − Cj

� �2 + Fi − Fj

� �2q
,

ð6Þ

where T represents the similarity between i the first pixel
and j the first pixel at the edge of the image, that is, the
characteristic distance. F indicates the average gray scale of
the pixel.

According to the above formula, the feature distance
between the organ pixel block and the background pixel
block in the edge of the CT image is obtained, and the average
feature distance is obtained by the statistical analysis princi-
ple, which can be used as the region growth criterion based
on superpixels. Select a pixel block from the edge area of
the image, take this pixel block as the center, determine
whether the characteristic distance of its neighboring pixel
blocks meets the growth criterion; if it meets, merge it,
traverse all the pixel blocks according to the above method,
and complete the growth. Get the growth map of the edge
area of the CT image.

On the growth map of the edge area of the CT image, using
the center-surround contrast idea [25] to calculate the edge
salient area, the target edge can be obtained. The center-
surround contrast idea is based on regional texture features
and average gray levels. The texture feature distance of the edge
region of the image is calculated according to the following
formula, that is, the similarity of regional texture features:

T ′ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ei − Ej

� �2 + Hi −Hj

� �2 + Ki − Kj

� �2 + Ci − Cj

� �2q
:

ð7Þ

Calculated the similarity weight of regional texture features
according to the above β formula:

β = 255
Tmax′ , ð8Þ

where Tmax′ is themaximumdifference of theT ′distance of the
regional texture feature.

Calculate the texture feature distance between the current
area and other areas. If the distance value of the current area
is large, the area will be integrated into the current area. If the
distance value is less than this area, the distance value of the
current area will be used to subtract the distance value of the
area [26, 27]. Thus, get the global surround contrast of the
current M area:

M = F ′ + χ〠
i=1

βTi′: ð9Þ

F ′ represents the gray value χof the current area and the
compensation coefficient. Under the condition of comparing
the current area with different areas, it will change accord-
ingly. The values are as follows:

χ =
1 F ′ > Fout,
−1 F ′ ≤ Fout:

(
ð10Þ

Fout represents the gray value of other areas.
Considering that there will be organs of a certain area in

the actual CT image and may exist as edge locations, in order
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to clearly express the organ area, the global surround contrast
weight should be set δ to calculate the image salience value.
The calculation method is as follows:

δ = Zback
Zorg

: ð11Þ

Zback is the area of the background. Zorg is the area of the
organ area.

Combined with δ the weights, the final significance value
can M ′ be calculated:

M ′ = δM: ð12Þ

According to the above formula, the salience values of all
the edge regions are calculated, and the most salience region
is selected; then, the target edge of the CT image can be
obtained, which is used as the initial contour.

5. The Proposed Algorithm

Active contour model is the mainstream algorithm used in
image segmentation in recent years. It combines level set
and energy functional, while considering features such as
image edges and regions, and has better performance than
single feature segmentation algorithms [28, 29]. Active con-
tour models include many types. The Mumford-Shah model
(the best approximation of the original image is found by
piecewise smoothing function) is selected in this paper to
improve CT image segmentation. Proceed as follows:

Input: CT image initial contour and superpixel information
Output: CT image improves segmentation results
Initialize the image superpixel and contour problem and

use the Mumford-Shah model for final image segmentation,
as follows:

(1) On the basis of the classic Mumford-Shah model, the
level set method is used to solve the Mumford-Shah
model and optimize it. This process is similar to
curve evolution, transforming the energy function
into a level set function, and the function solution
value is obtained after continuous iteration. First,
simplify the function of the Mumford-Shah model
to obtain the energy functional:

W A, rorg, rback
� �

=M ′ + λ
ð
inside Að Þ

Q − rorg
� �2 + λ

ð
outside Að Þ

Q − rbackð Þ2,

ð13Þ

where VCCR = K ′/Ktotal is the contour line, is the λedge level
coefficient, is the rorg target area feature, and is the rback back-
ground area feature and Q is the image domain.

(2) Introduce the level Jðx, y, tÞ set function, solve the
model, and obtain a new energy functional:

W ′ = J x, y, tð Þ +M ′ + λ
ð
inside Jð Þ

Q − rorg
� �2 J x, y, tð Þdxdy

+ λ
ð
outside Jð Þ

Q − rbackð Þ2 J x, y, tð Þdxdy:

ð14Þ

(3) In order to make the segmentation result smoother, a
Gaussian function convolution method is added to
the energy function to convert the energy function
into a signed distance function

(4) CT image segmentation is essentially the process of
solving the target contour. In the Mumford-Shah
model, it can also be regarded as the process of solv-
ing the minimum value of the energy functional
(signed distance function), and the sign distance
function of each pixel in the CT image is iterated.
Use the initial contour obtained in the previous sec-
tion to obtain the initial value of the U0symbolic dis-
tance function. Starting from the initialization of the
symbolic distance function, the minimum value of
the function is solved by traversal operation:

U =U0 + arg min W ′
� �

: ð15Þ

(5) In this way, the superpixel grid segmentation of the
CT image can be completed, and the final contour
can be obtained

(6) End

Based on the above analysis, the flow of improved seg-
mentation algorithm for superpixel grid CT image is given
as shown in Figure 1.

6. Experimental Results

6.1. Experimental Environment and Data Set. In order to
verify the effectiveness of the algorithm proposed in this
paper, a comparative experiment was designed to highlight
the performance of this algorithm. This experiment is run
in the same environment, with 3.2GHz CPU, Intel i7-6700
as the central processing unit, Windows 10 as the com-
puter operating system, and running in the experimental
platform MATLAB.

The experimental data comes from the TCIA data set and
DeepLesion data set.

TCIA data set. This data set is a large-scale medical. The
medical data set contains various image data such as CT and
MRI, with abundant clinical medical information

DeepLesion data set. It includes more than 32,000 lesion
labels from more than 10,000 case studies, including image
data of lesions in the lung, kidney, bone, lymph, and
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abdomen, a relatively comprehensive medical image data set
currently released

The lung CT images, brain CT images, and vertebra CT
images are selected from the above two data sets; 30 million

are selected for each data set, for a total of 60 million data.
Half of them are used as training data sets, and half are used
as test data sets.

The 2 × 2 grid was used to input images, and lung CT
images, brain CT images, and vertebral CT images were
selected from TCIA data set and deep vision data set. Each
data set selected 30 million, a total of 60 million data, of
which 40 million were used as training data set, 10 million
as verification data set, 10 million as validation data set,
and 1000 as test data set.

6.2. Experimental Steps

(1) First installed basic operating software, including
CPU acceleration software, combined with the exper-
imental environment parameters set above, and run
in the experimental platform MATLAB

(2) Select the superpixel gridding parameter by multiple
experiments, that is, the number of pixel blocks L to
be divided. In this experiment, the final value of L is
selected within [1000-3000]

(3) Construct an improved Mumford-Shah model for
training, input the test data set after the training is
completed, and run the algorithm in the set experi-
mental environment

(4) Repeat experiments to verify the effectiveness of the
proposed algorithm

6.3. Experimental Indicators

(1) CT Image Segmentation Results and Manual Segmen-
tation Results.

Taking the lung CT images, brain CT images, and verte-
bra CT images as the objects, respectively, the segmentation
maps are drawn by computer, and at the same time, to verify
the segmentation effect of the algorithm in this paper, com-
pare the results with manual segmentation.

(2) Superpixel Grid Time-Consuming: Superpixel Grid.

Transformation is the prerequisite of image segmenta-
tion in this paper. This process requires constant iteration
to find the clustering center, so time-consuming can be
used as an important indicator to measure the performance
of the algorithm.

(3) Image Target Edge Calculation Effect: According to
the Public.

Equation (12) shows that δ the weight has an impor-
tant influence on the accuracy of solving the saliency value.
δ If the weight is selected properly, the image edge saliency
can be calculated accurately. Therefore, the adaptability of
δ the weight is selected to judge the accuracy of the algo-
rithm image target edge calculation in this paper.

(4) Correct Classification Coefficient: Select the Correct
Classification System.

Begin

End

Using super pixel to improve region
growth

Marginal salient region

Edge region growth map of CT
image 

Mumford Shah model was used

Energy functional

Calculated the distance between the
seed point and the neighboring pixel

CT image super pixel gridding

Traverse all pixels ?

Yes

Solving the minimum

No

Completed the image
segmentation

The idea of center surround
contrast 

Initial contour generation

Introducing level set function

Signed distance function

Transformation

Figure 1: Flow of improved segmentation algorithm for superpixel
grid CT image.
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The VCCR number is used as an indicator to judge the
effect of algorithm segmentation, and the calculation formula
is as follows:

VCCR =
K ′
K total

, ð16Þ

where K ′ represents the number of superpixels that are cor-
rectly K total segmented and represents the total number of
image superpixels.

(5) Image Segmentation Accuracy: Segmented by CT
Image.

The accuracy is the index to verify the performance of the
algorithm, and the formula is as follows:

SEaccu =
L1
Ltot

× 100%, ð17Þ

where Ltot represents the number of pixel blocks L1actually
divided and it represents the number of pixel blocks obtained
by algorithmic division.

6.4. Results and Discussion. In the environment set in this
experiment, the computer is used to draw the lung CT image,
brain CT image, and vertebra CT image segmentation of the
algorithm in this paper, as shown in the following Figure 2.

It can be seen from Figure 2 that the segmentation of lung
CT images, brain CT images, and vertebra CT images using
the algorithm in this paper is basically consistent with the
manual segmentation results, and the segmentation effect is
significant, and the accuracy is high, indicating that the algo-
rithm in this paper has a good performance.

6.4.1. Experiment 2. Taking the time consumption of super-
pixel gridding as an indicator, compare the algorithm in this
paper with the algorithm in literature [15–19]. To ensure the
efficiency of the algorithm in this paper, the comparison
results are shown in Table 1.

Analyzing the time-consuming of superpixel gridding of
different algorithms in Table 1, it can be seen that as the
number of pixel blocks increases, the time-consuming gridd-
ing increases, but the algorithm in this paper has a faster
overall speed, with the highest time-consuming 0.8 s, litera-
ture [19]. The algorithm has the highest time-consuming
2.5 s when the number of pixel blocks is 4000, the highest
time-consuming of the algorithm in literature [16] and liter-
ature [17] reaches 2.0 s, and the algorithm in literature [15]

Original image Manual segmentation Algorithm segmentation

(a) CT image of the lung

Original image Manual segmentation Algorithm segmentation

(b) CT image of the brain

Original image Manual segmentation Algorithm segmentation

(c) CT images of the vertebrae

Figure 2: CT image segmentation results.
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takes a short time when there are fewer pixel blocks. But with
the increase in the number of pixel blocks, the time-
consuming increases rapidly, which is much higher than
the algorithm in this paper. According to the data compari-
son, the CT image gridding effect of the algorithm in this
paper is better, which is inseparable from the use of superpixels
for analysis.

6.4.2. Experiment 3. Use the δ fitness of the weights for anal-
ysis. Usually, the fitness factor is higher than 0.5, which
means the fitness is good. The fitness of the weights δ used
in the algorithm in this paper is shown in Table 2.

Analysis of Table 2 shows that the weights used in the
algorithm of this paper have a fitness higher δ than 0.5 in
the course of many experiments, which proves that this paper
has a good calculation effect on the salience value and can
accurately complete the image edge acquisition, that is, the
initial. The determination of the contour has certain accu-
racy, which lays the foundation for the determination of the
final segmentation contour of the subsequent image. At the
same time, it is proved that this paper uses the center-
surround contrast idea to calculate the significant area of
the image edge with a certain degree of reliability.

6.4.3. Experiment 4. The value range of VCCR the correct clas-
sification coefficient is usually between [0, 1].

The higher the value, the better the algorithm perfor-
mance. In order to verify the superior segmentation per-
formance of the proposed algorithm, the proposed
algorithm is compared with the literature [15–19]. It is
shown in Figure 3.

According to the comparison chart of correct classifica-
tion coefficient in Figure 2, it can be clearly found that the
overall curve of the algorithm in this paper is higher than that
of other literature algorithms, and the correct classification
coefficient is as high as 0.9, followed by the literature [16]

algorithm. The correct classification coefficient is [0.5, 0.8].
The algorithm of literature [17] has a maximum value of 0.7,
literature [15] has a rapid growth trend, but the maximum
does not exceed 0.7, and the maximum value of the remaining
literature algorithms is below 0.7. The reason is that the algo-
rithm in this paper first uses superpixels to improve the region
growth criteria, calculates the salience value of the edge region
of the image, and obtains the initial contour, which provides a
basis for obtaining the final segmentation contour and
improves the accuracy of pixel classification.
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Figure 3: Comparison of correct classification coefficients.

Table 1: Time-consuming comparison of superpixel gridding(s).

Algorithm
Pixel block/piece

1000 2000 3000 4000

Literature [15] algorithm 0.5 0.8 1.2 1.6

Literature [16] algorithm 0.9 1.2 1.5 2.0

Literature [17] algorithm 1.2 1.6 1.8 2.0

Literature [18] algorithm 1.3 1.5 1.5 1.9

Literature [19] algorithm 0.8 1.5 1.9 2.5

The proposed algorithm 0.3 0.5 0.6 0.8

Table 2: Fitness of weight δ.

Experiment times/time Fitness factor

50 0.66

100 0.69

150 0.75

200 0.78

250 0.80
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Figure 4: Comparison of segmentation accuracy.
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6.4.4. Experiment Five. The comparison results of algorithm
segmentation accuracy for CT images are shown in Figure 4.

According to the segmentation accuracy curve in
Figure 4, it can be found that the algorithm in this paper
has very obvious advantages, and the segmentation accuracy
is always higher than 90%. Among other documents, the
average accuracy of literature [18] and literature [19] is above
80%, followed by literature [15]. In comparison, literature
[16] and literature [17] have lower image segmentation accu-
racy. The average level is around 70%. Based on the initial
contours obtained, this paper uses the level set method to
improve the Mumford-Shah model in the active contour
model. The improved active contour model is used for image
segmentation, and the segmentation accuracy is higher.

7. Conclusions

The use of CT image detection to assist in clinical medical
diagnosis has become the current mainstream. Image seg-
mentation is an important step in image processing, and
the results of segmentation play a cornerstone role in image
three-dimensional reconstruction and other processing. At
present, CT images are still a hot issue in medical image
research. In order to obtain more accurate image segmenta-
tion results, this paper improves the active contour model
and completes the superpixel grid CT image segmentation
using the improved model. In the process of algorithm
research, the problem of initial contour of the image is
mainly considered, superpixels are used to improve the
region growth criterion, the significant edge area is calcu-
lated, the initial contour is obtained, and the problem is
solved by calculating the function based on the initial con-
tour, and the final CT image segmentation is successfully
completed. The results show that the proposed algorithm
has high segmentation accuracy and short time-consuming,
which provides a basis for CT image research.

However, this research still has certain shortcomings.
The edge salient area obtained by using the region growth
criterion and center-surround contrast can only get the
largest salient area. In the future, a global saliency calcula-
tion method needs to be found to provide more efficient
CT image segmentation. In addition, the processing of
different types of medical images is also a direction that
needs to be studied in the future to provide more useful
help for medical diagnosis.
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Edge computing is an important foundation for building 5G networks, but in my country, there are few applications or inventions
based on edge computing. In order to improve the application of edge computing, this article innovatively designs a human
behavior recognition system based on a patent perspective, which provides a reference for other researchers. This paper
discusses and designs the software and hardware schemes and related communication methods of a new edge computing
framework that combines edge devices and cloud computing centers. After processing the collected human behavior data, the
behaviors of the corresponding monitoring objects are classified and modeled, and then the distributed computing of edge
devices is used to modify these models. These systems are characterized by low energy consumption and fast response. The
experimental results prove. The recognition efficiency of edge computing technology from the patent perspective has been
greatly improved. Its recognition speed is more than 30% faster than other algorithm calculations, and the accuracy of
recognition reaches 0.852, which is about 20% higher than traditional recognition. The authors show that edge computing
technology based on a patent perspective can play an important role in our lives.

1. Introduction

With the rapid development of electronic, information, and
communication technologies such as the Internet of Things,
5G, blockchain, and sensors, the growth of various types of
data has shown an exponential trend, and the requirements
of massive data on computing power and speed are also
increasing [1, 2]. Cloud computing technology provides
users with almost unlimited computing power through a
large number of high-performance servers in the data cen-
ter. It is one of the important solutions for big data analysis
and processing. However, cloud computing also has a set of
issues such as high network latency, high cost, security and
privacy, and cannot adapt to all big data analytics and pro-
cessing requirements. For example, in industrial produc-
tion, operation, and other scenarios, real-time response to
accidents, failures, and emergencies is very important; in
network data capture scenarios, data transmission costs
are more sensitive [3].

For this reason, edge data processing technology with
edge computing as the core has been produced and widely
promoted [4]. Edge computing is defined as a distributed
open platform that integrates core capabilities of network,
computing, storage, and application on the edge of the net-
work close to the source of things or data [5, 6]. In fact, edge
computing is a new ecological model. By converging five
types of resources, including network, computing, storage,
application, and intelligence, at the edge of the network, it
can improve network service performance and open network
control capabilities, thereby inspiring something similar to
the mobile Internet [5].

For machine learning edge computing clone node recog-
nition, experts at home and abroad also have many studies
[7]. In foreign countries, TangX and ChansonST proposed
an optimal task download allocation strategy based on the
study of cloud and fog combination. Through experimental
simulation, under the condition of service delay constraint,
by sacrificing a small amount of computing resources, it is
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possible to save communication bandwidth and reduce net-
work delay, so that the energy consumption of the cloud
can be reduced to a minimum [8]. DimokasN proposes a
PCICC cache strategy according to the characteristics of
cache nodes [9]. RabinovichM has studied the difficulties
and challenges facing cloud and fog fusion services, sensor
network technology, and network virtualization technology
of cloud computing and fog computing [10]. Due to the late
start of computers in China, there is little research on edge
computing. Xue Heyu believes that with the popularization
of artificial intelligence applications, traditional identification
systems are vulnerable to unique infringements [11]. He
believes that edge computing can be used in traditional cloud
server systems. Introducing edge computing in this paper
reduces the number of communications between the server
and the user and improves the security performance of the
system [12]. Jie believes that edge computing is close to com-
puting nodes, which makes it face great challenges. In partic-
ular, cloned nodes are difficult to identify because other
legitimate nodes have the same information. Therefore, they
believe that they must be judged by cloning nodes based on
channel information. The edge computing of the network
improves the recognition accuracy [13]. These studies have
a certain reference value for this article, but due to the narrow
data cited in the research, the data industry is basically
limited to individual industries, and it is difficult to play a
universal role.

Based on edge computing innovation from the perspec-
tive of patents, this paper conducts research and analysis on
cloud computing and big data and proposes a data acquisi-
tion and processing system architecture based on edge com-
puting, which uses edge computing close to users to provide
low latency and high processing capabilities. Data acquisi-
tion, processing, and analysis plan. The distributed comput-
ing of edge devices is used to modify these models, thereby
realizing a human behavior recognition system with high effi-
ciency, low energy consumption, and fast response, which
verifies the applicability of the current computing framework
to physical data processing.

2. Innovative Methods of Edge
Computing Technology

2.1. Patent. The new century is the era of the knowledge
economy. Whether an enterprise can survive and stand out
in the fierce market competition depends more on its scien-
tific and technological innovation capabilities and effective
management and application of independent intellectual
property rights [14]. Innovation is the driving force for the
development of an enterprise, and only an enterprise that
continues to innovate can remain invincible in the competi-
tion. With the increase of the complexity of innovation and
the limitation of resources and corporate capabilities, corpo-
rate innovation has become more demanding for capital
investment and accumulation [15]. How to consolidate and
leverage existing resources, transform them into innovation
results and corporate economic benefits, and form a com-
pany’s competitive advantage to adapt to an era of accelerat-
ing product upgrades are especially important [16].

The ability of an enterprise to create and apply intellectual
property rights is the key to enhancing the core competitiveness
of an enterprise, and it is also an inevitable choice for an enter-
prise to adapt to the ever-changing market environment. Enter-
prises, especially high-tech enterprises, are the main force in the
creation of intellectual property rights. Enterprises have pro-
duced a large number of patent achievements in the process
of actively participating in scientific research and market activ-
ities. Only by combining patents and the market environment
and maximizing the results of these patents will we continu-
ously stimulate the creative enthusiasm of stakeholders and
continuously improve the technical level and market competi-
tiveness of the company [17].

Patent represents intellectual property and is the main
source of technical information, containing 90%-95% of the
world’s scientific and technological information. Patent is a
common indicator to measure the output of enterprise inno-
vation activities. The patent data of various enterprises is
relatively easy to obtain, which can more objectively reflect
the innovation activities of enterprises [18].

Patent portfolio theory uses patent activity and patent
quality as an evaluation index for corporate patents. Taking
the number of patent applications as an indicator of patent
activity in a company’s patent portfolio, it is believed that
companies with a large number of patent applications are
more innovative and pioneering, and their corporate value
is also higher. The number of patent applications not only
reflects the number of patents of a company but also reflects
the degree of activity of the company’s innovation. The more
the company’s annual patent applications, the stronger the
innovation activities of the company [19]. There is a certain
degree of difference between patent quality and patent
value, and the two cannot be equated. The difference is
mainly reflected in the following two aspects: (1) The
difference in subjectivity and objectivity: the quality of pat-
ents depends on the advancement and importance of pat-
ents in the same field, which mainly reflects the creativity
and novelty of patents, and the judgment results are more
objective. (2) Value manifestation process: the quality of
patents reflects the practical problems solved by patents,
and whether they are implemented or not does not affect
the objective facts of whether they can solve practical
problems, while the value of patents is the economics
embodied after implementation. Benefit [20].

Generally, we can use the interactive items of innovation
ability and patent quantity and patent quality to examine the
role of patent quantity and patent quality in the process of
affecting enterprise performance. Construct the following
measurement model:

L = C + a1L + a2L + a3L + a4L + ε1: ð1Þ

Among them, C is a constant term; a represents the
regression coefficient of the respective variable and the con-
trol variable, which is used to express the influence of the
independent variable and the control variable on the com-
pany’s performance. The industry selection function can be
used to calculate the value corresponding to each observation
value, which is used λ to represent:
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λ = ϕ γð Þ
ψ γð Þ , ð2Þ

where ϕðγÞ and ψðγÞ are, respectively, the probability density
function and probability cumulative distribution function
corresponding to the model. The following model is used to
estimate the factors affecting corporate performance, namely,

L = c0 + c1x1 + c2x2+⋯⋯ +cixi + δλ + γ: ð3Þ

Among them, xi represents a series of explanatory vari-
ables and control variables that affect corporate performance;
δ is the estimated value of the coefficient of variable xi; λ is
the value obtained in the first stage. Explore the role of patent
quantity and patent quality in the process of impacting a
company’s performance using interactive items of innova-
tion capacity, patent quantity, and patent quality. Construct
the following measurement model:

L = C + 〠
4

1
ajL + d2RDCSit + 〠

9

5
akC + δi: ð4Þ

Among them, d is the coefficient of the adjustment vari-
able. In order to avoid the influence of inconsistent dimen-
sions on the statistical results, the data was standardized in
the preresearch:

Yi =
xi − xið Þ
Si

: ð5Þ

Among them, Yi represents the normalized observation
value; Xi represents the original data observation value; xi is
the average value of the original data Xi; Si represents the
sample standard deviation.

2.2. Edge Computing. Edge computing may have the richer
and more complex characteristics of other systems. Its theo-
retical research models and methods have their own applica-
ble scopes. The part and the whole are no longer unified, and
they do not satisfy the superposition principle of linear sys-
tems. Even for other known systems, it is quite difficult to
model and control them. When the structure of the con-
trolled object is completely unknown, system research will
become more complicated. This also makes edge computing
system model identification and control become a hot topic
in the current control field [21, 22]. In recent years, artificial
intelligence has been widely used in the identification of
black-box systems. Among them, the regional economy has
attracted much attention. Its unique edge computing capabil-
ities have brought vitality to the modeling of nonlinear
systems.

In the process of researching real-time data services, it is
not difficult to find that data communication is inseparable
from real-time data collection, real-time data control, or
real-time data transmission. Improper selection of commu-
nication methods can cause data delay or loss. Therefore,
the choice of communication mode and communication pro-
tocol is particularly important. For network data, the edge

device itself needs to access the target webpage through the
network module, download the required data, and complete
the data collection task [23]. The edge devices connected to
the Internet and the cloud computing center complete data
exchange through wireless transmission, so other devices
are not needed for data collection [24]. The frame diagram
of the system is shown in Figure 1.

Edge computing provides services to users locally. On the
one hand, it can reduce service processing delays and
improve work efficiency. On the other hand, it can reduce
network and bandwidth requirements and save system over-
head. Compared with other computing, edge computing has
great advantages in response time and service quality, and it
meets the requirements of low latency, high reliability, and
security [25]. In addition, as a complement to other calcula-
tions, edge computing reduces pressure on the data center,
reduces bandwidth requirements, balances data processing,
and improves overall system efficiency. In recent years, with
the rapid development of the Internet of Things, edge com-
puting has been widely used in various fields, such as the
Internet of Vehicles, wireless sensors and actuators, smart
homes, and software-defined networks [26]. In the future
development, edge computing will complement and inte-
grate with other computing and be widely used in more
industries and fields, providing an ideal software and
hardware support platform for information processing in
the Internet of Things era [27].

The real-time data service architecture of edge comput-
ing divides real-time data services into edge computing ser-
vices and cloud application services. Edge computing
services undertake the main work of real-time data services.
Cloud application services, as the data receiver of edge com-
puting services, mainly provide web services. There are two
services with database services. The development of edge
computing has promoted the development of big data, cloud
computing, and informatization. Now, it has involved many
fields such as medical care, agriculture, geological survey,
astronomy, and the Internet of Things. It has even developed
into the fields of news and e-government. The huge value
contained in massive data brings new development opportu-
nities for each field [28]. However, the generation of massive
data also brings huge challenges to data processing. It not
only requires strong computing and analysis capabilities
but also requires a large storage space to store the data. This
will undoubtedly cause excessive pressure on the computing
center. Edge computing solves this problem well. Generally
speaking, the algorithm of edge computing is as follows:

G x, yð Þ = exp −
x2 + y2

2σ2
� �

, ð6Þ

where σ is the mean square error. It is achieved by convolu-
tion of smoothing kernels with different σ values with the
image. The resulting expression formula is as follows:

L x, yð Þ = −
1

πσ4 1 − x2 + y2

2σ2
� �

exp −
x2 + y2

2σ2
� �

: ð7Þ
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The effect of edge detection is related to the value of σ; the
smaller the σ, the smaller the smoothing effect, and the more
noise.

Q = 1
2a2r−1

2b2
a2r−1

p − t

 !−1

a2r−1t2 + 2 1 − b2
� �

t
� �

, ð8Þ

a ∈ ½−1, 0� ∪ ½0, 1�:

K = a
2br t,

λx ctn − tð Þ > 0:
ð9Þ

So

Q = 1
2a2r−1

2b2
a2r−1

t − L

 !−1

a2r−1L2 + 2 1 − a2
� �

L
� �

: ð10Þ

The mathematical morphology method uses set algebra
theory to analyze and process based on geometric character-
istics. Mathematical morphology methods mainly use corro-
sion and expansion operations to extract morphological
boundaries. Through the contraction effect of calculation
and the expansion effect of expansion calculation, combined
with certain logical calculations, a more precise boundary can
be obtained. In order to obtain better edge computing nodes,
the fitness function is determined according to the idea of the
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Figure 1: System framework diagram.
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Figure 2: Workflow of data acquisition and processing based on edge computing.
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maximum between-class variance method, and the formula
is as follows:

f tð Þ = σ tð Þ2 =w1 tð Þ ∗w2 tð Þ ∗ u1 tð Þð Þ − u1 tð Þ2: ð11Þ

Among them, t is the threshold, f ðxÞ is the fitness func-
tion, w1ðtÞ is the number of nodes less than the threshold,
and w2ðtÞ is the number of nodes greater than the threshold.
Generate a random number in the interval, and select the
individual corresponding to the area where the random
number belongs.

2.3. Data Collection. Complete data analysis and collect data
through algorithms such as machine learning and artificial
intelligence; minimize the deviation of the original data; cor-
rect the data to obtain more accurate data; establish a distrib-
uted edge computing and cloud computing collaborative big
data analysis and mining platform to achieve data construc-
tion, the ability of the module [29]; the interaction between
the functional modules is relatively simple, usually a unified
software system completes the commands and scheduling,
establishes long-term stable communication, and ensures
the reasonable operation of the entire system [30, 31].

Aiming at the scene of human behavior recognition, a
human behavior data collection, processing, and analysis sys-
tem based on edge computing is designed and implemented.
Using the distributed computing of edge devices to modify
these models, a human behavior recognition system with
high efficiency, low energy consumption, and fast response
is realized. After data collection and data preprocessing, a
model that can be directly modeled is obtained. According

to the mining target and data form, models such as classifica-
tion and prediction, cluster analysis, and association rules
can be established to help system users extract the value con-
tained in the data. In order to be able to complete the support
of the above-mentioned hardware overall design and achieve
the corresponding computing capabilities, it is necessary to
select a suitable microprocessor as the core part of the overall
system-edge computing equipment [4].

The model is sent to the edge device, and the edge device
combines the data received in real time to verify the basic
model. When the user or the edge device itself determines
that the results produced during the use of the model do
not conform to the actual situation, the model will be
returned to the cloud computing center. The cloud comput-
ing center uses the newly received data and feedback results
to modify the model, then sends the retrained model to the
edge device for another test, and loops until the test result
of the model meets the requirements of the edge device,
and the final generated. The model will be used normally
on edge devices [32].

Finally, the overall functional architecture of the system
can be obtained, which consists of three parts: data acquisi-
tion module, data preprocessing module, and data analysis
module. The overall operation process is shown in Figure 2.
This approach of putting the analysis model on the edge
device can reduce the computing pressure on the cloud on
the one hand, and on the other hand, for the delay-sensitive
scenarios, the edge device to complete the data analysis work
can effectively reduce the time for result generation. The real-
time analysis results are presented to the system users in
time.

The relevant sensors connected to the edge device are
used to complete the real-time collection of data required
for human body recognition, and then, the data is corre-
spondingly preprocessed and sent to the cloud. The cloud
computing center uses related machine learning algorithms
to complete the modeling work and send the model back to
the edge device. The edge device uses the trained model to
predict the posture behavior of the currently monitored
object [33]. When the predicted result of the model does

Figure 3: The data collector collects human body data.

Table 2: Computing patents.

2016 2017 2018 2019 2020

Cloud computing 18 15 25 33 28

Fog computing 11 8 14 18 15

Big data 12 7 13 9 10

Edge computing 9 5 12 17 21

Table 1: Equipment parameters.

Model RPi B+ RPi2 Arduino UNO

CPU ARM11 CPU ARM Cortex-47 900MHz ATmega328 20MHz

Operating system Raspbian Raspbian Single Chip Microcomputer System

Interface USB-host, RJ45 USB-host, RJ45 External interface board

RAM 512MB 1GB 32KB
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not match the current status quo, it can also inform the cloud
computing center of the data and the correct result to correct
the relevant model.

3. Innovation Experiment of Edge
Computing Technology

3.1. Data Sources. The collection of physical data in this sys-
tem will be completed by edge devices controlling several
sensors. In the scene of human behavior recognition, the sen-
sors that can be used as data sources for model training
include numerical data collection sensors such as gyroscopes,
IMUs, and heart rate measuring machines, and image data
collectors including infrared and thermal image data collec-
tors. In this scenario, IMU equipment is used to collect
human behavior data, depending on system requirements
1and model characteristics.

3.2. Edge Computing Equipment. The receiving and sending
of the collected data are the current data processing module
and the human behavior recognition module that will be
designed later, and an edge device that meets the system
requirements is required to support the realization of the
above functions. The most popular and developed device is
the most mature. There are mainly series of products under
platforms such as RaspbeerPi and Arduino. Commonly used
devices are RPi B+, RPi2, and Arduino UNO. The device
parameters are shown in Table 1.

3.3. Human Behavior Data Collection. In order to ensure that
the collected data is more suitable for model testing, this
experiment requires the monitored object to complete corre-
sponding actions in accordance with predetermined instruc-
tions for the behavior tags required by the experiment,
including a series of daily behavior actions and some behaviors
under special circumstances, such as Falling, by providing

devices including built-in mobile power, serial port, and Blue-
tooth interface. When the sensor is turned on, the data collec-
tor will automatically start working and will continuously
transmit the collected physical data to the serial port at the
set frequency. The collection equipment is shown in Figure 3.

3.4. Statistics. All data analysis in this article uses SPSS19.0,
the statistical test uses a two-sided test, significance is defined
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Table 3: Data variable names and types.

Serial number Name Types

1 Acquisition time Numerical

2 Behavior type Categorical

3
Hand three-dimensional

accelerometer
Numerical

4 Hand three-dimensional gyroscope Numerical

5
Three-dimensional accelerometer

of chest
Numerical

6
Three-dimensional gyroscope

on chest
Numerical

7 Foot 3D accelerometer Numerical

8 Foot 3D gyroscope Numerical

9 Acquisition time Numerical

Table 4: Data differences in operation.

F-measure Accuracy Operation hours

Decision tree 0.933 0.932 28.73

Naive Bayes 0.944 0.946 35.21

MDD 0.923 0.936 43.51

Random forest 0.932 0.948 36.25

Edge computing 0.964 0.984 18.62
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as 0.05, and p < 0:05 is considered significant. The statistical
results are displayed as mean ± standard deviation (x ± SD).
When the test data obeys the normal distribution, the double
T test is used for comparison within the group, and the
independent sample T test is used for comparison between
the groups.

4. Experimental Analysis of Edge Computing
Technology Innovation

4.1. Edge Computing Patent Changes. Through literature sur-
veys and data from the patent office, we have made statistics
on the changes in edge computing patents in recent years, as
shown in Table 2.

From the table, we can see that with the development of
time, the technology is constantly improving, and the patents
of edge computing are increasing. In 2016, the patents of edge
computing were only about half of that of cloud computing,
but after 5 years with the development of edge computing,
the patent of edge computing has approached cloud comput-
ing and has shown a trend beyond cloud computing, which
shows that edge computing has great potential for develop-
ment. In the experiment in this article, we need to collect
human motion data through equipment. In order to ensure
the effective stability of the data, we first test the collection
capabilities of different equipment, as shown in Figure 4.

As shown in Figure 4, the three devices have different
performances in data collection. RPi B+ has the largest
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acquisition range, and its optimal value is also the largest; the
data collected by RPi2 is the most stable among the three
devices, with the smallest fluctuations, large memory, and a
large amount of data collection; the data collected by Ardu-
ino UNO is the best, and the fluctuations are also only
slightly larger than RPi2, but its memory is minimal and
the amount of data collected is minimal. Under comprehen-
sive consideration, we decided to use RPi2 equipment for
collection.

As shown in Table 3, we interpret the names and types of
variables, and after sorting out the collected data, we obtain
experimental data, which, respectively, contain the relevant
data of a total of 8 men and women monitoring subjects.

4.2. Effects of Different Algorithms. We collected the data
under different algorithms and compared the differences in
the values during their operation, as shown in Table 4.

Through analysis, it can be seen that compared with
other basic algorithms, edge computing runs faster and has
greater advantages in precision and recall. Compared with
weak classifiers such as decision tree, it integrates learning.
The advantages of the algorithm are more obvious. Because
edge computing has more regularization of the self-model
than other models, making this type of model has a stronger
generalization ability. In actual work, as the amount of data
continues to increase, the accuracy of edge computing will
be more obvious.

In order to illustrate the cost of running different algo-
rithms, we let different algorithms run separately and count
the consumption. Due to differences in hardware configura-
tion, different computer execution results may have devia-

tions, but the relative differences between the running times
of different algorithms should be comparable. The specific
data is shown in Figure 5.

From Figure 5, we can see that in terms of computational
cost, the advantages of edge-based computing are not very
obvious. Two indicators are higher than other calculation
methods, but the cost in other indicators is much lower than
other algorithms. Particularly in terms of Blogs and Astro, it
is about 40% lower than other algorithms.

From Figure 6, we can see the monotonicity of the rank-
ing of different algorithms in the real network. It can be seen
that the edge-based algorithm has obvious advantages in this
regard. Its ranking monotonicity is higher than Naive Bayes,
MDD, etc., and its algorithm ranking monotonicity is more
than 30% higher than other algorithms. We calculate the
calculation period of different algorithms per unit time and
get Figure 7.

From Figure 7, we can see that at the beginning of differ-
ent algorithms, there is little difference in operating efficiency
between them, but after running more than 600 times, the
efficiency between the algorithms begins to increase, and
the speed of edge computing is compared with other
algorithms. The speed is getting bigger and bigger, and the
time after 1000 transportation is more than 20% less than
other algorithms.

5. Conclusion

In recent years, society has gradually entered the era of “big
data,” and with the advent of cloud computing, the demand
for big data processing and application functions is
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increasing. Cloud computing has been vigorously promoted
due to its advantages such as low operating costs, dynamic
scalability, and simplified operation and maintenance. Cloud
computing-related industries have also developed rapidly in
my country. From the perspective of patents, this paper
implements a data collection and processing system based
on edge computing. Through the coordination and interac-
tion of edge devices and cloud computing centers, it solves
the problems of the original system such as slow computing
speed and high energy consumption. Corresponding designs
and implementations are made for the specific applications
of the system in different scenarios. Due to time and technical
reasons, this article also has some shortcomings. When
designing the transmission of human behavior data, the fre-
quency of data transmission can be improved according to
the on-site situation. For example, when the edge device
detects that the human behavior has not changed for a long
time, the transmission frequency can be slowed down. In
order to better reduce the energy consumption of the equip-
ment, when storing document data, because the collected
data is in the form of key-value pairs, the more popular
databases in recent years can be used, which can improve
the efficiency of transmission and storage. These tasks need
to be improved in future research.
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Shuttlecock is an excellent traditional national sport in China. Because of its simplicity, convenience, and fun, it is loved by
the broad masses of people, especially teenagers and children. The development of shuttlecock sports into a confrontational
event is not long, and it takes a period of research to master the tactics and strategies of shuttlecock sports. Based on this,
this article proposes the use of machine learning algorithms to recognize the movement of shuttlecock movements, aiming
to provide more theoretical and technical support for shuttlecock competitions by identifying features through actions with
the assistance of technical algorithms. This paper uses literature research methods, model methods, comparative analysis
methods, and other methods to deeply study the motion characteristics of shuttlecock motion, the key algorithms of
machine learning algorithms, and other theories and construct the shuttlecock motion recognition based on multiview
clustering algorithm. The model analyzes the robustness and accuracy of the machine learning algorithm and other
algorithms, such as a variety of performance comparisons, and the results of the shuttlecock motion recognition image.
For the key movements of shuttlecock movement, disk, stretch, hook, wipe, knock, and abduction, the algorithm proposed
in this paper has a good movement recognition rate, which can reach 91.2%. Although several similar actions can be
recognized well, the average recognition accuracy rate can exceed 75%, and even through continuous image capture, the
number of occurrences of the action can be automatically analyzed, which is beneficial to athletes. And the coach can
better analyze tactics and research strategies.

1. Introduction

Shuttlecock is developed from the ancient shuttlecock
game with a history of more than 2000 years in my
country. It combines scientific ability, wide publicity,
excellent skills, and rich entertainment. It is a relatively
new sport in modern society. The technical difficulty is
medium, the exercise intensity is low, and the require-
ments for gender, age, location, and equipment status
are low. The development of shuttlecock has played a
decisive role in promoting the implementation of nation-
wide fitness programs. The development of shuttlecock
sports provides people with good sports and entertain-
ment methods, promotes social stability, promotes peo-
ple’s physical and mental health, and delays the process
of social aging [1].

Computer vision and machine learning technologies are
widely used in data mining, information security, remote
sensing image processing, bioinformatics, intelligent trans-
portation, intelligent security, and medical services. As one
of the important branches in the field of computer vision,
moving target detection technology has been widely used in
real scenes. Existing moving target detection methods have
problems such as long calculation time and high complexity.
How to meet the real-time performance in real scene prob-
lem is becoming more and more important. With the rapid
development of deep learning, the recognition accuracy of
another important branch in the field of computer vision-
target recognition technology has been greatly improved.
However, due to the complex network structure and high
computational complexity of the deep learning, how to
quickly complete the training process of deep learning
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networks has become an urgent problem in the field of
deep learning.

It is a challenge for Lin to track players and shuttlecocks
in broadcast badminton videos, especially for small-sized and
fast-moving shuttlecocks. There are many situations that
may cause occlusion or misjudgment. A method for tracking
athletes and badminton in broadcast badminton video is
proposed. They use adaptive Kalman filtering, trajectory con-
fidence estimation, and confidence update (position similar-
ity and relative motion relationship, RMR) to improve the
accuracy of the target trajectory. Experimental results show
that this method significantly improves the tracking success
rate of athletes and shuttlecocks. However, this method also
has a shortcoming, that is, there are too many influencing
factors to be considered when the accuracy test is carried
out, and there is a certain degree of difficulty in practical
application [2]. Aiming at the problem of action recognition
in still images, Zhichen proposed a method to arrange the
features of different semantic parts in spatial order. Their
method consists of three parts: (1) a semantic learning algo-
rithm, which collects a set of partial detectors, (2) an effective
detection method, which uses the same grid to divide multi-
ple images and computes them in parallel, and (3) a top-
down spatial arrangement increases the variance between
classes. The proposed semantic part learning algorithm can
not only capture interactive objects but also capture distin-
guishing gestures. Their spatial layout can be seen as a kind
of adaptive pyramid, which highlights the spatial distribution
of body parts in different movements and provides a more
distinctive representation. Experimental results show that
their method significantly outperforms existing methods on
two challenging benchmarks. However, their method has
limitations in that it is only for the processing of static pic-
tures. However, in reality, more needs are the processing
and application of dynamic pictures [3]. Jean et al. reviewed
and commented on the past, present, and future of numerical
optimization algorithms in machine learning applications.
Through case studies of text classification and deep neural
network training, they discussed how optimization problems
in machine learning arise and what makes them challenging.
A major theme of their research is that large-scale machine
learning represents a unique environment in which stochas-
tic gradient (SG) methods traditionally play a central role,
while traditional gradient-based nonlinear optimization
techniques usually faltering. Based on this point of view, they
proposed a simple and general SG algorithm comprehensive
theory, discussed its actual behavior, and emphasized the
opportunity to design algorithms with improved perfor-
mance. This led to the discussion of the next generation of
large-scale machine learning optimization methods, includ-
ing the investigation of two mainstream research directions,
techniques, and methods to reduce noise in random direc-
tions. However, their algorithm cannot fundamentally solve
the difficulties in the application of machine learning [4].

The innovations of this paper are (1) combine qualitative
research with quantitative research and fully analyze the
research data and (2) combine theoretical research with
empirical research and combine shuttlecock sports on the
basis of machine learning algorithm theory.

2. Using Machine Learning Algorithms to
Recognize Research Methods of
Shuttlecock Movements

2.1. Shuttlecock. Shuttlecock is a traditional Chinese national
sports event. The institutionalized event has a history of 26
years. It has now become the official event of my country’s
five large-scale comprehensive sports games [5]. Shuttle-
cock’s good project participation makes it rank in the fore-
front of all ethnic traditional sports in China, and it has
been well promoted worldwide [6]. The World Shuttlecock
Federation was formally established this year, and shuttle-
cock sports have been developed in many countries including
Asia and Europe. The international development of shuttle-
cock has greatly promoted the improvement of the level of
competition.

(1) The research significance of shuttlecock

Shuttlecock is an excellent national traditional sport in
our country. Shuttlecock has a history of more than 2,000
years. It not only inherits the national spirit of self-
improvement in traditional Chinese culture but also inte-
grates the spirit of modern culture and sports competition
[7]. Enriching people’s cultural life, if it can be widely pro-
moted, can promote the construction of socialist spiritual
culture, and contribute to the construction of a harmonious
society. Shuttlecock is very valuable as well as entertainment
value. It has a broad collective foundation, which is not only
pleasing to the eyes but also popular with the audience.
Through practice, the shuttlecock can improve a great level
and has a unique charm [8]. We should dig, organize, inherit,
and develop. With the development of national fitness
exercises, key ball sports do not require high participants,
and there are not many requirements for venues, and the
equipment is cheap. Therefore, many squares, parks, schools,
residential areas, and other open spaces and other shuttle-
cock sports are everywhere.

Scientific fitness, rich entertainment, and diverse skills
have a good role in promoting the physical and intellectual
development of the broad masses of people. In order to pro-
mote the inheritance and development of the current shuttle-
cock sport in our country, the action recognition is carried
out to better learn the laws of the shuttlecock sport [9]. It also
provides useful enlightenment for the development of the
national fitness program and provides a theoretical basis for
the national traditional sports to better integrate into the
mass fitness activities. Using machine learning algorithms
to conduct motion recognition research on shuttlecock
sports can effectively promote the development of shuttle
cock sports, carefully study the characteristics of shuttlecock
sports, and win impressive results on the court.

(2) The characteristics of shuttlecock

At this stage, the shuttlecock sport is an emerging
national sport that integrates fitness, entertainment, mass,
popularity, high skill, strict collective, fierce confrontation,
technical duality, and appreciation. The reason why the
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shuttlecock sport is loved by people [10] is also because the
shuttlecock itself also shows the characteristics of simplicity,
small size, light weight, slow speed, low difficulty, simple con-
trol, and very interesting. Shuttlecock integrates football
skills, badminton courts, and volleyball rules. It is easy to
learn and understand. In addition, it is not affected by various
indoor and outdoor spaces, equipment, and climatic condi-
tions and can autonomously control the amount of exercise
with strong adaptability. Athletes can practice regardless of
age, gender, or level [11]. Therefore, the shuttlecock can not
only move the body but also has a beautiful artistic perfor-
mance. It is displayed on various occasions and plays a
unique role in the audience.

(3) The value and function of shuttlecock

Viewing function: The viewing function of traditional
national sports is a collection of natural beauty and social
beauty. The main content includes physical beauty, sports
beauty, spiritual beauty, and clothing beauty. National tradi-
tional sports are a kind of comprehensive overall beauty. The
perfect movement skills are fascinating and indescribable. In
basic sports, not only the body is exercised, but the artistic
performance is also beautiful [12]. Therefore, the shuttlecock
has both the beauty of the human body and the unique sports
characteristics of the country. The movement of the button
ball reflects the physique of the human body and can also
improve the strength, speed, endurance, and flexibility of
the human body [13].

Educational function: In this way, we can take advantage
of the fitness function, aesthetic value, and ideological and
educational significance of the shuttlecock sport itself to
carry out educational activities, which can not only promote
the traditional national sports culture of our country but also
enrich the people’s amateur life and at the same time enhance
the cultivation of people’s good thinking. Moral quality lays a
solid foundation for lifelong sports [14]. Carrying forward
traditional national sports in the process of developing mass
sports will undoubtedly have certain positive significance for
carrying out extensive traditional moral education.

Economic value: Shuttlecock, as a traditional cultural
carrier, carries the unique cultural knowledge of the nation,
can make people deeply feel the value of national sports,
guide consumers to buy related sports goods, books, audio,
and video products, and create the company’s products.
R&D, mass production, and large-scale business conditions
improve the economic benefits of society [15]. Make full
use of the cultural advantages of the shuttlecock project to
carry out multiform cultural industry research and develop-
ment to increase publicity and attract more tourists to partic-
ipate in the entertainment of the shuttlecock. National
aerobics attracts tourists from all over the world with its
unique style, thereby driving the local economic develop-
ment. Analyzed from multiple angles, the exhibition of the
shuttlecock project has a positive effect on driving the devel-
opment of various industries [16].

2.2. Feature Selection and Extraction of Moving Targets. Fea-
ture extraction section selects senior stage is the body motion

recognition. It is hot and difficult to study. Human feature
selection and extraction refers to selecting appropriate fea-
tures from related videos or images to effectively describe
the human movement.

The feature extraction link is an indispensable part of a
complete motion recognition system. It is not only related
to the accuracy and speed of subsequent motion recognition
but also affects the performance of motion classification and
discrimination [17]. There are many kinds of human body
features. Among the many features, only a few are effective.
Therefore, how to extract features that are unique to the
target itself and have low sensitivity to environmental
changes is the main task of feature extraction, and it is also
the focus of human action recognition research [18].

At present, the features used in human action recognition
mainly include motion features, shape features, and the
fusion of the two features. The extraction based on motion
features is based on the information shown by the human
body’s motion state, such as motion displacement, motion
speed, motion direction, and angle information. Motion
characteristics have the advantages of relative invariance
and periodicity [19]. The extraction based on the shape fea-
ture uses the static feature of the moving human body to
describe the action. Commonly used shape features mainly
include contour features, perimeter, area, compactness, and
circumscribed rectangle features. Compared with motion
features, shape features have the advantages of distance from
the camera and insensitivity to the surrounding environ-
ment. Based on the extraction of contour features of human
actions from multiple perspectives, excellent recognition
results are obtained [20]. Extract the width feature of the cir-
cumscribed rectangle of the moving target as a feature vector
to identify human gait changes.

2.3. Machine Learning. Machine learning is a discipline ded-
icated to the study of how to use computational methods and
use the acquired knowledge to improve the performance of
the system itself. In computer systems, the so-called “experi-
ence” usually exists in the form of “data,” so the content of
machine learning research is to use the characteristics of
the data to generate the algorithm of the model [21]. From
the core perspective of machine learning, optimization and
statistics are the two core supporting technologies (as shown
in Figure 1).

Machine learning can not only be regarded as a method
but also can be used for pattern recognition or data mining.
There are four main types of problems (applications) in the
field of machine learning: (1) prediction-can be solved by
regression algorithm; (2) clustering-such as K-means method
and hierarchical clustering algorithm; (3) classification-such
as support vector machine method and decision tree algo-
rithm; (4) dimension reduction-such as principal compo-
nent analysis (PCA) [22]. At present, in many fields of
computing science, including graphics and image process-
ing, software engineering, computer vision, and natural
language processing, machine learning can serve them. At
the same time, machine learning is also performing well in
interdisciplinary subjects, especially in the field of bioinfor-
matics, where a large amount of data needs to be processed
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and analyzed, and machine learning just meets its
requirements.

2.4. Deep Belief Network. A deep belief network model can be
regarded as the superposition of multiple RBM models, and
the output of the hidden layer in each layer is used as the
input of the visible layer in the next layer, so that a layered
training model can be generated [23]. The training process
of multiple RBM superimposed DBN. The restricted Boltz-
mann machine RBM is a bipartite undirected graph based
on the energy model. RBM contains m visible layer nodes
and n hidden layer nodes, and the connection between the
visible layer and the hidden layer is obtained through the
weight matrix W [24]. In addition, both the visible layer
and the hidden layer contain the corresponding offset values
vbias and hbias.

In a given state, the energy function of the visible layer
and the hidden layer is defined as

R b, lð Þ = −〠
n

i=1
〠
m

j=1
eijlibj − 〠

m

j=1
ajbj − 〠

n

i=1
cili: ð1Þ

This energy function indicates that in a certain state, each
node of the visible layer and each node of the hidden layer

have a capability value, and then, the energy value in this
state is obtained [25, 26]. According to the energy function,
the joint probability of the visible layer node and the hidden
layer node is defined as

o b, lð Þ = e−R b,lð Þ

∑b,le
−R b,lð Þ : ð2Þ

So, we get the conditional probability of the visible layer
and the hidden layer, where the conditional probability of
the visible layer is

o bð Þ =〠
l

0 b, lð Þ = 1
X
〠
l

e−R b,lð Þ: ð3Þ

The conditional probability of the hidden layer is

o lð Þ =〠
b

o b, lð Þ = 1
X
〠
b

e−R b,lð Þ: ð4Þ

Among them, X =∑b,le
−Rðb,lÞ, the maximum likelihood is

used to solve the energy function, and the corresponding
parameters (including the weight matrix, the visible layer off-
set value, and the hidden layer offset value) are obtained to

Statistics Optimization theory

Deep belief
network Cluster analysis

Artificial intelligence Data mining

Machine learning

Pattern recognition

Figure 1: Application level of machine learning and pattern recognition.
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make the RBM energy function value the lowest [27]. The
solution formula is as follows:

∂ ln o b, ϑð Þ
∂

= ∂
∂ϑ

ln 〠
l

e−R b,lð Þ
 !

−
∂
∂ϑ

ln〠
b,l
e−R b,lð Þ

 !
,

ð5Þ

∂ ln o b, ϑð Þ
∂ϑ

= −〠
l

o b, lð Þ ∂R b, lð Þ
∂ϑ

+〠
b,l
o b, lð Þ ∂R b, lð Þ

∂ϑ
:

ð6Þ
By solving the W in the model by maximum likelihood

estimation, we can get

∂ ln o bð Þ
∂wij

= p li = 1 ∣ bð Þbj −〠
b

o bð Þo li = 1 ∣ bð Þbj: ð7Þ

Among them, the solution of the first term is

o li = 1 ∣ bð Þ = τ 〠
m

j=1
wijbj + vi

 !
: ð8Þ

Among them, τðxÞ = 1/ð1 + e−xÞ. The solution of the
second term needs to traverse all possible values. The
commonly used method is based on Monte Carlo’s Gibbs
sampling method.

3. Using Machine Learning Algorithms to
Recognize the Research Model of
Shuttlecock Movements

This article mainly uses multiview clustering algorithm based
on multicore learning for the shuttlecock movement recogni-
tion model, which recognizes information through the state
of human movement and movement. The basic movements
of the shuttlecock sport include panning, turning, knocking,
jumping, and step. Through experimental research, data
collection, preprocessing, and feature extraction of these
actions are carried out, and the key steps are continuously
improved and optimized, so as to improve the accuracy of
motion recognition as a whole.

(1) Multiview clustering algorithm based on multicore
learning

In many machine learning, computer vision, and image
processing applications, because the data comes from differ-
ent data sources and reflects the different characteristics of
the data itself, the data can often have multiple views. For
example, the same image can contain multiple feature repre-
sentations: color, shape, and texture. Compared with the
traditional single-view clustering algorithm, the multiview
clustering algorithm can make full use of the complementary
information from different views in the same sample, thereby
ultimately improving the performance of the clustering
algorithm.

The existing multiview algorithms can be divided into
three main categories: multiview clustering algorithms based
on collaborative training, multiview clustering algorithms
based on subspace, and multiview clustering algorithms
based on multicore learning. Among these algorithms, our
work mainly focuses on the multiview clustering algorithm
based on multicore learning. This algorithm has been widely
researched and applied in recent years and has achieved the
best results among the current multiview clustering algo-
rithms. In more detail, the multiview clustering algorithm
based on multicore learning can be divided into two
methods: the combined kernel function method and the pub-
lic kernel function method. The combined kernel function
method learns a linear or nonlinear kernel function combi-
nation as the input of the final clustering algorithm. This
method has received a lot of attention in recent years. How-
ever, in a real environment, we often introduce noise infor-
mation when we collect data, because it does not have a
mechanism to deal with noise, so the combined kernel func-
tion method may not get better performance. Another
method is the public kernel function method, which learns
a public kernel function from the basic kernel function com-
posed of multiple views. Compared with the combined kernel
function method, this method has great advantages in noise
processing.

Assuming that the same input data sample has the
information of n views, we use the information of n views
to construct n kernel functions F1, F2, …, Fn, and we use
the method of multicore learning to learn from these basic
kernels from different views. The function learns an opti-
mal common kernel function B as the input of the final
clustering algorithm to classify data from different catego-
ries into their respective categories. In order to better
obtain the correct structure information implicit in the
data and at the same time remove the noise information
that may affect the performance of the final clustering
algorithm from the learned public kernel function; we
consider the following aspects of the problem: (1) we that
learned public kernel function has low-rank characteristics
and tends to block diagonal matrix structure and has less
noise information; (2) since noise may be introduced
when data is obtained, we construct multiple basic kernel
functions There will be a certain amount of noise
information.

Based on the above considerations, we define the model
of joint optimization as follows:

∣ min
B,Rp

rank Bð Þ + γ〠
n

p=1
Rp

�� ��
l
, s:t:∀p, Fp = B + Rp: ð9Þ

Among them, the model or distribution of the error
k⋅kl is obtained a priori for the norm on the error matrix
R, which γ is a parameter to weigh the two optimization
items. In actual application scenarios, it k⋅kl represents
the noise associated with random elements. In order to
solve the above optimization model more generally, we
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adopt k⋅k1 the constraint of our error matrix R. Thus, the
optimized model we retrieved is as follows:

min
B,Rp

rank Bð Þ + γ〠
n

p=1
Rp

�� ��
1, s:t:∀p, Fp = B + Rp: ð10Þ

The optimization problem becomes difficult to solve
because the problem includes the solution of the rank func-
tion. We convert the rank function into a kernel norm to
solve the problem. Since the kernel norm is a good approxi-
mation of the rank function, we can turn the problem into
the following form:

min
B,Rp

Bk k∗ + γ〠
n

p=1
Rp

�� ��
1, s:t:∀p, Fp = B + Rp: ð11Þ

We use the nondeterministic augmented Lagrangian
method to solve the problem, so we can get the following
form:

L B, Rp,Up, v
� �

= Bk k∗ + γ〠
n

p=1
Rp

�� ��
1 + 〠

n

p=1
Up, Fp,−B − Rp

� �

+ v
2〠

n

p=1
Fp − B − Rp

�� ��2
G
:

ð12Þ

Among them v, the convergence rate of the nondeter-
ministic augmented Lagrangian method will be penalized,
and Up is the Lagrangian multiplier constraint of Fp = B +
Rp. h⋅i represented inner product operation, and k⋅kG repre-
sented G-norm.

(2) Optimization algorithm

Fix other parameters, optimization B: When other
parameters are fixed, the subproblem of optimization is

B k+1ð Þ = arg min
B

L B, R kð Þ
p ,U kð Þ

p , v kð Þ
� �

: ð13Þ

The singular value threshold method can be used to solve
the problem. Among them,

I,M, Vð Þ = svd
1
n
〠
n

p=1
Fp −

1
n
〠
n

p=1
R kð Þ
p + 1

nv kð Þ 〠
n

p=1
U kð Þ

p

 !
:

ð14Þ

After solving, we can get the result of B as

B k+1ð Þ = ID1/ v kð Þð Þ M½ �VT : ð15Þ

Among them, D is a shrink operation, which is defined as

Dϕ xð Þ =
x − ϕ, if x > ϕ,
x + ϕ, if x<−ϕ,
0, otherwise:

8>><
>>: ð16Þ

(3) Fix other parameters and optimize R

The subproblem obtained by optimizing R is

R k+1ð Þ
p = arg min

Rp

L B k+1ð Þ, R kð Þ
p ,U kð Þ

p , v kð Þ
� �

: ð17Þ

Its solution formula is

Rk+1
p =Dγ/ v kð Þð Þ Fp − B k+1ð Þ + 1

v kð Þ U
kð Þ
p

	 

: ð18Þ

The optimization of the Lagrange multiplier can be
defined as

U k+1ð Þ
p =U kð Þ

p + v kð Þ F − B k+1ð Þ − R k+1ð Þ
p

� �
, ð19Þ

where B ðk + 1Þ and Rðk+1Þ
p are the result of the k + 1 iteration

above.
In feature extraction before extracting the characteristics

of human motion state, data preprocessing needs to segment
the data. The feature data extracted from the sensor data in a
short time is called a window, which contains all the features
of each human motion state. The duration of each cycle of
each state determines the size of the window. Smaller win-
dows may not accurately contain all the characteristics of
each human motion state, but larger windows will bring
more noise and affect the actual feature extraction. Usually,
the time signal is sampled in a sliding window of 2.56 seconds
with a fixed width, with an overlap rate of 50% and a sam-
pling rate of 50Hz, for data collection of human motion
status.

4. Use Machine Learning Algorithms to
Recognize Shuttlecock Movements

4.1. Image Result of Shuttlecock Motion Recognition. Shown
in Figure 2 is the use of machine learning algorithms to
identify the effect of shuttlecock movement. Figure 2(a) is a
schematic diagram of the six key actions of shuttlecock
(Figure 2(a), the original picture is borrowed from Baidu
Gallery: https://wenku.baidu.com/view), and Figure 2(b) is
binarized. After the image, Figure 2(c) is the effect image after
recognition. It can be clearly seen from the picture that the
red box outlines the key movements demonstrated by the
shuttlecock player, namely, panning, stretching, hooking,
wiping, knocking, and abduction. This shows that the
research algorithm in this article is very effective, it can cap-
ture the actions of shuttlecock players very well, which is
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Figure 2: Continued.
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conducive to better application in shuttlecock competitions,
analysis of opponents’ game movements and habits, etc.,
and prepare for prevention in advance.

4.2. Comparison of Machine Learning Algorithm Performance.
Table 1 is the confusion matrix of the experimental classifi-
cation results. The confusion matrix can be used to calculate
the accuracy rate, recall rate, and the value of F. Among
them, the final accuracy rate of classification is 0.866. From
the specific data, the clustering algorithm has a better recog-
nition effect on WK, WU, and WD, while the recognition
effect on SI, ST, and LY is poor. The main reason is dynamic
action and static state. The difference in actions and the

similarity of actions have always been the difficulty of action
recognition.

It can be seen from Table 2 that the recognition efficiency
is evaluated by running time. In contrast, the algorithm in
this paper can effectively improve the efficiency of motion
recognition, and as the time complexity increases, the feature
dimension increases, and the dimensionality reduction time
is extremely high. And the algorithm in this paper effectively
improves the recognition efficiency of feature dimensionality
reduction.

As can be seen from Figure 3, after we fine-tuned the
machine learning algorithm, the GPU platform value gradu-
ally increased, but its performance speedup ratio achieved the

(c)

Figure 2: Using machine learning algorithm to recognize the effect of shuttlecock movement.

Table 1: Clustering algorithm confusion matrix result.

Classify
Predicted class

WK WU WD SI ST LY Recall

True class

WK 522 29 11 0 3 0 0.926

WU 4 523 11 0 2 0 0.968

WD 0 1 428 0 3 8 0.975

SI 0 2 0 292 115 55 0.634

ST 2 1 2 35 422 26 0.867

LY 0 0 0 28 60 381 0.820

—
F1 0.956 0.955 0.961 0.725 0.775 0.822 —

Precision 0.988 0.945 0.947 0.823 0.699 0.812 0.866
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ultimate effect. Compared with traditional algorithms, our
method better verifies the effectiveness of the algorithm.

4.3. Experimental Results of Shuttlecock Motion Recognition
Based on Machine Learning Algorithms. Figure 4 lists the
experimental results of our method and other methods on
the OxfordFlower17 dataset. From the table, we can see that
the results obtained by all multiview-based methods optimize
the experimental results of the optimal single view, thereby
verifying the effectiveness of the multiview clustering algo-
rithm; our proposed method is significantly better than the
existing multiview Clustering Algorithm.

It can be seen from Figure 5 that when the proportion of
damage gradually increases from 10% to 60%, the experi-
mental results obtained by our method are better than the
other two clustering performance indicators in accuracy,
cross-correlation information, and purity. The multicore
learning method of the public kernel function proves that

our method can deal with the noise information related to
randomly generated elements. When the damage ratio is
greater than 60%, the performance of the three methods is
severely reduced due to the damage of the key information
in the data. It is worth noting that when the proportion of
damage is greater than 40%, the RMKC-SC method has been
significantly reduced.

Figure 6 shows the classification accuracy obtained by the
six algorithms of SVM, SPL, CSVM, CSPL, MV_SVM, and
MV_SPL under the data set. It can be seen from the figure
that under the same dictionary length and perspective, the
classification effect of SPL is better than that of SVM. For
the UTKinect-Action data set, the classification accuracy of
SPL is about 6% higher than that of SVM on average. For
the Florence3D-Action dataset, the classification accuracy
of SPL is about 3% higher than that of SVM on average.
Under the same dictionary length, the classification effect
of MV_SPL is better than that of MV_SVM. For the

Table 2: Image dimensionality reduction time of shuttlecock motion method.

Action type
30 dimensions 60 dimensions

RMSC LMKKM Method of this article RMSC LMKKM Method of this article

Plate 5.11 5.23 4.51 22.36 15.87 8.53

Stretch 5.34 5.69 3.47 24.24 16.98 8.78

Abduction 6.18 7.18 4.78 22.16 17.22 9.45

Knock 5.92 7.24 3.96 20.11 20.13 8.73

Wipe 6.64 6.68 3.04 23.75 20.16 8.92

Rear 5.13 9.18 4.57 23.13 18.22 9.91

Hook 6.21 4.58 4.34 22.98 19.23 9.38

Kick 8.89 6.32 3.32 21.56 16.29 8.22
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UTKinect-Action dataset, the classification accuracy of
MV_SPL is about 5.7% higher than that of MV_SVM.
For the Florence3D-Action dataset, the classification accu-
racy of MV_SPL is 5.9% higher than that of MV_SVM on
average. All of the above verify the effectiveness of the
algorithm in this article.

Figure 7 shows the comparison of the recognition perfor-
mance of the two classifiers. From the data in the table, it can
be seen that in the case of the same dictionary length, the rec-
ognition performance of the shuttlecock action, taking the
500 dictionary length as an example, the recognition perfor-
mance of SVM is generally worse than that of SPL, but under
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the fusion algorithm, the multiview fusion algorithm is more
effective. Especially in the two actions of hook and kick, SPL’s
action recognition rate exceeds 95%.

Table 3 shows the number of actions that occurred in a
shuttlecock match, as well as the recall rate, precision rate
and accuracy, and other indicators. For the shuttlecock game,
the algorithm proposed in this paper has a good action recog-
nition rate, up to 91.2%. Although several similar actions can
be recognized well, the average recognition accuracy rate can
exceed 75%, and even through continuous image capture, the
number of occurrences of the action can be automatically
analyzed, which is beneficial to athletes. And the coach can
better analyze tactics and research strategies.

5. Conclusion

This paper mainly uses machine learning algorithms to rec-
ognize the shuttlecock movement. Through the multiview
clustering algorithm and deep belief network algorithm, the
shuttlecock movement is recognized and processed, and the
shuttlecock movement recognition model is constructed,
and various data sets are used. Perform performance testing.
The algorithm in this paper can greatly improve the effi-
ciency of motion recognition in shuttlecock motion and
shows good performance in human motion detection,
motion feature selection, and extraction. The innovation of
this paper is to strengthen the accuracy and precision of
action recognition through the application of machine learn-
ing algorithms and improve the application efficiency of the
algorithm. The disadvantage of this article is that the research
model of this article is not perfect, and it needs more experi-
mental research data support. In the future, the algorithm in
this article will be more widely used in motion recognition,
but there are still more difficulties, and we need more in-
depth research.
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Tennis is a very explosive, continuous, and intense sport, including many continuous short-term explosive actions. It has the
characteristics of short-term, high-intensity, high-density training, and it belongs to the category of purely competitive skills. In
the competition, athletes must maintain good physical condition, physical fitness, and long-term endurance in order to
demonstrate outstanding technical and tactical skills. Therefore, this paper proposes a mobile processor performance data
mining framework MobilePerfMiner, which uses hardware counters and iteratively uses the XGBoost algorithm to build a
performance model, ranks the importance of the microarchitecture events of the big data task, and reduces the performance big
data dimension, so as to optimize the big data algorithm according to the performance characteristics described. Undoubtedly,
the comprehensive monitoring of the sports training process is complex system engineering. The main monitoring includes
three aspects: physical condition, technical and tactical skills, and intelligence. Sports technology is reflected in the ultimate load.
According to the convenience and actual needs of the research, this article will discuss the methods of evaluating tennis training
load and the actual technical and tactical parameter characteristics that can be obtained by studying the characteristics of tennis,
namely, kinematics. Parameters for noncontact testing, the next step is to discuss the appropriateness and necessity of the load,
as well as the technical and routine monitoring of tennis training ability. The final experimental results show that it can improve
the physical energy of tennis players by more than 17%.

1. Introduction

The rapid development of big data is profoundly changing
people’s production and life and changing the world. In recent
years, with the increasing number of mobile devices and the
increasingly powerful computing power of mobile processors,
it has become more common to run big data tasks on mobile
platforms. Running big data applications on mobile platforms
helps developers quickly apply new big data algorithms to
mobile platforms, enabling people to obtain big data services
anytime and anywhere, improving people’s production and
life, and promoting industrial transformation [1].

Since Chinese tennis started late on the international
stage, its relative level is low, and its growth rate is slow;
one of the main reasons for this result is the lack of popularity
of tennis. Many athletes are slow in contact with tennis, so

they miss the fast-growing fitness time, which hinders the
development of tennis in the later period. New tennis players
are the hope and new strength of the development of tennis
in our country. Slowly they only start with basic knowledge.
There will be many top tennis players. Therefore, tennis
training for young people is the top priority, and the country
has begun to pay attention to it. This has helped to carry out
in-depth youth tennis training, and won many competitions
and opportunities, and provided young tennis players with
more opportunities.

Yang established a volleyball fitness model based on data
mining, used mathematical statistics to analyze the five main
components of volleyball players, and obtained volleyball
representative volleyball indicators based on the five fitness
characteristics. Based on the adaptability of various indica-
tors, the ratio of the quality factor and the characteristic value
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of the rotated index to the total characteristic value of the var-
ious factors can be used to obtain the weight coefficient of a
healthy athlete representing the weight index of the physical
index. Through the weighting factor, the physical fitness
model of volleyball players based on data mining can be
obtained. Using this model can effectively evaluate the ath-
lete’s training, competition, and health status. The factor
analysis method is used to test the planned health evaluation
model of volleyball player data mining, and the results show
that the evaluation model is reliable. However, the experi-
mental data is too few and not convincing enough [2]. In
order to study and test the success factors of women’s tennis
matches, Yulin established bibliographic data methods,
mathematical statistical methods, and decision tree predic-
tion models to conduct statistical analysis on the data of
198 unemployed women from four continents. Research
shows that the accuracy of the decision tree prediction stan-
dard model is 91.4%, and the new decision tree model is fea-
sible. The main factor that determines a woman’s chance of
winning a tennis match is the percentage of receiving and
scoring. The result of 41% shows that the rate of receiving
and scoring is the lifeline for women to play tennis; 41% of
service scores and 61% of first service scores are lower than
28 non-Mandatory errors which have the highest win rate,
96.7%. The conclusion is that technology sending and receiv-
ing is the link between current tennis technology and the key
factors of the game result. Now, women playing tennis must
pay attention to efficiency and reduce nonmandatory errors.
The main ways are to improve the winning rate of women’s
tennis matches, provide appropriate countermeasures and
suggestions to check the quantitative indicators of tennis
match winners, and provide specific and effective implemen-
tation methods for tennis training. However, the data model
he selected is not complete, and the data should be randomly
selected for experiments [3]. Yang and Yan believe that diag-
nosing the scientific state of the tennis training process is the
key link to improve the training level and competitive perfor-
mance of tennis players. It is necessary to receive physical
education through the reference index of the ability test of
the university graduate school, train outstanding tennis
players in the sports college, and carry out effective game
monitoring. And method conclusions determine the physical
condition and composition of excellent tennis players and
other physiological indicators. The Graduate School of the
School of Physical Education is aimed at understanding the
physical functions of outstanding tennis players in the School
of Physical Education, at providing scientific support for the
tennis level and athletic performance of students across the
country, at training their tennis enthusiasts, and at improv-
ing the overall improvement of ordinary tennis players.
However, the amount of data is too large, and the data statis-
tics process is very difficult [4].

The research goal of this work is to monitor mobile pro-
cessor microarchitecture events when running big data tasks
and use data mining methods to analyze event values and
then characterize the performance characteristics of big data
tasks on mobile processors. The final research goal of this
work is to improve the performance of mobile processors
from the perspective of characterizing the performance char-

acteristics of big data tasks and propose a plan for improving
the physical fitness of tennis players. The computing power
of modern mobile processors is getting stronger and stron-
ger, and more and more applications are deployed on mobile
platforms. How to measure and understand the performance
characteristics of applications on mobile platforms is the
main content of this research. This work structured event
features and merged events as features. Structured means
that the original data obtained by monitoring needs to be
cleaned and corresponds to the feature names one to one;
the reason for using events as features is that we hope to find
events that affect system performance, that is, a factor that
affects system performance, so events are taken as character-
istics of system performance; merging refers to merging the
event values obtained from each monitoring and making full
use of the event values of each monitoring. Finally, the rela-
tionship between microarchitecture events and performance
is established, and the event characteristics are sorted, so that
we can find events that affect system performance.

2. Optimization Method of Tennis Player’s
Physical Fitness Index

This article takes the core elements of the long-term training
model of tennis players as the research object, namely, the
“ten-year phenomenon,” “specialized timing,” and “window
of training opportunity” [5]. It demonstrates its rationality
from two levels of theory and practice and its impact on my
country’s tennis talents, the guiding significance of training [6].

2.1. Literature Data Method. During the research process,
more than 200 related documents were reviewed using a bib-
liographic search engine, collected, localized, and classified,
including related documents about their current status [7]:
39 articles about the training of domestic and foreign ath-
letes, 56 articles about the LTAD model, 8 articles about the
LTAD tennis model, 18 articles about the retention of sports
at home and abroad, 23 articles about the “decade phenome-
non,” and about the 20 of the 26 articles of “Century Phe-
nomenon” related to the topic of specialization time and 19
related studies on “windows of training opportunities” [8].
Since there are relatively few studies on the LTAD model in
China, it was carried out in the early stage of this study. A
lot of foreign language reading work combined with knowl-
edge of sports coaching, teaching methods, sports psychol-
ogy, sports anatomy, etc., summarized the literature and
knowledge points related to this article, and created a knowl-
edge system and preliminary information for this article [9].

2.2. Empirical Research Method. Taking elite athletes as the
research object and as their talents develop, collect informa-
tion and data consistent with this article [10]. For example,
when we investigated the elucidation of the “ten-year phe-
nomenon” in the training of tennis talents in my country,
we collected some data, such as the age of participation of
famous tennis players and the performance age of the
National Games to support the “ten-year phenomenon”
[11]. When we investigated the clarification of the “timing
of specialization” for training tennis talents in our country,
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we checked a lot of historical data about talent training and
found that the phenomenon of “early specialization” existed
in the early stage. During the training process, while studying
the inspiration of “Window of Opportunity” in cultivating
excellent tennis talents in our country, we conducted retro-
spective interviews with coaches on various key characteris-
tics of the training process of excellent tennis players and
highlighted the sensitive time the paragraphs are relatively
consistent, and a certain number of references have been
found [12, 13].

2.3. Expert Interview Method. This research conducted a sur-
vey in the form of face-to-face interviews. First, the inter-
viewed experts were introduced to the background,
purpose, and significance of the interview, and then the
experts were asked to answer and discuss the questions in
the interview [14]. Time after time, summarize and clarify
the main content of each question in the interview, use a tape
recorder to record the interview process of the interviewed
experts, and organize the data set [15]. The main content of
the interview is based on the main part of the article: the basic
elements of the long-term coaching model of tennis players,
namely, “decade phenomenon,” “special period,” “window
of training opportunities,” three aspects, and years of athlete
training and information experience and experts’ interview
[16, 17].

2.4. Data Mining Process

(1) Defining the problem according to the problems and
needs of the enterprise: select the data mining target,
through the precise positioning of the enterprise
problem; select the data type and prediction model,
so as to design a targeted marketing strategy; the
main steps include business needs analysis, data rela-
tionship selection, business model association, and
prediction model selection. Figure 1 shows a picture
of a tennis player hitting the ball [18]

(2) Preparing the data [19]: the data set plays a decisive
role in the mining model. Because the data format
in the original data set is complex and diverse, there
are often incorrect data, outliers, or dirty data, which
cannot meet the data requirements of modeling [20].
Therefore, in order to improve the data quality,
match the data requirements of the model and pre-
process the data. The specific steps include data
cleaning, data integration, data reduction, data trans-
formation, and data dimensionality reduction, so as
to extract structured data indicators related to the
topic [21]. A follow-up analysis work provides effec-
tive data support

(3) Exploring data: exploring data is a key part of the
data mining process. Data exploration is generally
divided into classification and clustering [22]. The
classification process is to train the data set by using
the classification algorithm and then use the test data

set to evaluate the accuracy of the selected classifica-
tion rules. Clustering is to select a partition method
to classify the data according to a certain standard
and then test the accuracy of the method [23]

(4) The mining modeling (classification, clustering, asso-
ciation, and prediction): models are diverse, and
analysis models are established according to specific
needs, and the data content is researched and
explored [24]. In addition, the model creation should
match the data of the mining structure columns and
link the data structure to the data set. And the data
set that conforms to the mining structure will be
matched to the database and become valuable data
[24, 25]

(5) Model verification and evaluation: the ultimate goal
of the model is to have commercial value [26]. Before
the model is put into practical application, the perfor-
mance of the model should be tested and evaluated in
many aspects, and the test results should be under-
stood and analyzed in combination with the practical
application, and the results should be discovered
[27]. Valuable business models can be compared
and analyzed on multiple similar models to deter-
mine which model best meets the data requirements
of the problem, to determine the feasibility of the
model [28].

3. Correlation Experiment of Data Mining and
Mobile Computing

3.1. Introduction to XGBoost Algorithm. The XGBoost algo-
rithm is a tree-based lifting algorithm. It is a new tree learn-
ing algorithm for processing sparse data based on the
gradient boosting tree method (GBM or GBRT (gradient
boosting machine or gradient boosted regression tree)), a
theoretically reasonable weighted quantile calculation pro-
gram The instance weight can be handled in the approxima-
tion tree learning. Use scaling and column sampling to
improve the model’s ability to fit data.

Figure 1: Tennis player hitting the ball (the picture comes from
https://image.baidu.com/).
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For a given data set of n samples and m features, D = ðx
, yÞ:
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q represents each tree structure and maps a sample to the
corresponding page index. T is the number of leaves in the
tree. Each f corresponds to an independent tree structure q
and leaf weight w. Unlike decision trees, each regression tree
contains a continuous score on each leaf node, and w repre-
sents i-th leaf score.
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Among them, L is a differentiable convex loss function,
used to measure the distance between the predicted value y
and the true value. The second term of the formula is the
penalty term for model complexity (such as the number of
functions of the regression tree) [29]. The specific process
of data mining is shown in Figure 2.

The accumulation rule is to help adjust the final learning
rate to avoid overfitting. Instead, the model uses an accumu-
lation operation for training.

Δ φð Þ =〠
i

l y
∧ , yit−1 + f t xð Þ
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This means that we greedily accumulate t according to
formula (3) to improve our model the most, and the
second-order approximation of the objective function can
be quickly optimized.
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Among them,
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It is the first-order and second-order statistics of the loss
function; after deleting the constant term, we get

λt = 〠
n

i=1
gi f xið Þ + 1

n
hi + γT
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+ 1
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The above formula can be used as a scoring function to
measure the quality of the tree structure q. This score is sim-
ilar to the purity score of the evaluation decision tree, except
that it is derived for a broader objective function [30].

3.2. XGBoost Algorithm and Feature Selection. Performance
counters provide information about the state of the processor
and can be used to detect the execution and performance of

the workload. However, the link between the counter value
and the observed performance is difficult to capture. On the
one hand, the complexity of the processor makes it an ardu-
ous task to interpret the measured microarchitecture events
and performance. On the other hand, the microarchitecture
events supported by the processor are numerous and compli-
cated. How to choose fewer microarchitecture events? And
how to establish the connection between microarchitecture
events and performance is the research goal of theMEEmod-
ule.

IPC = perf e1, e2,⋯, enð Þ, ð7Þ

e is a certain microarchitectural event and IPC is how many
instructions are executed in each cycle, which is an important
indicator of performance and n is the number of microarch-
itectural events. Through the establishment of XGBoost algo-
rithm model for events and performance, XGBoost is good at
processing sparse data and high-dimensional data and char-
acterizes the processor performance characteristics of run-
ning big data tasks on ARM processors. And use the feature
importance obtained by the XGBoost modeling process to
sort the events.

Y2

l
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This importance metric can easily be extended to additive
tree expansion, which simply averages the tree.
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For each J in the hidden layer or output layer, the net
input and input of the calculation unit J are relative to the
previous layer I:
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i

wijOi + θ: ð10Þ

Figure 2: The specific process of data mining.
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Because the BP neural network has the advantages of
nonlinear mapping ability, self-learning and adaptive ability,
generalization ability, fault tolerance, etc., it has a wide range
of applications in the fields of function approximation, pat-
tern recognition, data prediction, etc. Each unit of the calcu-
lation output layer error selects the sigmoid function as the
excitation function:

Erri =Oi 1 −wj

� �
T −mið Þ: ð11Þ

Aiming at the problems of BP neural network algorithms
that are easy to fall into local extremes, slow convergence
speed, and low optimization accuracy, there are many
improvement methods at present. This paper uses the BP
neural network model based on the improved PSO algorithm
and the GA algorithm to predict mobile user behavior. The
improved BP neural network model training has a faster con-
vergence speed and a more accurate algorithm. The
improved BP neural network algorithm is used to predict
the behavior of mobile users, and the accuracy and stability
are significantly improved.

4. Optimization Analysis of Tennis Player’s
Physical Fitness Index

4.1. Specific Physical Fitness of Young Tennis Players. Flexibil-
ity refers to the movement ability of human joints in different
directions and the stretching ability of soft tissues such as
muscles and ligaments. Flexibility is expressed through the
range of joint motion, which is also reflected in the range of
motion generated by a certain axis of motion.

Table 1 shows the descriptive statistics of various physical
qualities of male athletes in different age groups. The table
mainly lists the number of male athletes of each age group,
the average value, and the standard deviation. The left and
right hand solid balls improve with age. The 1-minute
double-flying rope jumps better with age. The fan-shaped
run and the 800-meter run also increase with age; the faster
the running speed, the shorter the time. Under normal cir-
cumstances, specific physical fitness improves with age and
conforms to the physiological laws of the human body,
except for sitting forward bending.

It can be seen from Table 2 that in the intragroup com-
parison of the physical flexibility of male group A tennis
players, the P values in the same group are all greater than
0.05, which indicates that the top eight male players in group
A are compared with the non-top eight players. The differ-
ence in physical flexibility of famous athletes is not obvious.

From Figure 3, the 16-18-year-old male athletes in Group
A are among the top eight in the seat body who bend forward
and throw a solid ball with both left and right hands, 1-
minute double-flying rope skipping, fan-shaped running,
and 800-meter performance difference comparison table
found. The top eight male athletes in the 16-18-year-old
group have achieved a significant level in the t-statistics of
each performance test of throwing a solid ball with both left
and right hands, a 1-minute double flying skipping rope,
and 800 meters. The significant probability value P is all less
than 0.05, which means 16. Whether the top eight male ath-
letes in the 18-year-old group have a solid ball with their right
hands, a 1-minute double-flying rope, and 800 meters are sig-
nificantly different.

It can be seen from Figure 4 that, first of all, experts par-
ticularly emphasize the cultivation of athletes’ will and qual-
ity in training. Long-term professional sports training must
be boring, and it is a great test for athletes’ physiology and
psychology. Because young athletes are in the developmental
stage, their minds are also showing relatively immature char-
acteristics. Most athletes love to “play” and can persist with
the support of hobbies at the beginning of training. As the
training content deepens and the amount of training
increases, the training process inevitably tends to be repeti-
tive and boring. If there is not enough mental motivation
and will quality, it is difficult to persist. This requires coaches
and parents to need more encouragement and support in
training and conveys to them the basic concept of “training
for oneself,” so that they can generate independent restraint,
so that the effect of training can be improved.

As shown in Figure 5, the overall curve describes the
growth process of the body in terms of height and weight.
It includes the growth of various systems of the body, such
as the muscles, bones, lungs, heart, ligaments, and tendons.
The shape of the curve indicates the slow and steady develop-
ment of body structure or figure between the ages of 5 and 12.
Simply put, this period is the best period for the development
of basic motor skills. Neural curves describe the development
of the brain and nervous system. At about 7 years old, 95% of

Table 1: Descriptive statistics of male athletes of different ages.

Age Number of cases Average value Standard deviation

Seat body forward bending performance 16-18 years old 39 -12.938 7.5906

Throwing a solid ball (2 kg) with both hands 16-18 years old 30 11.3213 2.13373

1minute double-flying rope skipping results 16-18 years old 35 73.50 35.675

Fan running results 16-18 years old 40 16.6015 1.05556

800m score 16-18 years old 43 27.85 19.780

Table 2: Comparison of the difference between men’s group
competition performance and seat bending performance.

Whether the top
eight

Number of
cases

Average
value

Standard
deviation

t
value

Yes 8 -15.563 6.6586 -1.100

No 32 -12.261 7.7670 n.s.
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the central nervous system has been developed. The shape of
the nerve curve indicates that children should be trained
early on motor skills such as agility, balance, coordination,
and speed. The reproductive curve shows the growth pattern
of the first and second sexual characteristics. The growth of
reproductive tissues is slow, there is an incubation period in
childhood, and it is extremely rapid before the growth spurt
in adolescence. This curve shows that hormone maturation

has a significant increase in physical development and ability
improvement.

4.2. Feature Extraction of Tennis Microarchitecture Events.
By observing the importance ranking of the microarchitec-
ture events of Spark-bench benchmarks, we have obtained
the characteristics of four types of programs, which are com-
mon and individual characteristics, memory characteristics,
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Figure 3: Comparison of the difference between male A group competition results and specific physical fitness results.
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and instruction characteristics. The characterization of these
events reflects the performance characteristics of the Spark
program running on the mobile processor. It is helpful to
analyze the execution characteristics of big data tasks on
mobile devices and improve the execution efficiency of big
data tasks on mobile devices.

As shown in Table 3, it is introduced that the MEE mod-
ule of MobilePerfMiner uses the XGBoost algorithm to estab-
lish a performance model for microarchitecture events and
performance and obtains the importance ranking of the
event characteristics of performance. In the process of feature
extraction, according to the change of the error curve, we
found three data features and explained the relationship

between these three data features and the program and
algorithm.

As shown in Table 4, Spark has been established as an
attractive platform for big data analysis because it can hide
most of the complexities related to parallelism, fault toler-
ance, and cluster settings from developers. However, this
comes at the cost of having more than 150 configurable
parameters, as shown in Table 4, which are some of the Spark
configuration parameters. Due to the number of combina-
tions of these parameters, it is not possible to fully examine
the impact of these parameters. The default setting is to allow
developers to quickly deploy their applications, but there is
still the question of whether performance can be improved.
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Figure 5: The curve of the human body’s overall, neurological, and reproductive development trajectory.

Table 3: Event name and description.

Abbreviation Event name Description

BIR BR_IMMED_RETIRED Immediate branch instruction

BMP BR_MIS_PRED Prediction errors or unpredictable branch guess execution

BRP BR_PRED Predictable branch of guess execution

CDE CLK_DE_EN PLE request is programmed

Table 4: Partial Spark configuration parameters.

Parameter name Defaults Description

spark.driver.cores 1 Number of cores used for the driver process only in cluster mode

spark.driver.memory 1 g The amount of memory used for the driver process

spark.executor.memory 1 g The amount of memory used for the executor process

spark.executor.cores All Number of cores per executor

spark.reducer.maxSizeInFlight 48m The maximum size of the map output obtained from each reduce task at the same time

spark.shuffle.compress True Whether to compress the mapping output file
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From the instruction characteristics of the Spark Bench
program in Figure 6, we can see that branch instructions
and floating-point instructions are key events in many pro-
grams. The number of CPU cores (spark.executor.cores)
attribute of each executor controls the number of concurrent
tasks that the executor can run. –spark.executor.cores 4
means that each executor can run up to 4 tasks at the same
time. The number of cores affects the total number of
instructions that the program can execute. The ARM
Cortex-A9 mobile processor contains 4 processing cores
(ARM Corporation, 2016). The picture shows the relation-
ship between the running time ratio of Terasort, Linear
Regression, and SVM programs with significant instruction
characteristics and the number of execution cores. It can be
seen that as the number of execution cores increases, the run-
ning time of the program decreases. When the number of
execution cores increases to 4, the execution time of Linear
Regression and SVM programs is reduced by 50% compared
with the number of execution cores, indicating branching
and floating for Spark programs with point instruction fea-
tures; the configuration parameter execution core number
can improve program execution efficiency. The use of tuned
configuration parameters saves an average of 36% of pro-
gram execution time.

As shown in Figure 7, we can see the memory character-
istics of the Spark program. On the one hand, the data mem-
ory barrier instruction is the performance bottleneck of the
program. On the other hand, the on-chip multilevel cache
system hinders memory access. Therefore, we appropriately
adjust the proportion of storage and execution to memory
and allocate memory reasonably. Shown in Figure 7 is a com-
parison of program execution time obtained with different
memory configurations. For strongly connected component

and Terasort programs, the program execution time gradu-
ally increases from 0.3, while for SVDPlusPlus, the program
execution time gradually decreases, showing that tuning the
memory ratio can improve the efficiency of program execu-
tion. For example, for strongly connected component pro-
gram, the optimal memory ratio can save 54% of program
execution time. After tuning the parameters, an average of
37% of the program execution time was saved.

This article proposes a spark program parameter tuning
method based on event sequencing based on microarchitec-
ture events. Generally speaking, due to Spark’s RDD data
structure, data shuffling behavior, compression, and seriali-
zation parameters have a greater impact on performance.
The serialization method has the greatest impact on CPU
performance. Take Terasort as an example. The important
events in the Terasort program are IFR (INS_FP_RR, the
number of floating-point instructions through the register
renaming phase) and ITA (INS_TLB_ALLOC, the number
of TLB applications for instruction requests), indicating that
the floating-point instructions of the program are an impor-
tant event that affects performance, and the program opti-
mizes the dependency of floating-point instructions during
execution, so that it can be executed more efficiently in the
out-of-order pipeline, so the structure of the optimized pro-
gram can be Better reduce the blockage of the assembly line.
The number of applications for TLB indicates that there are
many instructions in the program that affect the performance
of the virtual address translation physical address. Therefore,
the capacity of the TLB table entry and the locality of page
table access can be used to optimize the locality of the pro-
gram. To reduce the number of TLB applications.

From Figure 8, we can see that the results of the above
optimization we have reached the conclusion that the
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Figure 6: Runtime percentage diagram from different execution number parameters.
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performance characteristics obtained by executing the pro-
gram monitoring event and the configuration parameters
correspond to the performance bottleneck. When the content
of the table shows which event is the most important event,
tuning the corresponding Spark parameters can reduce the
execution time of the program and achieve the objective
function shown in the formula. Executor core parameter

can reduce the program execution time. How to use the per-
formance characteristics obtained through MobilePerfMiner
to tune Spark programs was introduced. According to the
program performance characteristics obtained in Chapter 4,
we start to optimize Spark configuration parameters from
two aspects: instruction characteristics and memory system
characteristics. For programs whose instruction feature is a
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Figure 8: The optimization effect of serialization parameters is not obvious when the data set is small.
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key event, we optimized the configuration parameters of the
number of execution cores, saving 36% of the average execu-
tion time. For programs with memory system characteristics,
we optimized the memory weight configuration parameters,
saving 37% of the program execution time on average. In
addition, the data serialization parameter tuning has saved
21% of the program execution time.

5. Conclusions

This research investigated the characteristics and applica-
tions of ARM processor performance monitoring unit, hard-
ware counter, and microarchitecture events and found that
when running spark big data tasks on mobile platforms,
hardware counters were used to measure events and perfor-
mance characterization from the perspective of microarchi-
tecture, of inadequacy. In order to understand the club’s
comprehensive ability, guide the club to develop its strengths
and avoid weaknesses, and manage the athletes’ athletic abil-
ity; this paper uses data mining technology to build a mining
model to analyze the club’s offensive and defensive balance
ability, offensive combination ability, defensive ability, and
psychological quality. This article firstly deals with the col-
lected club technical statistics data and builds a mining
model with the club’s win or loss as the target attribute and
the score as a decision attribute and analyzes the relationship
between scores and wins. In order to study the comprehen-
sive ability of the athletes and guide the club to manage the
athletes’ athletic ability more effectively, this article takes
the core athletes of the club as the research object, uses data
mining technology to construct a mining model, and ana-
lyzes the key ability and stability ability of the athletes. The
disadvantage of this article is that the data studied are based
on the original data obtained from the existing technical sta-
tistics database of the Tennis League. These data items are
relatively fixed and cannot fully reflect the overall technical
capabilities of the club or athletes; at the same time, some
of the data is subject to the subjective judgment of the statis-
tician. Impact, there are situations that are not objective
enough, and the above problems will lead to incomplete or
incomplete analysis results. Therefore, tennis coaches should
strengthen the special physical fitness training of tennis
players, improve the training plan, and learn from provinces
and cities with higher levels of tennis, absorb advanced and
excellent concepts, and improve the overall competitive level
of national tennis. I will continue to work hard in the future,
hoping to make my own contribution to the national tennis
industry.
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With the popularization of mobile terminals and the rapid development of mobile communication technology, many PC-based
services have placed high demands on data processing and storage functions. Cloud laptops that transfer data processing tasks
to the cloud cannot meet the needs of users due to low latency and high-quality services. In view of this, some researchers have
proposed the concept of mobile edge computing. Mobile edge computing (MEC) is based on the 5G evolution architecture. By
deploying multiple service servers on the base station side near the edge of the user’s mobile core network, it provides nearby
computing and processing services for user business. This article is aimed at studying the use of caching and MEC processing
functions to design an effective caching and distribution mechanism across the network edge and apply it to civil aviation
express marketing. This paper proposes to focus on mobile edge computing technology, combining it with data warehouse
technology, clustering algorithm, and other methods to build an experimental model of MEC-based caching mechanism applied
to civil aviation express marketing. The experimental results in this paper show that when the cache space and the number of
service contents are constant, the LECC mechanism among the five cache mechanisms is more effective than LENC, LRU, and
RR in cache hit rate, average content transmission delay, and transmission overhead. For example, with the same cache space,
ATC under the LECC mechanism is about 4%~9%, 8%~13%, and 18%~22% lower than that of LENC, LRU, and RR, respectively.

1. Introduction

In recent years, the ability of humans to use computer tech-
nology to generate and collect information has been greatly
improved. Large-scale database systems have been widely
used in the management of research companies, and their
development momentum is very strong. This raises a new
question for managers, how can we effectively manage and
apply a large amount of data? In particular, in today’s highly
competitive society, data should be “used” effectively and has
been put on the agenda.

With the in-depth development of domestic and foreign
markets, the direction of civil aviation express marketing
has gradually shifted from “product driven” to “market
driven” and “customer driven,” which requires civil aviation
express to adopt a marketing strategy centered on market
demand. After gradually realizing the role of historical data
resources in improving the competitiveness of enterprises
and increasing economic benefits, they tried to obtain their

own sales data and sales data of competing companies to
assist in the formulation of sales decision information and
timely adjustment of sales strategies and focus on sales and
improve the level of revenue. How to obtain useful data faster
to help companies analyze the actual needs of customers? By
providing a variety of layered and personalized service solu-
tions, the civil aviation industry must give priority to increas-
ing sales revenue and profits and improving customer
satisfaction and loyalty. In the marketing process, in order
to make accurate and timely business decisions, relevant
information must be fully obtained and used to assist the
decision-making process.

Mobile edge computing can provide cloud and IT ser-
vices near mobile subscribers and allow cloud servers to be
used inside or near base stations. Therefore, using the MEC
platform can reduce the terminal delay perceived by mobile
users; application developers can use real-time wireless
access network information from MEC to provide context-
aware services; MEC can also implement the execution of
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computationally intensive applications. Yu introduced the
MEC platform’s architecture and described and realized the
key functions of the above-mentioned functions, then
investigated the relevant latest research results, and finally
discussed and determined the MEC open research challenges
[1]. The downside is that the detailed analysis of this article
around MEC just stays at the technology itself, without
extending it. Tran and Pompili consider an MEC-enabled
multicell wireless network, where each base station (BS) is
equipped with an MEC server, which can help mobile users
perform computationally intensive tasks through task off-
loading. In order to maximize the user’s task offloading rev-
enue, the problem of joint task offloading and resource
allocation is studied [2]. However, the problem under con-
sideration involves joint optimization of task offloading
decisions. Due to the combined nature of this problem, it is
difficult and impractical to find the best solution for large-
scale networks. Ahmed and Rehmani introduced and dis-
cussed the definition of MEC given by researchers, the
opportunities that MEC brings, and the research challenges
in the MEC environment. In addition, the motivation of
MEC was highlighted by discussing various applications
[3]. However, the discussions conducted by the institute are
all theoretical knowledge, not combined with practice, and
are rather vague.

The innovation of this article is (1) the introduction of
big data technology into mobile edge caching, and by bring-
ing cloud computing and cloud storage closer to the edge of
the network, it can better cope with the impact of the rapid
growth of data traffic on the network and provide a high-
quality network service and user experience. (2) This paper
proposes a collaborative caching mechanism based on
machine learning under the distributed MEC service system.
The mechanism uses the local caches of several MEC servers
to form a cooperative cache domain as the overall structure
and uses the migration learning method to predict the popu-
larity of the content. Based on this prediction, an MEC with
an optimization goal of minimizing the average content
transmission cost is established.

2. Application Methods in Civil Aviation
Express Marketing

2.1. Mobile Edge Computing Technology. As a new architec-
ture to improve the efficiency of computing offload, mobile
edge computing provides computing resources in the access
network close to smart mobile devices [4, 5]. Mobile edge
computing is the foundation of cloud computing. The quasi-
cloud computing is located close to the local network where
the data source is located, and the data will not be sent to
the cloud as much as possible, so as to reduce transmission
delay and network bandwidth costs as much as possible. Cur-
rently, mobile edge computing is widely used in various
fields. In the communications field, network operators
combine telecommunications network services with edge
computing and provide services to users by arranging MEC
servers (MEC servers) at access points (access point (AP))
or base stations (base station (BS)).

Mobile edge computing allows mobile terminals to
transfer computing tasks to network edge nodes, such as
wireless access points and base stations. The basic frame-
work diagram of the mobile edge computing system is
shown in Figure 1. Its design idea meets the needs of mobile
terminals to expand computer functions and at the same
time compensates for the long-term transmission delay of
the platform [6].

It can be seen from Figure 1 that on the MEC platform,
the edge computing server is installed on the side of the wire-
less access network, which greatly shortens the distance
between it and the user equipment. In traditional cloud com-
puting, data must pass through the wireless access network
and the main network to reach the remote cloud server. After
the cloud server processes the data, it returns the result to the
user through a long and visible link [7]. It takes a lot of time
to use the cloud platform to process this task. Due to the
shorter transmission distance, MEC no longer needs to pass
through large mobile links and the main network, thereby
reducing delay costs. On the other hand, because the pro-
cessing power of the server edge is much higher than that
of the mobile device, the processing time of the task is
greatly reduced.

The MEC technology and hierarchical microcloud
(Cloudlet) technology that provide services such as comput-
ing and caching for users within the access range are both
considered to be the natural evolution of mobile cloud tech-
nology. The MEC server can provide cloud services to mobile
users within the coverage of its Wi-Fi access points. Cur-
rently, applications deployed on terminal devices have
increasing demands for computing resources and storage
resources; making offloading workloads deployed on mobile
terminals to the cloud has become the most effective solution
to the insufficient performance of terminal devices [8]. The
MEC server brings traditional core cloud-centric computing
closer to the edge of the network on the user side, accelerating
content, services, and applications, thereby improving
responsiveness from the edge. While providing users with a
highly distributed computing environment, the MEC server
can also perform special tasks that cannot be completed in
the traditional Internet architecture, such as real-time big
data analysis, perception performance optimization, and dis-
tributed cloud computing. For many emerging applications,
such as intensive video coding and local streaming services,
mobile operators can use MEC servers to work with core
cloud systems. When the local MEC server cannot meet the
needs of users or the computing power of the MEC server
is insufficient to support when computing intensive tasks
are performed by the mobile terminal, the MEC server can
request computing resources from the core cloud and collab-
orate to complete the work [9, 10]. This MEC server and the
core cloud data center cooperate to complete tasks, which can
make up for the core cloud’s long distance to users, long
transmission delay, and small cloud Wi-Fi coverage. The
MEC server is used to complete seamless task offloading
and execution.

At present, the MEC technology has been recognized
by the 5G PPP organization as one of the three key
emerging technologies for 5G networks, including network
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function virtualization (NFV) and software-defined net-
working (SDN).

2.2. Data Warehouse Technology. Data warehouse is a new
data processing architecture based on relational database
technology to solve integrated data problems. The currently
accepted concept of a data warehouse is the definition of
the creator’s data warehouse: a data warehouse is centralized,
integrated, time-changing, and continuous data collection,
supporting the execution of the decision-making process
[11]. Regarding data warehouse, although domestic and for-
eign experts do not have a unified definition, their views all
point out that data warehouse has the characteristics of sub-
ject-oriented, integrated, relatively stable, and historical.

2.2.1. Theme. Each topic corresponds to an analysis question
raised by managers, which is an analysis field at the macro
level. The theme refers to the abstract concept that aggregates
and categorizes data in the macro field for mining, analysis,
and utilization [12]. Since the data in the data warehouse is
subject-oriented, there are two processes for the organization
of the data: determining the subject and determining the con-
tent of the data that needs to be included in each subject. In a
data warehouse, each topic corresponds to a relationship,
that is, a data table, so the expression of the topic can be
realized by using a data table in a relational database.
Subject-oriented data organization has two characteristics:
independence and completeness.

2.2.2. Granularity.Granularity refers to the level of detail and
the level of the data warehouse in the data warehouse and is a
very important concept in the data warehouse. The more
detailed the description in the data warehouse, the lower
the level of data analysis. On the other hand, the wider the
description of the information, the higher the resolution.
The data in the data warehouse usually has various resolution
levels, including resolution level, resolution, openness, and
advanced analysis. Analysis classification directly affects the
amount of data in the repository and the adjustable data
tables and numbers associated with the analysis process
[13] as shown in Figure 2.

The data granularity of a data warehouse is related to the
level of data collection organized in a specific topic. Data
warehouse analysis must meet certain design principles to
meet all levels of questionnaires and analysis requirements.
Granular design principles are as follows: optimized storage
structure, high query performance, space saving, and strive
to eliminate data loss in the existing structure.

2.2.3. Metadata. Metadata is “data information” used to
describe and identify the source of data elements, the activi-
ties of data elements in the process, the data warehouse,
and the description of data and operations (input, calcula-
tion, and output). In order to effectively organize a data ware-
house, metadata with clear description capabilities and rich
content must be designed.

2.2.4. Data Segmentation. Data segmentation refers to a way
to reasonably separate all data into small physical units suit-
able for independent storage management [14]. The main
purpose of data segmentation is to improve the efficiency of
organization and data analysis. There are many standards
for data segmentation such as date, characteristics, region,
and business area, or it can be a combination of two or more
reference standards. Under normal circumstances, the date
item should be regarded as the basic segmentation standard
in the segmentation process. It can naturally segment the
data according to people’s understanding, and the segmen-
tation is even. Data segmentation can be divided into two
types: system level and application level [15]. System-level
segmentation is done by most systems, such as database
management and operating systems. Application-level seg-
mentation is performed directly by password repository
administrators or developers, and this level of segmenta-
tion is relatively more flexible.

2.3. Clustering Algorithm. Clustering algorithm is the most
studied and widely used algorithm in unsupervised learning.
Its basic function is to divide a specified data set into multiple
subsets through a certain algorithm, that is, clusters [16, 17].
It can be said that clustering is a process of dividing samples
in a data set into disjoint subsets through algorithms. The
purpose of the clustering algorithm is to classify a group of
data to form data clusters, and meet the following two condi-
tions. (1) The tasks after the same cluster are as similar as
possible. (2) The difference between tasks in different clusters
is as large as possible.

The most commonly used criterion to determine the
degree of similarity between points in the clustering algo-
rithm is to use the Euclidean distance and Mahalanobis dis-
tance between two points [18, 19]. Generally, the Euclidean
distance in the r-dimensional feature space can be expressed
as

Dm,n =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
r

i=1
mi − nið Þ2

s
: ð1Þ

Cloud
Core network

Mobile edge
computing server

Base station

Figure 1: The basic framework of mobile edge computing system.
(This picture is borrowed from Baidu Encyclopedia.)
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The Mahalanobis distance can be expressed as

D m,nð Þ = 〠
r

i=1
mi − nij j: ð2Þ

Ming’s distance is a generalization of Mahalanobis dis-
tance, which can be expressed as

D m,nð Þ = 〠
r

i=1
mi − nij jλ

 !1/λ

: ð3Þ

It can be seen that for Ming’s distance, whenλ = 1, it cor-
responds to the Mahalanobis distance, and whenλ = 2, it cor-
responds to the Euclidean distance.

For the clustering problem in the MEC system, we need
to determine the similarity metric before classification. Sup-
pose there are currently X tasks, numbered fA1, A2, A3,⋯,
AXg, and the total amount of calculation required to com-
plete each task is fB1, B2, B3,⋯, BXg, respectively. Assuming
that the sensitivity of all tasks to delay can be divided into Y
categories, numbered f1, 2, 3,⋯, Yg, when there are X tasks.
The extension sensitivity can be expressed as fE1, E2, E3,⋯
, EXg, where Ei ∈ f1, 2, 3,⋯, Xg, i = fA1, A2, A3,⋯, AXg.
We define the classified cluster as fC1, C2, C3,⋯, Cjg and
hope that the maximum value of the standard deviation of
all clusters obtained after classification is as small as possible.

Assume that at a certain moment the task in the control-
ler is fA∗

1 , A∗
2 ,⋯,A∗

xg, and the corresponding delay sensitiv-
ity is fE1 ′, E2 ′,⋯, Ex ′g. After normalizing the delay
sensitivity, the delay sensitivity obtained is fE∗

1 , E∗
2 ,⋯, E∗

xg,
where

E∗
i =

Ei ′
∑x

kEk′
: ð4Þ

Early detail level

Current level of
detail/day

Mild comprehensive
grade/week

Highly comprehensive
grade/year or month

Figure 2: Data granularity in the data warehouse.

Table 1: Cache hit rate of MEC server mechanism in each cache
space.

Cache space size Caching mechanism Cache hit rate (%)

20

GT 21.6

LECC 20.3

LENC 18.6

LRU 11.8

RR 7.5

40

GT 33.1

LECC 31.5

LENC 27.8

LRU 21.7

RR 15.1

60

GT 43.3

LECC 39.8

LENC 34.2

LRU 28.1

RR 21.9

80

GT 50.8

LECC 47.6

LENC 40.0

LRU 36.7

RR 28.8

100

GT 57.5

LECC 54.8

LENC 44.3

LRU 42.1

RR 34.9
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The total amount of calculation required to complete the
task is fB1 ′, B2 ′,⋯, Bx ′g, respectively, and the total calcula-
tion amount obtained after normalizing the calculation
amount is fB∗

1 , B∗
2 ,⋯, B∗

xg, where

B∗
i =

Bi ′
∑x

k=1Bk ′
: ð5Þ

We define that the Euclidean distance between tasks A∗
i

and A∗
k in the same cluster can be expressed as

Di,k =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E∗
i − E∗

kð Þ + B∗
i − B∗

kð Þ2
q

: ð6Þ

The average of the distances in the same cluster can be
expressed as

�D = ∑x
i=1∑

x
k=1,k≠iDi,k
C2
x

: ð7Þ

Define the standard deviation corresponding to tasks in
the same cluster as W, when there is task fA∗

1 , A∗
2 ,⋯, A∗

xg
in cluster Ci; the corresponding standard deviation is

Wi =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑x ′

i=1∑
x ′
k=1,k≠i Di,k − �D

� �2
C2
x ′

vuut : ð8Þ

We believe that in the same cluster, the smaller the stan-
dard deviation of all tasks, the higher the similarity of the
tasks. Therefore, we hope that in the results obtained by clus-
tering, the maximum value of the standard deviations in all

clusters is as small as possible. That is, when all tasks can
be divided into j clusters, we hope to get

min max Wif g, i = 1, 2, 3,⋯, j: ð9Þ

Assuming that there are a total of f ′ tasks in the current i
-th cluster, then the average of the distances of all tasks in this
cluster is

Di =
∑f ′

i=1∑
f ′
k=iDi,k

C2
f ′

, ð10Þ

where C2
f ′ means

C2
f ′ =

f ′!
f ′!⋅ f ′ − 2
� �

!
: ð11Þ

The weight vector wi of the currently selected sample i,
where wk = ðwk,1,wk,2Þ and wk represent the weight vector
between the current input sample in the output layer.
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Figure 3: The trend of the cache hit rate with the size of the MEC
cache space under each cache mechanism.

Table 2: The average content transmission delay of the MEC server
mechanism in each cache space.

Cache space
size

Caching
mechanism

Average content transmission
delay

20

GT 78.1

LECC 79.7

LENC 81.5

LRU 88.6

RR 92.2

40

GT 66.7

LECC 69.3

LENC 73.2

LRU 79.1

RR 85.2

60

GT 57.0

LECC 60.8

LENC 66.8

LRU 72.1

RR 79.2

80

GT 49.3

LECC 53.9

LENC 60.0

LRU 64.1

RR 72.2

100

GT 42.8

LECC 45.7

LENC 56.4

LRU 58.9

RR 66.7
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Therefore, the Euclidean distance vector Di between the
weight vector and the inputMi can be obtained by the follow-
ing formula:

Di,k = Mi −wkk k = 〠
2

λ=1
mi,λ −wk,λð Þ2

" #1/2
, k = 1, 2,⋯, j:

ð12Þ

Determine the winning neuron h by the smallest distance
between the output layer neuron and the task sample i:

Di,h =min Di,k
� �

, k = 1, 2,⋯, j: ð13Þ

Adjust the connection weight: for the winning neuron h
and all the neurons in the output layer and input layer in
its neighborhood NhðnÞ, the connection weight vector of
the algorithm executed at the n + 1th time is in accordance
with the formula shown below, make corrections

wi,k n + 1ð Þ =wi,k nð Þ + η nð Þ × Mi −wi,k nð Þð Þ, k = h, ð14Þ

wi,k n + 1ð Þ =wi,k nð Þ + η nð Þ
2 × Mi −wi,k nð Þð Þ, k ∈Nh nð Þ,

ð15Þ
wi,k n + 1ð Þ =wi,k nð Þ, k ∉Nh nð Þ: ð16Þ

The connection weight of the input neuron i and the out-
put neuron k is also a two-dimensional vector, and h repre-
sents the winning neuron.

Update the learning rate ηðnÞ and the neighborhood
function NhðnÞ: the general learning rate and neighborhood
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Figure 4: The average content transmission delay under each
caching mechanism varies with the size of the MEC cache space.

Table 3: The average content transmission overhead of the MEC
server mechanism in each cache space.

Cache space
size

Caching
mechanism

Average content transfer
overhead

20

GT 376

LECC 392

LENC 409

LRU 442

RR 467

40

GT 334

LECC 347

LENC 365

LRU 387

RR 425

60

GT 281

LECC 302

LENC 327

LRU 359

RR 390

80

GT 244

LECC 261

LENC 301

LRU 322

RR 358

100

GT 213

LECC 236

LENC 278

LRU 290

RR 327
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Figure 5: The trend of cache hit rate with the size of MEC cache
space under each cache mechanism.
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function will gradually decrease with the increase of the
number of iterations, which can be expressed as

η n + 1ð Þ = η 0ð Þ × 1 − n
N

� �
, ð17Þ

Nh n + 1ð Þ =Nh 0ð Þ × 1 − n
N

� �
: ð18Þ

The clustering algorithm is a strategy for clustering
mobile terminal tasks in the MEC system. For the results
obtained after clustering, it is hoped that the maximum dis-
tance standard deviation in all clusters is as small as possible
[20]. It can not only ensure the quality of service and improve
the user experience but also reduce the queuing delay of
subsequent tasks, which is conducive to reducing system
overhead.

3. Application Experiment Based on Mobile
Edge Computing Technology in Civil
Aviation Express Marketing

3.1. Experimental Program Based on MEC Architecture. In
order to verify the effectiveness of the prediction of content
popularity to design the collaborative caching mechanism
under the MEC architecture, this article compares the cach-
ing scheme with some known content caching schemes,
including the least recently used (LRU) strategy and random-
ized cache strategy (randomized replacement (RR)). The
least recently used (LRU) replacement strategy is a caching
strategy for estimating future requested content by observing
the content being accessed by users in the near future. When
the amount of cached data exceeds the threshold, the least
recently accessed content is deleted [21, 22]. The RR caching
strategy randomly selects data content for caching.

In addition, in order to more intuitively and effectively
illustrate the advantages of the content popularity prediction
scheme based on migration learning proposed in this paper
and the improvement of network performance by the MEC
collaborative caching mechanism, this research also com-
bines the caching scheme with LENC (noncooperative learn-
ing). Based caching scheme and GT (popularity-aware
greedy strategy) scheme are compared. Specifically, the
LENC scheme means that each MEC directly caches content
with high popularity based on the prediction results of the
content popularity based on the migration learning method
in this article, until the cache space is full, that is, no collabo-

rative caching is performed between MEC servers; the GT
scheme is when the true value of content popularity is known
in advance; the MEC collaborative greedy algorithm pro-
posed in this paper is used for cache deployment [23]. In fact,
the GT algorithm provides the performance upper limit (not
the real performance upper limit) under the greedy coopera-
tive caching mechanism of this article for the other four
algorithms (LECC, LENC, LRU, and RR).

3.2. Performance Indicators. The comparison is made from
three performance index parameters, namely, the cache hit
rate (hit rate (HR)), the average content transmission delay
(average delivery latency (ADL)), and the average content
transmission cost (average transmission cost (ATC)).

3.2.1. Cache Hit Rate (HR). In the MEC service system, the
processing methods of user requests can be divided into the
following two situations: one is that if the requested content
has a backup in the MEC cooperative cache domain; the con-
tent is sent to the user, which we call a cache hit. The other is
that if the content requested by the user is not cached in the
local cooperative cache domain; the content needs to be
obtained from the remote central server and then pushed to
the user. This is called a miss [24–26].

3.2.2. Average Content Transmission Delay (ADL). In the
MEC service system, the average delay for users to obtain
content is an important performance indicator to measure
the quality of user experience. The smaller the average con-
tent delivery delay, the more user requests can be satisfied
by the local MEC, and the higher the quality of user
experience [27, 28].

3.2.3. Average Content Transmission Cost (ATC). The aver-
age content transmission cost (ATC) index is the value of
the objective function of the optimization problem. In addi-
tion, in the definition of the objective function of the optimi-
zation problem, we set the unit data content to be transmitted
from Cm to Cnðm ≠ nÞ, and the transmission cost through
single-hop routing is γ. The unit data content is transmitted
from the remote cache server to Cm, and the transmission
cost of the single-hop route is γ0. Since the exact values of γ
and γ0 cannot be known in the simulation of real test scenar-
ios, we use simulation to illustrate the impact of γ and γ0
value settings on performance. We define the cost factor μ:

μ =def γ0
γ
: ð19Þ

3.3. Experimental Parameter Settings. Consider the scenario
where video content services are dominant in mobile Internet
applications. The simulation parameters are as follows. There
are 3 randomly distributed BSs in the cooperative buffer
domain, and the number of mobile users in each cell is 400.
Assume that the content provider publishes a total of 800
video files whose popularity obeys the ZipF distribution
model, and the skewness coefficient is α = 0:52. This param-
eter describes the degree of skewness of the content popular-
ity distribution. For the cooperative cache domain model, we
consider 3 MEC servers in a domain, and each server receives

Table 4: Cache hit rate of MEC server mechanism under different
service contents.

Number of service contents
Cache hit rate (%)
Caching mechanism

GT LECC LENC LRU RR

1000 37.2 35.6 30.4 24.9 19.3

2000 26.3 24.8 19.8 14.9 9.8

3000 21.2 18.7 16.2 10.5 7.2

4000 18.5 15.8 12.1 7.9 5.1
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an average of 9000 content requests per day. It is assumed
that the MEC server in the domain has a uniform size of
cache space. The update period Δt is 3 h. In addition, the
transmission delay in the access network and core network
refers to the 3GPP LTE standard. In the simulation experi-
ment, we study the impact of system parameters on cache
performance, including the size of cache space, the number
of service contents, the skewness coefficient of the popularity
distribution, and the cost coefficient [29, 30].

4. Application Experiment Analysis Based on
Mobile Edge Computing Technology in Civil
Aviation Express Marketing

4.1. Performance Comparison of Five Mechanisms in a
Certain Cache Space. First, the five caching mechanisms
under the change of the MEC cache space are described
and the performance comparison in three aspects: cache hit
rate, average content transmission delay, and transmission
overhead. The value of each MEC buffer space size ranges
from 10 to 100, the overhead coefficient γ is 10, the skew
coefficient α is 0.52, and the number of service contents in
the system is 800. Table 1 records the variation of the cache
hit rate with the size of the MEC cache space under each
cache mechanism.

According to the variation of the cache hit rate with the
size of the MEC cache space under each cache mechanism
recorded in Table 1, the trend change graph of the cache hit
rate with the size of the MEC cache space under each cache
mechanism in Figure 3 can be obtained.

It can be seen from Figure 3 that the cache hit rate under
all strategies increases as the cache space increases. Experi-
mental data shows that the LECC mechanism proposed in
this paper is superior to LENC, LRU, and RR. Specifically,
when the cache space is 60, the cache hit rate under the LECC
mechanism is about 6%, 11%, and 18% higher than that of

LENC, LRU, and RR, respectively. In addition, when the size
of the cache space changes from 20 to 100, the cache hit rate
under the LECC mechanism differs from the upper limit of
the cache hit rate obtained by GT by only 3%-5%. This proves
the effectiveness of the caching mechanism based on intelli-
gent prediction of content popularity in this paper.

Table 2 records the variation of the average content
transmission delay with the size of the MEC cache space
under each caching mechanism.

According to the variation of the average content trans-
mission delay under each cache mechanism with the size of
the MEC cache space recorded in Table 2, the trend change
graph of the cache hit rate under each cache mechanism with
the size of the MEC cache space can be obtained.

Table 5: The average content transmission delay of the MEC server mechanism under different service content quantities.

Number of service contents
Average content transmission delay
Caching mechanism

GT LECC LENC LRU RR

1000 61.8 64.9 69.8 75.7 82.1

2000 74.8 77.2 80.6 85.6 90.3

3000 79.7 82.8 85.1 89.1 94.0

4000 82.3 84.9 88.7 92.5 95.1

Table 6: The average content transmission overhead of the MEC server mechanism under different service content quantities.

Number of service contents
Average content transfer overhead
Caching mechanism

GT LECC LENC LRU RR

1000 312 325 349 375 413

2000 371 383 402 425 451

3000 398 412 422 445 470

4000 415 423 440 462 476

Under each cache mechanism

GT, 18.5
LECC, 15.8

LENC, 12.1

LRU, 7.9
RR, 5.1
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Figure 6: Cache hit rate of MEC server mechanism under different
service contents.
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It can be seen from Figure 4 that the average content
transmission delay under all strategies decreases as the cache
space increases. This is because as the cache space increases,
more content can be cached locally so that more user
requests can be directly served by the local cooperative cache
domain. Experimental data shows that the LECCmechanism
has the lowest ADL. For example, when the storage space
ranges from 60 to 100, the ADL under the LECC mechanism
is about 6% to 10%, 10% to 15%, and 18% to 22% lower than
that of LENC, LRU, and RR, respectively.

Table 3 records the variation of the average content
transmission overhead with the size of the MEC cache space
under each caching mechanism [31, 32].

According to the changes in the average content trans-
mission overhead of each cache mechanism with the size of
the MEC cache space recorded in Table 3, the trend graph
of the cache hit rate with the size of the MEC cache space
under each cache mechanism in Figure 5 can be obtained.

It can be seen from Figure 5 that the average content
transmission overhead under all strategies decreases as the
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Figure 7: The average content transmission delay of the MEC server mechanism under different service content quantities.
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cache space increases. Experimental data shows that the
LECC mechanism has the lowest ATC. For example, when
the storage space ranges from 60 to 100, the ATC under the
LECC mechanism is about 4%-9%, 8%-13%, and 18%-22%
lower than that of LENC, LRU, and RR, respectively. The sig-
nificant improvement in cache performance brought about
by the LECC mechanism mainly comes from the content
popularity prediction based on migration learning proposed
in this paper and the MEC collaborative cache [33].

4.2. Performance Comparison of Five Mechanisms under a
Certain Amount of Service Content. Tables 4–6 record the
cache hit rate, average content transmission delay, and trans-
mission overhead under the five caching mechanisms as the
number of different service contents changes. The value
range of the number of service contents is 500 to 4000, the
cost coefficient γ is fixed at 10, the skew coefficient α is taken
at 0.52, and the size of the cache space of each MEC server is
fixed at 60.

According to the changes in the cache hit rate of each
cache mechanism with the number of different MEC service
contents recorded in Table 4, the trend change graph of the
cache hit rate with the size of the MEC cache space under
each cache mechanism in Figure 6 can be obtained.

According to the variation of the average content trans-
mission delay under each caching mechanism with the
amount of different MEC service content recorded in
Table 5, the trend change graph of the average content trans-
mission delay under each caching mechanism in Figure 7
with the size of the MEC cache space can be obtained.

According to the variation of the average content trans-
mission cost under each caching mechanism with the num-
ber of different MEC service contents recorded in Table 6,
the trend graph of the average content transmission cost
under each caching mechanism in Figure 8 with the size of
the MEC cache space can be obtained.

Figures 6–8 describe the changes in the cache hit rate,
average content transmission delay, and transmission over-
head with the number of different service contents under
the five caching mechanisms. Experimental data shows that
the LECC mechanism proposed in this paper is superior to
LENC, LRU, and RR in terms of HR, ADL, and ATC. It
can be seen from Figure 6 that the cache hit rate under all
strategies decreases as the number of service contents
increases. The average content transmission delay and trans-
mission overhead increase with the increase in the number of
service contents. This is due to the limited cache space of the
MEC server. With the continuous increase of service content,
more and more user requests cannot be satisfied from the
local cache. From the numerical results in Figure 6, when
the number of service content changes from 1000 to 3000,
the HR under the LECC mechanism is about 5%~9%,
11%~14%, and 16%~21% higher than that in LENC, LRU,
and RR, respectively.

5. Conclusions

With the rapid development of the mobile Internet and the
Internet of Things, mankind is about to usher in the 5G

era. 5G technology demands “large capacity, large band-
width, low latency, and low power consumption,” andmobile
edge computing is precisely the 5G network that improves
user experience. The key technology is deployed at the edge
of the network, close to the data source, and has rapid feed-
back. It can sink the computing content and capabilities
and localize the business. This paper proposes a collaborative
caching mechanism based on machine learning under the 5G
MEC architecture. The mechanism uses the local caches of
several MEC servers to form a cooperative cache domain as
the overall structure and uses the migration learning method
to predict the popularity of the content. Based on this predic-
tion, an MEC is established that optimizes the average con-
tent transmission cost. The content cache model further
proves the above optimization problem. We use algorithms
to solve the content caching scheme and perform simulation
verification. Experimental results show that the proposed
LECC caching strategy can effectively improve the cache hit
rate and reduce transmission overhead and content trans-
mission delay.

The proposed mobile edge computing architecture pro-
vides storage and computing and network services for mobile
terminal users and provides a good platform for task migra-
tion. Task migration is to transfer all or part of large-capacity
PC applications to mobile devices with a large amount of
resources on the platform to deal with insufficient processing
problems and limited power. The short-term capabilities of
mobile edge computing provide users with powerful comput-
ing capabilities and ultra-high-speed networks, which can be
accessed anytime, anywhere, shorter migration path and
lower power consumption.
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With the continuous deepening of enterprise management and market competition, the pressure of production and operation of
enterprises is increasing, and it is urgent to improve the management level of enterprises. This paper mainly studies the decision
optimization design of enterprise standardization management planning based on mobile network system. In this paper, the
idea of clustering is used to integrate the customers into a customer clustering mode, which will greatly reduce the number of
customers studied in the model and simplify the optimization process of the model. Through online and offline processes, these
can achieve dynamic and rapid processing of data flow and can well meet the needs of users for data flow analysis. In the
construction of enterprise standardization strategic performance evaluation index system, it is necessary to decompose,
combine, and converge the index system. According to the construction principles and methods discussed above, the
influencing factors of standardized strategic performance evaluation indicators of construction enterprises are preliminarily
stratified by using the expert survey method and cluster analysis method, so as to construct the initial evaluation system. For the
mobile network system testing, we use the black box test and white box test. The test content mainly includes two modules: area
calculation and label calculation. Experimental data show that when the time threshold Ts is set to 1 hour, the prediction
accuracy of TBM increases from 46.9% to 47.7%. The results show that the mobile network system realizes the whole life cycle
management of enterprise standards and improves the management level of enterprise standardization work.

1. Introduction

Only through the improvement of standardized management
level of enterprises, through standardization to guide produc-
tion, improves product quality and service quality, in order to
stand out in such fierce competition, to achieve long-term
development of enterprises. However, at present, because
many enterprises have not realized the importance of stan-
dard informatization, or have not seen the needs of enter-
prises in this respect, the application examples of enterprise
standardized information management system are not many,
which can only learn from the experience of other informa-
tion management systems for system development.

The research in this article enables decision makers to
better use scientific decision-making methods to participate
in the coordination activities between enterprises in the
future, to maximize the profits of the supply chain, and to
enhance the overall competitiveness of the supply chain.
With the gradual development of the application of the per-
formance analysis system and the full utilization of its func-
tions, it will surely create important value for the enterprise
and enhance its core competitiveness. For core enterprises,
by helping small- and medium-sized enterprises in the sup-
ply chain to solve financing problems, it is conducive to
maintaining sustained and stable trade relations and promot-
ing the healthy development of the supply chain.
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The mobile network plays a role in promoting the opti-
mization of the enterprise’s standardized management sys-
tem. Choi proposed a millimeter wave- (MMW-) based
mobile hotspot network (MHN) system for high-speed rail-
ways, which can support a peak backhaul link throughput
of 1Gbps per train at a speed of 400 km/h. The MHN system
can be implemented in subways and high-speed trains to
support passengers and provide access to the Internet
through smart devices. The system he proposed can over-
come the inherent high path loss of MMW through system
design and high antenna gain. He also demonstrated the fea-
sibility of using the test bed deployed in Seoul Metro Line 8
for the MHN system. There are some subtle loopholes in his
research [1]. Jao believes that as the demand for new-
generation mobile networks continues to grow, the ITU
radiocommunication sector (ITU-R) has proposed key tech-
nical performance requirements for the development of
IMT-2020 systems and has begun to invite submissions for
IMT-2020 candidates radio interface technology. System-
level simulation is used as the main tool to evaluate the per-
formance of various application scenarios. Unlike link-level
simulation, in link-level simulation, only the link between a
base station (BS) and user equipment (UE) is evaluated,
while system-level simulation simulates a large number of
BSs and UEs in a wide service area. There is no clear direc-
tion for his research [2]. Bifulco believes that the service
function chain is expected to simplify the process of intro-
ducing new services into the mobile network by enabling
the dynamic combination of virtualized network functions.
However, the current implementation relies on new tunnel-
ing protocols and changes in network infrastructure, which
makes deployment in traditional networks difficult. He pro-
posed a system for service function chains that can be easily
deployed in mobile networks without any protocol or net-
work modification. In addition, he proposed the design of
a hybrid hardware-software software-defined network
switch to implement a scalable network traffic classifier,
which CATENAE uses to allocate network flows to corre-
sponding functional chains. His research lacks necessary
experimental data [3].

This paper mainly discusses the optimal design of enter-
prise standardized management planning decision-making
under mobile network system and adopts the visual way to
support the collaborative modeling process of value model
and evaluation system. The evaluation results are displayed
in a variety of graphical forms, and the local or global view
can be viewed by zooming the view. The system makes full
use of factory mode and multithread control technology to
make the overall structure of the module clear and concise,
and ensure the subsequent maintainability and scalability of
the module.

2. Mobile Network System and Enterprise
Standardized Management

2.1. Mobile Network System. The Manhattan distance func-
tion follows a grid-like path to calculate the distance from
one data point to another. The Manhattan distance between
two data points is the sum of the grid paths [4]. The formula

for the distance between point X = ðX1, X2,⋯, XnÞ and point
Y = ðY1, Y2,⋯, YnÞ is as follows:

d = 〠
n

i=1
Xi − Yij j: ð1Þ

The Euclidean distance function measures the straight
line distance between two points. The formula for the
distance between point X = ðX1, X2,⋯, XnÞ and point Y =
ðY1, Y2,⋯, YnÞ is as follows:

d =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
Xj − Y j

� �2
s

: ð2Þ

The overall architecture design of the mobile network
system is shown in Figure 1.

The objective function is defined as follows:

J = 〠
K

k=1
〠
xi∈Dk

xi − ckk k2: ð3Þ

If the sample has the smallest distance from the center ck
of the k-th category, the sample belongs to the cluster Dk,
which can be described as follows:

Dk = xi ∈ X kj = arg min
j∈ 1,2,⋯,kf g

xi − cj
�� ��2

( )
, ð4Þ

ck =
∑xi∈Dk

xi
Dkj j : ð5Þ

The weight calculation formula is defined as follows:

WAi
=

NAi

∑n
j=1NAj

: ð6Þ

The calculation formula of the clustering coefficient of
node v2 is as follows:

cc =
n

k

2

 ! =
2n

k k − 1ð Þ : ð7Þ

In the formula, k represents the number of all adjacent
nodes of node v2 [5]. The calculation method of the cosine
similarity between node i and node j is as follows:

cos =
ai ⋅ aj

aik k ⋅ aj
�� �� : ð8Þ

Among them, k⋅k means two norms. The similarity of
network nodes is widely used in the clustering of networks
and networked data. For example, the similarity between
social network nodes can be used to recommend friends [6].
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The probability of a network with n nodes and m edges
obeys the binomial distribution shown in the following
formula:

P mð Þ =
n n − 1ð Þ

2
m

0
@

1
Apm 1 − pð Þn n−1ð Þ/2−m: ð9Þ

The expected value of m is as follows:

mh i = 〠
n n−1ð Þ/2

m=0
mP mð Þ = p ⋅

n n − 1ð Þ
2

: ð10Þ

The average degree of random network hki is calculated
as follows:

kh i = 2 mh i
n

=
2p ⋅ n n − 1ð Þ/2

n
= p ⋅ n − 1ð Þ: ð11Þ

The calculation method of the degree distribution of a
random network is as follows:

P kð Þ =
n

k

 !
pk 1 − pð Þn−k ≈ e kh i ⋅

kh ik
k!

: ð12Þ

The platform monitors Internet traffic data through the
self-developed traffic monitoring system TMS, which is
deployed between the access network and the core network.
Whenever a user uses the device to go online, TMS can col-
lect all the upstream and downstream data packets and gen-
erate streams through collection recording. These stream
records are distributed to the data processing module
through the data distribution system [7]. The calculation
results of batch processing and real-time processing can be
stored in a relational database. The platform provides a
friendly interface module to display these results. In addition,
the cluster monitoring module is used to monitor the abnor-
mality of the platform. It can collect the performance indica-
tors of the hardware and software in the cluster. When
errors and alarms occur, the cluster manager will notify the
cluster manager through emails and text messages for
processing [8].

2.2. Enterprise Standardization Management. Enterprise
standardization information management system is based
on the relevant information of enterprise standardization.
After the full analysis and investigation of enterprise stan-
dardization management, the system of standardized infor-
mation network is established based on the development
goal of the enterprise, and the actions of various departments
of the enterprise are connected in series, so as to enjoy the
effective influence brought by standardization and maximize
the benefits of the enterprise. A number of standards are
organically combined and complemented to form a relatively
perfect logistics standard system [9].

The logistics standard unit formed in the process of
logistics enterprise management standardization can provide
factual support and experience reference for logistics indus-
try standardization, and logistics industry standardization,
as a verified standard reference, can be applied to logistics
enterprise standard unit, thus indirectly promoting logistics
enterprise standardization management. But at the same
time, the concept of logistics standardization can also be
applied to the standardization management of enterprises
based on nonlogistics business standards, playing a reference
significance [10, 11].

In addition, with the development of computer monitor-
ing technology and the improvement of automation degree
of enterprise management information system, hydropower
enterprises must timely adjust the original equipment man-
agement organization form and build a flat, cross-
departmental matrix equipment management mechanism
as soon as possible. In fact, when people really get a sense
of accomplishment and satisfaction from their heart, that
kind of enthusiasm will promote better completion of tasks.
Therefore, hydropower enterprises should improve the living
and working environment of employees, quantify objectives
and tasks, and set up effective commendation methods, so
that enterprises can make full use of their talents and
employees can obtain a certain sense of achievement through
work [12, 13].

The stronger the competitiveness of an enterprise, the
higher its status, the higher its market visibility, and the
higher the probability of establishing a corresponding rela-
tionship. The strong competitiveness and high status of an
enterprise reflect the company’s ability to solve problems
and the current good operating conditions of the enterprise.

Mobile network anomaly detection system based on
clustering and association analysis

Abnormal behavior cluster
analysis module based on K-

means

Apriori-based abnormal
behavior association analysis

module

Anomaly detection module
based on K-means

Weight
calculation

Eigenvalue
extraction

Cluster
analysis

Adaptive minimum
support calculation

Correlation
analysis

Eigenvalue
extraction

Abnormal
detection

Figure 1: The overall architecture design of the mobile network system.
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This also means that the knowledge and experience that the
enterprise has stored in the market operation is quite rich.
With the deepening of the degree of interaction between
the core enterprise and the related organizations in the rela-
tionship network, it will help the core enterprise to lock the
organization in the relationship network [14].

When the two parties to establish a relationship have a
deeper understanding of each other, the two parties will carry
out more in-depth cooperation around technology standard-
ization, and there will be a certain degree of path dependence
between each other. Therefore, relevant organizations such
as intermediary, business, scientific research, and administra-
tion will be locked in the relationship network established by
the core enterprises. An important prerequisite for the stable
operation and development of relational network is that all
the member organizations in the network can get the return
corresponding to their efforts. When a member gains non-
corresponding benefits, it will harm the interests of other
members, thus causing other members to have reservations
in the cooperation [15].

2.3. Decision Optimization System. The decomposition of
engineering product design objects is actually the decompo-
sition of complex product multidisciplinary design decision
problems into multiple relatively simple disciplines or sub-
systems, and each discipline or subsystem can be analyzed
and optimized in a relatively independent environment at
the same time. This paper uses the fuzzy clustering method
to divide the strategy set of each game party [16].

Single objective optimization is performed on n objective
functions separately, so as to obtain the optimization vector
of each objective function when the optimal value is
obtained:

X∗
j = x∗1j, x

∗
2j,⋯, x∗mj

n o
, j = 1, 2,⋯, n: ð13Þ

In the formula, X∗
j is the set of design variables corre-

sponding to the j-th design goal when the optimal value is
obtained.

DPI is defined as the expected value of the design perfor-
mance preference function within the design solution range,
namely,

DPI = E P yð Þ½ � =
ð�y+Δy
�y−Δy

P yð Þf yð Þdy: ð14Þ

The decision support system uses local branch and
delimitation, tabu search, and neural network algorithms
according to different underground roadway environment
and inspection area status and other information to calculate
the path planning of underground security personnel in dif-
ferent scenarios and different scales, and calculates the park-
ing of each person and vehicle. Points need to arrange the
number of security personnel, and the safety inspection sys-
tem generates a safety inspection route for each security per-
sonnel, and can observe the entire downhole situation in real
time through the personnel positioning module, and can
conduct two-way early warning up and down [17, 18].

According to this platform, it can quickly and accurately
calculate the inspection path planning of mine security per-
sonnel, and carry out positioning and early warning, so as
to improve the mine safety and personnel work efficiency
and reduce enterprise costs. The fitness function requires
the planning scheme to make the objective optimal under
the constraint conditions. In the fitness function, it is
required to reflect both the expected factors of the solution
and the undesirable factors of the solution, and reward the
former and punish the latter [19]. Generally, the fitness func-
tion adopts the maximum principle; that is, the greater the
fitness value, the better the variety. After the main grid posi-
tions are initially determined, the power flow of the network
is calculated with the minimum line loss as the optimization
objective, meeting the constraints of power supply radius and
voltage loss, and the line loss of different grid structures is
compared and analyzed, and finally, a new grid structure is
obtained [20, 21].

3. Mobile Network System
Simulation Experiment

3.1. Test Environment. Considering the common hardware
environment in current practical application, we use IBM
System x3650 M2 server as web server and database server,
and select two smart phones for mobile terminal equipment.
We use Windows Server 2008 as the operating system of the
server, Tomcat as the web server, and MySQL database as the
most common database [22]. The system simulation param-
eter settings are shown in Table 1.

3.2. Data Preprocessing. This paper adopts the idea of cluster-
ing, integrates customers into a customer clustering model,
and gathers multiple small customers into one big customer,
which will greatly reduce the number of customers studied in
the model, thereby simplifying the optimization solution
process of the model. Based on the principle of minimizing
logistics costs, the distribution of production locations to
customers often follows the principle of nearby distribution,
and because the capacity of each production location is lim-
ited, it can only meet the needs of some nearby customers,
so in order to reduce the scale of the problem, it can be based
on the production location. Geographic location and histor-
ical data of distribution, the production area, and customers
are divided into regions, the production area in each area
mainly supplies the needs of customers in the area, and the
remaining production is used for external supply. Through
this division of the main supply area, the large-scale resource
allocation problem is divided into several smaller-scale
resource allocation problems [20, 23].

3.3. Data Stream Clustering. The data stream clustering of the
mobile network system is divided into two parts: an online
process that records the current data stream clustering char-
acteristics and an offline process for users to perform offline
queries. The online process quickly receives the input data
stream, and saves the clustering results it produces as the
intermediate results of mining for users to query offline.
Through online and offline processes, dynamic and fast data
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flow processing is realized, and users’ needs for data flow
analysis can be well met [24].

(1) Initialize the data stream. At the beginning, several
data are read in at one time, and divided to form an
initial grid, and calculate the feature vector of each
grid unit

(2) Add new data objects. With the inflow of new data
objects, each data point will be located in the corre-
sponding spatial grid according to its own informa-
tion, and the feature vector of the grid unit will be
updated in real time. Due to the large amount of data
flow and unpredictability, if you store all the grids, a
lot of storage space is required. In order to save stor-
age space, in this algorithm, we only store grid cells
with data points [25]

(3) Mobile nonintensive units. Due to the complemen-
tary and overlapping division of the grid, some of
the influence of the data points on the surrounding
space is lost, and at the same time, the data points
that originally belong to a certain category may be
unevenly distributed into different grids. This effect
has on the grid unit. The edge data is particularly
obvious. After the grid unit is moved, a new grid unit
is generated, and the grid unit vector and its density
are calculated. At this time, it is not necessary to scan
the entire data set, as long as the data unit adjacent to
the grid unit is viewed [26]

(4) Update the feature vector of the grid unit. Under the
condition of continuous data flow, after moving the
entire data space, the data space is composed of the
original dense unit and the newly added unit

(5) Identify clusters. After moving the nondense grid
cells, the data space is composed of the original dense
grid cells and newly added grid cells. According to the
depth-first traversal algorithm to find the related
dense units, find all the dense units associated with
the unit and merge these units to generate a cluster
[27]

3.4. Construction of Evaluation Indicators. In the construc-
tion of enterprise standardization strategic performance eval-
uation index system, it is necessary to decompose, combine,
and converge the index system. In the performance of stan-
dardization strategy of construction enterprises, process
and result are equally emphasized; that is, in the design of

index system, on the one hand, the final result of strategy
implementation is emphasized; on the other hand, the pro-
cess of strategic evaluation, selection, and implementation
is also emphasized. According to the construction principles
and methods discussed above, the influencing factors of stan-
dardized strategic performance evaluation indicators of con-
struction enterprises are preliminarily stratified by using the
expert survey method and cluster analysis method, so as to
construct the initial evaluation system [28].

(1) Select 9 experts to score the 5 elements in the selected
evaluation system and quantitatively score them
according to their contribution to the evaluation tar-
get. The scores are, respectively, 5, 4, 3, 2, 1

(2) Analyze several elements with a small total score of
the expert’s score, and when it is determined that its
contribution to the evaluation target is small or that
it can be merged into other indicators, remove the
indicator and perform cluster analysis on the remain-
ing indicators

(3) Use SPSS software to perform cluster analysis, con-
nect factors with similar properties in a step-by-step
connection method, and cluster all influencing
factors

(4) After the cluster analysis is completed and experts’
opinions are consulted again, the preliminary index
system of performance evaluation for standardiza-
tion strategy of construction enterprises can be
obtained. Finally, six parts are selected in the initial
system indicators of construction industry standard-
ization strategy evaluation, including standardization
strategy planning and implementation, customer
focus, internal management improvement, learning
and growth, project management improvement, and
economic benefit promotion [29]

4. System Simulation Analysis

4.1. Application Analysis of Enterprise Standard
Management. The training set and test set data are sequen-
tially input into the support vector regression machine, deci-
sion tree, and random forest for training. The training effect
of the proxy model obtained after tuning the parameters is
shown in Table 2 and Figure 2. It can be seen that the coeffi-
cient of R2 when GA is used as an independent variable is
0.98, which is significantly positive at the 1% level. It proves
that assuming H1 remains unchanged in other influencing
factors, the improvement of business innovation ability in
the new economic era indicates that the more effective the
enterprise is to help the new economic era through innova-
tive internal control. In addition, the effectiveness of external
capital market supervision factors is significantly related to
the audit effectiveness, indicating that the quality of the audit
system of internal control audit reports has an effect on the
effectiveness of corporate internal control, and confirms that
further strengthening of internal control audits can promote
the role of enterprises in helping the new economic era.

Table 1: System simulation parameter settings.

Simulation parameters Simulation value

Number of SDP sites M 3

Number of functional modules per SDP site N 10

IoT business category K 6

IoT aggregation length L 10

IoT aggregation delay threshold T ls
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The generation of decision support systems is based on
the theoretical development of management information sys-
tems and other related disciplines. Although traditional MIS
can organize and manage information on the surface, it can-
not dig out the internal laws of information to serve decision-
making. The help of managers is limited, and the expected
socioeconomic effects have not been achieved. The move-
ment characteristics at different times are shown in Table 3.
It can be seen from the table that people are more inclined
to move during nonworking hours, especially on weekends.
Both the entropy and the radius of gyration increase signifi-
cantly, indicating that people are more mobile at this time.
This also illustrates the necessity of proposing time-based
mobility algorithms.

We use Markov and TBM to experiment on the predic-
tion accuracy, respectively, and the Ts parameter of TBM is
set to 1 hour and 2 hours, respectively. At the same time,
the algorithm was tested separately for mobile users and all
users. The final experimental results are shown in Table 4
and Figure 3. It is known from the table that TBM can
achieve a better prediction effect for mobile users than basic
Markov. When the time threshold Ts is set to 1 hour, the pre-
diction accuracy of TBM rises from 46.9% to 47.7%; when the

time threshold Ts is set to 2 hours, higher prediction accuracy
can be obtained. In a sense, it is “using the skills of others to
do a good job.” It is a collaborative activity that gathers peo-
ple with different personalities, specialties, and preferences
under the same organizational goal. The uniqueness of cor-
porate goals determines that corporate standardization man-
agers cannot seek common ground while reserving
differences can only give up or change personal views, com-
promise, and compromise with each other for the common
goals of the enterprise. On the other hand, in scientific
research, scholars, as knowledge disseminators and research
direction masters, generally adopt a condescending, authori-
tative, and paternalistic management mode for their disciples
and students. Enterprise employees have professional skills
and have been on the front line of research and development
for a long time. They are the creators and specific implemen-
ters of innovative activities. Authoritative and too rigid man-
agement methods are not conducive to activating employees’
thinking and maintaining creativity. Therefore, companies
often use incentives: management mode.

4.2. Performance Analysis of Decision Optimization System.
Normalized throughput is an important index to measure

Table 2: Model training effect.

Model used
R2 RMSE

Training set Test set Training set Test set

Support vector regression machine 0.9774 0.971 0.9531 1.1184

Decision tree 0.9813 0.9673 0.867 1.187

Random forest 0.9873 0.9732 0.7135 1.0748
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Figure 2: Model training effect.

Table 3: Movement characteristics at different times.

Working
hours

Nonworking
hours

Weekend

Location entropy 1.71 1.81 1.97

Radius of
gyration

0.58 0.59 0.72

Table 4: Experimental results.

Forecast accuracy All users Mobile users

Markov 34.3% 46.9%

TBM (Ts = 1 h) 36.2% 47.7%

TBM (Ts = 2 h) 37.2% 48.6%
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random access, which directly shows the quality of random
access process. The high normalized throughput indicates
that the system has strong access ability and can drive more
devices under the limited time-frequency resources. When
the number of RA-RACH users increases to a certain num-
ber, serious collision conflicts will occur, resulting in poor
access ability. However, AC-RACH and FC-RACH will not
have this problem. The normalized throughput under differ-
ent access modes is shown in Figure 4. It can be seen from the
figure that the normalized throughput of the random access
mode with AC-RACH and FC-RACH is higher than that of
RA-RACH. Especially when the arrival rate of user request
is higher and higher, the throughput of RA-RACH access will
decrease with collision until it approaches zero. AC-RACH
and FC-RACH keep the normalized throughput near the
maximum by restraining the real-time demand of some
users, so as to realize the system optimization. Compared
with AC-RACH, FC-RACH has more feedback to adjust
the input and compensate the estimated value of access load
to a position closer to the real load.

The comparison of throughput rate between genetic algo-
rithm and assisted call admission algorithm is shown in
Figure 5. It can be seen from the figure that the throughput
rate of the system increases first as the number of users
increases, and then stabilizes. When the number of users is

less than 1,000, there is little difference in throughput
between GA and MACA. This is because when the number
of users is small, the base station has enough resources to
serve all users. Although the throughput rate is equal, the
resource utilization rate of the base station is different. When
the number of users increases again, MACA’s system
throughput rate will soon reach the upper limit and GA can
continue to increase until the number of users is about
2,000. The final stable system throughput rate of GA is higher
than that of MACA. Therefore, laboratory scientific research
and enterprise innovation are two completely different fields,
and there are many differences in communication manage-
ment mode, thinking mode, innovation goal, implementa-
tion conditions, and so on. These differences make scholars
have conflicts of roles in the process of transforming into
executives. As a result, scholars with rich scientific research
achievements and outstanding scientific research capabilities
may not be able to successfully transform into outstanding
corporate standardization managers.

The change of recognition accuracy with distance is
shown in Figure 6. As can be seen from the figure, when
the distance between devices increases, the accuracy of device
selection gradually decreases. When the distance between
devices is fixed and the angle increases, the accuracy of device
selection also increases. Moreover, in the Spartacus system,
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Figure 3: Experimental results.
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when the angle was 45 degrees and the distance between the
source device and the receiving device was less than 4 meters,
the accuracy rate could reach 95%. In this system, the same
angle and distance, accuracy can be up to 100 percent. When
the angle was 30 degrees and the distance was 3 meters, the
device selection accuracy of Spartacus could reach 90%, while
in the same environment of this system, the accuracy could
reach 95%. When the distance between the source device
and the receiving device is less than 3 meters, the accuracy
of device identification is relatively stable. This is consistent
with the phenomenon of sound energy depletion. Because
SYS uses energy contrast to detect audio, the energy differ-
ence between audio and other bands decreases with distance.
Moreover, due to the improved performance generated by
arm extension, SYS was able to achieve 95% accuracy within
3 meters, 90% accuracy within 4 meters, and 85% accuracy
within 5 meters for all device tests. For enterprise standardi-
zation management, there are obvious differences between
this management and academic activities in many aspects
such as communication methods, thinking modes, innova-
tion goals, and restrictive conditions. This has led to a certain
degree of a role conflict between scholars in the process of
transforming into corporate executives. The innovation effect
of a decisive position such as chairman or CEO is lower than
that of other senior management positions, indicating that

the innovation promotion effect of academic senior manage-
ment is closely related to the position of the company.

The recognition accuracy of the system in different envi-
ronments is shown in Table 5. For a distance range of 0.5
meters, 100% equipment selection accuracy can be achieved
in all three scenarios. When the distance increases, the per-
formance of the hall is basically stable, and the accuracy rate
is close to 100%, but the performance of the laboratory and
the corridor decreases slightly with the increase of the dis-
tance, but the laboratory environment can still guarantee an
accuracy of more than 90%, and the corridor environment
can still guarantee an accuracy of over 85%. Comparing these
two scenes with the lobby, this is mainly due to the powerful
multichannel effect. Before training activities, the actual
needs of employees should be understood through
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Figure 6: Variation of recognition accuracy with distance.

Table 5: The recognition accuracy of the system in different
environments.

Distance (m)
0.5 1 1.5 2 2.5 3

Hall 94.5% 85.1% 82.4% 86.7% 90.1% 92.3%

Laboratory 97.1% 89.5% 87.4% 88.2% 92.1% 93.2%

Corridor 94.8% 92.4% 97.4% 85.2% 83.8% 86.4%
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Figure 5: Comparison of throughput rate between genetic algorithm and assisted call admission algorithm.
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questionnaires, interviews, etc., and the needs of employees
should be combined with the needs of the company, so that
training can be as close as possible to standardized manage-
ment and job requirements. Establish scientific and stan-
dardized employee training procedures, set up targeted
training courses, and help employees improve their work
skills and quality in the most efficient manner through the
supervision of the training process and the assessment and
feedback of the training results.

4.3. Role of Mobile Networks in Corporate Management. The
descriptive statistics of core enterprise capabilities are shown
in Table 6. In terms of scale, it is considered that 5 billion is
an enterprise with certain regulations, with the highest aver-
age, reaching 4.36; the smallest degree of dispersion is that
one billion is an enterprise with a certain scale, reaching
0.743; in terms of development capacity, the average number
of high growth enterprises is higher, reaching 3.77, with a
large degree of dispersion, reaching 0.849; in terms of leading
ability, the average number of high growth enterprises is
higher, reaching 3.77, with a large degree of dispersion,
reaching 0.849. It is considered that the leading power of
enterprises with 500 suppliers is strong, with the highest
average value of 4.23. The smallest degree of dispersion is
that the core enterprises with more than 200 suppliers have
a strong leading ability in the supply chain, reaching 0.843.

The comparison between the predicted value and the real
value of the test set is shown in Figure 7. The critical values of
robustness of regular network and scale-free network are
both 0, which means that the robustness of these two types
of networks is almost the same. However, the essence of
scale-free network is a sparse network; that is, the number
of edges of the network is not too many, and the number of
edges of regular network is too much; even some regular net-
works, the network is not sparse enough. When k = 2, the
clustering criterion function value of the improved algorithm
is significantly higher than that of theMinMax k-means algo-
rithm, but from k = 3, the clustering criterion function value
of the improved algorithm decreases obviously. With the
increase of clustering number k, the clustering criterion func-
tion values of MinMax k-means algorithm and improved
algorithm tend to be parallel to each other and always
maintain a certain gap. Explain that the heterogeneity of
enterprises (enterprise establishment time, enterprise profit-
ability, business complexity, asset scale, and actual control-
ler) has a significant impact on the empirical results, and
different types of enterprises show the existence of effective-
ness of the new era of internal control application economy
significant differences. Finally, the three control variables
PR, PETIC, and IDR related to the respondent failed to pass
the test, indicating that the professional relevance, internal

control experience, and regional differences of different
respondents contribute to the business innovation ability
and internal control innovation. The relationship between
the effectiveness of the new economic era has no impact.

The traffic consumption comparison between MP2P-
VPN and OpenVPN is shown in Figure 8. The average daily
traffic consumed by MP2P-VPN and OpenVPN is 407 kB
and 1508 kB, respectively. It can be seen that the traffic
required to maintain the MP2P-VPN network is only about
a quarter of that of OpenVPN, saving a lot of network traffic.
The core task of the enterprise standardization strategy that
is leading in terms of technical standards is to make its own
standards the dominant or de facto standard in the industry.
For this reason, it is necessary to find a strategy to make the
network effect beneficial to itself and to establish its own
installation foundation as soon as possible. Clever use of pos-
itive feedback loops attracts consumers to bear the switching
costs and ultimately lock the market on its own technology.
In the new economic era, the stronger the company’s ability
to stimulate new power, the more effective it is to help the
new economic era through innovative internal control.

5. Conclusions

The mobile network automatic drive test system is imple-
mented by C/S structure; the interface layer is based on the
user-defined control implemented by the third party control
and is completely separated from the data based on the event
message mechanism; the business logic layer integrates the
protocol analysis, signaling process judgment, namely, the
use of event finite state machine, and the implementation
of network optimization engineering algorithm. The opti-
mized hierarchical structure, the most reasonable modular

Table 6: Descriptive statistics of core corporate capabilities.

H11 H12 H13 H21 H22 H23 H31 H32 H33 H41 H42

Mean 3.28 3.97 4.36 3.69 3.77 3.69 3.61 3.89 4.23 3.45 3.77

Median 3.00 4.00 5.00 4.00 4.00 4.00 4.00 4.00 4.00 3.00 4.00

Standard deviation 0.90 0.74 0.79 0.91 0.84 1.00 0.86 0.83 0.93 0.84 0.78
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Figure 7: Comparison of the predicted value and the true value of
the test set.
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logic design, and the most rigorous code implementation
make the mobile network automatic drive test system have
powerful and perfect functions, which can easily and accu-
rately realize the test scheme, analyze the network status,
and generate test result reports. It provides comprehensive
and accurate data support for network optimization and
effectively improves the convenience of system use. The
deployment of the whole network optimization system has
gone through the process of demand collection, system
development, and test acceptance, and most of the test results
basically achieve the expected objectives, and the system runs
normally.

This paper analyzes the existing research on the coordi-
nation and optimization of enterprise production and distri-
bution and the application of decision support system in
logistics distribution and production. According to the char-
acteristics of multiorigin, multicustomer, and multiproduct
logistics resource allocation problem, combined with the
characteristics of decision support system, the framework of
decision support system for logistics resource allocation is
designed. The coordination and optimization model is estab-
lished for the logistics resource allocation problem of multi-
origin, multicustomer, and multiproduct types, and the DSS
system is designed and developed. This paper establishes
the general idea, main contents, and development principles
of enterprise standardization management system. Through
the establishment of the principle of standardization man-
agement mode, it specifically expounds the methods for
functional departments, grass-roots units, and grass-roots
teams to carry out the construction of standard system. The
practical tools for functional departments to carry out the
construction of standard system are given, which provides
guidance and basis for enterprises to carry out standardiza-
tion management.

The innovation effect of academic executives when they
occupy decisive positions in enterprises is not significant
when they hold other nondeterministic positions. The
increase in the proportion of academic executives does not
simultaneously bring about an increase in innovation effects.
The above findings help to understand the role of academic
executives in corporate innovation activities more rationally
and objectively; that is, scientific and technological person-

nel’s “breaking fence” entrepreneurship and participatory
entrepreneurship may be better than dominant entrepre-
neurship. Therefore, it is recommended that companies do
not seek intellectual support from scholars as much as possi-
ble. Instead, they should appropriately control the propor-
tion of academic executives, so that they can not only give
full play to the professional and resource advantages brought
by academic experience but also avoid the “shortcomings” of
scholars. The adverse impact is on innovation and entrepre-
neurship. In addition, enterprises should choose appropriate
methods and methods, adopt various forms of “flexibility” to
attract talents, make the best use of their talents, and realize
the real purpose of hiring academic executives.
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Nowadays, the development and innovation of tennis have basically been integrated with the Internet, and the penetration of big
data is accelerating the development of tennis. Collect data and statistics about tennis matches, analyze the key winning factors of
the game, assign players’ gains and losses, and assign points. Fully understand the game’s tactics and various key technical functions
of the player and enhance the influence of the game’s attention. Therefore, as the era of the Internet of Things is about to come, the
development of sports events in my country should seize the opportunity of innovation in the application of Internet of Things
technology, accelerate the process of upgrading informatization and intelligence, and achieve leapfrog development. This article
is aimed at studying the use of the Internet of Things security technology, research, and design a monitoring system for the key
technical characteristics of male tennis players. This paper proposes to develop a novel real-time video semantic analysis
prototype system for tennis matches, taking the video from the monitoring perspective of tennis matches as the analysis object.
The experimental results in this article show that from Wimbledon to the Australian Open, the Australian Open is very slow,
and finally, to the French Open, the speed of the ball slows down and improves the accuracy of the tennis crisis system. The
average level and the correct answer rate are 61.37%. Eventually, it rose from the highest 86.13% to 86.92%, and the highest was
the lowest. It seems that a monitoring system for the basic technical characteristics of male tennis players is more feasible.

1. Introduction

1.1. Background. With the holding of large-scale sports
events such as the Olympic Games and the World Cup, peo-
ple are becoming more and more obsessed with sports. Ten-
nis is a very popular ball sport, and every tennis enthusiast
will pay attention to the four major open tennis tournaments.
As well as business forms, there is still a lot of room for
improvement and transformation. The Internet of Things
industry is an emerging strategic industry that my country
is focusing on developing. Based on this environment, the
application of the Internet of Things has great potential and
space. In recent years, the Internet of Things technology
has gradually matured, focusing on sensors, software, etc.,
and at the same time, in terms of supporting equipment for
the Internet of Things, especially the rapid development of
basic equipment such as smart circuits and transmission net-
works. As far as the current situation is concerned, my coun-
try’s Internet of Things has a relatively wide range of

applications, involving my country’s industry, commerce,
agriculture, and service industries [1, 2]. It plays an extremely
important role in urban construction, environmental protec-
tion, urban safety, and intelligent transportation. This has
also brought new development opportunities and challenges
to various fields, especially in the sports industry. The use of
advanced technologies of the Internet of Things can bring
huge technological innovations to the research and develop-
ment of sports events and comprehensively promote the
development of sports events.

1.2. Significance. In a modern tennis game, key points are of
the utmost importance to every player. Athletes often face
great psychological pressure during key points. Losing key
points means losing a game, a set, or even the entire game.
In 2018, the global Internet of Things market will exceed
100 billion U.S. dollars, and 26 billion devices will be con-
nected to the Internet of Things by 2020. This huge number
will bring huge growth space for the development of the
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sports industry. As an important part of the sports industry,
sports events also show that people have the spirit of contin-
uous innovation and challenge. Modern sports events are one
of the important signs of current social progress, civilized
develop, and economic strength. In today’s social life, the
process of economic integration and the rapid development
of information technology make the combination of the
Internet of Things and sport an important development
direction for the development of the sports industry. “Inter-
net +” sports continue to ferment, big data, VR, artificial
intelligence, etc. [3] and will be deeply integrated with sports.
Making full use of the Internet of Things technology in the
operation of large-scale sports events is an important reality
for further improving the level of sports events in Japan
and promoting progress in game management, information
management, and venue management. Promote the con-
struction of industry and sports culture. There are relatively
few researches on the application of the Internet of Things
technology in the management of sports events, and the
application of the Internet of Things in this field is still blank.
This time, the research on the application of the Internet of
Things technology in sports events has brought theoretical
results and has special theoretical importance, filling the gaps
in our research in this area.

1.3. Related Work. Zhang proposed a table tennis human
body recognition scheme based on commercial smart
watches. We have developed a data acquisition system based
on the Internet of Things architecture to obtain data on the
acceleration, angular velocity, and magnetic induction of
the watch. According to the characteristics of the extracted
data, experiments were carried out using main machine
learning classification algorithms such as k-nearest neigh-
bors, support vector machines, Naive Bayes, logistic regres-
sion, decision trees, and random forests. The results show
that the random forest has the highest recognition rate,
reaching 97.80%. In addition, Zhang designed a simple con-
volutional neural network to compare its performance on
this issue. The network consists of two convolutional layers,
two pooling layers, and two fully connected layers and uses
data without extracted features. The results show that the
accuracy of this method is 87.55%. This research can provide
training aids for amateur table tennis players [4]. Although
the recognition rate of random forest is very high, reaching
97.80%, there is still a certain gap. Wang uses a wireless wear-
able sensor device (WSD) based on MEMS (MicroElectro-
Mechanical System) motion sensors to identify the different
strokes of different badminton players and classify their tech-
nical level. The system includes custom sensor nodes for data
collection, mobile applications, and cloud-based data pro-
cessing units. Compared with the video-based badminton
shot analysis method, the WSD method has the advantages
of low cost, convenient use, and high computational effi-
ciency. It provides the advantage of dynamically monitoring
multiple players in indoor and outdoor environments [5].
Although WSD has many advantages, there are still certain
errors. Fu recently discovered that following a consensus
statement in 2009 requiring standardized literature and
tennis-related injury analysis, several studies have been pub-

lished describing the incidence of longitudinal injuries in the
Grand Slam and Davis Cup. Recent research by ATP has fur-
ther clarified the pattern of damage in tourism. Recently,
there have also been some high-quality studies on the injury
trend of college students and outstanding young tennis
players, drawing attention to the musculoskeletal injuries
and systemic diseases that young tennis players may be vul-
nerable to. Recent ATP and junior and junior level injury
monitoring work has highlighted injury trends, which will
help guide injury prevention strategies in different levels of
competition [6]. Although certain results have been achieved,
there is still room for improvement.

1.4. Innovation. The innovations of this paper include the fol-
lowing: (1) introduced the design and implementation of a
prototype system for real-time semantic analysis of tennis
match video and conducted a comprehensive analysis of var-
ious performance indicators of the entire system through
experiments. (2) The semantic analysis part of tennis player’s
motion. First of all, because in the tennis match video frame
from the monitoring perspective, both people and tennis
belong to for small targets, and we propose a video small tar-
get detection algorithm based on the YOLO v3 algorithm. (3)
A real-time semantic analysis algorithm for tennis match
video based on deep learning is proposed.

2. Introduction to Related Technologies

The key to the world’s outstanding male tennis players is to
distribute the ball, whether they are leading or lagging,
through a wide angle outside corner serve and a short flat
and fast inside corner serve. The scoring rate is high, the loss
rate is low, and the serve effect is significant. The score is
high, and the serving effect is poor. Real-time video semantic
analysis of tennis matches includes many specific technolo-
gies. This article mainly focuses on target tracking, target
tracking, 2D human pose estimation, and lightweight Mobi-
leNet network. At the same time, due to the background of
the special application of this article, the realization of related
technologies is also inseparable from tennis. The preliminary
knowledge of sports is also introduced here. In the research
process, combined with prior knowledge, each technique
was improved for various challenges, and so the original
algorithm is more suitable for the specific sports scene of
the tennis match. This article mainly focuses on the semantic
analysis of the two major sports objects in the tennis
match—athletes and tennis. The output semantic informa-
tion includes the athlete’s movement type, movement dis-
tance, movement speed, and tennis landing area.

2.1. Target Monitoring Technology. The Faster-RCNN algo-
rithm is one of the main representatives of the deep learning
target detection algorithm. This method combines the CNN
classification of the candidate regions that have been sepa-
rated to form an end-to-end target detection network, which
is good in terms of speed and accuracy effect. However, Fas-
ter R-CNN obtains the candidate regions in advance, and
then the strategy of classifying each candidate region leads
to a large amount of calculation and cannot achieve real-
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time results [7, 8]. The emergence of the YOLO series of algo-
rithms has improved the speed of the target detection
method. It regards the detection task as a regression problem,
which greatly accelerates the speed of the algorithm [9, 10].

2.2. Target Tracking Technology. Target tracking, as the name
implies, is the continuous tracking of the target. It is an indis-
pensable link in our tennis match video semantic analysis
system, because we need to continuously track the target ath-
lete to facilitate the semantic analysis of the athlete’s move-
ment [11, 12]. The degree of motion matching refers to the
use of the Mahalanobis distance between the detection result
and the tracking result at the position predicted by the Kal-
man filter to describe the degree of motion matching [13, 14].

d 1ð Þ i, jð Þ = dj − yi
� �Ts−1i dj − yi

� �
: ð1Þ

Among them, yi is the predicted observation of the trajectory
at the current moment, dj is the state of the jth detection
result, and si is the covariance matrix of the observation space
at the current moment predicted by the trajectory by the Kal-
man filter [15, 16].

Apparent matching degree refers to serious situations
such as ID deformation caused by using Mahalanobis dis-
tance alone as a matching degree metric. Especially when
the camera is moving, the Mahalanobis distance measure-
ment may be invalid; so, at this time, the apparent matching
degree should be used to remedy [17, 18]. The system only
calculates the minimum cosine distance of the detection
result within the latest L = 100 of the trajectory [19, 20].

d 2ð Þ
i,j =min 1 − rTj r

ið Þ
k ∣ r ið Þ

k ∈ Ri

� �
: ð2Þ

The fusion of the two metrics refers to the weighted average
ci,j = γdð1Þði, jÞ + ð1 − γÞdð2Þði, jÞ, where γ is hyperparameters
that are used to adjust the weights of different items [21].

2.3. Two-Dimensional Human Posture Recognition. From the
perspective of computer vision, the best way to recognize an
action gesture is to find out its action characteristics. These
characteristics can include many aspects, such as the human
body’s stride frequency, stride length, facial features, ges-
tures, body posture, walking trajectory, and shaking degree.
Relying only on computer vision algorithms is often not
good, usually combined with some hardware devices [22,
23]. In addition to the combination with hardware, it is a
good method to perform human body action recognition
and human body posture estimation by obtaining the skele-
ton and key points of the human body [24, 25].

3. Real-Time Video Semantic Analysis for
Tennis Matches

In the research process of real-time video semantic analysis
for tennis matches, the semantics we need to analyze are
divided into two aspects from the perspective of the target
object. One is the semantics of the athlete’s action type and
sports information, and the other is the semantics of the ten-

nis landing area. YOLO-V3 uses a single network structure to
predict the category and location of the object while generat-
ing the candidate area and does not need to be divided into
two stages to complete the detection task [26, 27].

3.1. Monitoring for Small Target Athletes. In the tennis game
video scene, target detection is mainly to find some targets on
the sports field, namely, people and tennis. Since our applica-
tion is in the video surveillance scene of a tennis court, the
distance between the camera and the sports field is very long,
resulting in relatively small players and tennis balls in the
video, which brings challenges to our detection algorithm.
We have compared and analyzed a series of mature target
detections that currently exist and concluded that the YOLO
v3 algorithm is superior to other algorithms in the detection
accuracy of small targets under the premise of ensuring the
detection speed. In response to the above challenges and con-
clusions, we have made corresponding improvements to the
YOLO v3 algorithm to make it more suitable for small target
detection tasks in our specific scenarios. Calculate the param-
eters according to formula (1), obtain the width conversion
parameter θi1 and the height conversion parameter θj1, and
finally convert the original w0, h0 to w1, and h1.

θi1 =
1
2〠

n

n=1

2w0
wn1 +wn2

� �
, θj1 =

1
2〠

n

n=1

2h0
hn1 + hn2

� �
n = 2ð Þ:

w1 = θi1 ×w0, h1 = θj1 × h0,
ð3Þ

According to the above theoretical method, we obtained the
conversion coefficient of the original bounding box size
width and height after performing statistics through experi-
ments. The experimental results include three groups, corre-
sponding to three different levels of size, and each group
contains the width conversion parameter θi1 and the height
conversion parameter θ j1. The results are shown in Table 1:

Combined with the conclusion of the conversion coeffi-
cient in Table 1, we modified the corresponding model con-
figuration file of the detection algorithm YOLO v3 and put
the original convolutional neural network model of YOLO
v3 disclosed by the original author on the professional
graphics processing server 24G of the M40 model, and the
purpose of retraining under GPU is to make the trained
model more suitable for the detection of small targets in
our tennis match scene. In this training process, we have con-
ducted more than 70,000 trainings on the end-to-end target
detection network model YOLOv3. The experiment is mainly
based on the tensor flow of mainstream deep learning frame-
works and can be easily monitored through the training pro-
cess that supports tensor tools. The figure below shows that
the model was lost during training. Here, you can see that
the loss has been reduced to 0.7, and the test mapping has
reached 95% [28, 29].

3.2. Prediction of Tennis Movement and Impact Area Based
on Prior Knowledge. Because the high-speed tennis ball is
almost invisible to the naked eye in some video frames, in
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fact, we can only detect it in a few discrete video frames, and
we need to restore it from being thrown to landing. The
entire movement process requires a certain prior knowledge.
As we all know, tennis is an oblique throwing motion, and its
trajectory satisfies the quadratic parabolic equation, but we
cannot know the third dimension of its height, but we know
that tennis moves at a uniform speed in the horizontal direc-
tion; so, we need to find the tennis ball detecting the pro-
jected coordinate relationship between the coordinates and
the real position on the horizontal plane, and then calculat-
ing, we can analyze the moving speed and direction of the
tennis ball in the horizontal direction.

Knowing the occurrence time t0 and location (x0, y0) of
the first dashed ball, and the occurrence time t1 and location
(x1, y1) of the dashed ball in a later frame, the tennis ball can
be calculated according to the following formula to get the
horizontal plane the movement speed on the x-axis direction
vx and the y-axis direction movement speed vy .

vx =
x1 − x0
t1 − t0

,

vy =
y1 − y0
t1 − t0

,
ð4Þ

According to the time stamp t, the horizontal movement
distance is xt , the vertical movement distance is yt , and the
horizontal plane movement trajectory is shown in the figure.
The calculation result is as follows:

xt = x0 + vx × t,
yt = y0 + vy × t,

ð5Þ

After obtaining xt and yt in this way, it is necessary to further
determine the area of the tennis ball according to the real res-
olution of the tennis match video frame.

4. System Performance Evaluation

In order to verify the performance of the tennis match video
semantic analysis system proposed in this article, experi-
ments are carried out in the abovementioned data set and
experimental environment introduced in this section, and
the experimental results are analyzed and evaluated in terms
of real-time and accuracy, and at the end, a comprehensive

analysis of the influencing factors of the system is given in
this section.

4.1. System Real-Time Analysis. From the perspective of sys-
tem speed, the following content tests the real-time system
performance under four conditions. The performance of
the real-time system is affected by many factors, such as the
game scene environment, the complexity of the server algo-
rithm, the operating environment of the system, and the run-
ning time. In this experiment, we will test four tennis scenes
separately to see if the control algorithm can achieve the sys-
tem’s processing frame rate (fps) in real time while maintain-
ing the same operating time.

Perform comprehensive statistics on the test results of
these 20 videos and draw a columnar line chart, as shown
in Figure 1.

It can be seen from Figure 1 that although the speed of
each operation is slightly different, the operating speed of
the system is roughly maintained at a constant level. It shows
that the running speed of the system is not affected by differ-
ent game scenes and has universality in different scenes. The
experimental results also prove that the system meets the
real-time requirements.

4.2. System Accuracy Analysis. In testing the accuracy of the
server-side algorithm of the test system, we conducted 6 sets
of experiments. In each set of experiments, we randomly
selected 1 video from each of the 4 game scenes in the data-
base. In this experiment, 24 videos were shared, and the dis-
tribution in the control videos was even. Because the output
result of the system includes the semantic part of the athlete’s
action discrimination, the accuracy test also needs to be car-
ried out from this aspect.

Figure 2 shows the results of six sets of experiments used
to distinguish action types in the system. You can see that the
accuracy of system action recognition varies greatly between
50% and 100%, but it is not affected by scene changes. At the
same time, experiments show that the system is less accurate
in the crisis of swing sports. The reason is that in some video
frames, the main point of the backrest and the point of the
target player’s arm to the camera are severely blocked, and
the main point cannot be detected, which affects the judg-
ment of the swing action.

4.3. Comprehensive Performance Index Evaluation. We fur-
ther carried out a comparative experiment, adjusted the res-
olution of the video frame to different sizes under the same
GPU environment, and evaluated the speed and intensive
reading. The results are shown in Table 2.

According to the results in Table 2, in the same GPU
server environment, the higher the image resolution, the
higher the detection accuracy mAP, but the slower the pro-
cessing speed, that is, the lower the frame rate.

5. Conclusions

The application of Internet of Things technology has greatly
improved the management level and efficiency of sports
events in my country. The application of IoT technology in
sports management, event information management, and

Table 1: Result statistic table of width conversion parameter θi1 and
height conversion parameter θj1.

Transform coefficient Corresponding value

First group
θi1 0.813

θj1 0.742

Second group
θi2 0.968

θj2 0.683

Third group
θi3 0.353

θj3 0.478
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venue management has created digital management systems
and organizations. It improves the management level of
sports events, meets the needs of sports spectators, and pro-
vides athletes and coaches with more accurate information
and data to achieve a higher level of stadium performance.
The Internet of Things technology is a revolutionary change
in the management of sports events in my country and is of
great significance to the management and modernization of
sports events in my country.
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Figure 1: The operating speed of the system in four tennis scenarios.
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Figure 2: A statistical chart of the accuracy rate of the system for discriminating athletes’ actions.

Table 2: The speed and accuracy test results of the YOLOv3
detection model at different image resolutions.

Lab environment Image resolution mAP Frame rate

P100 640 × 360 85% 22 fps

P100 1280 × 720 88% 16 fps

P100 1920 × 1080 90% 13 fps
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After the reform and the opening up, the economy of my country has grown rapidly and people’s lives have become better and
better. As a result, there is a lot of time to pay attention to their health, which has promoted the rapid development of my
country’s sports industry. Since the 2008 Beijing Olympics, the successful hosting of the Beijing Olympics has been further
strengthened. With the rise of the development of sports in our country, the use of machine learning in a large amount of
information can process this data and analyze it well. Based on this, this article is aimed at making volleyball players and
coaches better understand the technical structure of hiking and the technique of hiking. The paper understands the
characteristics of muscle activity over time and uses machine learning methods to analyze a large number of volleyball sports
data. In this experiment, 12 volleyball players from a college of physical education were selected. According to the actual
situation of the students’ physical fitness and skills, it is more reasonable to divide them into two arms with preswing technology
(A type) group and two-arms without preswing technology (B type) group. Mainly study the volleyball spiking action, select the
representative front-row 4th position strong attack and the back-row 6th position for comparison and analysis, and analyze the
process from the take-off stage to the aerial shot stage in the four stages of the smash through the kinematics, dynamics, and
surface electromyography parameters. Experiments have shown that for type A, the left gluteus maximus integral EMG sum
value is significantly different between the front and rear rows (P < 0:05). The discharge volume of the left gluteus maximus
during the front-row spiking process is greater than that of the back-row spiking. This difference is mainly reflected in the
kicking stage and the air attack stage. It shows that volleyball data analysis has a very broad prospect of exploration and
application, which can create huge social and economic benefits. How to analyze kinematics is also a very demanding research
project and is also part of the future analysis of sports data. Academic value and broad practical significance are important.

1. Introduction

In a large amount of text and image information, if manual
methods are used to extract useful information for volley data
analysis, the enormous workload and slow speed are
undoubtedly unrealistic. If you can use the excellent perfor-
mance of the computer to complete the task, it is definitely
the most effective solution; then, you can use machine learn-
ing to analyze volleyball data and use it in sports and other
directions [1]. Regardless of the aspect, the key to volleyball
data analysis is kinematics analysis and industrial analysis.

At present, the most mature industrial analysis is the com-
plete analysis of surface electromyography.

With the application of the scoring method for each ball,
the volleyball game is more intense than the previous game,
the pace is faster, and the projection is stronger, more excit-
ing, and exciting, attracting a large number of loyal fans. As
the intensity of the competition increases, the requirements
for the physical fitness, skills, and tactics of volleyball players
are getting higher and higher. In a volleyball game, both sides
of the game engage in fierce offensive and defensive confron-
tations on the Internet. Because the direction of the ball is
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uncertain, volleyball players have different movement skills
in the game. In volleyball games, smashing is the most orna-
mental and interesting technique.

Machine learning is playing an increasingly important
role in data analysis [2]. There have been many cases of
applying machine learning to solve practical problems at
home and abroad. Zhao et al. pointed out that the rapid
development of DNAmicroarray technology provides a wide
range of data sources, which is expected to pave the way for
better prediction and diagnosis of cancer and the determina-
tion of key targets for drug development. DNA microarray
data analysis has been carried out using statistical analysis
as well as machine learning and data mining methods. He
conducted a comprehensive review of the machine learning
methods that have been used on the acute lymphoblastic leu-
kemia chip data. Following research conducted by the Leuke-
mia Research Group in Child Biology and Medicine,
machine learning has been used to enhance the diagnosis
and subtype classification of cancer, develop new treatments,
and accurately identify the risk stratification of patients.
These methods have been used in the four main areas of
microarray data analysis: gene selection, clustering, classifica-
tion, and pathway analysis. However, their research did not
explain the advantages and disadvantages of each machine
learning algorithm [3]. Charlton et al. proposed that the sup-
port vector machine classification algorithm is the latest
development in the machine learning community, proving
its potential in structure-activity relationship analysis. In
the benchmark test, the support vector machine was com-
pared with several machine learning techniques currently
used in the field. The classification task involves using data
obtained from the UCI machine learning repository to pre-
dict the inhibitory effect of pyrimidine on dihydrofolate
reductase. The performance of support vector machine is
better than three artificial neural networks, radial basis func-
tion network, and C5.0 decision tree. SVM is significantly
better than all of these. There is only a neural network con-
trolled by artificial capacity, and the training time is much
longer. However, the experimental results lack more data
support so that the machine learning mechanism can predict
pyrimidine pair two; the inhibitory effect of hydrofolate
reductase remains doubtful [4]. Astuti continues to expand
the current Internet by providing connectivity and interac-
tion between the physical world and the network world. In
addition to increasing capacity, the IoT also produces big
data with speed characteristics, which depend on time and

location and have a variety of standards and different data
quality [5]. Intelligent big data processing and analysis is
the key to developing intelligent IoT applications. This article
uses smart cities as the main use case for evaluating various
machine learning methods to address the data challenges of
the Internet of Things. However, his research does not clearly
raise the issue of how to evaluate different machine learning
methods and the overall research lacks data support [6].

This article uses a combination of kinematics analysis
and biomechanical analysis to analyze volleyball data from
kinematics, dynamics, and electromyography. This article
is aimed at giving volleyball players and coaches a more
in-depth understanding of the technical structure of some
movements in volleyball and the activity characteristics of
related muscles when doing these movements. At the same
time, to provide more targeted guidance data for athletes
in physical training and technical training. Select volleyball
before and after the row of spikes to conduct a series of
comprehensive analysis, from the perspective of biome-
chanics, preliminary discussion of some more in-depth
action description.

2. Application of Machine Learning in
Volleyball Data Analysis System

2.1. Technical Structure of Volleyball Spike in Volleyball. The
purpose of the approach is to bring the athlete closer to the
ball in the horizontal dimension, to choose a suitable take-
off position, and to play a role in increasing the height of
the jump. The purpose of the jump is to bring the athlete
closer to the ball in the spatial dimension, and the ultimate
goal is to get a proper spiking position. The two parts of the
approach and the jump are related to each other, effectively
making the athlete closer to the ball [7, 8]. In a volleyball
game, the athlete’s posture directly affects the spiker’s speed,
making full use of both run-up and take-off sections to pre-
pare for a quick shot. After completing the spike, the athlete
falls from the air. The athlete must have good landing skills
without being injured. Good landing skills can reduce the
impact on the knee and ankle joints. Figure 1 shows a series
of action diagrams of volleyball spiking in volleyball.

2.2. Machine Learning-Related Algorithms.Machine learning
solves the problem of how to construct a learning algorithm
so that it can automatically improve with the acquisition of
experience or information and perform tasks such as

Approach stage Take-off phase Smash phase Landing stage

Figure 1: A series of action diagrams of volleyball spiking.
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acquiring knowledge, making predictions, making decisions,
or building models based on given input data [9, 10]. Data
can be viewed as a collection of information containing the
relationships between related variables. The complete set of
all possible patterns may be too large to be covered by the
information in the training data. Therefore, the difficulty of
machine learning lies in how to get a good generalization
from the observed data set in order to be able to generate use-
ful models for new data [11, 12]. Many machine learning
algorithms have been successfully applied to a wide range
of scientific and engineering problems. In typical scenarios,
the output results of machine learning algorithms can be
quantitative results [13].

Figure 2 is a flowchart of machine learning. In supervised
learning, variables are divided into two groups: explanatory
variables and dependent variables. The goal of supervised
learning is to determine the relationship between the explan-
atory variable (input) and the dependent variable (output)
and generate a function that maps the input to the output
[14, 15]. Some supervised algorithms can be used for classifi-
cation and prediction tasks. In these cases, the paired labeled
training samples are represented as follows:

xi, yið Þ, i = 1, 2,⋯,nf g, ð1Þ

Among them, xi is the input and yi is the output.
Supervised learning needs to learn a prediction function
f that maps from xi to yi and compare f ðxiÞ and yi to cal-

culate the error rate of the prediction function [16, 17].
Two types of machine learning methods are introduced
below, matrix factorization algorithms and subspace seg-
mentation algorithms.

(1) Matrix factorization algorithm

Matrix factorization has been successfully applied in
many fields, and there are many kinds of decomposition
methods. For any matrix A ∈ Rm×n, there is

A =UDVT : ð2Þ

Among them, D = diag ðσ1, σ2,⋯,σrÞ, σi > 0ði = 1, 2,⋯,rÞ
is the singularity of matrix A, and r = rank ðAÞ is the rank of
matrix A. For the data matrix A ∈ Rm×n, including n samples
and m features, the total covariance matrix of the samples is
as follows:

S = 1
n
〠
n

i=1
xi − �xð Þ xi − �xð ÞT : ð3Þ

The purpose of the principal component analysis algo-
rithm is to maximize the covariance after projection, and its
objective function can be expressed as follows:

max
W

WTSW s:t:WTW = I: ð4Þ

Among them, the constraint condition WTW = I is used
to prevent the covariance from increasing indefinitely.
Assuming that the rank of S is r, there is

S = rW: ð5Þ

Given that λ1, λ2,⋯, λd is the first a largest eigenvalues of
Equation (5), its eigenvector is W1,W2,⋯,Wd . Therefore,
the low-dimensional space feature Z for any data X can be
expressed as follows:

Z = W1,W2,⋯,Wdð ÞTX =WTX: ð6Þ

(2) Subspace segmentation algorithm

Realistic data can be viewed as approximate samples
drawn from multiple mixed low-dimensional subspaces
[18, 19]. Given a data matrix A ∈ Rm×n, including n samples
andm features, its objective function can be expressed as follows:

min
A,E

rank Að Þ + λ Ek k0 s:t:X = A + E: ð7Þ

Among them, Bλ > 0 is an adjustable parameter. The above
formula can be optimized by using kernel norm or L1 norm,
namely,

min
A,E

Ak k∗ + λ Ek k1 s:t:X = A + E: ð8Þ
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Figure 2: Machine learning flowchart.
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Among them, kAk∗ =∑iσiðAÞ is the kernel norm of matrix
A, and kEk1 =∑ijjEijj is the L1 norm of matrix E. Assuming
that the data is noise-free, the subspace clustering method can
express the data matrix X as a dictionary D multiplied by the
low-rank representation matrix A through dictionary learning;
then, the objective function of the subspace clustering method
can be expressed as [20, 21] follows:

min
A

rank Að Þ s:t:X =DA, ð9Þ

where rank ðAÞ is the rank of A. Equation (9) can use the kernel
norm to constrain A to get

min
A

Ak k∗ s:t:X =DA: ð10Þ

There is a lot of noise in the real data set, so the subspace
clustering method can be extended to a robust form.

min
A,E

Ak k∗ + λ Ek k2,1 s:t:X =DA + E: ð11Þ

Among them, λ > 0 is a balance parameter, and kEk2,1 =
∑n

j=1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑m
i=1E

2
ij

q

is the L2, 1 norm of E.

(1) Support vector machines

This is the perfect one among the countless straight lines
that can be classified, because it is exactly in the middle of the
two classes and is the same distance from the points of the
two classes. The so-called support vector is the point with
the closest vertical distance to the dividing line [22, 23], as
shown in Figure 3.

Regarding this line, it is at the same distance from both
sides. The distance from any point x0 to the line is

1
wk k wTx0 + b

� �

: ð12Þ

Then, normalize it so that the linearly separable training
set ðxi, yiÞ, I = 1, 2,⋯, n, x ∈ Rm satisfies the following for-
mula:

yi w
Txi + b

� �

− 1 ≥ 0,⋯, n: ð13Þ

At this time, the distance between the dividing line and
the two sides is equal to 2/kw2k. The ultimate goal is to max-
imize the distance between the dividing line and the two
sides, which is equivalent to minimizing kw2k. At this time,
the classification surface is the optimal classification surface
[24, 25]. For the information ðxi, yiÞ of N training points, it
can also be written as shown in Equation (14).

arg max 1
w2k k min yi w

Txi + b
� �� �

n

� �

: ð14Þ

Although the objective function is clearly expressed but
difficult to calculate, a series of mathematical operations such
as the Lagrangian multiplier method are used here to finally
obtain the objective function [26].

max
allan

L að Þ = 〠
N

n=1
an −

1
2〠

N

n=1
〠
N

m=1
anamynymx

T
n xm: ð15Þ

The constraints are an ≥ 0, ∀n,∑N
n=1anyn = 0.

Ideally, all classifications should be straight lines, but in
actual situations, it may be curves, planes, curved surfaces,
or higher-dimensional surfaces [27, 28]. The input of the
radial basis kernel function is a vector, and finally, a scalar
is obtained according to the input based on the vector dis-
tance operation. The specific formula is shown in Equa-
tion (16).

k x, yð Þ = exp − x − yk k2
2σ2

	 


: ð16Þ

Here is the Gaussian version of the radial basis kernel
function. The σ in the formula is the speed parameter
whose function value is reduced to 0. The kernel function
maps the input data to an infinite dimensional space. The
radial basis kernel function is very dependent on the parame-
ters, and the training is very time-consuming [29, 30].

3. Experimental Design of Volleyball Data
Analysis System

3.1. Test Subject. Here, we select 12 volleyball players from a
physical education college. According to the students’ real
circumstances, such as physical abilities and skills, they are
logically divided into type A and type B groups, with 6 people
in each group. These 12 individuals did not suffer serious
sports injuries before and after the experiment, and their
basic physical condition was essentially the same at the
beginning of the experiment. The basic conditions of the sub-
jects are shown in Table 1. All subjects had no history of
injury or smoking. Before the test, the subjects have
explained the whole test process and precautions in detail
and agreed to participate in this study voluntarily. This
experiment mainly studies the volleyball spiking action. This
experiment selects representative front-row four-position
strong attack and back-row six-position strong attack for
comparison and analysis. The research mainly analyzes the

w

y (x) = wTx+b

x

y

Figure 3: Support vector machines.
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four stages of smashing in the take-off phase to the air. The
hitting stage mainly includes kinematics, dynamics, and sur-
face electromyography parameters.

3.2. Testing Process. This experiment was performed indoors,
and the experiment was completed in one day. The test
equipment is arranged according to the layout of the test site
of the experimental design, and the test officially begins after
the debugging is completed. The experiment requires people
to be naked in the upper body and to wear tight shorts in the
lower body. This is done to facilitate the bonding of the elec-
trode sheets during the electromyography test and the analy-
sis of the 3D image after the experiment. Under the
responsibility of a dedicated experimenter, in accordance
with the EMG test plan, help the subject to paste the electrode
sheet, wire it, and fix it with a bandage. After completion,
remind the subject whether the subject is uncomfortable
due to too tight bandage or whether it affects normal limb
activity amplitude, and when everything is normal, let the
subject try to smash the ball in the test field and become
familiar with the action. When the subject takes off, both feet
must land on a platform composed of four force plates, and
the shot does not fall off the net or out of bounds; then, the
action is considered a qualified action. A volleyball expert
was specially invited to evaluate the pros and cons of each
subject’s 3 qualified smashes. The quality of the 3 qualified
smashes was recorded as excellent, medium, and poor. This
study selects the best movement for analysis. Finally, put
away the instrument and check for damage or omissions,

clean the experimental site, and copy out the measured data,
and the experimental process is shown in Figure 4.

3.3. Test Site. The experimental site layout is shown in
Figure 4. In the picture, you can see that the 4 force plates
in the center of the site are laid flat in the trough, which are
fixed and cannot be moved, so other instruments and
equipment need to be arranged with the force plate as
the center. The direction the subject faces is the positive
direction, which is the direction of the spike and
approach. We will explain from the subject’s left, right,
front, and back. The subject’s left is the force plate and
the EMG operation area, as well as a fill light. The light
is aimed at the force plate; the subject’s right is the
three-dimensional high-speed camera operation area, two
high-speed cameras are located at the back right and front
right when the subject is spiking, the main optical axis of
the two machines are connected the angle is about 90°,
and there are one fill light in front and one back in the
vicinity of the force plate. The light is directed at the force
plate. The position of the fill light is adjusted so that it will
not block the high-speed camera shooting; There is a vol-
leyball net directly in the front, which can be moved to
facilitate the adjustment of the distance between the front
and rear smashes; the subject is empty, which is conve-
nient for the subject to choose a suitable distance for the
smash approach. Since the domestic high-speed camera
cannot be synchronized with the force plate and the
EMG, this experiment only uses the force plate and the

Table 1: General information of the two groups of patients.

Group
Number of cases

Years Average weight Average height
Male Female

Both arms have preswing technology (A type) group 3 3 19:27 ± 1:33 74:6 ± 9:3 182:4 ± 4:7
Double arms without preswing technology (B type) group 3 3 19:98 ± 1:09 75:7 ± 9:9 183:1 ± 5:2

Subject’s upper body
electromyography front-

row spiking (at least 3
passes)

Subject’s upper body
EMG back-row spiking

(at least 3passes)

Preparation for the next
subject

Subject changes the
EMG to the lower body

Front row spiking of the
subject's lower body

electromyography (at
least 3passes)

Back-row spiking of the
subject’s lower body

electromyography (at
least 3passes)

Figure 4: Experimental flowchart.
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EMG to synchronize, and the two sets of instruments are
synchronized through the synchronization device, and the
force plate triggers the synchronization signal for synchronous
measurement. The two high-speed cameras were tested syn-
chronously by artificial arm movements. After the standby
device is connected and warmed up, the subject is placed in
the test area to simulate the test process, during which the
camera angle is adjusted to ensure that the subject is within
the test range, and the images from the take-off stage to the
air shot stage can be completely recorded. And finally, carry
out the three-dimensional frame calibration and wait for the
formal entry into the test process. The layout of the experi-
mental site is shown in Figure 5.

3.4. Statistical Processing. Kinematics data processing: export
high-speed video, use video synthesis software to synchro-
nize the video of the two machines [31], edit the synchro-
nized synthesis video from the take-off stage to the air shot
stage, analyze the synthesized video with video analysis soft-
ware, and export the TSV files. Then, use the QTOOLS soft-
ware and EXCEL office software to calculate and process the
exported raw data to obtain parameters such as time, joint
angle, link speed, and displacement.

Kinetic data processing: use the Kistler software to screen
and export the test results, use the EXCEL software for calcu-
lation and statistical processing, and obtain parameter
indexes such as force value, impulse, and power.

EMG data processing: the test results are processed with
the Mega software, and the ASCCI file of each muscle inte-
grated EMG is exported, and then, the EXCEL software is
used for calculation and statistical processing, and the inte-
grated EMG sum value, contribution rate, and other param-
eter indexes are obtained.

4. Experimental Volleyball Data
Analysis System

4.1. Kinematics Results and Analysis

(1) Results and analysis of the take-off phase

First, perform a kinematics analysis on the take-off phase.
Table 2 shows the joint angle of the lower limbs at the max-
imum buffer time in the take-off phase.

It can be seen from Table 2 that whether it is type A or
type B, they have the same law at the moment of maximum
take-off buffer for the front and rear spiking: there is no sig-
nificant difference between the left and right side related
angles, but the right hip angle > left hip angle, right knee
angle < left knee angle, and right ankle angle < left ankle
angle, which means that the right leg has a large degree of
cushioning, and the right leg plays a major role in the cush-
ioning process. The paired-sample t-test is used to obtain
type A left and right hip angles and left and right knees; there
was no significant difference between the angle and the left
and right ankle angles (P > 0:05); for type B, the angle of
the right joint was mainly seen. The hip, knee, and ankle
angles of the front-row spiking were all greater than the
hip, knee, and ankle angles of the back-row spiking. In other
words, the degree of flexion of the lower limb joints in the
back row is greater than that of the front-row spiking.
Regardless of whether it is a front-row smash or a back-row
smash, the corresponding joint angles of type B and type A
are as follows: typeB < typeA, indicating that type B has a
larger cushioning range. As mentioned earlier, the buffering
time of type B technology is much longer than that of type
A technology. This shows that type B technology has suffi-
cient time for buffering. Since there is no double-arm pre-
swing coordination, the buffering process is completely
dependent on the lower limbs, so the lower limb joints must
have more sufficient flexion can store enough energy to pre-
pare for stretching.

(2) Results and analysis of the air shot stage

Kinematics analysis is carried out on the flying shot stage.
The relevant indexes of the center of gravity at the moment of
take-off include the angle of the center of gravity at the
moment of take-off, the vertical speed of the center of gravity,
the horizontal speed, and the speed of the center of gravity.
The results are shown in Table 3.

It can be seen from Table 3 that from the comparison of
the front and back spikes, the type A technique is obtained
through the paired-sample t-test. At the moment of take-
off, the center of gravity rise angle, the center of gravity hor-
izontal speed, and the center of gravity closing speed are all

EMG operationForce plate operation

Fill light

Fill lightFill light

Movement direction
Force
Plate

High-speed camera A High-speed camera B

High-speed camera operation

Net

Figure 5: Schematic diagram of experimental site layout.

Table 2: The angle of the lower limbs at the maximum buffer
moment in the take-off phase.

Parameter
Type A
front row

Type A
rear row

P
Type B
front row

Type B
rear row

Right hip 129.06 125.76 0.39 117.37 109.42

Left hip 117.22 116.16 0.81 117.49 106.95

Right knee 106.96 106.47 0.93 83.30 73.49

Left knee 122.12 127.87 0.15 117.10 110.78

Right ankle 59.49 62.03 0.38 51.36 41.77

Left ankle 88.73 91.36 0.46 86.36 80.66
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significantly different (P < 0:05), and there is no difference in
the vertical speed of the center of gravity (P > 0:05). At the
center of gravity, the angle of type A front-row smash is
about 67 degrees, which is much larger than the back row
of 53 degrees. It can be seen that the front-row smashes jump
upwards, and the back-row smashes jump forwards. Yes, this
can also be seen from the horizontal speed of the center of
gravity. The front row is about 1.52m/s less than the back
row 2.55m/s. The high horizontal speed indicates that the
approach speed is high. This shows that in the game, when
the front-row smash is closer to the net, in order to avoid
touching the net, the smasher will control the approach
speed, jump up as much as possible when jumping, strive
to get the height in front of the net, and have more options
for smashing. Spikes are more threatening.

(3) Results and analysis at the moment of hitting

The quality of the shot determines the success or failure
of the attack. Regarding the shot, leaving aside various addi-
tional factors on the field, the most important indicator in
this technique is speed. The results are shown in Figure 6.

It can be seen from Figure 6 that from the comparison of
front and rear smashes, for type A, through the paired sample
t-test, there is a significant new difference in shoulder speed
between the back smash and the front smash (P < 0:05).
There is no difference in elbow speed, wrist speed, fingertip
speed, and ball speed. The shoulder speed at the moment of
impact can represent the speed of the trunk movement. The
back row (3.60m/s) is greater than the front row (2.48m/s).

For type B, the shoulder speed of the back row is also signif-
icantly greater than the front row. From the technical type
according to the above comparative analysis, there is no dif-
ference between the two types A and B in the front and rear
index correspondence, but the difference is in the back-row
spiking speed. The type A back-row spiking speed is higher
than the type B back-row spiking speed, which may be the
center of gravity.

4.2. Kinetic Results and Analysis

(1) Comparative analysis of force-related parameters

The force value statistics of the take-off link include the
vertical force value and the horizontal plane force value.
The results are shown in Table 4.

It can be seen from Table 4 that for type A technology,
there is no significant difference between the absolute force
peak and the relative force peak in the front and rear spiking
force peaks (P > 0:05), but the rear spiking peak thrust force
is greater than the tendency of front-row spiking. For the
type B technique, there is little difference in the peak exten-
sion force of the front and rear spikes, and the back row is
larger than the front row. Looking at the comparison
between A and B, whether it is the relative value or absolute
value of the front-row smash or the relative value or absolute
value of the back-row smash, the type B is smaller than the
type A. The reason for this result is the type A take-off the
swing of the arms in the stage greatly increases the reaction
force of the ground against the human body.

Table 3: Center of gravity-related indicators at take-off time.

Parameter Type A front row Type A rear row P Type B front row Type B rear row

Center of gravity (°) 66.67 53.39 0.03 65.71 67.32

Vertical speed of center of gravity (m/s) 3.15 3.17 0.76 3.19 3.33

Horizontal speed (m/s) 1.52 2.55 0.03 1.37 1.39

Center of gravity speed (m/s) 3.13 3.35 0.02 3.66 3.59
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Figure 6: Speed of each link at the moment of hitting, ball speed.
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(2) Result analysis of impulse and pedaling power

Combining the characteristics of the volleyball spiking
technique, three indicators of buffer impulse sum, thrust
impulse sum, and thrust average power are selected for anal-
ysis, and the results are shown in Figure 7.

It can be seen from Figure 7 that for the type A technique,
there is a significant difference between the buffer impulse
during the take-off phase and the front and rear smashes
(P < 0:05). The back-row smash and the front-row smash
have sufficient buffer brakings during the take-off, so as to
control the forward speed of the body, and at the same time,
the lower limb muscles stretch and store energy and finally
complete the upward jump. The time is short, so the buffer
is not sufficient and the braking is not obvious. This can
reduce the loss of approach horizontal speed and momen-
tum, so that it can jump forward during the take-off and
maintain a large horizontal speed.

4.3. EMG Results and Analysis

(1) Integral EMG and results and analysis

Figure 8 shows the integrated EMG and value of each
muscle during the whole action stage from jumping to flying.

It can be seen from Figure 8 that for type A, the left glu-
teus maximus integral EMG sum value is significantly differ-
ent between the front and rear rows (P < 0:05), and the
discharge of the left gluteus maximus during the front-row
spiking is greater than the back-row spiking. This difference

is mainly reflected in the kick-stroke stage and the air-strike
stage, the right rectus abdominis integrated EMG and the
value of the front and rear rows are significantly different
(P < 0:05), and the right rectus abdominis discharge during
the back-row spiking process is significantly larger than the
front-row smash; this shows that the right rectus abdominis
has a more obvious role in the back-row smash during this
process, which is determined by the characteristics of the
type A technique between the front and rear smashes. On
the whole, the discharge of the upper and lower limbs and
trunk muscles during the front and rear smashes of type
A technique is relatively balanced, the difference between
the front and rear smash is not big, and the discharge of
the left and right limbs is also relatively balanced. Com-
pared with type A and type B, as a whole, type B technol-
ogy has a larger discharge volume of the muscles of the
front-row and back-row spiking than type A technology;
type B technology is inferior to type A in the balance of
overall muscle discharge technology; type B technology
has a clearer primary and secondary role of each muscle,
while type A reflects a clear balance.

(2) Contribution rate of myoelectric activity during the
flight shot stage

The contribution rate of each muscle’s integrated EMG
activity during the flight shot stage is shown in Figure 9.

It can be seen from Figure 9 that in the comparison of the
front and rear spiking, there is a significant difference
between the left gluteus maximus and the right rectus abdo-
minis (P < 0:05), and there is no significant difference in
other muscles. From the perspective of the right gluteus max-
imus, at this stage, the contribution rate of the left and right
gluteus maximus is relatively balanced when the front row
smashes. When the front row smashes into the air, the body
back arch is greatly twisted, and the back row smashes the
body back arch. The degree of torsion is comparable; for
the right rectus abdominis, the back-row spiking is signif-
icantly greater than the front-row spiking, which means
that the muscle has a greater role in the back-row spiking
than the front-row spiking during the front bow of the
spiking. On the whole, the contribution rate of the upper
limbs and trunk muscles is greater than that of the lower
limbs. They dominate, and the lower limbs are inferior.
But this does not mean that the lower limbs are not
important. In the process of flying shots, the back bow
of the trunk is clockwise. Twisting and smashing the back

Table 4: The angle of the lower limbs at the maximum buffer moment in the take-off phase.

Parameter Type A front row Type A rear row P Type B front row Type B rear row

Fz absolute force peak (N) 3529.08 3626.44 0.26 2623.39 2969.56

Fz peak normalized force (N/BW) 3.27 4.27 0.26 2.87 3.22

Fxy absolute force peak (N) 1281.15 1371.20 0.87 628.51 485.64

Fxy peak normalized force(N/BW) 1.32 1.21 0.74 0.74 0.66

Fz absolute value (N) 1609.18 1688.94 0.31 1174.88 1598.49

Fz normalized value (N/BW) 2.66 1.18 0.33 1.26 1.79
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Figure 7: Standardized impulse and pedaling power statistics table.
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swing of the spiking arm to the front bow of the torso
counterclockwise twisting the spiking arm whipping action
to hit the ball are inseparable from the force of the lower
limb muscles to drive the active coordination of each link
of the movement.

5. Conclusions

The vertical force curves of spiking and jumping for the front
and rear players are all single-peak curves. The peak force
appears at a certain moment in the stretch phase, and the
curve appears like a platform curve in the buffer phase.
Through comparative analysis, this article finds that type B
athletes must have strong muscle power, lower limbs, and
good waist and abdomen strength. However, type B has

shortcomings and cannot perfectly combine technology with
physical fitness. Therefore, this article recommends type B
athletes to improve their skills. Transition to type A, so
combined with its own conditions, in the future competi-
tions can release their potential and maximize energy. This
article comprehensively analyzes and compares the two
types of techniques from the three aspects of kinematics,
dynamics, and electromyography: the characteristics of
front and rear spikes summarize some rules and find out
some differences. However, these rules and these differ-
ences are all established in the group, and due to the large
individual differences in the technique of spiking, this arti-
cle suggests that in training, we still need to carry out tar-
geted exercises according to different athletes to improve
technical ability and special strength.
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The detection and classification of moving targets have always been a key technology in intelligent video surveillance. Current
detection and classification algorithms for moving targets still face many difficulties, mainly because of the complexity of the
monitoring environment and the limitations of target characteristics. Therefore, this article conducts corresponding research on
moving target detection and classification in intelligent video surveillance. According to the Gaussian Mixture Background
Model and Frame Difference Method, this paper proposes a moving target detection method based on GMM (Gaussians
Mixture Model) and Frame Difference Method. This method first proposes a new image combination algorithm that combines
GMM and frame difference method, which solves the problems of noise and voids inside the target caused by the fusion of
traditional GMM and frame difference method. The moving target detection method can effectively solve the problems of
incomplete moving target detection, target internal gap, and noise, and it plays a vital role in the subsequent moving target
classification process. Then, the method adds image inpainting technology to compensate the moving target in space and obtain
a better target shape. The innovation of this paper is that in order to solve the multiobject classification problem, a binary tree
decision support vector machine based on statistical learning is constructed as a classifier for moving object classification.
Improve the learning efficiency of the classifier, solve the competitive classification problem of the traditional SVM, and increase
the efficiency of the mobile computing intelligent monitoring method by more than 70%.

1. Introduction

The rapid development of computer science and multimedia
technology has driven more andmore image and video appli-
cations to gradually extend to every corner of daily life. How-
ever, because the amount of information carried in images
and videos is often very huge, human energy is limited after
all. In some special scenes, complex and changeable harsh
environments may make it difficult for humans to directly
operate or cause vision due to huge workload. Fatigue,
reduced work efficiency, and even operational errors lead to
various unexpected and undesirable consequences. The intel-
ligent development of society and the continuous expansion
of application requirements, moving target detection and
tracking algorithms with good real-time performance, high

accuracy, and strong stability have become urgent needs in
various fields [1]. On the basis of detailed research on the
principles of various algorithms in the field of moving target
detection and tracking, this article improves these two algo-
rithms to make them have better real-time performance,
thereby further improving the performance of the algorithm
and improving the algorithm. Improving practicality in the
field of intelligence and video survillance.

Liu Xiayu believes that based on the fusion analysis of the
human body’s functional characteristics, he proposed a
method to monitor the natural limit of fatigue during
short-distance swimming. First, a physiological indicator sys-
tem was developed to monitor the natural fatigue limit of
short-distance swimming, and then, feature extraction was
performed to construct the natural limit of short-term
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swimmer fatigue. According to the characteristic analysis
method of human physiological indicators, the monitoring
characteristics of the dynamic analysis model were carried
out. Monitor and, finally, monitor the functional fatigue limit
of the human body in short-distance swimming. Perform
machine learning and pattern recognition methods, perform
short-term floating function fatigue limit monitoring, and
perform data fusion analysis. However, the experiment did
not carry out actual testing and lacked convincing [2]. Wang
Shaohong believes that as an important part of the scientific
training of competitive athletes, monitoring the physical con-
dition of athletes is the key to supporting the scientific train-
ing of coaches. Currently, the indicators used to monitor the
physical function of athletes are invasive (invasive) and non-
invasive (noninvasive). The latter are mainly simple and
easy-to-use noninvasive indicators, such as heart rate and
weight and blood oxygen saturation. With the continuous
improvement of the degree, these indicators are becoming
less and less able to meet the needs of sports training. How-
ever, the algorithm is not perfect and needs to be improved
[3]. Zhao Xuyang proposed a detection algorithm to deter-
mine the fatigue state of eye features and proposed a pattern
recognition system based on the boundary structure learning
machine to complete the tracking. When editing the facial
features in this document, first, use grayscale and binary
image processing, then use the KLT algorithm for face detec-
tion and positioning of the image eyes, and finally use an
extreme learning machine to detect fatigue. But the system
is too slow to be put into actual use [4].

Since the mobile computing intelligent monitoring
method has many advantages, such as economy, conve-
nience, and safety, compared with the traditional detection
method, if it is confirmed that the mobile computing intelli-
gent monitoring method can significantly improve the swim-
ming ability of the swimming athletes and improve the
training and competition performance, then this monitoring
method will. It is a good choice for endurance sports to
improve athletic ability. The influence on the athletic ability
of swimmers is the most important indicator for evaluating
this training method [5, 6]. This article attempts to reveal
the influence of short-distance swimming physical function
fatigue limit on swimmers’ athletic ability through compara-
tive experiments, analyze the mechanism of its effect on the
body, evaluate the training effects, and propose scientific
training methods [1].

2. Mobile Computing Intelligent
Monitoring Method

2.1. Interframe Difference Method.When a foreground target
appears in a video sequence, the images of the two frames
before and after it will change significantly. The frame
difference method uses this function to subtract the video
sequence frame by frame to obtain the brightness difference
[2, 7]. To determine whether the current frame contains fore-
ground objects, you need to compare the difference with the
set threshold. The frame difference method has low algo-
rithm complexity, good real-time performance, and strong
robustness for image sequences with relatively clear fore-

ground target contours. However, this algorithm cannot
accurately identify a complete foreground target and can only
extract the approximate outline of the target, thereby forming
a large number of holes in the foreground area. And for
images with blurred target contours, it is often impossible
to achieve better detection results [8, 9].

2.2. Background Subtraction. In order to solve the problem of
the frame difference method, Glober et al. used a prospect
extraction method combined with mathematical statistics.
First, the median method is used to construct a background
sample set for the image, that is, the median value of the pixel
in the adjacent frames is obtained for sampling. Then, the
newly arrived image and the sample set are subjected to a dif-
ferent operation to extract the foreground pixels. Although
this algorithm can overcome the problem that the frame
difference method can only detect the target contour, its time
efficiency and space efficiency are not high, and large detec-
tion errors are often prone to occur in video sequences with
unstable lighting conditions [10, 11]. In order to overcome
this problem, Wren et al. introduced the Gaussian model to
improve the sample modeling and set a threshold to classify
the pixels.

2.3. Other Target Detection Methods. The development of
background subtraction has gone through a process from
simple to complex and, then, from complex to simplification
[12, 13]. While the background subtraction method con-
tinues to improve, other target detection algorithms with dif-
ferent principles have gradually entered people’s sight, such
as target detection algorithm combined with fuzzy theory,
target detection algorithm combined with motion estima-
tion, and target detection algorithm combined with neural
network. In order to solve the problem of low accuracy and
poor stability in the detection process of some background
subtraction methods [14, 15], some researchers have pro-
posed a method that combines target detection algorithms
with fuzzy theory. The experimental results do verify that this
type of algorithm has high accuracy and stability, but its time
and space efficiency do not have good real-time performance
under current hardware conditions [16].

3. Correlation Experiment of Moving Target
Detection and Classification Algorithm

In computer image processing and analysis, moving target
detection technology has always been a research hotspot in
video sequence analysis. The so-called moving object detec-
tion is the process of separating moving objects from the
background image of the video. Due to the complex back-
ground, illumination changes, and severe weather in the real
scene, the detection of moving objects still faces huge
challenges [17, 18].

3.1. Optical Flow Method. Assume that in the case of n
dimensions (the same applies to 3D and higher dimensions)
after time t and time t, the gray value of the pixel ðx, yÞ of the
video frame is f ðx, yÞ, and the pixel is at move x1 in x direc-
tion and y1 in y direction. The pixel value corresponding to
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the pixel at this moment is f ðx + x1, y + y1Þ [19]. Assuming
that t is small, the gray value of the pixel will remain
unchanged in a very short time, so formula (1) can be used
to express that the pixel values of the two points are equal.

f x, y, tð Þ = f x + x1, y + y1, t + t1ð Þ: ð1Þ

Since the displacement is very small, the Taylor
expansion of equation (1) is performed to obtain the
equation [20, 21]:

f x + x1, y + y1, t + t1ð Þ = f x, y, tð Þ + σ2: ð2Þ

Among them, ∂ is the partial derivative of f ðx, y, tÞ with
respect to x, y, t of the second order and above, which can be
ignored, so formula (3) can be obtained:

df
dx

x + df
dy

y + df
dt

t = 0: ð3Þ

Divide both sides of the equation by t to obtain equation
(4):

df
dx

dx
dt

+ df
dy

dy
dt

+ df
dt

dt
dt

= 0: ð4Þ

When t approaches 0, there are [22, 23]:

df
dx

Wx +
df
dy

Vy +
df
dt = 0: ð5Þ

The vector sum ofW and V is the luminous flux of a cer-
tain pixel in the video image. Equation (5) is called the optical
flow constraint equation.

3.2. Frame Difference Method. The frame difference method
uses the difference operation of two or three consecutive
frames in the video sequence and uses the time difference
to extract the moving area in the image, thereby obtaining
the moving target. Figure 1 shows the effect of the frame dif-
ference method on moving target detection.

f ðx, y, tÞ, f ðx, y, t − 1Þ represent the current frame and
the previous frame of the current frame, respectively, assum-
ing Dðx, y, tÞ is the difference between the current frame and
the previous frame. The result can be expressed by equation
(6) [23, 24]:

D x, y, tð Þ = f x, y, tð Þ − f x, y, t − 1ð Þ, ð6Þ

where ðx, yÞ represents the position of the pixel Rðx, yÞ,
R xyk represents the image after binarization processing,
Rðx, yÞ takes 1 to indicate that the current pixel is a moving
target, Rðx, yÞ takes 0, which indicates that the current pixel
is the background, andTrepresents the threshold [25, 26].

R x, yð Þ =
1 D x, yð Þ ≥ T

0 D x, yð Þ ≤ T

(
: ð7Þ

The frame difference method is simple to implement, does
not require background modeling and updating, the algorithm
is fast, is not sensitive to changes in lighting, and can adapt to
complex and changeable environments, and is suitable for
scenes with high real-time requirements. However, the frame
difference method cannot completely extract the moving tar-
get; only the contour information can be extracted, so the target
information is incomplete. If the target feature is subsequently
extracted, the feature information will be incomplete [27].

4. Short-Distance Swimming Physical Function
Fatigue Limit Analysis

4.1. Effect of Intermittent Hypoxia Training on Swimmers. In
this study, the serum ferritin of the athletes in the experimen-
tal group and the control group was in the normal range
before and after the experiment, and there was no significant
difference, indicating that the two groups did not decrease
serum ferritin due to a lot of training. Iron is the raw material
for red blood cell production, and serum ferritin is an indica-
tor for detecting human iron reserves.

It can be seen from Table 1 that before the start of the
experiment, there was no significant difference in the red
blood cell counts of the athletes in the experimental group
and the control group, and the two groups were comparable;
in the simulated hypoxic environment caused by living high
and training low, the red blood cell counts of the athletes in
the experimental group were short-term. Although there
was an increase in internal, it did not reach statistical signif-
icance. Until the end of the experiment, the number of red

Figure 1: Examples of moving target detection pictures.

Table 1: The dynamic changes of intermittent hypoxia training on
athletes’ RBC.

Test group Control group

Before the experiment 4.54 4.52

Day 4 4.66 4.50

Day 8 4.80 4.52

Day 11 4.86 4.57

Day 15 4.79 4.48

Day 18 4.68 4.42

Day 21 5.10 4.65
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blood cells increased significantly compared to before the
experiment. There was no significant change in the number
of red blood cells of the athletes in the control group before
and after the experiment. It shows that the training method
of intermittent hypoxic training can significantly increase
the red blood cell count and enhance the body’s oxygen-
carrying capacity, but this effect must be displayed after
about 3 weeks of training, so pay attention to intermittent
hypoxic training time control. Since the life span of normal
red blood cells in the human body is 120 days, after the athlete
returns to normal training after the intermittent hypoxic train-
ing, the high level of RBC will remain for a period of time.

As shown in Figure 2, before the start of the experiment,
there was no significant difference in hematocrit between the
test group and the control group, and the two groups were
comparable. In the simulated hypoxic environment caused
by living high and training low, the hematocrit of the exper-
imental group had a significant increase on the 8th day, and it
continued to reach the highest value at the end of the exper-
iment. There was no significant change in the hematocrit of
the control group athletes before and after the experiment.
Within a certain range, the hematocrit is directly propor-
tional to the blood’s oxygen-carrying capacity, that is, the
larger the HCT, the stronger the blood’s oxygen-carrying
capacity; however, when the HCT exceeds a certain range
(generally considered to be more than 50%), the blood is

sticky. Sexual enhancement affects blood rheology. Experi-
ments show that the HCT of all athletes is in the best range,
indicating that the effective oxygen uptake of the athletes’
“red blood cells” is in the best state.

4.2. Effect of Intermittent Hypoxia Training on the Body
Water of Swimmers. The stable state of human physiological
processes relies on the close coordination of nerves and body
fluids. Generally speaking, nerve regulation is rapid and
short-lived, while body fluid regulation is slow and long.
The two complement each other and are in harmony.

Test group Control group

Before the experiment 41.54 45.2

Day 4 49.66 50.51

Day 8 48.24 47.52

Day 11 44.86 46.57

Day 15 41.79 44.48

Day 18 45.68 39.42

Day 21 38.16 34.65
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Figure 2: The dynamic changes of HCT of athletes during intermittent hypoxia training.

Table 2: Weight measurement values before and after intermittent
hypoxia training.

Test
group

Control
group

Experimental group
compared with control

Before the
experiment 1

67.08 63.38 P > 0:05

Before the
experiment 2

66.37 63.42 P > 0:05

In experiment 1 66.39 63.33 P > 0:05
In experiment 2 66.20 63.17 P > 0:05
After the
experiment

65.29 63.43 P > 0:05
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It can be seen from Table 2 that the weight of athletes in
the experimental group before intermittent hypoxic training
is not significantly different from that of the control group
(P > 0:05), indicating that the two groups are comparable;
tested in the experiment and after the experiment, the exper-
imental group had no significant difference between the ath-
letes’ weight and the control group (P > 0:05). There was no
significant difference in weight before and after the experi-
ment in the control group athletes. The weight of the athletes
in the experimental group decreased significantly after the
experiment compared with before the experiment (P < 0:05
), indicating that the athletes’ weight decreased significantly
after the intermittent hypoxic training.

As can be seen from Figure 3, the amount of exercise
curve goes from low to high and, then, from high to low.
The exercise volume in the first two weeks is higher, which
is to adapt to the exercise load stimulation and hypoxic stim-
ulation to make the athlete’s body produce and improve the
exercise adaptability. At 15 days, the red blood cell count
and hemoglobin showed a downward trend, indicating that
the athletes had accumulated a certain degree of fatigue after
two weeks of training. Therefore, in the third week, the
amount of exercise decreased and the exercise intensity
increased moderately.

5. Conclusions

This paper combines the idea of background difference in the
target detection algorithm to realize the automatic initializa-
tion of the search box. Aiming at the problem that the Cam-
shift algorithm is easy to lose the target when the lighting
conditions change drastically, a judgment strategy of the
average value and the actual value of the Hue component is
introduced to realize the real-time update of the color prob-
ability model. Aiming at the problem of tracking failure of
the Camshift algorithm after the target moves at a high speed
or is temporarily occluded, this paper combines the Kalman

filter algorithm to introduce a motion prediction mechanism,
which predicts the possible position of the target in the next
frame during the tracking process. Experimental results show
that the improved Camshift algorithm can maintain a good
tracking effect even under sudden changes in lighting. In
addition, when the target moves at a high speed or is tempo-
rarily occluded, the improved algorithm can still maintain a
stable recognition rate. This paper proposes an improved
strategy for the deficiencies of the ViBe target detection algo-
rithm and the Camshift target tracking algorithm, and the
effectiveness of the improvement is verified through experi-
ments. However, there are still some unresolved problems
in the research process. Therefore, the realization of adaptive
sharpening of the target area will be the focus of future
research. It is also in the future to extend the improved Cam-
shift algorithm to the application of multitarget tracking, a
new direction of work.
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The progress of the social economy and the rapid development of the power field have created more favorable conditions for the
construction of my country’s power grid. In this network age, how to further realize the connection between the power system
and the Internet of Things is the key content of many scholars’ research. In the Internet of Things environment, there have been
many excellent results in the collection, storage, and management of electric power big data, but the problem of information
security has not been completely solved. Based on big data analysis and Internet of Things technology, this paper studies the
architecture design of power information security terminals. In view of the diverse types of power grid mobile information and
the large amount of data, this paper designs a power transportation mobile information security management system structure,
which improves the effective management of power data by the system through big data, smart sensors, and wireless
communication technology. According to the experiment, the power information security terminal constructed in this paper can
effectively reduce communication resources and save communication costs in the process of aggregating multidimensional data.
In the user satisfaction survey, residents’ satisfaction with the convenience and safety of the intelligent power system is also as
high as 9.312 and 9.233. On the whole, the application of big data and Internet of Things technology to the construction of
power information security terminals can indeed improve the service efficiency of power companies under the premise of
ensuring safety and allow users to have a better experience.

1. Introduction

Electricity plays a very important role in the country’s eco-
nomic development and people’s daily life. Only by ensuring
the stable operation of the power grid can the normal develop-
ment of the entire society be guaranteed. The IoT is a network
concept that realizes a wide range of connections between
things and things, and between people and things through var-
ious information sensing devices such as radio frequency iden-
tification (RFID), infrared sensors, and global positioning
systems (GPS). Its core technology is the identification and
management of object information. In the field of power
transportation, the most widely used value of Internet of
Things technology is the collection, analysis, andmanagement

of power data in the power acquisition and control system.
The main work of the power grid is to regulate and control
the voltage and scientifically complete the transmission and
distribution of electrical energy. Only by continuously
improving the security of power information can the risks
in the power communication process be effectively reduced.

In recent years, people have carried out a lot of research
on the information security of the mobile Internet of Things,
and the Internet of Things has become more and more
widely used in various fields of life. Kok et al. has conducted
research on smart grids embedded with renewable energy
and distributed power generation. He believes that the devel-
opment of public grids from the centralized control structure
to decentralized control structure has changed rapidly. The
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use of multiagent structure can help people further optimize
the power control system. From the research results, further
efforts are needed to improve the data islands in the smart
grid [1]. Fadel et al. proposed a power system called smart
grid (SG), which is used as an evolutionary system for power
transformation, transmission, and distribution. SG uses
renewable energy to generate electricity and manages the
power system through smart meters and sensing and com-
munication technologies. On the whole, this system has a
good effect on improving performance, but there is still room
for improvement in data security management [2]. Ejaz et al.
analyzed the efficient energy management of the Internet of
Things in smart cities. He believes that the Internet of Things
provides many complex and diverse smart services for smart
cities, and electric traffic management is a key example of
implementing complex energy systems in smart cities. His
team provided a unified framework for energy efficiency
optimization and dispatching for IoT smart cities. However,
this framework still lacks sufficient practicality for complex
and changeable grid data [3].

My country’s research on power information has been
carried out earlier, and many good results have been achieved
so far. Jia et al. conducted an analysis and research on the
security of the power system. He believes that the successful
development of smart grids is inseparable from the security
of the system. He proposed a new and efficient safety analysis
method, which includes a cascaded fault simulation module
(CFSM) for postmortem analysis and a risk assessment mod-
ule based on correlation neural network integration (DNNE).
Although this method overcomes the problem of high com-
putational cost in the traditional N-k algorithm, its stability
needs long-term practice to be guaranteed [4]. Tu analyzed
the interface design of the control and protection system based
on the multiterminal HVDC flexible project. He took the con-
trol and protection system interface scheme of the multitermi-
nal HVDC flexible project as an example and proved through
research that the interface between the valve group controls
satisfies the control protection system requirements. From
the research report, the application of this scheme in power
stations has a good protection effect on data security, but there
is room for improvement in operating speed [5].

This article combines big data thinking and analyzes how
to reasonably develop secure terminals for power transporta-
tion mobile information and form an Internet of Things sys-
tem in the power industry. At the same time, this article
introduces the Internet of Things information security tech-
nology and applies encryption algorithms to the development
of Internet of Things security systems for power use. Smart
grid is an inevitable trend of the development of the times,
and the mobile Internet of Things security system for electric
power transportation can effectively monitor the entire process
of power transmission and distribution and conduct a more
comprehensive management of power transportation [6].

2. Information Security Technology for Power
Transportation Mobile Internet of Things

2.1. Basic Structure of Power Transportation Mobile Terminal.
Electric power traffic data usually has the characteristics of

many types, large data volume, and fast transmission speed.
To realize the processing of electric power big data more effec-
tively, the information security system must be improved [7].
In the construction of power information terminal, this article
takes big data as the core concept to establish the connection
between power data and users. To put it simply, you can refer
to the operating idea of the Internet of Things, that is, using
smart sensors to realize the mining, storage, and analysis of
electric power data and finally realize the safe sharing of net-
work information in the field of electric transportation and
mobility [8]. Figure 1 is a schematic diagram of the power
information security platform structure based on big data
analysis.

It can be seen from Figure 1 that the power transporta-
tion mobile terminal system can be basically divided into a
user layer, a big data analysis layer, and a terminal big data
collection layer. There are three common service models for
cloud computing, namely, infrastructure as a service, plat-
form as a service, and software as a service [9, 10]. In this sys-
tem, platform services and software services are mainly used
to help users achieve various power data analysis require-
ments. The terminal collection layer uniformly collects the
data generated during power operation through handheld or
monitoring terminals. Generally speaking, the data involved
in the power transportation mobile system includes but is
not limited to power transformation, transmission, distribu-
tion data, line distribution data, and line operation data [11].

The big data analysis layer is the most complicated part of
the system, and the data of the terminal collection layer will
be stored here and received for further processing and sched-
uling [12]. Compared with the traditional data storage mode,
big data storage has higher real-time performance, because
the analysis layer will update the historical data in real time
during data scheduling to ensure the dynamic allocation of
data and ensure the smooth operation of the system.

2.2. Power Information Security Storage System Based on Big
Data. According to the specific needs of data storage and
analysis in electric transportation, this paper combines the
basic structure of the cloud computing system to design a
power information security storage system. This system con-
sists of three parts, namely, storage, application, and manage-
ment. In the safe storage system, a large amount of data
information will be generated in the process of power transfor-
mation, transmission, and distribution, including static data,
dynamic time series data, picture, and video data [13]. In order
to ensure the smooth operation of transmission and distribu-
tion lines in complex environments, it is necessary to improve
some of the problems in data storage and create more favor-
able conditions for data analysis and calculation [14].

2.3. Security Mechanism of the IoT Terminal System. The
security architecture of the Internet of Things is usually
divided into a perception layer, a network layer, and an appli-
cation layer. The key difference between the security of the
Internet of Things and the traditional network security lies
in the perception of the security of the terminal system [15].
The Internet of Things terminal system is the forefront of
the entire Internet of Things data perception and processing.
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Its biggest feature is limited resources. If you want to ensure
the security of the Internet of Things, you must design a secu-
rity mechanism that can adapt to the characteristics of the
Internet of Things terminal system [16]. Generally speaking,
RFID technology and wireless sensor network (WSN) technol-
ogy are the most important technologies in the sensing layer.

2.3.1. RFID Technology. Radio frequency identification
(RFID) is a kind of automatic identification technology. It
carries out noncontact two-way data communication
through radio frequency and uses radio frequency to read
and write the recording media (electronic tags or radio fre-
quency cards), so as to achieve the purpose of identifying tar-
gets and data exchange.

Radio frequency identification technology (RFID) is a
noncontact two-way automatic data identification technol-
ogy, because it has a strong data storage capacity, high accu-
racy and adaptability, and can simultaneously identify and
process objects and tags. Its often used in the field of Internet
of Things [17]. However, the openness of the RFID system
will still cause it to have certain security problems. Although
the existing security authentication protocols can detect the
presence of false tags, these security authentication protocols
are generally based on the single-proof interaction mode.
Although this authentication mode is highly reliable, it can-
not meet the actual needs of large-scale RFID systems in
terms of efficiency [18].

2.3.2. Wireless Sensor Network (WSN) Technology. Wireless
sensor network (WSN) is a distributed sensor network, com-
bined with data fusion technology, and it has the effects of
reducing node energy consumption, enhancing data percep-
tion capabilities, reducing network delay, and optimizing
network resource allocation [19, 20]. Therefore, reasonable
and efficient data fusion technology is very important for
wireless sensor networks.

The data collected by a single node is limited, and the per-
ception ability is limited. Therefore, it is necessary to deploy a

large number of nodes in the wireless sensor network to
improve the accuracy of the data and enhance the robustness
of the network. However, nodes in the same detection area
will have the phenomenon of communication crossing,
resulting in data redundancy. If the node transmits redun-
dant data directly to the sink, it will not only increase the
amount of communication and calculation but also reduce
the user’s data decision-making ability [21]. Therefore,
designing a reasonable and efficient data fusion technology,
eliminating redundant data, and reducing computational
complexity and node energy consumption, not only can
improve the life cycle of the network but also improve the
user’s decision-making ability.

2.4. Mobile IoT Information Security Encryption Algorithm.
The sensing layer lacks sufficient security protection bar-
riers. If someone tries to attack the sensing nodes of the
wireless sensor network, they will often start from the
sensing layer. In addition, the sensing nodes in the sensing
layer are distributed in various different complex environ-
ments, which further increase the probability of being
attacked and causing information data damage and loss
[22]. In order to ensure the confidentiality and integrity
of the power, transportation, and mobile Internet of Things
information, appropriate encryption algorithms must be
used.

2.4.1. Byte Substitution. The round function of each round of
the AES algorithm must go through the process of byte sub-
stitution, row shift, column mixing transformation, and
round key addition operation. Compared with other algo-
rithms, the AES algorithm is more symmetrical, and the
expression is simple and easy to understand [23]. Byte substi-
tution is the only nonlinear transformation in the algorithm.
It is a bricker’s replacement. The replacement contains an s −
box that acts on the state byte, denoted by SRD. Box s − is a
matrix of 16 × 16; so, there are 256 possible transforma-
tions. Among them, the algebra of byte substitution is
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Figure 1: Structure diagram of power information security platform based on big data analysis.
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expressed as bi, j = S½ai, j�, and then the structure of SRD
satisfies the formula:

SRD a½ � = f g að Þð Þ: ð1Þ

If gðaÞ represents transformation a→ b, then

a→ a−1inGF 28
� �

: ð2Þ

Among them, f ðaÞ is an affine transformation, and this
change has no effect on nonlinearity, but it can make the
algebraic expression very complicated.

2.4.2. Row Shift. The essence of the row shift is only one byte
transformed; that is, the row in the state is cyclically shifted
according to a different offset. For a 128bits component, the
state offset is 0, 1, 2, and 3, and the offset used by each row
can be any one of them [24]. The inverse operation of row
shift is called InvShiftRows, which can make the rows of the
state matrix cyclically shift. In the AES − 128 decryption algo-
rithm, the first row moves three bytes to the right, and the sec-
ond row moves two bytes to the right. The third row moves
two bytes to the right, and the last row remains unchanged.

2.4.3. Column Confusion. Column confusion operation is a
kind of linear transformation, which only performs mixing
on each column included in the state. Column confusion
transformation helps the state matrix to further provide
higher diffusibility after row shifting and diffusion, which
confuses each column of the state matrix [25]. This kind of
replacement is to separately treat each column as a polyno-
mial whose coefficients are in a finite field, then multiply with
another intrinsic polynomial, and finally perform a modular
operation on the formula ðx4 + 1Þ, where the mathematical
formula of the polynomial cðxÞ satisfies

c xð Þ = 0:3 ⋅ x3 + 0:1 ⋅ x2 + 0:1 ⋅ x + 0:2: ð3Þ

When the inverse nematic hybrid transformation is
expressed by matrix multiplication, the corresponding poly-
nomial satisfies the formula:

0:3 ⋅ x3 + 0:1 ⋅ x2 + 0:1 ⋅ x + 0:2
� �

⋅ d xð Þ = 0:1 mod x4 + 1
� �

:

ð4Þ

Among them, dðxÞ satisfies

d xð Þ = 0B ⋅ x3 + 0D ⋅ x2 + 09 ⋅ x + 0E: ð5Þ

2.4.4. Add Round Key. In the round key addition transforma-
tion, each round of the round transformation will have a
round key, and the round key is expanded by the key, where
ki, j is the round key, and the mathematical expression of
round key addition is

bi, j = ai, j ⊕ ki, j: ð6Þ

3. Construction Experiment of the Power
Information Security System Based on Big
Data Analysis

3.1. Experimental Background. The Internet of Things is the
application of the Internet of Things in the smart grid. It is
the result of the development of information and communi-
cation technology to a certain stage. It will effectively inte-
grate the communication infrastructure resources and the
power system infrastructure resources, improve the informa-
tion level of the power system, and improve the current situ-
ation of the power system. With infrastructure utilization
efficiency, it provides important technical support for power
grid generation, transmission, transformation, distribution,
and power consumption. A huge intelligent complex net-
work integrates electrical equipment and facilities for unified
management. Power information is not only diverse in types,
large in data volume, and extremely fast in updating, it is dif-
ficult for traditional management methods to fully control
power big data. During the preanalysis of the experiment,
this article believes that the difficulty of the experiment will
appear in the construction of the big data platform and the
efficiency of part of the real-time information return. There-
fore, this article focuses on information security and con-
structs the Internet of Things information system framework
in the power field. In this way, the effect of comprehensive
management of electric power big data can be improved.

3.2. Experiment Process. This article combines the characteris-
tics of the power industry with big data and uses the radio fre-
quency identification technology and intelligent information
sensors in the Internet of Things to try to combine big data
and the Internet of Things technology to construct a power
information security terminal. The entire system is composed
of the user layer, the big data analysis layer, and the terminal
collection layer. The three are connected and complementary
to each other, converging various data in the power industry
into the power Internet of Things. After the completion of
the terminal construction, this article will start with the big
data-based IoT power acquisition and control and power mar-
keting information security, as well as the big data-based
power traffic management system security, and elaborate on
the big data and the IoT model for the power industry.

3.3. Experimental Platform Development. The power trans-
portation mobile Internet of Things information security
platform constructed in this article takes the Hapoop
MapReduceV2 framework as the core and establishes a
distributed computing cluster through the Map-Reduce pro-
gramming model to complete the operation and manage-
ment of the power big data in the system. In the big data
storage system, this article uses the manager to manage the
system content and serves as an excuse for users to use the
client to access data. At the same time, Hadoop is used to
complete the construction of distributed clusters, and various
data generated by the lines during daily power transmission
and distribution are stored in a large number of data nodes
to achieve distributed storage. The application layer consists
of the Map-Reduce programming model and the distributed

4 Wireless Communications and Mobile Computing



open source database HBase, so that data storage and man-
agement can be implemented according to parallel program-
ming and storage excuses.

In the development of terminal collection systems,
advanced information technologies such as mobile Internet
technology, global positioning system, radio frequency iden-
tification technology, mobile communication technology,
and intelligent information sensing technology need to be
comprehensively utilized. Specifically, it includes a lan com-
munication module for communication maintenance, an
identity recognition module for personal information recog-
nition, and a beidou module for precise positioning. In addi-
tion, video modules, infrared communication modules, and
expansion modules also play important values in the system.

4. Based on Big Data and Internet of Things
Technology Research on Electric Traffic
Information Security Terminal Architecture

4.1. Big Data-Based Internet of Things Power Acquisition and
Control and Power Marketing Information Security Analysis

4.1.1. Security Analysis of Electric Transportation Terminal
Based on Big Data. Electricity is an indispensable resource
for the normal operation of the country. Therefore, grid
operation companies bear heavy responsibilities. They must
not only provide high-quality electric energy to all users
and ensure the stable operation of users’ electrical equipment
but also ensure the stability of the entire power grid system
and carry out special regulation on power transmission at
key nodes. In order to better realize grid management, it is
a very correct decision to connect the power industry with
big data of the Internet of Things. The transmission system
of the power transportation mobile Internet of Things
includes three parts: monitoring equipment, application soft-
ware, and transmission network. In order to ensure the nor-
mal operation of the system, its safety must be guaranteed
from the system architecture and functions. Table 1 is the
basic protocol format of the configuration information data
in the power transmission node.

Regardless of the collection node or the transmission
node, configuration information is written to the node
through the RS485 bus. The configuration information is
used to write the local physical address, target physical
address, server IP address, time base reference, and other
parameters into the node. It can be seen from Table 1 that
when a node is identified as a sending node, the target
address is the address of the relay node corresponding to
the sending; when the node is identified as a relay node, the
target address is the address of the standby relay node; when
the current relay node is used as a sending node, or the relay
forwarding function of the current relay node cannot be used

normally, the node forwards information through the
standby relay node of the wireless communication module
box. In order to further test the transmission delay and cor-
rectness of power transmission, this paper evaluates the wire-
less transmission effect under different distances. Figure 2 is a
statistical diagram of the test results of wireless transmission.

It can be seen from Figure 2 that when the transmission
distance is within 300 meters, the accuracy of wireless trans-
mission is 100%, and the transmission delay is less than 0.2
milliseconds. But with the expansion of the transmission dis-
tance, the transmission delay will continue to increase, and
the transmission accuracy rate will continue to decrease.
On the whole, the transmission performance of wireless
communication within 450 meters is still relatively good. It
can be seen that the power transportation mobile Internet
of Things information security terminal constructed in this
article can realize normal applications in the power field
while ensuring the secure transmission of information.

4.1.2. Security Analysis of Internet of Things Power Marketing
Information Based on Big Data. The so-called power market-
ing refers to the power services provided by enterprises in
order to meet the power consumption needs of the masses
in the power market. The essence of power marketing is to
achieve a balance between supply and demand in the power
market. With the indepth development of power marketing
information, the development of marketing acquisition and
control business has become more and more mature in
recent years, and the application of automated electrical
energy measurement collection devices has become increas-
ingly widespread. The pressure of a large number of auto-
mated electric energy metering devices on their uplink
databases during operation is also increasing. In addition,
there are also certain problems in the storage of acquisition
and control systems and power big data. Figure 3 is a statisti-
cal diagram of the causes of various equipment failures in the
power transportation mobile Internet of Things.

As can be seen from Figure 3, among the causes of vari-
ous equipment failures in the power transportation mobile
Internet of Things, the most frequent occurrence is the inte-
grated access equipment (PCM). In addition, power failures
caused by optical cables, cables, and other accessory equip-
ment also have a higher frequency. This paper uses the fuzzy
logic toolbox in MATLAB to obtain the support of the fuzzy
C-means clustering method to achieve the effect of discretion
index. Before clustering the attribute values, first analyze the
clustering validity of the number of clustering points.

From the calculation results, the five indicators of optical
fiber, PCM equipment, microwave equipment, dispatching
switch, and auxiliary equipment occupy a relatively impor-
tant position in the entire indicator system. Among the index
weights, the weight of optical fiber is 0.4697, which is the

Table 1: Basic protocol format of configuration information data in power transmission node.

Byte 0 1 2-3 4-5 6-10 11-14 15-18 19-20

Description Data header Logo Local address Target address Server address Time stamps CRC Data tail

Byte length 1 2 2 2 6 6 4 2
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highest among the five indicators. This shows that the safety
of optical fiber plays a very important role in the information
security of the power, transportation, and mobile Internet of
Things.

4.2. Safety Analysis of the Electric Traffic Management System
Based on Big Data

4.2.1. Security Analysis of Intelligent Power Monitoring
Terminal Based on Big Data. When constructing the infor-
mation security terminal framework of the electric transpor-
tation mobile network, this article adds a monitoring
terminal to the terminal collection layer, and the monitoring
terminal system includes real-time data collection, data dis-
play, data statistical analysis, platform resource management,
and predictive warning information. The basic characteris-
tics of the Internet of Things technology include a wide vari-
ety of collection terminals, a large number of collected data, a
wide range of transmission networks, and intelligent data
processing. Therefore, power monitoring terminals devel-
oped based on big data and the Internet of Things can better

improve the intelligence of the power grid under the premise
of ensuring information security. The monitoring system of
the mobile power grid is a very important part of the infor-
mation security framework. The effective visual processing
in the monitoring system is precisely because of the auxiliary
effect of wireless sensor network technology.

The smart grid is an extremely large system. It is respon-
sible for coordinating the load balance between the user end
and the power system. Therefore, it is necessary to monitor
the operating status of the equipment in real time to ensure
that the equipment maintains normal operation. As the
number of users and devices added to the smart grid con-
tinues to grow, the amount of data that needs to be moni-
tored in the grid system also multiplies. Therefore, this
article starts with improving the control efficiency of smart
monitoring terminals and reducing operating costs and
improves the monitoring system. Figure 4 is a statistical dia-
gram of power communication consumption.

The improved secret signature scheme in this paper can
collect mostly data at the same time and send it to the corre-
sponding recipient. The user can obtain the corresponding
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plaintext information after entering the key. Compared with
the two types of traditional algorithm solutions that can only
aggregate one-dimensional data, the improved power data
monitoring system is obviously more competitive. It can be
seen from Figure 4 that comparing the communication
resources consumed by the three schemes in the process of
aggregating multidimensional data, the improved secret sig-
nature scheme significantly saves more communication
costs. From a practical application point of view, this solution
is used in an intelligent power information security system,
which can effectively reduce communication resources and
reduce the complexity of system calculations while ensuring
information security.

4.2.2. Smart Power Privacy and Security Protection Based on
Big Data. When constructing the intelligent power informa-

tion security terminal based on big data, this article
strengthens the data protection function in the information
system based on the principle of ensuring data confidential-
ity, integrity, and nonrepudiation. Even if someone tries to
monitor the power communication information, they cannot
decrypt it and get the corresponding plaintext. The use of
irreversible hashing to achieve data encapsulation can effec-
tively guarantee the confidentiality of data, and the combina-
tion of big data and blockchain technology can further ensure
the integrity of the data. In addition, since each sensing node
has a unique ID as a token when publishing and receiving
information, the signed information has nonrepudiation.
Figure 5 is the statistical data of users’ satisfaction with the
intelligent power system. The survey objects are from 10 dif-
ferent communities. The survey method is a questionnaire in
the system, and the scoring mechanism is a ten-point system.
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It can be seen from Figure 5 that the average scores of
users for the convenience, safety. and overall satisfaction of
the power system are 9.312, 9.233, and 9.128, respectively.
Among the districts B, F, and I with lower scores, the propor-
tion of middle-aged and elderly people living is higher; so, the
understanding of the intelligent power security system is also
insufficient, while the higher scores in the districts D and G
have a significantly higher proportion of young people. In
their view, the intelligent power security platform only needs
to use the Internet to easily understand the power consump-
tion and complete the electricity bill payment, which
improves the convenience of power security services.

5. Conclusions

This paper analyzes the security of power transportation
transmission terminal based on big data. This article intro-
duces the power acquisition, control, and transmission ter-
minal based on the Internet of Things technology, analyzes
the basic protocol format of the configuration information
data in the power transmission node, and tests the core func-
tions of the power transmission system. The experimental
results show that the system can indeed meet in engineering
practice, and smart grids have high requirements for real-
time and reliability of power transmission. This article ana-
lyzes the Internet of Things power marketing information
security based on big data. The extensive promotion of mar-
keting acquisition and control systems and intelligent acqui-
sition and control terminals has effectively reduced the work
pressure of grassroots personnel in the power industry and
improved the efficiency of various services in the power sys-
tem. In order to solve the deficiencies in the traditional infor-
mation service system, this article analyzes the causes of
failures of various devices in the power transportation mobile
Internet of Things, improves the problems in the system
architecture, and optimizes the existing business service
processes.

This article analyzes the safety of the electric traffic man-
agement system based on big data. The improved scheme in
this paper uses the designed sign cryption algorithm to col-
lect the multidimensional data of the user’s power and send
it to multiple receivers. In the regulation stage, after the con-
trol center analyzes and processes the multidimensional data,
it is stored in an immutable and permanent blockchain to
achieve efficient management of power data; grid operators
can achieve smart contracts for individual consumer power
consumption regulation; equipment suppliers can also
implement equipment operating status monitoring to ensure
that grid equipment operates as usual. This article investi-
gates users’ satisfaction with using smart power systems.
From the results, most users hold a positive attitude towards
the convenience and safety of power information security
systems.

This article has carried out research on the construction
of power information security terminal based on big data
analysis and Internet of Things technology. In order to
ensure the safety of power information, it is necessary to take
security measures for the entire power information transmis-
sion process. Only when the power smart equipment can

complete the work smoothly and can the construction and
development of the smart grid be further promoted. When
looking forward to the future development direction, we
believe that the structure and operation mode of the power
grid will undergo major changes with the widespread appli-
cation of new energy and new materials. Therefore, we
believe that the focus of future work can be placed on the fol-
lowing aspects: (1) realize more precise control of the smart
grid through the Internet of Things technology, (2) combine
the big data analysis function to realize real-time grid opera-
tion status and carry out fault warning, and (3) realize power
of the high degree of integration of industry and information
system that provides users with more convenient power
services.
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With the popularity of neural networks and the maturity of network technology, fully functional intelligent terminals have become
indispensable devices for people’s lives, research, and entertainment. However, in the badminton teaching of people’s daily exercise,
the old traditional teaching mode is still used, which cannot achieve good teaching effects. In order to study the best of badminton
teaching, this article is based on the previous research, by introducing neural network, using literature data method, questionnaire
survey method, interview method, experimental method, and other research methods to conduct research. The intelligent learning
of the network is connected, experiments are designed to be applied, and then, data analysis is conducted. The research results show
that with the use of smartphone mobile learning teaching methods, the experimental group students’ technical movements,
theoretical knowledge, learning interest, and learning enthusiasm are about 20% higher than those of the control group, and the
badminton intelligent teaching system based on neural network is better than the control group’s traditional teaching methods.
The satisfaction of the students in the experimental group was also higher than that of the students in the control group. Based
on what network, the satisfaction of badminton teaching can reach more than 90%. This student recognizes and accepts the
teaching methods of intelligent teaching.

1. Introduction

Badminton sports were introduced to China in 1920 and
gradually evolved into popular sports as the times evolved.
In college physical education, badminton instruction is gen-
erally faced by ordinary college students, and the foundation
of badminton technology is very weak or poor. Zero founda-
tion: first, they face more complex badminton skills; after the
normal teaching process from easy to difficult, from part to
the whole, students tend to easily forget and master the tech-
nical essentials inaccurately; second, they have to face rela-
tively boring explanations; when explaining difficult
techniques, students are easily distracted and have low inter-
est in learning.

In the process of badminton teaching in colleges and uni-
versities, it is generally faced with ordinary college students.
The foundation of badminton technology is very weak or
zero, first of all, facing more complex badminton skills, nor-
mal education from part to whole, from easy to difficult.
After the process, students tend to forget and master the

technical essentials inaccurately; secondly, when faced with
relatively boring and incomprehensible technical explana-
tions, students are easily distracted and have a low interest
in learning; finally, college badminton technical teaching
needs. Faced with the large number of students, it is impossi-
ble for the teacher to take into account the acceptance of each
student in a short time of teaching. Many colleges and uni-
versities have relatively few badminton teaching hours, and
most colleges and universities only offer badminton teaching
for one semester. It takes a relatively long time to teach com-
plex and diverse badminton. Educational progress is rela-
tively tight, and students with relatively low receptivity
cannot take care of it. Therefore, it is particularly necessary
to construct a badminton intelligent education system based
on a neural network [1].

For the intelligent teaching of badminton, experts at
home and abroad also have a lot of research. In foreign coun-
tries, the most active research on intelligent teaching is in the
United States, European countries, Japan, Canada, and so on.
American universities such as Stanford, MIT, Memphis,
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Carnegie Mellon, and California have developed some intel-
ligent prototype systems. For example, the National Science
Foundation of the United States has invested US$22.50 mil-
lion in the research and development of learning and intelli-
gent systems for human learning and creation. The Tutor
system developed by Memphis University over 25 years can
be used by computers to give prompts and hints to students’
problems. In response, Tutor can make decisions based on
typing and oral responses to the question without multiple
choices and give corresponding explanations for possible
grammatical or semantically incorrect language [2]. How-
ever, domestic badminton teaching started relatively late.
Liu [3] pointed out in the article “Discussion on the Develop-
ment Trend of Badminton in Colleges and Universities” that
with the improvement of the country’s comprehensive
strength, quality education has become the basis for talent
training; it has becomemore and more important to promote
the overall development of school physical and psychological
qualities. At the same time, the physical quality of college stu-
dents has been declining year by year. With the gradual pop-
ularization of badminton, college badminton teaching also
appears to be particularly important. While improving the
quality of teaching, teachers should improve their own tech-
nical level and innovate teaching methods. Li [4] pointed out
in the article “Study on the Practice of Multilevel Cooperative
Teaching Method in Badminton Teaching” that badminton
is an antagonistic sport across the net, especially doubles,
which requires the tacit cooperation of two people. There-
fore, it should be used in the process of badminton teaching
in colleges and universities. Try more new teaching methods,
and do more teaching practice in cultivating students’ sense
of unity and cooperation and learning interest. In his article,
I tried to apply the hierarchical cooperative teaching method
in the process of college badminton teaching. After experi-
mental comparative research, the cooperative consciousness
of experimental class students and the interest, initiative
and enthusiasm of students in learning. These studies have
provided some references for the research of this article, but
due to the lack of samples in previous experiments, the exper-
imental results are difficult to reproduce and are not
operable.

This article briefly summarizes and analyzes existing
intelligent education systems and neural network technolo-
gies. Aiming at the problems of learner modeling and selec-
tion of teaching strategies, based on repeated discussions in
the study group, it is based on relevant educational objective
theories and multiple intelligent theory, project reflection
theory, and error backpropagation algorithm technology,
designing and describing the theoretical model structure of
intelligent guided badminton system based on neural net-
work technology, which lays the foundation for the research
of badminton intelligent teaching system and the realization
of intelligent goals.

2. Intelligent Teaching Methods of Badminton

2.1. Neural Network. A neural network is composed of a large
number of artificial neurons. Humans use computer technol-
ogy to simulate and realize the functional connection of bio-

logical neurons [5]. The weight of the connections between
each neuron is determined by a particular learning algo-
rithm, and the structure has a particular function. Network
system: each neuron of the neural network is nonlinear,
interacts and affects during operation, and has the properties
of a nonlinear (dynamic) system [6]. At the same time, the
neural network has the characteristics of high-
dimensionality (composed of many neurons, multiple
input-multiple output), parallelism, distribution, self-adapta-
tion, self-organization, and self-learning capabilities [7]. A
single neuron is not complex, but a neural network of many
neurons can produce very complex and very rich phenomena
and consequences.

In a neural network, each neuron is an independent
information unit, and the entire network system performs
parallel and distributed processing [8]; its operations not
only follow logical rules but can also operate in accordance
with the rules of different disciplines such as physics, mathe-
matics, neurobiology, and psychology [9]. The data acquisi-
tion module, control module, and data processing module
are the three major components of the neural network-
based control system [10]. The control system of the neural
network is shown in Figure 1.

Neural controllers already have huge applications in the
field of automation. In recent years, great results have been
achieved in the application of control systems in the fields
of industry, aviation, and robotics [11]. However, few people
have set foot in the field of intelligent badminton teaching,
which is closely related to people’s lives. Intelligent badmin-
ton teaching is only a controller and does not have thinking,
that is, it cannot think and decide the control scheme of the
system according to the environment [12]. The self-
learning and self-adaptive characteristics of the neural net-
work provide a solution for it [13].

Generally speaking, the algorithm of neural network is as
follows:

G x, yð Þ = exp −
x2 + y2

2σ2
� �

, ð1Þ

where σ is the mean square error. It is achieved by convolu-
tion of smoothing kernels with different σ values with the
image. The resulting expression formula is as follows:

L x, yð Þ = −
1

πσ4 1 − x2 + y2

2σ2
� �

exp −
x2 + y2

2σ2
� �

: ð2Þ

The effect is related to the value of σ; the smaller the σ, the
smaller the smoothing effect, and the more noise
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2a2r−1

2b2
a2r−1

p − t
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λx ctn − tð Þ > 0: ð5Þ
And so
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� �

L
� �

: ð6Þ

Mathematical morphology method is to use set algebra the-
ory to analyze and process based on geometric characteris-
tics. Mathematical morphology methods mainly use
corrosion and expansion operations to extract morphological
boundaries [14]. You can get more accurate boundaries by
combining the contraction effect of a calculation and the
extension effect of an extension calculation with a specific
logical operation. According to the idea of the maximum
between-class variance method to determine the fitness func-
tion, the formula is as follows:

f tð Þ = σ tð Þ2 =w1 tð Þ ∗w2 tð Þ ∗ u1 tð Þð Þ − u1 tð Þ2: ð7Þ

Among them, t is the threshold, f ðxÞ is the fitness function,
w1ðtÞ is the number of nodes less than the threshold, and
w2ðtÞ is the number of nodes greater than the threshold
[15]. Generate a random number in the interval, and select
the individual corresponding to the area where the random
number belongs. It can be seen that the greater the fitness
of an individual, the higher the probability of being selected.
The probability of an individual being selected is

Pi =
f i

∑n
i=1 f i

: ð8Þ

In this badminton intelligent teaching system, the system
extracts user data from a database as input to train a neural
network. That is, it uses the self-learning and self-adaptive
properties of neural networks to learn the user’s lifestyle.
Then, according to the real-time training data, a control
scheme close to the user’s life habits is obtained [16]. There-
fore, the intelligent badminton teaching system after the
introduction of neural network can formulate badminton

teaching strategies for the user’s living habits according to
the user’s habits. Give the teaching system a “brain,” and
finally free users from the cumbersome traditional teaching
[17]. Since this system is to learn the user’s living habits in
real time and then to formulate a control plan, the system
can quickly adjust to this situation when the user changes
or the user’s habits change. The above advantages fully reflect
the improvement of the intelligence of the badminton intelli-
gent teaching system after the introduction of the neural net-
work [18].

2.2. Smart Teaching. With the continuous promotion of
intelligent learning, people’s intelligent learning exchanges
continue to deepen, and a large amount of semistructured
data has also been accumulated in various learning platforms
[19]. There are various types of data, and people organize and
sort out the hidden value behind it. Educational data mining
refers to mining the unique data of the education system so
that the chaotic educational data becomes useful informa-
tion, which can better understand students, make educa-
tional decisions for us, and optimize our badminton
teaching [20].

Intelligent teaching generally refers to a digital learning
support system that adaptively organizes knowledge
resources, implements teaching strategies, provides teaching
process services, and conducts teaching evaluation with the
help of artificial intelligence and computer technology in a
distributed network environment [21]. The ultimate impor-
tance of research is to give intelligence to computer systems.
Computer systems replace human education to some extent
to achieve the best education, reduce the workload of human
teachers, improve the quality of education, enhance human
understanding of the process of self-awareness, and relate.
Promote the development of subjects.

Teaching not only has important value for the develop-
ment of individual students but also has irreplaceable value
for the development of society [22]. This is because the con-
tinuation and development of society mainly refer to the con-
tinuation and development of politics, economy, culture, and
technology. The cultivation of people who develop social pol-
itics, economy, culture, and technology must be achieved
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Firewall
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Figure 1: Basic framework diagram of a neural network.
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through education, more precisely through school education.
Teaching is the basic form of school education [23]. With its
basic educational form, schools promote students to receive a
planned, purposeful, and systematic education. Through
teaching activities, students can acquire the necessary knowl-
edge, skills, emotional attitudes and values, etc., and can pro-
mote the progress of social politics, economy, culture, and
technology, thereby promoting social development. This
kind of value that takes social development as the main body
and serves the real life of society and the future development
of society is the social value of teaching, which is based on the
individual value of teaching [24].

Smart education has changed the way students acquire
knowledge and has an intangible impact on traditional teach-
ing models. Online teaching is the trend of future teaching
development. Each teacher has their own advantages and dis-
advantages [25]. For example, some teachers are experienced
but lack energy physically or due to other reasons. Some
teachers are energetic but lack experience; some teachers
are quick-thinking but jumping. They are more sexual; some
teachers are careful and patient but not flexible enough.
Online teaching is not only helpful for students to find their
own learning level but also for teachers to find their own
teaching level, so as to better utilize their own advantages.

University courses are independent subjects, related
courses require scientific placement and research, and much
energy can be spent on research to place the corresponding
courses in a scientific and rational way. In order to teach
courses in colleges and universities, science and correct guid-
ing ideology are indispensable. From a long-term perspec-
tive, the arrangement of courses in colleges and universities
must adhere to the concept of being “reasonable and practi-
cal” and integrate sports teaching in the context of the new
era. Relevant trends of thought promote the development
of students’ sports awareness, so as to achieve the realization
of students’ self-worth, and make badminton teaching an
indispensable part in the true sense.

Intelligent teaching is generally carried out in groups, and
only reasonable grouping can ensure the efficiency of learn-
ing. Through analysis, we can conclude that the learning
effect of students in different groups will be different. First
of all, the original group leader recruitment and the free
grouping of students have changed to free grouping under
the guidance of teachers. Completely free grouping. Students
who are more familiar in a class will get together in a group.
Because each student is too familiar with each other in the
group, when studying, you cannot concentrate on learning,
and there are too many small chat topics. Teachers can group
students reasonably on the basis of students’ willingness so
that everyone can have a good learning atmosphere and learn
more effectively. Secondly, teachers should understand the
students’ personality, preferences, learning ability, and learn-
ing foundation through pretests before grouping, and group-
ing different students can achieve the effect of learning from
each other’s strengths and weaknesses. Finally, teachers
should select students with organizational skills and high
levels of activity as the group leader, because the activity
and sense of responsibility of the group leader play a vital role
in the learning of the students in the group.

2.3. Badminton Teaching. Badminton is a kind of mass sports
event. Basically everyone can play, but the movements are
not very standardized. Due to the lack of class hours in col-
lege badminton teaching, usually after the basic skills of bad-
minton are taught, systematic learning and training will not
be carried out. The direct badminton sparring practice did
not correct some of the students’ irregular movements, nor
did they have time to guide and systematically complete the
movement learning. Without being able to connect the
courses, students find learning in class boring and boring.
After completing the instruction, the teacher must prepare
for the test and exam to complete the instruction progress,
and the student will not practice again after the exam. In
the process of badminton teaching in colleges and universi-
ties, due to the limitation of class time and insufficient time,
most students are required to be taught in technology while
ignoring the explanation of badminton theory.

Badminton teaching is also a sports subject with both tech-
nical and theoretical aspects, but in college badminton teach-
ing, technical teaching still occupies the dominant position.
In the process of technical teaching, it is first necessary to have
venues and equipment [26]. Although currently compared to
football, basketball, and volleyball courts, the football, blue,
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Figure 2: Intelligent teaching process.
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and volleyball stadiums of many colleges and universities still
occupy most of the college’s sports grounds, although for bad-
minton, the requirements for venues and other hardware facil-
ities are relatively low. The area of badminton sports venues is
generally far less than that of the three major sports venues.
Therefore, many universities have to control the number of
participants in badminton activities without reducing the
number of classes. Badminton courts and badminton equip-
ment are also two major obstacles.

For badminton, the purpose of students’ learning is more
practical, direct, and purposeful. The knowledge goal is to
learn the basic knowledge of badminton, as well as badmin-
ton technology, tactics, and basic refereeing knowledge
through a stage of learning. The goal of the skill is to be able
to master basic badminton techniques and tactics, badmin-
ton training methods, and physical training with badminton
training in class. Emotional attitude is to combine the charac-
teristics of badminton sports [27], cultivate good physical
exercise habits, and cultivate lifelong sports ideas for college
students. Cultivate students to actively participate in physical
exercises, and cultivate the students’ hard-working spirit and
the tenacious quality of persevering in hard work. The teach-
ing process is shown in Figure 2.

3. Experiments on Badminton Intelligent
Teaching Methods

3.1. Subjects. This paper conducts group experiments on the
badminton teaching of a middle school student in this city.

One group uses traditional badminton teaching, and the other
uses intelligent robot teaching based on neural network. Make
full use of the research results in the field of college badminton
education and teaching, construct a system for the optimiza-
tion of college badminton teaching, and put forward feasibility
and scientific opinions on the badminton teaching reform, so
as to help colleges and universities build a badminton teaching
system that is more suitable for students.

3.2. Construction of Teaching System

3.2.1. Neural Network Construction.We have built a machine
that can perform intelligent teaching through neural net-
work, which can teach according to the personal characteris-
tics of students, and its operation mode is as follows.

For each inputXðkÞ, calculate the output YðkÞ of each layer

Y kð Þ = y1 kð Þ, yn kð Þ½ �,

yij kð Þ = ϕ skj kð Þ
� 	

= 1
1 + e−s

i
j kð Þ ,

ð9Þ

sij kð Þ = 〠
Ni−1

i=0
Wi

jiy
i−1
i kð Þ = Wi

j

� 	t
Yi1 kð Þ, ð10Þ

WI
J

� �T = wi
j0,wi

j1,⋯,wi
jN−1

h i
, wi

j0 = −θ1j ,

Yl kð Þ
� 	t

= 1 ⋅ yi1 kð Þ,⋯, yiN1 kð Þ� �
:

ð11Þ

Table 1: Student level statistics.

Forehand High forehand Forehand lob Forehand Forehand rubbing Backhand rubbing P

Class 1 2.11 2.44 1.81 1.92 2.28 2.45 0:046 < 0:05
Class 2 2.18 2.09 2.44 1.89 1.96 1.99 0:014 < 0:05
Class 3 2.21 2 2.15 2.48 1.96 2.44 0:012 < 0:05
Class 4 2.29 2.05 2.19 2.21 2.01 2.11 0:023 < 0:05

MCU DHT11

VDD

5 K

VDD

1Pin

2Pin

GND

3Pin

Figure 3: Typical application circuit.
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From this, we can get the general situation, that is, for any i
-th layer, there is

Δwl
ji kð Þ = δlj kð Þyl−1i kð Þ: ð12Þ

Among them,

δlj kð Þ =
ylj kð Þ 1 − ylj kð Þ

� 	
dj kð Þ − ylj kð Þ
� 	

, to the output layer, ylj kð Þ = yj kð Þ,

ylj kð Þ 1 − ylj kð Þ
� 	

〠
q

δl+1q kð Þwl+1
qj kð Þ, l ≤ L − 1, to layer 1, y0j kð Þ = xi kð Þ:

8>><
>>:

ð13Þ

3.2.2. Student Parameter Statistics. We make statistics on the
badminton level of 4 classes in a middle school so that we can
compare the level changes after different teaching, as shown
in Table 1.

3.3. Determine the Evaluation Weight. The index weight is a
numerical index indicating the importance and function of
the index. In the indicator system of the evaluation plan,
the weight of each indicator is different. Even if the indicator
level is the same, the weight is different. Index weight is also
called weight and is usually represented by a. It is a number
greater than zero but less than 1, and the sum of the weights
of all first-level indicators must be equal to 1, that is, satisfy
the conditions 0 < a < 1 and ∑a − 1.

3.4. Comprehensive Evaluation Model. At present, there are
two main evaluation models: one is the main factor highlight
model, and the other is the weighted average model. If the
weight of a single factor is significant and the evaluator has
a predominant factor, you can choose a major key factor
model. If the weight of the evaluation factors is relatively
average, you can choose the weighted average model. These
two models have their own characteristics. In the specific
implementation process, the two methods can be imple-

mented separately. Finally, compare the results of the two
models.

4. Badminton Intelligent Teaching Methods

4.1. Intelligent Machine Model. In order to complete intelli-
gent badminton teaching, our system decision-making
model based on the production rules of “cause and effect”
has indeed improved the level of intelligence of the system
in the early application, but there are also difficulties that
cannot be overcome in practice. First, teaching strategies
are difficult to obtain and express. Second, the expression for-
mat of production rules is fixed, and it is difficult to maintain
an educational strategy model. For this reason, we have
designed an intelligent model that is more suitable for teach-
ing. The design concept is shown in Figures 3 and 4.

Figure 5: Intelligent badminton teaching machine model (from
http://image.baidu.com/).
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Figure 4: DHT11 schematic diagram.
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As shown in the figure, based on the neural network
model, this paper redesigns the system structure on the basis
of retaining the traditional machine functions, enhances and
enriches the self-organization, self-learning, and self-
adaptive functions of the system decision-making model,
and comprehensively improves the guidance of the system
the ability to organize, make decisions, and plan for the envi-
ronment and process. The final intelligent badminton teach-
ing machine is shown in Figure 5.

Through this intelligent machine [28], we have estab-
lished a direct connection between the data management
model and the student model, making the entire teaching
process a multivariable control state of a single-input
multiple-output system and a multiple-input multiple-
output system. Teaching strategy resources include a wealth
of experience-level teaching strategy resources, all of which
can be continuously filled, organized, scheduled, and real-
time data processed. With the network-style parallelism,
intersection, and storage under the variable structure of the
three major data modules of teachers, students, and data
management, the teaching strategy of system decision-
making will no longer be “solidified” and must be dynamic,
diverse, and selectable.

4.2. Basic Situation of Students. Before the implementation of
the teaching, we conducted a basic situation test on the two
groups of students in the experimental group and the control
group. The test content included physical fitness, degree of
preference for badminton, learning interest, and learning
enthusiasm. The data source is in the form of experimental
method and questionnaire survey as shown in Table 2.

After an independent sample t-test (P > 0:05), data were
measured by the physical shape and badminton-specific
quality of the experimental and control classes (P > 0:05)
and the physical shape and badminton in the experimental
and control groups. You can see that there is no specific qual-

ity before the experiment. We have made relevant statistics
on the existing badminton skills of the students in the exper-
imental class and the control class, as shown in Table 3.

As shown in the table, the data were obtained after the
test, using the analysis of variance to get the experimental
class and the control class in the badminton technique of
the forehand backcourt high ball, forehand hit the backcourt
high ball, and forehand to pick the backcourt high ball. The P
values are all greater than 0.05, which shows that there is no
significant difference in the badminton skill level between the
experimental class and the control class. We make statistics
on the badminton interests of the two groups of people, as
shown in Table 4.

From the recovery of the questionnaires sent to the stu-
dents and analysis according to the display of the statistical
graph, 46 students in the experimental class are interested
in badminton, accounting for 59.7% of the total number.
The students in the control class are interested in badminton.
The number is 42, accounting for 56% of the total; 11 people
in the experimental class are not interested in badminton,
accounting for 14.3% of the total number of people, and 13
people in the control class are not interested in badminton,
accounting for 17.3% of the total number of people. In

Table 2: Basic situation of students.

Physical fitness Group Mean T P

Height
Test group 176:33 ± 7:102

1.6003 0:184 > 0:05
Control group 174:33 ± 6:783

Body weight
Test group 65:6667 ± 7:652

1.4005 0:622 > 0:05
Control group 64:6667 ± 8:015

Badminton
Test group 5:266 ± 0:125

0.5645 0:602 > 0:05
Control group 5:233 ± 0:359

Standing long jump
Test group 2:37 ± 0:382

0.2031 0:848 > 005
Control group 2:34 ± 0:295

Table 3: Technical level of students.

Experimental class Control class T P

Forehand 81.6 80.0 1.789 0.077

Forehand backcourt 77.4 75.8 1.444 0.153

Forehand to pick the backcourt high ball 80.0 79.2 0.99 0.325

Table 4: Students’ interest in badminton.

Very
interested

Interested General
Not

interested

Experimental
class 1

7 18 9 6

Experimental
class 2

9 12 11 5

Control class 1 6 15 8 7

Control class 2 7 16 12 6
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general, the percentages of the number of people interested
and not interested in badminton in the experimental class
and the control class are not much different. From the results
of data analysis, before the teaching experiment, the students
in the experimental class and the control class are interested
in badminton. There is no obvious difference in the degree.

4.3. Changes before and after Training. After three weeks of
training in different teaching methods, we have made statistics
on the changes in the badminton level of the students in the
class. The changes in badminton level are shown in Figure 6.

From the figure, we can see that after training with differ-
ent teaching methods, there is a big difference in the badmin-

ton level of the students. After the students in the
experimental class are taught, their badminton skills have
increased significantly. However, the score increase and
knowledge reproduction badminton technique test results
of the control class students in the second test are not very
important. This result proves that there is a certain differ-
ence between the intelligent badminton teaching method
under the neural network and the traditional teaching
method. The intelligent teaching method has a greater
advantage in consolidating and allowing students to firmly
grasp the knowledge. After the teaching, we made a survey
on the students’ understanding of badminton, as shown in
Figure 7.
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Figure 6: The difference between students’ skills after training.
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Figure 7: Student evaluation effect.
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From the figure, we can see that 31.53% and 28.97% of
the students who understand badminton knowledge very
much agree and quite agree, and 39.5% of the average stu-
dents think it is important to improve the level of badminton
skills and change the relationship between teachers and stu-
dents. And in the question survey that needs to continue to
be used in teaching, the total proportions expressing strong
agreement and relatively agree are 72.61%, 91.07%, and
78.19%, respectively; the number of disapproval is 0. It can
be seen from this that most students believe that the intelli-
gent teaching model has advantages in improving interper-
sonal relationships and improving abilities. In terms of
continued use of satisfaction, this teaching method can be
considered acceptable and recognized.

5. Conclusion

By using an intelligent education system based on a neural
network, students’ technical movements, theoretical knowl-
edge, interest in learning, and learning motivation are higher
than those in conventional education, and student satisfac-
tion is also higher than that in conventional teaching. It will
be higher than the law. Students are more concerned about
intelligent teaching. The way of learning and teaching is rec-
ognized. Smartphone mobile teaching makes the relationship
between teachers and students more harmonious and inti-
mate and improves students’ enthusiasm and initiative to
participate in badminton learning, and their academic per-
formance is improved. The effect is better than traditional
teaching methods. It can be passed to students positively
and promote students’ development of technology and
knowledge capabilities. This article also has certain short-
comings. Due to my limited time and ability, the sample size
of the experimental subjects is small, the implementation
content of the intelligent badminton teaching method design
using neural network in this article is still imperfect, and the
scope of the experiment should be expanded, with further
scientific and comprehensive research to increase its effec-
tiveness. In the future, it can be studied whether it can be
applied to the teaching of other subjects and whether it is
more practical for girls.
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The advent of the digital age has given new forms and new connotations to artistic creation, and more and more digital media
technologies have entered the stage of artistic creation and exhibitions. At present, holographic projection technology has
become a hot application technology in the field of digital media art. The purpose of this paper is to explore the technical
principles of holographic projection technology and its application in the field of digital media art, so as to provide suggestions
for the application and promotion of holographic projection technology and the development and innovation of digital media
art. First of all, this article understands the technical principles of holographic projection and its application status in various
fields, especially in the field of digital media art, through relevant literature research. Then, this article introduces the digital
holographic technology, virtual imaging technology, and computer simulation technology used in the realization of holographic
projection technology. Then, based on the advantages of holographic projection technology in three-dimensional image
recording and reproduction, this paper proposes to introduce holographic projection technology to digital art museums, digital
art exhibitions, and other digital media art applications and to study the effect of holographic projection technology on art
through simulation experiments, the effect of recording and reproducing the image of the work. Finally, the three-dimensional
reconstruction image of the digital holographic projection experiment on the artwork is compared with the simulated image of
the Contour GT profiler to verify the feasibility of applying the holographic projection technology to art exhibitions and the
effect of three-dimensional image recording and reproduction. Research shows that the holographic projection technology can
achieve 93.34% of the simulation effect of recording and reproducing 3D images of artworks. It is also found that 59.86% of the
audience who pay attention to the art experience strongly support the application of holographic projection technology in
digital media art fields such as digital art gallery. This fully proves the feasibility of applying holographic projection technology
to digital art exhibitions and provides a full range of artistic experience for audiences who cannot be present.

1. Introduction

1.1. Background and Significance.With the continuous devel-
opment of material living standards, people’s love and
pursuit of art are also increasing. However, traditional forms
of artistic creation and communication can no longer meet
the needs of art pursuers who are restricted by time and space
and cannot be present in person. The development of digital
media technology provides a new perspective for artistic
creation and communication. Digital media art is not a
short-lived emerging art form. As early as the 19th century,
scholars have put forward the concept of the interactive inte-
gration of technology and art through computers [1]. With

the development of digital technology, this art form plays
an increasingly important role in the development of the
art field. The most significant example of the development
of digital media art is the application of digital technology
in film and television animation, such as the magnificent
shipwreck scene in “Titanic,” the reproduction of extinct
species in “Jurassic Park,” and the scene production of
today’s 3D animation. [2]. Unlike digital media art with a long
history of development, holographic projection technology is a
novel digital virtual technology [3]. Holographic projection
technology breaks the traditional image recording and presen-
tation form, combining 3D technology and holographic tech-
nology, not only can record and reproduce three-dimensional
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images with higher precision, but also can realize the correc-
tion through digital holographic microscopy technology and
three-dimensional image traceability reconstruction, micro-
scopic observation of objects and replay of missing images
[4]. Therefore, holographic projection technology has impor-
tant applications in holographic microscopic observation of
biology, chemistry, and other fields such as image processing
in physics and mathematics [5]. However, because the art field
pays more attention to immersive art experience and specific
and subtle artistic representations and the application of holo-
graphic projection technology in some fields is not yet mature,
the application of holographic projection technology in the art
field has not been deepened.

1.2. Related Research at Home and Abroad. Since the intro-
duction of holographic projection technology, scholars from
all walks of life have paid constant attention to and research
on holographic projection. Makey et al. obtains Fourier
holography by preshaping the wavefront to locally reduce
the Fresnel diffraction, which combines complex images with
complete depth control, allowing random phases to be
included at each depth without changing the specific depth
projection of the image at [6]. However, true 3D holographic
technology also requires complete depth control and
dynamic projection functions, which will be affected by high
string interference. Makowski et al. proposed a phase-free
random method to make hologram reconstruction with very
low noise, so that fine projection can be performed without
time integration of subholograms [7]. Research shows that
through experiments comparing the depth of focus and
imaging resolution of various defocus parameters, it can be
concluded that the phase-free randommethod can effectively
improve the extended depth of clear imaging. Jamerson dis-
cussed the application of digital media art in mental health
treatment through examples of using digital media art and
technology in group mental health treatment meetings [8].
Research shows that story art plays an important role in
people’s perception and interaction of the world. Therefore,
narrative therapy and art therapy combined with digital
media art have a significant effect on the research and treat-
ment of people’s mental health. Heydon et al. integrated
digital media technology into public art courses, collected
data through case studies, and conducted a qualitative the-
matic analysis of multimodal elements in people’s transferable
understanding of digitally enhanced multimodal courses
throughout the life cycle [9]. The study found that digital
media is mainly used to create digital portfolios, and the corre-
sponding nondigital media text production and text produc-
tion led by teachers and participants are used as references.

In China, holographic projection technology is also a
research hotspot in various digital media technology applica-
tions. Qu proposed a holographic projection with higher
image quality that has a reconstructed image that has twice
the spatial resolution of existing holographic projections
and can well suppress speckles. Experiments show that this
holographic projection can effectively improve the spatial
resolution of the projected image without being restricted
by the size of the spatial light modulator. Chang et al. pro-
posed an implementation method of speckle reduction based

on phase-only computer-generated hologram and lensless
holographic projection. Virtual convergent light is applied
to the image to ensure that its wavefront is focused on the
virtual plane established between the image and the holo-
gram plane [10]. Experiments show that in a compact
lensless holographic projection system, this method is effec-
tive for simultaneously improving the image quality and
image size and the size of the projected image can reach the
maximum diffraction bandwidth of the spatial light modula-
tor at a given distance. Wu and Krewer reexamined the pro-
cess of digital practice in the University of Houston library
through digital media technology using data-driven methods
and put forward strategic recommendations for library digi-
tal practice in terms of workflow, digital resources, and infra-
structure [11]. Research has shown that the data-driven
strategy of digital media technology can effectively improve
the quality and efficiency of digital operations. Liang and
Kim combined the theory of expression psychology in the
field of art, and studied the application of projectionmapping
technology and digital media technology in the field of new
media art design [12]. It was found that the advanced projec-
tion mapping technology can not only show the realistic
image reproduction effect of the artwork, but even combine
the image reconstruction transformation and color adjust-
ment of the digital media technology to show the artistic
effect beyond the original artwork.

1.3. Innovations in This Article. This article puts forward the
new application research directions of holographic projec-
tion technology in digital art museums, digital art exhibi-
tions, and other digital media art fields. This paper uses the
holographic image recording method based on Fresnel
diffraction and lensless Fourier transform in the holographic
projection technology to record the holographic image of the
artworks allowed to be displayed in art places such as art
museums and galleries [13]; then, through Fresnel approxi-
mation reconstruction, convolution reconstruction, and
angular spectrum reconstruction, holographic projection
reproduction of artworks is realized [14]. For paintings,
sculptures, and other specific and microspace artworks, this
article uses holographic projection technology combined
with holographic microscopy to accurately record the optical
wavefront and phase distribution of the images of these
works and then uses wavefront reconstruction and holo-
graphic microscopy to include tiny features in the image of
the artwork inside which is reproduced [15]. The application
of holographic projection technology in digital art galleries,
digital galleries, and art exhibitions in this article can not only
satisfy the immersive art experience of audiences who cannot
be present but also present three-dimensional images of
artworks including tiny features such as lines and brush-
strokes. For art loverswho are concerned about artistic creation,
it is an innovative research in the application of holographic
projection technology in the field of digital media art.

2. Digital Holographic Projection Technology

2.1. Holographic Image Recording and Reproduction of
Artworks. For object image recording methods, such as
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traditional camera shooting and projector projection, most of
them are recorded according to the coordinates and pixel
distribution of the physical object, and then, the object image
is presented to the audience through the corresponding
projection magnification equipment [16, 17]. The digital
holographic projection uses the principle of virtual imaging
to record the wavefront information of the light wave emitted
by the object in the holographic projection device through
the optical light wave phase and amplitude and then converts
the recorded wavefront phase information into light wave
intensity information and passes optical the principle of the
process of reproduction. At present, the holographic image
recording methods used in holographic projection technol-
ogy mainly include three digital holographic image recording
methods: Fresnel diffraction holographic recording, lensless
Fourier transform holographic recording, and image surface
digital holographic recording [18, 19]. Their main principle
is to record based on the optical wavefront information
reflected by the object, but the recording methods used are
different. The process of wavefront recording is to convert
the spatial phase information of the reflected light waves of
the recorded object into spatial intensity information
through light wave interference, which is also the core princi-
ple of optical holography technology. During the wavefront
recording process, the information of the object light wave
Oðx, yÞ and the reference light wave Rðx, yÞ will be recorded.
They can be recorded in the following formats:

O x, yð Þ = o x, yð Þ ⋅ ejφ x,yð Þ,

R x, yð Þ = r x, yð Þ ⋅ ejϕ x,yð Þ:
ð1Þ

Equation (1) records the object light wave and reference
light wave information of the artwork. Where oðx, yÞ repre-
sents the amplitude distribution of the object light wave,
and φðx, yÞ represents the phase distribution of the object
light wave. Similarly, rðx, yÞ represents the amplitude distri-
bution of the reference light wave and ϕðx, yÞ represents the
phase distribution of the reference light wave. Then the total
light wave Tðx, yÞ of the digital holographic image of the art-
work can be obtained by superposing the real functions of the
amplitude and phase of the two light waves, and its distribu-
tion form is as follows:

T x, yð Þ =O x, yð Þ + R x, yð Þ: ð2Þ

Equation (2) records the phase and amplitude informa-
tion of the total light wave of the artwork, but this informa-
tion can only record the phase distribution of the light
wave of the artwork in the holographic projection, which is
not conducive to image reproduction and processing, so it
needs to be converted into the total light wave of the artwork
intensity distribution information. The distribution form of
the total light wave intensity Iðx, yÞ is as follows:

I x, yð Þ = O x, yð Þ + R x, yð Þj j2
= O x, yð Þj j2 + R x, yð Þj j2

+ 2o x, yð Þr x, yð Þ cos φ x, yð Þ − ϕ x, yð Þð Þ:
ð3Þ

Equation (3) records the total light wave intensity infor-
mation of the artwork in the holographic projection, where
jOðx, yÞj2 represents the intensity distribution of the object
light wave of the artwork and jRðx, yÞj2 represents the inten-
sity distribution of the reference light wave of the artwork.
Fresnel diffraction holographic recording is to record the
complex amplitude distribution of the object light wave and
the reference light wave of the artwork on the basis of the
wavefront recording to obtain the spatial frequency of the
interference fringes in the holographic projection of the work
to record the information of the holographic image of the
work. The form of the complex amplitude distribution of the
object light wave and the reference light wave is as follows:

O x′, y′
� �

= o x′, y′
� �

ejφ x ′ ,y ′ð Þ = ejdk

λjd
∬O x0, y0ð Þejk x ′−x0ð Þ2+ y ′−y0ð Þ2

Â Ã
/2ddx0dy0,

R x′, y′
� �

= r x′, y′
� �

ejϕ x ′ ,y ′ð Þ = e− jk x ′ sin α+y ′ sin βð Þ:

ð4Þ

In equation (4), ðx0, y0Þ and ðx′, y′Þ represent the two-
dimensional coordinates of the work of art on the object plane
and the projection plane, respectively, and represent the dis-
tance between the two planes. According to the complex
amplitude distribution of the object light wave and the refer-
ence light wave, the spatial frequency distribution of the inter-
ference fringes in the projection direction of the digital
holographic projection image in Fresnel diffraction can be
obtained as follows:

f x =
∂φ

2π∂x′
= x′ − x0 + d sin α

λd
,

f y =
∂ϕ

2π∂y′
= y′ − y0 + d sin β

λd
:

ð5Þ

Equation (5) records the spatial frequency of the interfer-
ence fringes of the artwork according to the diffraction angle
of Fresnel diffraction in the x and y directions and is similar
to the lensless Fourier transform holographic recording
method. The lensless Fourier transform does not use the
reflection angle to record the spatial frequency but instead
limits the bias conditions of the reference light wave to record
the spatial frequency according to the Quist sampling princi-
ple. The conditions for the interference fringes to reach the
highest spatial frequency in lensless Fourier transform holo-
graphic recording are as follows:

f x max =
X + 2x0
2λd ≤

1
2Δx , x0 ≥ 3X/2,

f y max =
Y + 2y0
2λd ≤

1
2Δy , y0 ≥ 3Y/2:

ð6Þ

The image surface digital holographic recording method
is mainly the process of imaging through the lens under the
interference of the object light wave and the reference light
wave through the principle of lens magnification. When
studying image digital holographic recording, the influence

3Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

of the lens’ numerical aperture on the imaging system is gen-
erally not considered. The frequency of the object light wave
of the artwork recorded by the digital holographic image is
as follows:

ηx =
1
2π ⋅

∂φ
∂x

=
f x0
2πm + x

λmf
,

ηy =
1
2π ⋅

∂ϕ
∂x

=
f y0
2πm + y

λmf
:

ð7Þ

Equation (7) records the frequency of the object light
wave in the x and y directions of the work of art, where
the sum represents the spatial frequency of the initial object
light wave emitted by the light source in the holographic
projection shooting of the work of art, which is the magnifi-
cation of the lens.

2.2. Digital Holographic Image Reconstruction Algorithm.
According to the above research on digital holographic image
recording methods, there are three holographic image recon-
struction algorithms for digital holographic image reproduc-
tion of works of art: Fresnel diffraction integral, convolution
algorithm, and angular spectrum algorithm [20, 21]. Accord-
ing to the approximate conditions of Fresnel diffraction, the
form of the object light wave recorded in the hologram of
the artwork can be obtained by the Fresnel diffraction
integral formula as follows:

U xi, yið Þ = eidk+ik x2i +y2ið Þ/λdð Þ
λid

⋅I I xi, yið ÞR xi, yið Þe πi x2i +y2ið Þð Þ/λdn o
:

ð8Þ

In equation (8), Iðx, yÞ represents the light wave intensity
of the hologram recorded by Fresnel diffraction and Rðx, yÞ
represents the reproduction mode of the reference light wave
recorded by the hologram. The Fourier transform method
converts the recorded light wave information of the holo-
gram into a discrete numerical recording form through
photoelectric coupling. The object light wave reproduction
form of the hologram of the artwork is as follows:

U xi, yið Þ = eidk+ πλid/MNð Þ xi
2/Δx2ð Þ+ yi

2/Δy2ð Þð Þ
λid

×DI I xi, yið ÞR xi, yið Þe πi/λdð Þ xi
2Δx2+yi2Δy2ð Þn o

:

ð9Þ

In equation (9), Δx and Δy are the pixel dimensions of the
digital hologram recording tool, M and N represent the
number of pixels of the recording tool, and DI represents
the discrete Fourier transform operation. The convolution
algorithm is based on the impulse response function of the
digital holographic projection system and the discrete Fou-
rier transform to obtain the object light wave distribution of
the reproduced hologram. The form of the object light wave
reproduced by the hologram is as follows:

g xi, yið Þ = di
λi

⋅
ejk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2i + x−xið Þ2+ y−yið Þ2

p

d2i + x − xið Þ2 + y − yið Þ2 ,

U xi, yið Þ =I−1 I I xi, yið Þ ⋅ R xi, yið Þð Þ•I g xi, yið Þð Þf g:
ð10Þ

In equation (10), I and I−1 represent the forward and
inverse transform of the discrete Fourier transform and
gðxi, yiÞ represents the impulse response function of the
holographic projection system. The hologram reconstruction
principle of the angular spectrum algorithm is to obtain the
object light wave information reconstructed by the hologram
through the transfer function of the holographic projection
optical system and Fourier transform. The angular spectrum
distribution of the holographic projection plane and the
reproduction plane of the artwork is as follows:

u x, yð Þ =∬A
cos α
λ

, cos β
λ

� �
e2πi cos α/λð Þx+ cos β/λð Þyð Þdf xdf y ,

h f x, f y
� �

= ejdk
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1− λf xð Þ2− λf yð Þ2

p
, f x =

cos α
λ

, f y =
cos β
λ

:

ð11Þ

In equation (11), uðx, yÞ represents the light field distribu-
tion of the projection plane and the reproduction plane and
hð f x, f yÞ represents the optical transfer function of the holo-
graphic projection system. According to the angular spectrum
distribution, the light field intensity of the holographic projec-
tion reconstruction plane can be obtained as follows:

U xi, yið Þ =I−1 I u xi, yið Þð Þ ⋅ h f x, f y
� �n o

: ð12Þ

According to the principle of the above digital holo-
graphic image reconstruction algorithm, it can be seen that
the three reconstruction algorithms all use the Fourier trans-
form method. For the difference and comparison of the three
algorithms, this article discusses their calculation formula,
transformation space, and pixel size of the reconstructed
image. The reproduction speed is compared and analyzed,
and the comparison of the three algorithms is shown in
Table 1. It can be seen from the research results that the recon-
struction speed of Fresnel diffraction is the fastest because Fou-
rier image transformation is only carried out in the spatial
domain, while convolution algorithm and angular spectrum
reconstruction algorithm have more transformation process
in the frequency domain, so the reconstruction speed is slower.

2.3. Digital Holographic Image Processing Technology. In the
process of holographic projection display of digital artworks
such as digital art galleries, galleries, and art exhibitions, in
addition to the steps of recording and reproducing the
images taken by the holographic projection of the works of
art, it is also necessary to combine some image processing
technologies to process the holographic projection images.
A digital holographic image with a more realistic image and
richer colors is obtained [22, 23]. According to the principle
of transform space in the process of hologram recording and
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of the hologram in the frequency domain and the space
domain where the Fourier transform is performed [24]. The
frequency spectrum of the virtual image reconstructed by
the digital hologram is filtered out by setting the diaphragm,
and then, the Fourier transform is performed to obtain a
clear and realistic image of the real object. The spectrum of
the hologram obtained after spectral filtering by filtering
method is as follows:

U f x , f y
� �

=I O x, yð Þj j2È É
+I R x, yð Þj j2È É

+I O x, yð ÞR′ x, yð Þ
n o

+I O′ x, yð ÞR x, yð Þ
n o

:

ð13Þ

Filtering out the zero-order spectrum and conjugate
virtual image in equation (13) and then performing Fourier
transform, a relatively clear digital hologram can be obtained.
Then, the light intensity method can be used to add and
subtract the light intensity of the object light wave and the
reference light wave of the obtained hologram. First, the light
intensity distribution record of the original hologram is
stored in the computer, and then, the intensity of the object
light wave and the reference light wave are controlled until
the light spot in the hologram is invisible or disappears, and
then, the light intensity distribution of the hologram at this
time is recorded [25]. Through the addition and subtraction
of the light intensity, the digital hologram with the light spot
removed can be obtained. In addition, the phase and ampli-
tude distribution of the hologram can also be recorded and
adjusted by the phase shift method. The phase shift method
transforms the spatial phase of the reference light wave by
shifting the phase of the projection plane and the reproduc-
tion plane of the holographic projection system to achieve
interference with the light wave. The complex amplitude
distribution of the object light wave on the projection plane
obtained by the phase shift method is shown in equation
(14), where Iðx, y, θÞ represents the light intensity distribu-
tion of the hologram under different angular phase shifts.

O x, yð Þ = I1 x, y, 0ð Þ − I3 x, y, πð Þ + j I2 x, y, π/2ð Þ − I4 x, y, 3π/2ð Þ½ �
λR′

:

ð14Þ

2.4. Digital Holographic Imaging and Reconstruction
Simulation. In the process of holographic projection of
artworks, it is necessary to go through the process of holo-
gram imaging enlargement and reduction. It is one of the
key technologies in holographic projection to ensure that

there will be no blur and distortion in the process of holo-
gram enlargement and imaging [26]. The magnification and
imaging of the hologram are generally achieved by using a
lens, so the diffracted light wave is usually a spherical wave,
and the complex amplitude of the spherical wave of the refer-
ence light on the projection plane is as follows:

C x, yð Þ = C
dj j e

−jdk− jk/λdð Þ x−x0ð Þ2+ y−y0ð Þ2½ �: ð15Þ

According to the principle of optical imaging, digital
holographic magnification imaging mainly involves object
light waves, reference light waves, recording light waves,
and reproduced imaging light waves. Through the above
study of object light waves and reference light waves, the
horizontal magnification Mx and longitudinal magnification
My of the digital hologram can be obtained. The calculation
formula is as follows:

Mx = ± λdi
λ0d0

= 1 − d0
di

± λ0d0
λdi

� �−1
,

My = ± λd2i
λ0d

2
0
= λ0

λ
M2

x:

ð16Þ

λ0 and λ represent the wavelength of the recording light
wave and the reproduced light wave, respectively, in the holo-
graphic projection imaging and d0 and di represent the object
distance and the image distance, respectively, of the hologram
of the artwork in the holographic projection. The horizontal
and vertical magnification ratio of the image can be adjusted
by adjusting the wavelengths of the recording light wave and
the reproducing light wave, and combined with the above-
mentioned Fourier transformmethod, a desiredmagnification
and distortion-free holographic image can be obtained.

3. Application Examples of the Holographic
Projection Technology in the Digital
Media Art

3.1. Research Object and Experimental Environment. The
experimental objects of this research are artworks in art
museums, galleries, and other art exhibitions that are exhib-
ited to the public. In this paper, some artworks with complex
structures and the consent of the creator are selected for
holographic projection simulation experiments and the holo-
graphic projection technology is studied accordingly. This
article first learns the knowledge of holographic projection
and optical imaging and asks professionals for help and

Table 1: Comparison of digital hologram reconstruction algorithms.

Reproduction algorithm Transform space Reproduction pixel Reproduction speed

Fresnel diffraction Space to frequency Δxi = λd/NxΔx, Δyi = λd/NyΔy Fastest

Convolution Airspace to frequency to airspace Δxi = Δx, Δyi = Δy Medium speed

Angular spectrum Airspace to frequency to airspace Δxi = Δx, Δyi = Δy Slowest
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builds a simple holographic projection optical physical envi-
ronment through purchase and lease. The main equipment
includes adjustable light source, beam splitter, LCD light-
wave recording board, CCD light wave reproduction board,
and digital computer. According to the development of holo-
graphic technology, this paper proposes a digital holographic
projection method combined with digital technology for
complex physical image processing such as complex expo-
sure, bleaching, denoising, and pixel difference removal in
the early traditional optical holography and computed holo-
graphic imaging process. The holographic projection repro-
duction of artworks is transformed into a digital processing
process. In order to study the application effect of holo-
graphic projection technology in the field of digital media
art, this article sets up a control experiment to compare the
quality and fidelity of the artwork obtained by various optical
virtual imaging methods, and then, this article simulates the
artwork obtained from the holographic projection experi-
ment. The holographic images are uploaded to the media,
and an online questionnaire on the “views and suggestions
on the application of holographic projection technology to
digital art museums and other digital media art fields” is
randomly distributed. After experimental investigation and
statistics, a total of 80 valid questionnaires were received.

3.2. Design of the Holographic Projection Simulation
Experiment. According to the digital holographic recording
and reproduction method of holographic projection technol-
ogy in the second part, this article sets up multiple control
experiments to discuss the advantages and disadvantages of
digital holographic projection technology compared with
other holographic technologies and image processing
methods. The experimental group used analog digital holog-
raphy technology to perform holographic image recording
and reproduction steps on selected artwork samples, while
the control group used traditional optical holography and
computer holography technology for holographic image pro-
cessing. This experiment is mainly divided into the following
steps. First, build a holographic projection simulation test
environment by collecting data and seeking help from holo-
graphic projection research professionals to understand the
principles and main processes of holographic projection
technology. Then, select artworks exhibited in art museums
or galleries with the consent of the creator as the experimen-
tal objects and set up the experimental group and the control
group to conduct holographic projection simulation experi-
ments through different shooting and hologram recording
and reproduction methods. In order to ensure the accuracy
and reliability of the experiment, this article invites profes-
sional holographic projection film shooting workers who
volunteer to participate in the experiment to provide guid-
ance and suggestions. Through the light wave reflection and
multiangle diffraction of the artwork by the adjustable light
source, the phase and amplitude of the object light wave
and the reference light wave of the artwork are recorded in
the LCD light wave recording board and then uploaded to
the digital computer for processing, and then, the artwork
is reproduced by the CCD light wave reproduction board.
Finally, upload the holographic projection image of the

artwork obtained from the experiment to digital media and
issue an online questionnaire to investigate the quality and
experience effect of the holographic projection image of the
experimental artwork and the audience’s application of the
holographic projection technology to digital art museums
and other digital media art fields. The basic principle of holo-
graphic projection imaging is shown in Figure 1.

3.3. Data Processing and Error Analysis. The survey data in
this article is mainly divided into two parts, namely, the
application of holographic projection technology for the
holographic image recording and reproduction of artworks
and the simulation experiment data and the opinions and
suggestions on the application of holographic projection
technology to digital art museums, galleries, and art exhibi-
tions. The data processing and error analysis of this experi-
ment are processed by SPSS20.0 software. For the statistical
data of the experimental results, the analyses of variance
and nonhomogeneity of variance are used to test the accuracy
and error of the results. This method uses parameter α to
represent all significant levels of experimental data between
0 and 1. The test level of this experimental data can reach α
= 0:05. In the data of the entire experimental group, exclud-
ing the influence of other factors, analyze the data under the
change of a single factor and compare it with the average
value and then perform error testing. For a set of experimen-
tal data, the number of data under a factor level that needs to
be studied is denoted as n and the error is MSE; then, the
analysis and test formula for the homogeneity of variance
are shown in equation (17) as follows:

L =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE 1

ni
+ 1
nj

 !vuut : ð17Þ

In the experiment, according to the different degrees of
freedom of the variables, if the difference between the exper-
imental group and the control group in group k is to be
tested, the variance and nonhomogeneity analysis method
is generally used to test as shown in the following:

S2 =MSe 1
ni

+ 1
nj

 !
,

D = �Xk − �X0
À Á

/S2:
ð18Þ

In the above formula, �Xk represents the data mean of the
experimental group of group k, �X0 represents the mean of
the experimental data of its control group, and MSe
represents the mean error variance. This test method can
make the difference between the mean of multiple experi-
mental groups and a control group. Multiple comparisons
are used in this study to verify the conclusions drawn from
the experimental results.
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4. Discussion on the Application of the
Holographic Projection Technology in the
Digital Media Art

4.1. Development History of the Holographic Projection
Technology. According to related literature research, this arti-
cle investigates the four stages of development of holographic
projection technology. This article divides holographic
projection technology into four development stages: bud-
ding, development, maturity, and prosperity. As shown in
Table 2, this article briefly introduces the recording media,
reproduction methods, and representative applications of
the various stages of holographic projection. In the develop-
ment process from budding to prosperity, holographic pro-
jection technology has mainly experienced mercury lamp
light source recording, white light recording, laser recording,
and digital light source recording. The corresponding repro-
duction methods also range from light source reproduction
to laser reproduction and finally to digital reproduction.
The principle is to record and reproduce based on optical
holography. The difference is that with the development of
digital media, holographic projection gradually combines
computer image processing and other digital technologies
to make holographic projection images clearer and richer in
colors. The representative applications of holographic
projection in these periods are in-line holograms, off-axis
holograms, rainbow holograms, and digital holograms.

The application of holographic projection technology
and 3D technology is most closely related. In order to study
the application of holographic projection technology, this
article investigates and understands the 3D technology
related to holographic projection. The survey results are
shown in Figure 2. At present, the main holographic technol-
ogies are divided into optical holography, computational
holography, and digital holography. These holographic tech-
nologies are mainly put into practical application by combin-
ing five 3D technologies including air projection and
interaction, laser projection of solid 3D images, 360 holo-
graphic display screen, and edge blanking technology.

4.2. Analysis of Simulation Experiment of Holographic
Projection. Through the in-depth study of holographic projec-
tion technology, this article conducts a simulated holographic
projection experiment on artworks. The holographic projec-
tion image obtained in the experiment is shown in Table 3.
This article mainly analyzes the image reproduction effect of
holographic projection from the image quality and the similar-
ity of the actual comparison with the artwork.

According to the experimental data in Table 3, the error
accuracy and inspection level of the experimental data shown
in Figure 3 are obtained by processing statistics. It can be seen
from the figure that the maximum standard deviation of the
error mean of the experimental data in this paper is 2.267,
and it is obvious that this is a set of abnormal data by com-
paring with other sets of data. Therefore, the highest accuracy
of the data in this paper should be 1.918, which belongs to
higher accuracy.

According to the experimental data, this article records
the phase, amplitude, diffraction angle, light wave intensity,
and simulation effect changes of several experimental groups
and control groups during the holographic projection simu-
lation experiment of artworks. As shown in Table 4, the best
simulation effect can be achieved when the light intensity is
50.64 and the simulation accuracy of the hologram at this
time reaches 93.34%.

According to the Fresnel diffraction recording research of
holographic projection technology, this paper records the sim-
ulation accuracy of holographic images of artworks recorded
under different diffraction angles. As shown in Figure 4, under
the diffraction angle of −80 degrees to 80 degrees, the error
accuracy of the quality and similarity of the holographic image
has been controlled below the level of 0.6.

4.3. Validation of Holographic Projection Image Effect of the
Artwork.According to the image quality evaluation standard,
this article evaluates the quality of the holographic image of
the artwork obtained from the experiment, mainly from the
signal-to-noise ratio of the hologram PSNR, structural simi-
larity SSIM, mean square error MSE, normalized mean

Adjustable light source

Virtual imaging Physical image of artwork
Holographic projection photo

Audience vision

Figure 1: Holographic projection imaging process of artwork.
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Table 2: Development period of holographic projection technology.

Phase Development period Recording medium Reproduction method Representative

First Bud Mercury lamp Light reproduction Coaxial holography

Second Development White light Light reproduction Off-axis holography

Third Mature Laser Laser reproduction Rainbow hologram

Fourth Peak Digital light source Digital reproduction Digital holography

Air projection and
interactive
technology

Laser beam projects
the 3D image of the

entity

360 degree
holographic display

Edge blanking
technology

Rotating LED
display technology

Optical holography
Computational holography
Digital holography

Figure 2: Holographic technology and related 3D technology applications.

Table 3: Comparison results of holographic projection simulation experiment.

Item Class Number Mean SD T P

Image quality
Experimental 20 12.667 1.796 0.256 0.216

Control 20 11.825 1.574 2.235 0.007

Image similarity
Experimental 20 15.468 1.918 -0.223 0.825

Control 20 12.176 2.267 0.312 0.754
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Figure 3: Error accuracy and test level of experimental data.
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square distance d. The average absolute distance r is
analyzed. In addition, this article also compares the quality
of the images obtained by several holographic techniques
and ordinary photography techniques that do not use holog-
raphy. The results are shown in Table 5.

According to the experimental test results in Table 5, this
paper draws a line chart of the comparative analysis of image
quality of several artwork image shooting techniques, as
shown in Figure 5. This experiment mainly researches and
discusses the image capturing technology including the
nonholographic technology, optical holography, computer-
ized holography, and digital holography technology in 3D
photography and holographic technology. It can be seen
from the figure that the holographic image obtained by digi-
tal holographic projection has the lowest mean square error,
normalized mean square distance, or normalized average
absolute distance.

4.4. Audience’s Attitude towards Application of Holographic
Projection to the Exhibition of Digital Artworks. This article
analyzes the audience’s awareness and acceptance of holo-
graphic projection from the results of online questionnaires
and experimental data, mainly from the audience’s evalua-
tion of the image quality and experience effects of holo-
graphic projection of artworks and the application of
holographic projection technology to the digital art. The atti-
tude of the museum is discussed and analyzed. As shown in
Table 6, according to the audience’s attitude, it is divided
into five levels: A, B, C, D, and E to reflect the audience’s
attitude of strongly welcoming, supporting, indifferent,
undesirable, and strongly opposed to the application of
holographic projection technology in the field of the digital
media art.

The audience’s perception of the holographic projection
technology and its application in digital media art fields such

Table 4: Light wave phase and amplitude and simulation accuracy changes in the simulation experiment.

Sample number Phase Amplitude Diffraction angle Light intensity Simulation effect

E1 0 1.876 0 43.76 91.06%

C1 0.25∗π 2.564 60 54.35 79.86%

E2 0.5∗π 3.951 120 44.69 83.25%

C2 π 5.467 180 38.76 76.89%

E3 1.5∗π 7.984 240 49.86 87.65%

C3 2∗π 9.897 360 50.64 93.34%
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Figure 4: The accuracy of holographic projection images under different diffraction angles.

Table 5: Image quality of artworks by different shooting techniques.

Type Technology PSNR SSIM MSE d r

Ordinary shooting
Camera shot 25.32 0.8237 0.3526 0.1873 0.1436

3D shooting 27.43 0.8946 0.3273 0.2036 0.1563

Holographic projection

Optical holography 28.14 0.8973 0.2461 0.1472 0.0958

Computational holography 28.96 0.9025 0.4025 0.2365 0.1847

Digital holography 29.67 0.9164 0.2364 0.1437 0.0975
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as digital art galleries, digital galleries, digital art exhibitions,
and other art exhibitions are shown in Figure 6. It can be seen
from the figure that most audiences have a high evaluation of
the multisensory virtual experience of holographic projection
and up to 59.86% of the audience strongly support the appli-
cation of holographic projection in the field of the digital
media art.

5. Conclusions

Since its introduction, holographic technology has been
welcomed by various industries and paid attention to from
all walks of life and has broad development prospects. Some
of these holographic technologies still remain in theoretical
research and have not been truly realized. Among the
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Figure 5: Image quality of artworks by different shooting techniques.

Table 6: The audience’s evaluation and attitude towards the effect of holographic projection.

Investors Number Proportion Total Evaluation Sort

A 45 56.25% 59.86% 8.98 2

B 51 63.75% 61.59% 7.59 1

C 37 46.25% 50.24% 6.16 4

D 39 48.75% 46.37% 5.94 3

E 21 26.25% 34.76% 4.73 5
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Figure 6: Audience’s perception and attitude towards holographic projection technology.
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holographic technologies that have been realized, digital
holographic projection is undoubtedly the best. Holographic
projection technology has important applications in various
fields. For example, 3D animation production, VR virtual
technology, and 3D virtual game development all use the
method of virtual imaging in holographic projection to
bring people a multisensory three-dimensional virtual expe-
rience. This paper discusses the current application status
of holographic projection technology in the field of digital
media art and finds that the main application of holo-
graphic projection technology is in the production of film
and game in digital media art. Based on this, this article
proposes to apply holographic projection technology to
the construction of digital art museums and digital media
art exhibitions.

This paper sets up the holographic projection simulation
experiment of the artwork, using the Fresnel diffraction
method and Fourier transform to record the phase and
amplitude information of the diffracted light wave of the
holographic projection image of the artwork under the
adjustable light source, and through the Fresnel integration
Algorithm, inverse Fourier transform, convolution recon-
struction algorithm, and angular spectrum reconstruction
algorithm are the processes of projection and reconstruction
of the recorded hologram. In this paper, a computer digital
holographic projection system is used to drive the process
of recording and reproducing the holographic image of the
artwork and the computer image processing technology is
used to collect the experimental simulation holographic pro-
jection image and output the processed image after digital
image transformation, so as to realize the holographic
recording and reproduction of the artwork. The study found
that after the holographic projection and computer image
processing, the holographic image of the artwork obtained
can still maintain the original quality and the degree of
simulation is high, indicating that it is feasible to apply the
holographic projection technology to digital art fields such
as digital art galleries, this will be of great significance to
the development of digital media art.

Since the holographic projection technology is a novel
digital holographic technology and researchers in some fields
have not yet realized and put it into application at the theo-
retical stage and the understanding of the holographic
projection technology in this article is not deep enough, there
are still some shortcomings in this article. For example, the
construction of the optical physical environment for holo-
graphic projection is limited by economic conditions and
knowledge reserves, so it is relatively crude, which causes
large errors in the experimental results, and the immature
operation of the holographic projection process may also
cause the accuracy of the experimental results to decrease. I
hope that in the future, we can improve and continue to in-
depth study the holographic projection technology in the
field of digital media art more in-depth and broader applica-
tions. The research in this article is the author’s own discus-
sion on the application of the holographic projection
technology in the field of digital media art, and there is no
plagiarism and interest competition. The manuscripts of all
the contents of this article have been reviewed by relevant

personnel and have not been published or submitted for pub-
lication elsewhere and agree to submit them to your journal.
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The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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With the development of understanding of the pathogenesis of rheumatoid arthritis, it has led to the development of new treatment
targets and new treatment guidelines. In the past 10 years, the treatment effect of RA patients has improved significantly. Due to the
special clinical symptoms of RA, it is very important to have a clear assessment of the overall activity of the patient’s disease and
timely adjustment of treatment through joint monitoring of symptoms and laboratory indicators. Clinicians have always relied
on clinical manifestations and imaging progress as the key basis for diagnosis. In addition, some markers that reflect disease
activity are used to aid the diagnosis of RA, but in other autoimmune diseases, these markers are usually increased. The
emergence of specific autoantibodies makes it easier for clinicians to distinguish RA from other autoimmune diseases and
osteoarthritis. This study collected a large number of medical records through retrospective analysis, analyzed the
epidemiological data, clinical characteristics, and laboratory indicators of RA patients, and analyzed the characteristics and
laboratory indicators of patients in the stable disease group and active disease group. In order to further understand the clinical
features, disease activity and related factors of RA in our country, and some new biomarkers for early rheumatoid arthritis, for
example, the study found that the specificity of RF for the diagnosis of RA was 71.1%, the sensitivity was 73.3%, the combined
detection of anti-CCP antibody + RF increased the specificity to 97.8%, and anti-CCP the combined diagnosis of
antibody+RF +GPI antigen increases the specificity of diagnosis to 100%, which significantly reduces the sensitivity compared
with all tests. These autoimmune antibodies can more effectively prevent the progression of the disease in the early diagnosis
and treatment of rheumatoid arthritis, achieve long-term remission, and obtain very effective therapeutic effects.

1. Introduction

1.1. Background and Significance. In the early stage of rheu-
matoid arthritis, there is a “curing period” during which rea-
sonable and effective treatment of the disease can prevent the
progression of the disease, keep the patient in a state of
asymptomatic for a long time, and effectively prevent joints.
Therefore, early diagnosis of rheumatoid arthritis has
become a prerequisite for early treatment and intervention
to avoid poor prognosis. In recent years, many studies have
been conducted on the early diagnosis of rheumatoid arthri-
tis [1]. The application of magnetic resonance imaging is to
see the pathological changes of early rheumatoid arthritis,
and bone marrow edema is a special imaging of rheumatoid
arthritis, which is very useful for the diagnosis of early rheu-

matoid arthritis. At the same time, people have been trying to
find specific markers of early rheumatoid arthritis, such as
the widely used anticyclic citrullinated peptide antibody
(CCP). Someone used protein chip technology to select early
rheumatoid arthritis proteins for patients with early rheuma-
toid arthritis and control groups (normal healthy people and
other patients who cause rheumatoid arthritis). As an objec-
tive and easy-to-use indicator, biological indicators have
always attracted people’s attention and are also a hot research
topic [2]. In recent years, people have adopted a variety of
methods to discover some new biomarkers in the early stages
of rheumatoid arthritis, which provides a basis for the early
diagnosis and treatment of RA, thereby improving joint
function, improving work ability, and improving life. Quality
provides a new method to diagnose early rheumatoid
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arthritis. Therefore, a comprehensive medical system
designed to reduce the early diagnosis of autoimmune anti-
bodies is very important for the treatment of rheumatoid
arthritis by reducing doses, reducing toxic side effects, and
improving curative effects [3].

1.2. Related Work Research.Vojdanian believes that although
the current treatment prospects for rheumatoid arthritis have
shown great improvement, many side effects have been
reported. Within 12 weeks of M2000 treatment, RA index
includes disease activity score (DAS28), simple disease activ-
ity index (SDAI) and C-reactive protein (CRP), erythrocyte
sedimentation rate (ESR), rheumatoid factor (RF)), and
anticirculation citrulline measured peptide antibodies against
CCP and blood determinants. After 12 weeks of treatment
with M2000, rheumatoid arthritis and migraine, which are
considered inflammatory diseases, have been significantly
improved. Therefore, it can be concluded that M2000, as a
new type of nonsteroidal anti-inflammatory drug (NSAID)
with immunosuppressive properties, can not only effectively
treat rheumatoid arthritis but also treat migraine [4, 5].

Orsolini found that anticitrullinated protein antibody
(ACPA) directly induces the differentiation and activation
of osteoclasts, thus leading to bone loss around the joints.
To analyze the effect of ACPA on the body bone mineral den-
sity (BMD) of established RA patients, 127 RA patients were
recruited. In univariate analysis, ACPA-positive patients had
lower BMD Z scores at the femoral site (SD was lower than
the average reference value for age and gender matching)
(p < 0:01). A negative correlation between ACPA titer and
BMD Z score was observed at all sites (p < 0:01). Multivariate
analysis adjusted for the main confounding variables con-
firmed the adverse effects of ACPA on the femoral site
(p < 0:05), but no effect on lumbar spine BMD. ACPA has a
negative potency dependence on the BMD of the femur,
which is mainly composed of the cortical bone. ACPA-
positive patients, especially those with high titers, should
undergo bone examination and receive treatment with bone
protectants. Antirheumatic drugs that reduce the ACPA
titers that can change the disease may have a positive impact
on systemic bone mass [6, 7].

1.3. Innovation

(1) This paper studies the detection of serum anti-PDI4
antibody levels and found that the level and positive
rate of anti-PLD4 antibodies in the PA group are
higher than those in the non-RA group and healthy
controls, indicating that the antibody RAD4 is an
autoantibody for rheumatoid arthritis and can be
used for serology The new effective markers detected
are used for the diagnosis and differential diagnosis of
RA

(2) This paper found that in the detection of RA autoan-
tibodies, RF is a diagnostic marker with lower speci-
ficity and sensitivity than anti-CCP antibodies. The
combination of RF, anti-CCP antibody, AKA, and
anti-PADI4 antibody can provide a lot of clinical
diagnostic information

(3) In this article, by detecting the level of DKK-1 in the
serum of patients with rheumatoid arthritis and
healthy individuals, and analyzing its correlation
with the results of clinical trials, bone density deter-
mination, and other related tests, the expression level
of DKK-1 in the serum of RA patient preliminary
exploration and related clinical significance provides
clinical evidence for the clinical application of
DKK-1

2. Early Diagnosis of Autoimmune Antibodies

2.1. Autoimmune Antibody. The autoantibodies produced by
humoral immunity are not only related to the onset and
severity of the disease. Compared with the diagnosis of RA,
the importance of its research is irreplaceable. The new
guidelines for the diagnosis and treatment of rheumatoid
arthritis indicate that the goal of RA treatment is to achieve
clinical relief and control the destruction of cartilage and sub-
chondral bone after early joint hyperplasia. Therefore, rheu-
matoid arthritis is mainly based on timely and accurate
diagnosis and treatment to effectively prevent irreversible
joint damage [7]. In 1987, the American College of Rheuma-
tology (ACR) diagnostic RA classification criteria were
widely used in the diagnosis of RA, mainly focusing on clin-
ical manifestations. However, early patients with RA do not
have specific symptoms; so, its criteria are not suitable for
early diagnosis of RA [8].

Searching for sensitive and specific indicators in the
serum of patients with early rheumatoid arthritis has always
been a hot spot for researchers at home and abroad. Previous
indicators include rheumatoid factor, C-reactive protein
(CRP), and red blood cell sedimentation rate. In recent years,
anticyclic yellow peptide (CCP) antibodies have become the
subject of extensive research. In 2009, the new diagnostic cri-
teria of rheumatology in the United States for RA included
the above four serological indicators into the diagnostic cri-
teria [9]. The detection of autoantibodies in rheumatoid
arthritis has always been a hot spot for researchers, and its
research progress mainly includes the following aspects.

(1) Rheumatoid factor (RF). RF was first discovered in
1927 and was one of the first important serological
markers for the diagnosis of RA. RF is synthesized
in the plasma cells of the synovium and is mainly
an autoantibody against epitopes in the Fc fragment
of Ig molecules in serum

(2) Antiperinuclear factor (APF). This substance is a
protein in the form of IgG in human serum. APF is
related to the condition of RA patients. Its appear-
ance suggests a poor prognosis, but many reasons
limit its clinical application

(3) Antikeratin antibody (AKA). The study found that
there is no difference between AKA and RF and can
be detected in the early serum of patients. Therefore,
AKA provides a powerful indication for the diagnosis
of early RA patients who are negative for RF and has
been widely used clinically
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(4) Antifilaggrin antibody (AFA). Experiments have
shown that AFA appears in the serum of patients
with early RA, even earlier than anti-CCP antibodies,
and is related to disease activity

(5) Anti-RA33 antibody. It can appear in the serum of
early RA patients and is a good indicator of serologi-
cal diagnosis. It has nothing to do with rheumatoid
factor. Detection of anti-PA33 in early RA patients
with negative atypical rheumatoid factor can help
improve diagnosis and achieve early diagnosis and
treatment

(6) Anticyclic citrullinated peptide (CCP) antibody.
Internal and external comparisons show that the
diagnostic specificity of anti-CCP antibodies is rela-
tively certain, but there are some differences in sensi-
tivity. Due to its high diagnostic value, anti-CCP
antibodies have been a hot spot for scholars in recent
years

(7) Peptidyl arginine deiminase 4 (PADI4). The specific-
ity is 99%, which is the most specific serological diag-
nostic index of RA, which can occur before the onset
of RA; so, it can be used for the early diagnosis of RA

(8) Comprehensive detection of rheumatoid arthritis.
Many researchers have conducted a lot of research
on the combined detection of RF and anti-CCP anti-
bodies, seeking a logical combination of diagnostic
experiments to provide a rich and accurate scientific
experimental basis for the diagnosis of clinical dis-
eases [10], so as to achieve accurate diagnosis and
reasonable treatment

2.2. Rheumatoid Arthritis. Rheumatoid arthritis (RA) is a
common clinical autoimmune disease that occurs in the
joints of the limbs. It mainly manifests as repeated chronic
inflammation of the joints. In advanced patients, joint defor-
mities and disabilities can even lead to serious complications
of the heart, skin, and other tissues and organs. In my coun-
try, the incidence of RA is about 0.35%, and the incidence of
women is still very high, with about 4 million patients. The
etiology of RA is complex, and the high incidence may be
related to many factors, such as infection stimulation, genetic
factors, internal and external environmental changes,
immune diseases, and smoking [11, 12].

Rheumatoid arthritis is a systemic disease of chronic
immune system disease. Worldwide, the incidence of rheu-
matoid arthritis is about 1%, and the ratio of men to women
is 2.5/1. The high incidence of this disease is between 40 and
70 years old. With age, there is an upward trend. The disease

is characterized by joint pain, swelling, stiffness and destruc-
tion of bone and cartilage tissue, and in severe cases even loss
of mobility, resulting in a severe reduction in the quality of
life of the patient and a reduction in the life expectancy of
the patient. The pathological changes of rheumatoid arthritis
are mainly the proliferation of joint cells in the joint cavity,
inflammatory cells that erode inflammatory joints, and the
formation of new blood vessels in the joint joint cavity, lead-
ing to joint damage and deformity [13, 14].

Most patients with rheumatoid arthritis have chronic
relapsing episodes, and some patients develop rapidly within
1-2 years. The etiology of rheumatoid arthritis is not fully
understood. Many studies have been conducted on the path-
ogenesis of rheumatoid arthritis, but it is still unclear. Cur-
rent research has found that rheumatoid arthritis is related
to genetic factors, infectious factors, sex hormones, and the
environment. The pathogenesis of rheumatoid arthritis is
based on susceptibility genes and immune disorders caused
by pathogens such as the environment and infection. These
diseases can cause autoimmune reactions and cause inflam-
matory damage to joint tissues [15].

Early diagnosis and treatment of rheumatoid arthritis are
very important, because the damage to the joint structure of
patients with rheumatoid arthritis is irreversible [16]. It is
important to be able to detect the disease as soon as possible
and treat it with standard therapies so that the disease can be
well controlled. Delay or even prevent the progression of the
disease, prevent joint damage, avoid the poor prognosis of
patients with disability or death, and strive to enable patients
to enjoy a higher quality of life [17].

2.3. Diagnostic Criteria for RA. The diagnosis of RA refers to
the classification standard and scoring system proposed by
ACR (American Association of Rheumatology) and EULAR
(European Alliance against Rheumatism). That is to say,
there is at least 1 joint swelling and pain, there is evidence
of arthritis (clinical or ultrasound or magnetic resonance
imaging), arthritis caused by other diseases is excluded, and
there is a typical routine RA radiological change or meet
the RA classification criteria. According to the scoring sys-
tem, a total score of 6 is diagnosed as RA [18, 19], as shown
in Table 1.

Sensitivity refers to the percentage of confirmed cases
that are also judged positive through evaluation [20]. The
ideal value is 100%. The calculation formula is

w/ w + yð Þ × 100%: ð1Þ

Specificity refers to the percentage of confirmed noncases
that are also judged negative by the evaluation test, and the
ideal value is 100%. The calculation formula is

z/ x + zð Þ × 100%: ð2Þ

The positive prognostic value refers to the ratio of true
positive individuals to the number of positive test results.
The calculation formula of the measured value is

w/ w + xð Þ × 100%: ð3Þ

Table 1: Calculation formulas for sensitivity, specificity, positive
predictive value, and negative predictive value.

Test Case Noncase Total

Positive w (true positive) x (false positive) w + x

Negative y (false negative) z (true negative) y + z

Total w + y x + z w + x + y + z
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Negative predictive value refers to the percentage of true
negative individuals whose test results are negative. The for-
mula for calculating the predicted value is

z/ y + zð Þ × 100%: ð4Þ

The DAS28 scoring standard widely used in clinical prac-
tice is used to determine the degree of RA activity [21].
DAS28 rating refers to the PREVOO calculation method,
which is based on the DAS28 rating calculation formula for
28 joints:

DAS28 = 0:56 × sqrt t28ð Þ + 0:28 × sqrt sw28ð Þ + 0:70 × Ln SERð Þ½ � × 1:08 + 0:16:

ð5Þ

2.4. Peak Admission for Rheumatoid Arthritis. Collect the
clinical data of 2500 RA patients admitted to the rheumatol-
ogy department in the last 3 years, carry out periodic statisti-
cal analysis, calculate the peak period of admission for
rheumatoid arthritis, and summarize the seasonality of
admission for rheumatoid arthritis. It not only provides an
epidemiological basis for the clinical prevention and treat-
ment of RA, but also improves the ability of traditional Chi-
nese medicine to cure the disease. At the same time, it also
provides scientific statistical methods for time medicine and
provides a scientific basis for our country to understand the
relationship between time and disease [22, 23]. According
to the season, patients with rheumatoid arthritis were divided
into four groups, namely, the spring group (631 people), the
summer group (572 people), the autumn group (628 people),
and the winter group (669 people). The statistical method
uses the periodic distribution method to first determine the
average cumulative number of days in each season, convert
it to an angle, take the sine and cosine values, and then mul-
tiply by the group frequency (number of patients). Then, use
the formula

x =〠f cos α/n, ð6Þ

y = y〠f sin α/n, ð7Þ

r =
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
, ð8Þ

α = arctgy/x: ð9Þ
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Figure 1: Comparison of antibody, antigen, and positive rate of each group.

Table 2: Comparison of antibody, antigen, and concentration of each group.

Detection Indicator RA group Non-RA group Control group

Anti-MCV antibody (U/mL) 268:9 ± 125:36 12:44 ± 3:89 10:01 ± 3:08
GPI antigen (mg/L) 1:211 ± 0:528 0:13 ± 0:06 0:087 ± 0:033
Anti-CCP antibody (RU/mL) 719:43 ± 477:15 13:66 ± 4:41 11:2 ± 3:55
RF (IU/mL) 144:20 ± 81:68 13:72 ± 5:23 8:16 ± 2:96

Table 3: Comparison of antibody, antigen and positive rate of each
group.

Detection indicator
RA

group
Non-RA
group

Control
group

Anti-MCV antibody
(U/mL)

82.5% 18.3% 4.4%

GPI antigen (mg/L) 77.1% 8.6% 2.8%

Anti-CCP antibody
(RU/mL)

79% 12.3% 2.1%

RF (IU/mL) 74.2% 29% 11.3%
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Simplified conversion is available:

α = arctg〠sinα/〠cosα, ð10Þ

s = 180/πð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2 ln r

p
: ð11Þ

Look up the table, calculate the angle mean α and stan-
dard deviation s, convert them to the corresponding time,
perform a significant test on the concentration vector r, and
get the peak of the introduction of rheumatoid arthritis [24,
25].

2.5. Slice Image Feature Extraction. First, we observed a large
number of neural slice images. The shapes of different types
of neural function packages in the nerve slice images do not
show specific feature rules. However, in actual situations,
according to the doctor’s professional introduction, it shows
different types of nerve function keys. Shape cannot be used
as a feature evaluation parameter, and nerve bundles of the
same type can also have different shapes. Therefore, this arti-
cle does not take the form of graph as the evaluation param-
eter, but chooses internal features to represent it [26]. Since
the color feature difference between different types of nerve
function bundles is very small, it cannot be used as an effec-
tive evaluation parameter. In this way, we choose local tex-
ture as the internal feature of the neural slice image, and
the choice of texture feature will directly affect the result of
subsequent recognition. Based on the following evaluation
parameters, the texture features of the image stained by neu-
rofetus are calculated [27, 28].

The average gray value reflects the average gray value of
the image

m = 〠
L−1

i=0
ip ið Þ: ð12Þ

Variance reflects the discrete distribution of image gray
levels.

β =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
L−1

i=0
i −mð Þ2p ið Þ

vuut : ð13Þ

Kurtosis reflects the approximate state of the gray image
distribution when it is close to the mean. It is used to judge
whether the grayscale distribution of the image is too concen-
trated near the middle grayscale. The smaller the kurtosis, the
more concentrated it is.

ω = 1
β4 〠

L−1

i=0
i −mð Þ2p ið Þ − 3: ð14Þ

Smoothness is a measure of the relative smoothness of
brightness in an area. For areas with constant brightness,
the change is small, and so T is equal to zero. For areas with
large deviations in grayscale values, if the change is large, T is
close to 1.

T = 1 − 1
1 + β2 : ð15Þ

The principle of average filtering is to select a template
composed of several adjacent pixels, find the average value
of all pixels in the template, and then match the average value
of the current pixel with the gray level of the processed image,
which is

g x, yð Þ = 1
m
〠f x, yð Þ: ð16Þ

The basic design idea of the median filter is to replace the
value of a point in the digital image or sequence with the
average value of each point near the point and then change
the pixels with a large difference in the gray value of the sur-
rounding pixels to be close to the surrounding pixels. There-
fore, a single noise point can be eliminated.

Y nð Þ =med X n −Nð Þ⋯ X nð Þ⋯ X n +Nð Þ½ �: ð17Þ

3. Comprehensive Medical System for Early
Diagnosis of Autoimmune Antibodies

3.1. Test Subject. FromMarch 2019 to September 2019, select
RA patients, non-RA patients, and health examiners in
orthopedic hospitals and record the clinical and laboratory
data of the patients, such as gender, age, course of disease,
joint performance, erythrocyte sedimentation rate, and C-
reactive protein etc. The fasting venous blood of the patient
was collected. The above data and samples were collected
under the informed consent of the patient and the approval
of the competent committee.

3.2. Test Design

Anti-MCV

GPI

Anti-CCP

RFAnti-CCP+RF

Anti-MCV+RF

Anti-
CCP+GPI+RF

Sensitivity
Specificity
Positive predictive value
Negative predictive value

Figure 2: Sensitivity and specificity of serum markers in RA.
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(1) Sample collection. All subjects in the study collect 3-
5mL of venous blood on an empty stomach, centri-
fuge at 3000 r/min for 5-10 minutes, and collect the
supernatant. Store in a low-temperature refrigerator
at -70°C and determine the batch after the freeze-
thaw cycle

(2) ELISA test. Anti-CCP antibody, anti-MCV antibody,
and serum GPI antigen concentration were all mea-
sured by the double antibody ELISA sandwich
method

(3) Take out the 96-well plate coated with different anti-
bodies purchased from the reagent company from
the refrigerator and place it at room temperature.
Add 100μl of diluted test serum, negative control,
positive control, and reference standard to 96-well
wells

(4) Incubate for 30 or 60 minutes in a water bath at room
temperature or 37°C. Empty the 96-well plate, wash it
5 times with the predetermined washing solution,
and then dry it with clean absorbent paper

(5) Add 100μl of enzyme-labeled antibody solution to
each well. Incubate for 15 or 60 minutes in a water

bath at room temperature or 37°C. The 96-well plate
is washed, washed again ,and dried

(6) Add 100μl of substrate solution to each well, incu-
bate at room temperature for 15 minutes, and add
100μl of reaction stop solution to each well

(7) Rate nephelometry detection. The turbidimetric
method is used for automatic RF detection in serum

Use SPSS13.0 statistical software for statistical analysis.
Use a four grid table to calculate the sensitivity, specificity,
positive predictive value, and negative predictive value of
each test index. For comparison between groups or between
groups, the enumeration data uses the second test, the nor-
mal distribution measurement data uses the t-test to com-
pare the two groups, and the distortion distribution uses
the nonparametric test. Spearman correlation analysis was
used to compare the correlation between serum markers
and the DAS28 score of RA disease activity. p < 0:05 was
regarded as a statistically significant standard.

3.3. Experimental Results. The anti-MCV antibody, GPI anti-
gen, and anti-CCP serum levels of the three groups of sub-
jects were calculated by ELISA technology. Rate
nephelometry was used to determine the serum RF concen-
tration of three groups of individuals. The results showed
that compared with the other two groups, the concentrations
of anti-MCV antibody, GPI antigen, anti-CCP antibody, and
RF in the RA group were significantly higher (p < 0:05).
Comparing the non-RA group and the normal group, there
was no significant difference in the concentration of the four
serum markers (p > 0:05), as shown in Table 2.

4. Effect of the Early Diagnosis System of
Autoimmune Antibodies

4.1. Comparison of Positive Rates of Serum Markers. There
are relatively few reports on the combination of anticitrulline
antibody and GPI antigen for the diagnosis of RA. This arti-
cle analyzes and compares the four sera by measuring the
concentration of anti-MCV antibody, anti-CCP antibody,
GPI antigen, and RF in the serum of patients diagnosed with
RA. The sensitivity, specificity, and relevance of markers are
in the clinical diagnosis of RA. The positive crisis standard of
each serum marker is the positive standard of anti-MCV
antibody which is >20U/mL. The positive standard for CPI

Table 4: Sensitivity and specificity of serum markers in RA.

Index Sensitivity Specificity Positive predictive value Negative predictive value

Anti-MCV antibody 82.9% 81.8% 85.5% 78.8%

GPI antigen 76.3% 95.7% 93.7% 72.7%

Anti-CCP antibody 78.6% 89.5% 90.1% 75.5%

RF 73.5% 68.2% 78% 65.3%

Anti-CCP antibody+RF 76.7% 88.1% 96.5% 76%

Anti-MCV antibody+RF 69.8% 86% 96.6% 70.9%

Anti-CCP antibody+GPI antigen+RF 39% 79.3% 100% 55.2%

RF
16%

ACPAS
16%

GPI
17%

Anti-P68 
antibody

17%

Anti-RA33 
antibody

17%

ANA
17%

RF
ACPAS
GPI

Anti-P68 antibody

Serological indicators

Anti-RA33 antibody
ANA

Figure 3: Related serological indicators.
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Figure 4: Comparison of single and combined testing schemes for 4 indicators.

Table 5: Related serological indicators.

Serum index Application

RF
RF is the earliest and most common test index used in clinical practice. The test results are fast, stable, reliable, cheap,

and the most widely used.

ACPAS

Anti-MCV
antibody

Anti-CCP
antibody

Anti-APF
antibody

Anti-AKA
antibody

Anti-AFA
antibody

Anti-ACF
antibody

ACPAS is a large class of autoantibodies that have similar chemical structures and directly fight against epitopes of
citrulline. They are highly specific for the diagnosis of RA.

GPI
GPI antigen level may become an independent new indicator for diagnosing RA patients and combined inspection with

other indicators can effectively reduce missed diagnosis.

Anti-P68 antibody
Combined detection with other indicators can effectively reduce missed diagnosis and has important value for the

patient’s disease activity, bone erosion degree, and prognosis judgment.

Anti-RA33
antibody

Positives also have early diagnostic value and predictive value, and joint detection can significantly improve diagnostic
efficiency and reduce missed diagnosis.

ANA
The general term for a large class of autoantibodies that extends from the original antinuclear antigen to all antigen

components in the cell is an effective method for detecting various autoimmune diseases.
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antigen is >0.20mg/L. The positive standard for CCP anti-
body is >25RU/mL. The positive RF standard is >15 IU/mL.
The positive rate of the four serum markers in the RA group
was significantly higher than that of the non-RA group and
the control group, and the difference was statistically signifi-
cant (p < 0:05), as shown in Figure 1, Table 3.

4.2. Comparison of Sensitivity and Specificity of Serum
Markers in RA. The sensitivity of the four detection markers
from high to low is anti −MCVantibody ð82:9%Þ > anti −
CCP antibody ð78:6%Þ > GPI antigen ð76:3%Þ > RF ð73:5%Þ,
of which anti-MCV antibody is (82.9%). The sensitivity is the
highest, significantly higher than RF (p < 0:05), and there is
no significant difference between other indicators (p > 0:05
). The specificity of the four detection markers from high to
low is GPI antigen ð95:7%Þ > anti − CCP antibody ð89:5%Þ
> anti −MCVantibody ð81:8%Þ > RF ð68:2%Þ, among
which is GPI antigen and anti-CCP antibody. The specificity
of RF was significantly higher than that of RF (p < 0:01 and <
0.05), and the specificity among other markers was not statis-
tically significant (p > 0:05). The positive predictive value of
the four test markers was GPI antigen ð93:7%Þ > anti − CCP
antibody ð90:1%Þ > anti −MCVantibody ð85:5%Þ > RF ð78
%Þ. The negative predictive value from high to low is anti −
MCVantibody ð78:8%Þ > anti − CCP antibody ð75:5%Þ >
GPI antigen ð72:7%Þ > RF ð65:3%Þ. In the comparison of the
positive predictive value, the value of GPI antigen was signif-
icantly higher than that of RF (p < 0:05), and there was no
statistical significance among other indicators (P>0.05).
There was no statistical difference in the negative prognostic
value of each index (p > 0:05), as shown in Figure 2 and
Table 4.

4.3. Serological Indicators Related to Rheumatoid Arthritis.
RA cannot be cured, but early diagnosis can control RA
patients as soon as possible and use drugs in a timely and rea-
sonable manner, thereby significantly improving the quality
of life of patients. ACR and the European Union Against
Rheumatism (EULAR) jointly proposed a new RA diagnostic
model in 2009, including a new laboratory-labeled anticyclic
citrullinated peptide (CCP) antibody. The combined detec-
tion of the two can improve the efficiency of early diagnosis
of rheumatoid arthritis. With the deepening of research,
domestic and foreign researchers gradually discovered some
new indicators and detection methods. Some of them have
higher sensitivity, some have stronger specificity, some are
closely related to the development and prognosis of the dis-
ease, and some can be found in the early stages of the disease
or even long before clinical diagnosis. With the continuous
emergence of new detection markers, understanding the pros
and cons of different markers in diagnosis and complemen-
tarity is what clinicians need in clinical practice. ACPAS is
a large class of autoantibodies important for the diagnosis
of RA, including anti-MCV antibodies, anti-cyclic citrulli-
nated peptide antibodies (CCP) antibodies, anti-perinuclear
factor antibodies (APF), and anti-keratin antibodies (AKA),
anti-keratin-filaggrin antibody (AFA), and anti-citrullinated
fibrinogen antibody (ACF), as shown in Figure 3 and Table 5.

4.4. Comparison of RF, Anti-CCP Antibody, 14-3-3η, and
AKA Detection Protocols. Finding high-sensitivity and high-
specificity laboratory diagnostic methods [29], especially
early diagnostic indicators, has always been the focus of lab-
oratory diagnosis. In the research of RA autoantibodies, we
have experienced RF, AKA, anti-CCP antibodies, and so
on. The accuracy and value of YI and Kappa are comprehen-
sive statistical parameters of sensitivity and specificity. Gen-
erally, the higher the YI, the better the authenticity of the
measurement. The higher the accuracy, the better the consis-
tency between the test result and the actual value. Kappa
analysis examined the influence of random factors on cohe-
sion. The higher the Kappa value, the better the reliability
of the diagnostic test [30]. The four indicators were com-
bined in two projects in parallel, and the parameters of a total
of twelve combinations were analyzed. When the dual target
detection is parallel, the highest sensitivity of the combined

Table 7: Serum concentration of each group.

Group ZNF706 WIBG GABAPAPL2

ERA 86:35 + 2:96 1539:12 ± 116:42 39:47 ± 2:86
NERA 60:37 + 2:19 1233:67 ± 99:34 28:63 ± 1:76
CTD 52:64 ± 3:91 993:14 ± 85:91 20:68 ± 0:94
Healthy 47:35 ± 2:64 424:52 ± 30:96 15:03 ± 0:55

Table 6: Comparison of single and combined testing schemes for 4 indicators.

Test items Sensitivity Specificity PPV NPV Accuracy YI Kappa

RF 73.4 89.8 88.6 71.2 75.03 0.53 0.47

Anti-CCP antibody 83.3 92.5 93.2 82.8 88 0.77 0.76

14-3-3η 79 74.1 78.5 75 76.9 0.53 0.55

AKA 40.7 94.2 88.5 58.3 65 0.37 0.31

14-3-3η+anti-CCP antibody 63.65 95.64 93.18 70.14 78.56 0.61 0.58

14-3-3η/anti-CCP antibody 97.3 72.61 82.16 95.77 86 0.73 0.74

RF +AKA 43.85 94.35 88.42 59.07 66.22 0.38 0.35

RF/AKA 76.91 93 91.86 77.32 86.12 0.69 0.65

RF + anti-CCP antibody 62.59 99 98.16 70.07 79.36 0.65 0.601

RF/anti-CCP antibody 91.78 90.39 93.23 87.92 90.08 0.82 0.793
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14-3-3 protein detection (shown as protein in the figure) and
anti-CCP antibody is 96.81%, but the specificity of this com-
bination is only 73.75%, positive predictive value. The nega-
tive predictive value is 81.25%, the negative predictive value
is 95.16%, the accuracy is 86.21%, the YI is 0.71, and the
Kappa value is 0.718. When the two are combined in series,
the sensitivity, specificity, positive predictive value, negative
predictive value, accuracy, and YI and Kappa values are
63.65%, 95.54%, 93.18%, 70.14%, 78.56%, 0.61, and 0.58,
respectively, as shown in Figure 4 and Table 6.

4.5. Comparison of Four Groups of Serum Concentrations.
The levels of serum WIBG, ZNF706, and GABARAPL2 in

the four groups are shown in Table 7. In this experiment,
they were compared. The serum ZNF706 levels of the four
groups were compared. The serum ZNF706 levels of the
ERA group, the NERA group, the CTD group, and the
healthy group were [(86:35 ± 2:96), (60:37 ± 2:19),
(52:64 ± 3:91), and (47:35 ± 2:64) ng/L], the ZNF706 level
in the serum of the ERA group was the highest, which was
significantly higher than that of the NERA group, CTD
group, and healthy group, and the difference was statistically
significant (p < 0:05). The levels of WIBG in the four groups
were [(1539:12 ± 116:42), (1233:67 ± 99:34), (993:14 ± 85:91
), and (424:52 ± 30:96) ng/L]. The serum WIBG level in the
ERA group was the highest, which was significantly higher
than that in the NERA group, CTD group, and healthy
group, and the difference was statistically significant
(p < 0:05). The levels of GABARAPL2 in the four groups
were [(39:47 ± 2:86), (28:63 ± 1:76), (20:68 ± 0:94), and
(15:03 ± 0:55) ng/ml]. The level of GABARAPL2 in the
serum of the ERA group was the highest, which was signifi-
cantly higher than that of the NERA group, CTD group,
and healthy group, and the difference was statistically signif-
icant (p < 0:05), as shown in Figure 5 and Table 7.

4.6. Rheumatoid Arthritis-Related Drugs. With the rapid
development of economy and society, people’s lives and eat-
ing habits have changed. According to the monitoring data of
Zhongkang CMH, among the five major rheumatoid arthritis
drugs, Chinese herbal preparations have the largest market
share. The market size reached 22.3 billion yuan in 2019,
accounting for 37.4%, and it is expected to reach 25.6 billion
yuan by 2020. The estimated compound annual growth rate
(2016-2019) is 6.1%. As rheumatoid arthritis is a chronic dis-
ease, antirheumatic drugs (DMARD) to improve this condi-
tion are also getting more and more attention, and the
market performance of DMARD also shows this. The market
size of DMARD has expanded from RMB 9 billion in 2016 to
2019. From 11.7 billion yuan (18.1%), it will reach 12.9
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billion yuan by 2020. Among the five main categories of ther-
apeutic drugs, the compound annual growth rate (2016-
2020) is the highest, reaching 11.8%, as shown in Figure 6
and Table 8.

5. Conclusion

New disease research methods are helping the experiment
find new evidence for the diagnosis of diseases. Protein chip
technology and the combination of computer technology
and biomedicine will have more applications and develop-
ments. Autoantibodies ZNF706, GABARAPL2, and WIBG
can identify early RA and provide a new direction for under-
standing the mechanism of early disease and the mechanism
of disease development. At the same time, the experiment
showed that the expression of certain markers in the early
and early stages of rheumatoid arthritis is quite different.
The discovery of these markers enables the experiment to
show that the pathological process of rheumatoid arthritis
is different in the early and late stages. At the same time, their
application will inevitably improve the accuracy of rheuma-
toid arthritis and will also play an important role and
improve the early diagnosis of rheumatoid arthritis. Some
of these indicators will also provide more clues and guidance
for the development of new drugs.

At present, there is consensus on the treatment of rheu-
matoid arthritis at home and abroad. Once a patient is diag-
nosed with rheumatoid arthritis, effective disease-improving
drugs should be used as soon as possible to control disease
progression and prevent or reduce bone damage. This is con-
ducive to improving the prognosis of the disease, and early
diagnosis is the basis for early treatment. The diagnostic cri-
teria currently revised by the American Academy of Rheu-
matology in 1987 are mainly based on clinical
manifestations, X-ray examinations, and serum rheumatoid
factor (RF) tests. When the diagnostic criteria for imaging
are met, the patient will experience bone destruction. RF
has low sensitivity and specificity in other autoimmune dis-
eases (such as systemic lupus erythematosus and healthy
elderly) and also has a certain positive rate. There are some
shortcomings in clinical application, which delays the opti-
mal treatment time and increase the disability rate. The
above criteria are not helpful for the early diagnosis of RA.
Therefore, in recent years, research has become a research
hotspot in finding simple and easy-to-detect laboratory
detection methods with high sensitivity or specificity to
improve the early diagnosis rate.

Early diagnosis of rheumatoid arthritis is a hot spot in
recent years, because early diagnosis and treatment of rheu-

matoid arthritis can effectively prevent the progression of
the disease and delay or even prevent the process of bone
destruction. The current ACR/EULAU 2010 RA diagnostic
criteria for early diagnosis of rheumatoid arthritis have been
significantly improved. Among them, RF and CCP antibod-
ies are used for diagnosis. However, in clinical practice, there
are some difficulties in diagnosing patients with negative RF
and CCP antibodies. For some patients who are highly sus-
pected but have not yet reached the diagnostic criteria, more
information is needed to support the diagnosis. At the same
time, the current ACR/EULAU2010 RA diagnostic criteria
still has a certain false positive rate for the early diagnosis
of rheumatoid arthritis, which also requires more data to help
diagnosis.
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Computer vision technology is one of the main research directions of artificial intelligence. With the rapid growth of image or video
data scale and the improvement of computing power, computer vision technology has achieved unprecedented development in
recent years and is widely used in a variety of scenes. This study mainly discusses the design of student physical fitness test
system and test data analysis system based on computer vision. This study is mainly based on the motion attitude determination
algorithm to identify the motion. In hardware configuration, the key is CPU and GPU. The model realizes large-scale matrix
computation based on the parallel computing power provided by GPU and uses CPU to realize data reading and preprocessing.
The assessment controller is responsible for the transmission of instructions and status information and controls the operation
of the entire pitch assessment system. It is the control center of the entire system. ZigBee wireless communication technology is
adopted as the communication method of human posture measurement terminal and assessment controller. The input image is
preprocessed through scaling and standardization. The image is scaled to the resolution of 224 × 224 when input, which is
performed to realize data parallel training. The image was changed by means of random horizontal flip, random rotation, and
color change to achieve the effect of expanding the dataset. Then, the test evaluation module was used to evaluate various test
indexes of the body. During the sit-up test, nine out of 10 sit-ups can be accurately counted and the recognition rate reaches 90
percent. The results show that the system designed in this study has high accuracy and good performance, which can be used
for the physical fitness test and test data analysis of students.

1. Introduction

In the early days, due to the backwardness of the econ-
omy, our people’s physical requirements only stayed on
the basis of food and clothing. Later, with the development
of the economy and the improvement of living standards,
people paid more and more attention to the improvement
of their overall physical fitness. With the improvement of
the quality of life of our people and since the reform
and opening up, China has strengthened the communica-
tion with the United States and many other countries in
the aspects of economy, culture, science and technology,
and political system and directly introduced many foreign
advanced ideas and practices in the aspect of physical
improvement.

Our country has gradually launched a physical fitness test
program combined with physical examination during the
compulsory education stage. So far, basic schools in our
country have organized students to conduct physical exami-
nations in school hospitals and physical fitness tests in sports
venues. The health of students has been regarded as an
important guarantee for the country’s new force. In recent
years, the term “health records” has become popular in my
country’s medical circles. Although many difficulties have
been encountered in implementation, now basically only
large hospitals have established electronic medical records
instead of national unified health records. As for physical fit-
ness testing, information technology has not been fully pro-
moted. Only independent systems equipped with physical
fitness testing equipment cannot comprehensively reflect
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health conditions. Due to the lack of information technology
and integrated system for physical fitness testing in China,
this has brought great challenges to the research of this sub-
ject [1].

Computer vision methods have been applied to cell seg-
mentation and feature extraction, while machine learning
methods have been developed to help phenotype classifica-
tion and clustering of data obtained from biological images
[2]. Grys et al. believe that with the latest developments in
high-throughput automated microscopes, there is an increas-
ing demand for effective computing strategies for analyzing
large-scale image-based data. Here, they outline the common
computer vision and machine learning methods used to gen-
erate and classify phenotypic profiles, focusing on the general
biological uses of each method. Their research lacks data [3].
Yeung et al. introduced VideoSET, which is a method for
evaluating video summaries through text. It can evaluate
the extent to which the video summary can retain the seman-
tic information contained in the original video [4]. They
observed that semantics are most easily expressed in words
and developed a text-based evaluation method. Their
research has no practical significance [5]. Chang proposed a
pixel-based cost calculation method that uses weighted dis-
tance information for cross-scale stereo matching. The
method he proposed uses a hierarchical structure to accu-
rately estimate the disparity value in a uniform area. He also
uses distance information to supplement the pixel-based cost
function. His research sample data is insufficient [6]. Zaki
introduced a novel method for binary classification of two-
wheeled road users at dense mixed traffic intersections.
Classification is a monitoring procedure used to distinguish
electric and nonelectric (manpowered) bicycles. First, use
object recognition methods to detect and track road users.
Then, select classification features from the collected trajec-
tories. Functions include maximum speed, rhythm fre-
quency, and acceleration-based parameters. Experiments
were conducted on a video dataset from Shanghai, China,
where cyclists and motorcycles tend to share major road
facilities. A sensitivity analysis was performed to evaluate
the quality of selected features to improve the accuracy of
classification. His research is not novel enough [7]. Meireles
proposes an automatic and direct method to classify tooth
wear in the oral cavity. The eight extracted teeth were etched
with acid for different times to produce abrasion and
scanned with an intraoral optical scanner. Computer vision
algorithms are used for alignment and comparison between
models. He estimated the amount of wear and determined
the reliability through visual scoring. His research has no
practical significance [8]. Wang proposed an automatic flex-
ible printed circuit (FPC) defect detection method based on
computer vision, which provides a method for calculating
dimensionality increment matrix and image segmentation
combined with fuzzy clustering algorithm. The visibility of
the segmented image and the segmentation accuracy of the
defective image are guaranteed. The method he proposed is
not accurate [9].

This research mainly discusses the design of student
physical test system and test data analysis system based on
computer vision. This research is mainly based on the

motion recognition algorithm for motion recognition. In
the hardware configuration, the key is CPU and GPU. The
model realizes large-scale matrix calculation based on the
parallel computing capability provided by GPU and uses
CPU to realize data reading and preprocessing. The assess-
ment controller is responsible for the transmission of
instructions and status information and controls the opera-
tion of the entire pitch assessment system. It is the center of
the entire system control. ZigBee wireless communication
technology is used as the communication method between
the human body posture measurement terminal and the
assessment controller [10]. The input image is subject to
preprocessing steps of scaling and standardization. The
image is scaled to a resolution of 224 × 224 during input.
This step is performed to achieve data parallel training.
Three methods of random horizontal flip, random rotation,
and color change are used to change the image to achieve
the effect of expanding the dataset, and then, the test eval-
uation module is used to evaluate various test indicators of
the body.

2. Student Physical Fitness Test System

2.1. Computer Vision. In recent years, due to the wide appli-
cation of computer vision in intelligent surveillance and sur-
veillance, health and medicine, sports and entertainment,
robotics, drones, and driverless cars, it has become more
and more important and effective [11–13]. Depth informa-
tion is one of the most important elements for generating
three-dimensional (3D) content [14]. The stereo matching
method uses binocular characteristics to estimate depth
information [15, 16]. The estimated depth information is
usually represented by the disparity value [17]. Therefore,
two slightly different viewpoints are used to find the disparity
value. However, in a uniform area, since the area is untex-
tured, the corresponding point finding is problematic [18].

Many computer vision and imaging problems are learned
from large-scale datasets, which have millions of observa-
tions and features. A novel effective learning scheme tightens
the sparsity constraint by gradually deleting variables based
on criteria and schedules [19, 20]. The fascinating fact that
the size of the problem continues to decrease throughout
the iteration process makes it particularly suitable for big
data learning [21], generally applicable to the optimization
of any differential loss function and find applications in
regression, classification, and ranking. The resulting algo-
rithm incorporates variable screening into the estimation
and is very simple to implement [22], providing theoretical
guarantees of convergence and selection consistency. In addi-
tion, one-dimensional piecewise linear response functions
are used to solve nonlinear problems, and second-order
priors are applied to these functions to avoid overfitting
[23, 24].

2.2. Motion Attitude Determination Algorithm. This algo-
rithm does not record all the angle values and then analyzes
and processes, but uses a mobile real-time determination
method to obtain the effective number of cycles, collect and
record key information, and use a possible cycle as the
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algorithm execution cycle to extract the effective cycle [14].
The core idea of the algorithm is to take the maximum value
of a certain number of accumulated records as the peak and
the minimum value of the accumulated record of a certain
number of times as the trough. If it is greater than the set
evaluation standard, it will be recorded as a valid period [5,
16]. The execution cycle of the algorithm is the execution
cycle of the entire program; each time the current angle value
is obtained as an input variable for judgment [25].

The algorithm can be obviously divided into three parts.
The first part is to judge the angle accumulation and accumu-
lation. Each time it is executed, the current value and the
recorded maximum and minimum values are used for judg-
ment; the second part is to identify the number of accumula-
tion and subtraction. The peaks and troughs are accumulated
to 20 times, and it is considered that there is a trough. Simi-
larly, there is a trough after the accumulation of 20 times. The
identification of the peak is a condition for trough identifica-
tion. The identification process of the two is similar; the third
part is after obtaining the peak and peak value. To determine
whether it is a qualified period, use a pair of recorded peak
and valley values as the key variable to accurately obtain the
possible effective period. In actual applications, time judg-
ment is added, that is, the limit time for the human body to
complete a pitching action is 300ms. If the cycle is lower than
this time, it is considered to be an abnormal fluctuation and is
not adopted [18, 26]. The execution stage refers to the pro-
cess in which the neural network processes the input infor-
mation and generates the corresponding output [19]. In the
execution stage, the connection structure and weight coeffi-
cients of the network have been determined and will not
change. At this time

U t + 1ð Þ = 〠
n

j=1
Wij t + 1ð ÞXj tð Þ − θ t + 1ð Þ: ð1Þ

Among them,Wij is the weight coefficient of the connec-
tion between the i neuron and the former j level neuron. The
motion attitude determination optimization algorithm has
faster convergence speed and better optimization effect,
which is very suitable for large-scale data or large-scale model
problems.

mt = β1mt−1 + 1 − β1ð Þgt ,

vt = β1vt−1 + 1 − β1ð Þg2t ,

θt+1 = θ −
η
ffiffiffiffiffiffiffiffiffi

v + ε
p m: ð2Þ

Among them, mt and vt calculate the first and second
moments of the gradient [6].

2.3. Network Input Layer. For the BP network, the input layer
acts as a buffer memory and can add data to the network. The
number of nodes depends on the dimensionality of the data
source. The output layer outputs the processing results of
the network, and the number of nodes can be designed

according to the requirements of use. For sports events, the
physical status of students is affected by many factors; among
which gender, age, height, weight, and the 14 physical fitness
test indicators mentioned above have a greater impact on
determining the physical status of students. We must evalu-
ate a student’s overall physical fitness status or individual
physical fitness status in terms of running, jumping, and
shooting based on these influencing factors. Taking the eval-
uation of students’ comprehensive physical fitness status as
an example, we set the dimension of the network input layer
to 18, and each node represents the student’s gender, age,
height, weight, and 14 physical fitness test indicators; in
actual training, the current physical state of students is
divided into three states: poor, normal, and good. Therefore,
the dimension of the network output layer is set to 3, repre-
senting these three states, respectively.

3. Student Physical Fitness Test
System Experiment

3.1. Experimental Environment. The operating system con-
figuration is shown in Table 1. In the hardware configuration,
the key is CPU and GPU. Although the model is based on the
parallel computing capabilities provided by GPU to achieve
large-scale matrix calculation, CPU is still needed to achieve
data reading and preprocessing. Therefore, when building a
deep learning platform, the CPU performance should also
be taken into consideration. The CPU of the deep learning
platform is Intel 7700k, the GPU is Nvidia Gtx 1080, and
the GPU memory capacity is 8GB. The key software plat-
form components are parallel computing framework, deep
learning framework, and programming language. The exper-
iment in this study uses the CUDA 9.0 parallel computing
framework and the PyTorch deep learning framework. The
experiment is mainly implemented by the Python 3.6 pro-
gramming language. The deep learning platform chose the
Ubuntu 16.04 operating system because it has good support
for deep learning-related software and hardware. Many open
source frameworks are implemented based on the Ubuntu
16.04 operating system and then ported to other operating
systems.

3.2. Communication Technology between the Assessment
Controller and the Host Computer. The assessment controller
is responsible for the transmission of instructions and status
information and controls the operation of the entire pitch
assessment system. It is the center of the entire system con-
trol. The main task of the assessment controller is data trans-
mission. There are three main parts: RS232 serial port and
upper computer wired communication, ZigBee and anthro-
pometric terminal wireless communication, and RS485 serial
port and LCD display terminal wired communication. This
design selects the widely used RS232 serial communication
method.

3.3. Communication Technology between the Assessment
Controller and the Human Body Posture Measurement
Terminal. The human body posture measuring terminal is
installed on the human body to measure the human body’s

3Wireless Communications and Mobile Computing
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reference personnel and the reliability of communication,
this design uses wireless communication as the means of
communication between the assessment controller and the
human body posture measurement terminal. During the
sit-up assessment, the distance between the two reference
personnel is relatively large, the maximum is 2m, and the
entire assessment site is up to 5m × 8m, which belongs to
the short-distance category. Considering all aspects, the Zig-
Bee wireless communication technology suitable for short-
range wireless communication is selected.

3.4. “Handshake” between Upper and Lower Computers. The
lower computer receives the test data of muscle strength
transmitted by the measuring device and stores it in the
external memory of the single-chip microcomputer. Then,
the lower computer sends a handshake request to the upper
computer. If the handshake is unsuccessful, it will send the
request repeatedly. If it exceeds three times, the system will
prompt an error to exit. If the handshake is successful, it will
start to enter the next stage, and the host computer will begin
to receive test data.

3.5. Test Data Receiving and Storage. After the successful
handshake between the upper and lower computer, the upper
computer initializes the serial port, configures the serial port
parameters, and is ready to receive data. Then, the upper
computer sends signals to the lower computer and receives
data through the serial port. The upper computer simulta-
neously checks whether the received data is complete accord-
ing to the agreement between the upper and lower
computers. If the received data is incomplete, it will be resent.
If the received data is complete, it will undergo correspond-
ing format conversion and store the data in the designated
database.

3.6. Microcontroller Module Design. This design intends to
use ZigBee wireless communication technology as the com-
munication method of the human body posture measure-
ment terminal and the assessment controller, and it is
necessary to select a suitable wireless transceiver chip. This
design uses the CC2430 chip introduced by TI. It combines
an industrial-grade enhanced 8051 controller and a high-
performance 2.4GHz ZigBee RF transceiver chip, which
meets the needs of control and communication and is a small
measurement terminal. It provides great convenience.

3.7. Preprocessing and Data Enhancement. The input image is
subject to preprocessing steps of scaling and normalization
(normalization). The image is scaled to a resolution of 224

× 224 during input. This step is performed to achieve data
parallel training and reduce the time consumption of neural
network training. Data standardization can speed up train-
ing. In the actual implementation process, the mean and var-
iance of each channel of RGB of the Image-Net dataset are
used. The mean vector is μ = ½0:485,0:456,0:406�, and the var-
iance vector is δ = ½0:229, 0:224, 0:225�.

The parameter of deep neural network is very large, and
the model with high training complexity will need massive
data. Data augmentation can effectively expand the data
diversity of the training set through flip, translation, rotation,
and other methods. Three methods of random horizontal
flip, random rotation, and color change are used to change
the image to achieve the effect of expanding the dataset. For
each input image, determine whether to flip horizontally
according to the probability of 0.5. This data enhancement
method is used because the static image data used uses differ-
ent camera settings in the historical acquisition process, some
of which are camera settings. The images taken by the left
and right cameras are flipped horizontally. At the same time,
each image is randomly rotated within the range of ½−10, 10�
according to the image center, which is in line with the char-
acteristic that different cameras cannot guarantee the same
angle during the placement process. Brightness, contrast,
and saturation are randomly changed in the range of ½0:5,
1:5� according to a uniform distribution, and the hue (hue)
is randomly changed in the range of ½−0:2, 0:2� according to
a uniform distribution.

3.8. Information Management Module Design. The informa-
tion management module refers to the management of some
basic information that students, physical fitness test teachers,
and counselors need to use during the test. This basic infor-
mation is collected by the administrator before the physical
fitness test and input in advance. The system, in this way,
can assign the user name and password of the student, the
physical test teacher, and the counselor. With the user name
and password, the teacher and student can log in to the sys-
tem to perform the physical test appointment operation.
Whether it is a teacher or a student, their login accounts
are all only one, and the input, maintenance, and update of
this basic information are all operated by the system
administrator.

The use of barcode scanners is mainly used for candidates
who failed to take the exam due to special circumstances.
When the barcode scanner scans the barcode of the candi-
date’s admission ticket, the focus will automatically focus
on the candidate’s name. Recheck the candidates’ names in
the entire data sheet to find them. After the barcode scanner
scans the barcode, the admission ticket number is automati-
cally entered into the text box focused by the mouse, which is
equivalent to manual input and pressing the enter key.

3.9. Test and Evaluation Module Design. This module is to
evaluate various test indicators of healthy physical fitness.
The test indicators included in the central lung fitness item
include resting heart rhythm, vital capacity, 3-minute step
test, systolic blood pressure, and diastolic blood pressure,
and the test indicator of muscle strength is grip strength.

Table 1: Operating system configuration.

Operating system Ubuntu 16.04

CPU Intel 7700k

GPU Nvidia Gtx 1080

Parallel computing framework CUDA 9.0

Deep learning framework PyTorch

Programming language Python 3.6

4 Wireless Communications and Mobile Computing
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And muscular endurance is measured by sit-ups within 1
minute. The flexibility of the body is measured by the degree
of flexion in the sitting position. The body composition items
are height, weight, BMI value, waist circumference, and hip
circumference to measure.

In addition, there are extended indicators, including reac-
tion time, standing time on one foot with closed eyes, blood
lipid indicators, and blood glucose indicators. According to
the measurement values of each index in different reference
ranges, the evaluation can be divided into several standards:
excellent, good, fair, acceptable, and poor. If it is a blood pres-
sure index, the evaluation criteria can be normal blood pres-
sure, normal blood pressure, mild hypertension, moderate
hypertension, and severe hypertension. If it is blood lipid
and blood sugar index, the evaluation criteria can be divided
into low, normal, and high. If it is body weight, the evaluation
criteria are underweight, normal, and overweight.

3.10. Design of Performance Management Module. The phys-
ical fitness test score management module is used by physical
fitness teachers and students or counselors after the corre-
sponding physical fitness test is over, in order to enter and
query the students’ scores after completing the physical fit-
ness test. The physical fitness test teacher logs in to the sys-
tem through the teacher to summarize the physical fitness
and the test scores are entered into the corresponding student
information in the system. After the scores are entered, the
teacher can also view them at any time, as well as query the
analysis of the data. The students or counselors can log in
to the system on the interface to query their (the class) phys-
ical test scores.

3.11. Test Evaluation Function Module. Test purpose: check
whether the link of each test item is correct and whether each
test index is wrong. After the test data is entered for each
index item, whether it can be correctly evaluated, whether
the evaluation result is displayed in the form of graphics
and text, and whether there is a comprehensive evaluation
after the completion of the test of each index item. Check
whether the data can be saved and printed correctly after user
testing.

4. Student Physical Fitness Test System

4.1. Recognition Results. The accuracy rate and average accu-
racy rate of the designed behavior recognition model in each
category are compared with the baseline model MSN. The
identification analysis results are shown in Table 2. The aver-
age accuracy of MSN in the five categories is 80.31%, and the
behavior recognition model achieved by the dual-stream
neural network and gesture recognition model in this study
reached 83.2%. This study did not compare its operating
speed in this part, because the model implemented in this
study uses the optical flow algorithm FlowNet2, which is fas-
ter than the EpicFlow used by MSN, and the dual-stream
neural network is much simplified than MSN, so there must
be some operating speed. As mentioned earlier, the behavior
recognition model implemented in this study is better than
the MSN model in terms of speed and accuracy. Because this

research can capture fine-grained behaviors very well and
accurately, this research can achieve performance that
exceeds that of complex MSN only through dual-stream neu-
ral networks.

4.2. Algorithm Performance Test Analysis. The attitude pro-
cess changes smoothly, the cycle is relatively unchanged,
and the peak angle is about 5 degrees to 50 degrees. The algo-
rithm performance test result is shown in Figure 1. The over-
all shape of Figure 1 is similar to the analysis, but there is a big
difference in the local area. There is a large jitter in the
extreme part, and the cycle change is large; the peak-to-
peak value of the first half of Figure 1 is large, and the peak
value is gradually in the second half due to physical con-
sumption. Reduce, there is greater jitter at large angles. It
can be seen from the above angle curve that the actual situa-
tion is more complicated, and the algorithm should be able to
avoid any problems in the actual situation and accurately
record the number of effective motion cycles. Taking sit-
ups as an example, the human body posture measurement
terminal is installed on the tester’s head as a training cap.
The tester does sit-ups normally, and the measurement ter-
minal performs angle capture and counting operations. Here,
the standard angle is set to 90°. Use the serial port to output
the real-time angle measured by the measuring terminal
and the current count result, use the serial debugging assis-
tant to record these two values, and then import EXCEL to
draw the corresponding chart. In order to read the graph
clearly and conveniently, the count value is multiplied by
10. The ordinate corresponding to the horizontal line in
Figure 1 is 10 times the count value. It can be seen that the
human body posture measurement terminal has performed
the correct count. The initial angle of the tester when lying
down is 90°, and the angle when sitting up is 0°, at the
moment of lying down, the tester did 10 sit-ups, but the sev-
enth one was not standard and did not reach 90°, the measur-
ing terminal did not count, and the final count was 9.

4.3. Muscle Strength Test Analysis. Use different colors to
show the strength curves of the four tested individuals on dif-
ferent graphs. The four tested individuals can choose any
specified conditions. The color of the curve can be changed.
Click any graph to display its detailed information. The mus-
cle strength test results are shown in Figure 2. It can be seen
from Figure 2 that the same figure is more obvious, and it can
be seen that the grip strength curves caused by the differences
between the two test individuals are significantly different.

Table 2: Identify analysis results.

Result
Two stream+FlowNet2 MSN

Model

REACH 93.1% 89.74%

RETRACT 94.3% 90.47%

HAND IN SHELF 68.66% 65.56%

INSPECT PRODUCT 83.9% 82.7%

INSPECT SHEIF 76% 73.09%

MEAN 83.2% 80.31

5Wireless Communications and Mobile Computing
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The dynamic data model of this sample set is obtained
through statistical calculation steps on the data of 35 individ-
uals participating in the test using statistical principles.
Because the selected experimenters are all students of the
same age, there is no need to redivide the two fields of age
and work nature. First, use the system function to select gen-
der: male, test item: right grip strength, search in the database
and find that meets the conditions, and then, count the
searched data, store the data obtained from the test data table
into an array, and then, take the next testee’s data and add
them to the data group in the corresponding order of time
until all matches conditional data are all superimposed, and
finally, each number in the array is averaged to get a dynamic
data model. It can be seen that under the same time setting,
the man’s curve is short and the peak is prominent, the
woman’s curve is long and the trend is relaxed, and the
man is in the comparison of the absolute strength, explosive
power, rapid reaction coefficient, and other human parame-
ters, having an advantage over women, and women have an
advantage over men in endurance.

4.4. System Performance Test. In order to facilitate user oper-
ation and achieve good human-computer interaction, the
interface design of the system adopts an all-Chinese graphic
frame structure, with friendly interface design and simple
operation. The interface item side is the traditional drop-
down menu and toolbar; the left side of the interface adopts
the popular tree-like menu structure, and clicking can pro-
duce the same effect as the drop-down menu, making the
human-computer interaction faster and more practical, and
the interface is more beautiful; the right side is the interface.
The main display area can display graphics, data, tables, etc.
The system performance test result is shown in Figure 3.
All functions can be automatically completed by clicking
the menu or button with the mouse. The main menu of the
system includes data acquisition, data query, graph display,
data analysis, comparison, and data output. This research is
based on the theory of serial communication between the
computer and the single-chip computer and makes full use
of the powerful data storage and processing ability of the
PC and the communication technology, as well as the data
acquisition, keyboard input, and display functions of the
single-chip computer to develop a basketball special compre-
hensive test system. The system has been debugged and
developed, and various functions have been basically realized
and have been used in physical fitness tests. Through contin-
uous debugging and trial and error in the process of system
development and development and with the changes in
sports college entrance examination requirements, the func-
tion is further improved. System is reasonable in design,
advanced in technology, accurate in data transmission, data
processing, and score recording, and has reached expecta-
tions. The effect also played a powerful role in practical appli-
cations, which greatly improved the efficiency and accuracy
of sports testing.

The student physical test data analysis system can change
that the students taking the test are no longer passively tested,
but can choose the appropriate test time and subjects accord-
ing to their own personal situation. At the same time, for
physical fitness test teachers, after the on-site test is com-
pleted and recorded, there is no need to pass it layer by layer.
It is first handed over to the Sports Basic Department, then
distributed to the departments, and finally transmitted to
the students by the instructor. It is also prone to errors. The
data analysis result of the student’s physical fitness test is
shown in Figure 4. The system can directly enter the scores
by the physical fitness test teacher. After the entry is com-
pleted, the students can log in and view by themselves. It is
also convenient for students to compare their physical fitness
test with other students, changing the phenomenon that stu-
dents only care about whether their physical fitness test
scores have passed. The system greatly improves the accuracy
and timeliness of data, reducing the workload of the Sports
Basic Department and the instructors and department staff.
It has a huge positive effect on the management of students’
physical fitness test. It receives a segment as input, and the
time series flow part of the model receives motion informa-
tion. A segment is composed of 6 frames of images, and
two successive images calculate 5 sets of optical flow results
from each other, that is, 10 frames of optical flow information
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(x direction and y direction). Correspondingly, the timing
stream receives 10 channels of data. In order to change the
original VGG network from receiving 3 channels of RGB
images to receiving 10 channels of optical flow information,
the author calculated the input layer along the dimension of
the input channel, the weight of the convolution kernel,
and copy the weight average to 10 channels. The size of the
optical flow data is 256 × 256 dimensions, and the 8 × 8 ×
512 dimension feature map is obtained after the calculation
of the convolutional layer. Immediately after that, there are
two fully connected layers with dimensions of 32768 × 4096
and 4096 × 5. The spatial stream receives an ordinary RGB
image, and it randomly selects a frame of image from the
input segment as input. After the calculation of the convolu-
tional layer, it obtains a feature map of 7 × 7 × 512 dimen-
sions. Similarly, it connects two layers of fully connected
layers. The dimensions are 25088 × 4096 and 4096 × 5.

5. Conclusion

The parameter of deep neural network is very large, and the
model with high training complexity will need massive data.
Data augmentation can effectively expand the data diversity
of the training set through flip, translation, rotation, and
other methods. Three methods of random horizontal flip,
random rotation, and color change are used to change the
image to achieve the effect of expanding the dataset. For each

input image, it is determined whether to flip horizontally
according to a certain probability. This data enhancement
method is used because the static image data used uses differ-
ent camera settings in the historical acquisition process, some
of which are camera settings. The images taken by the left
and right cameras are flipped horizontally.

The physical fitness test score management module is
used by physical fitness teachers and students or counselors
after the corresponding physical fitness test is over, in order
to enter and query the students’ scores after completing the
physical fitness test. The physical fitness test teacher logs in
to the system through the teacher to summarize the physical
fitness and the test scores are entered into the corresponding
student information in the system. After the scores are
entered, the teacher can also view them at any time, as well
as query the analysis of the data. The students or counselors
can log in to the system on the interface to query their (the
class) physical test scores.

This research mainly discusses the design of student
physical test system and test data analysis system based on
computer vision. This research is mainly based on the
motion recognition algorithm for motion recognition. In
the hardware configuration, the key is CPU and GPU. The
model realizes large-scale matrix calculation based on the
parallel computing capability provided by GPU and uses
CPU to realize data reading and preprocessing. The assess-
ment controller is responsible for the transmission of instruc-
tions and status information and controls the operation of
the entire pitch assessment system. It is the center of the
entire system control. ZigBee wireless communication tech-
nology is used as the communication method between the
human body posture measurement terminal and the assess-
ment controller. The input image is subject to preprocessing
steps of scaling and standardization. Three methods of ran-
dom horizontal flip, random rotation, and color change are
used to change the image to achieve the effect of expanding
the dataset, and then, the test evaluation module is used to
evaluate various test indicators of the body.
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With the innovation of global trade business models, more and more foreign trade companies are transforming and developing in
the direction of cross-border e-commerce. However, due to the limitation of platform language processing and analysis technology,
foreign trade companies encounter many bottlenecks in the process of transformation and upgrading. From the perspective of the
semantic matching efficiency of e-commerce platforms, this paper improves the logical and technical problems of cross-border e-
commerce in the operation process and uses semantic matching efficiency as the research object to conduct experiments on the
QQP dataset. We propose a graph network text semantic analysis model TextSGN based on semantic dependency analysis for
the problem that the existing text semantic matching method does not consider the semantic dependency information between
words in the text and requires a large amount of training data. The model first analyzes the semantic dependence of the text and
performs word embedding and one-hot encoding on the nodes (single words) and edges (dependencies) in the semantic
dependence graph. On this basis, in order to quickly mine semantic dependencies, an SGN network block is proposed. The
network block defines the way of information transmission from the structural level to update the nodes and edges in the graph,
thereby quickly mining semantics dependent information allows the network to converge faster, train classification models on
multiple public datasets, and perform classification tests. The experimental results show that the accuracy rate of TextSGN
model in short text classification reaches 95.2%, which is 3.6% higher than the suboptimal classification method; the accuracy
rate is 86.16%, the F1 value is 88.77%, and the result is better than other methods.

1. Introduction

Traditional text similarity research methods mainly use one-
hot, bag-of-words model, N-gram, and TF-IDF as the feature
vector of the text and use methods such as cosine similarity as
an index to quantify the degree of text similarity. However,
these methods simply use the statistical information of the
text as the feature vector of the text [1] and fail to consider
the context information of the word. At the same time, there
are problems of feature sparseness and dimensional explo-
sion in feature extraction. With the development of deep
learning [2], the use of deep learning methods to study text
similarity tasks has become the mainstream method today.

Yang et al. proposed the word2vec word vector embed-
ding method in the article; as a neural network language
model, this method converts words into multidimensional

vector representation, which greatly facilitates the follow-up
work [3]. Radionova-Girsa and Lahiža proposed the GloVe
word vector embedding method in the article. The word vec-
tor embedding considers the context information, more
accurately expresses the context information of the text,
and has good performance in multiple natural language pro-
cessing tasks [4]. Li et al. proposed the TextCNN model in a
paper published in 2019 and applied CNN to the field of nat-
ural language processing for text classification tasks [5].
Tenyakov and Mamon save more information in the form
of vectors and at the same time train the capsule network
with a dynamic routing mechanism [6], which reduces the
parameters of the network and has a good effect on the hand-
written digit recognition dataset [7]. Sun et al. introduce the
capsule network into natural language processing to do the
task of text classification. The capsule network can effectively
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encode the text information and save the multilevel features
of the text, and the extracted feature vector can more accu-
rately express the text obtained [8].

Guo et al. use CNN to complete the entity relationship
extraction task in the article. The convolutional network with
multiple granularities used in this model has good perfor-
mance [9]. Wang et al. introduced the recurrent neural net-
work into the field of natural language processing, traversed
the entire text using a recurrent structure, and obtained the
global characteristics of the text [10]. Zhang et al. applied
LSTM to the field of natural language processing in the liter-
ature. LSTM solves the problem of traditional recurrent neu-
ral network’s dependence on long-distance information of
the input sequence [11, 12]. Jin et al. proposed a bidirectional
long- and short-term memory neural network based on the
twin network structure for text similarity. The network tra-
verses the entire text through two LSTM networks, compre-
hensively considers the context information of each word,
extracts the characteristics of the sentence, and completes
the text similarity [13]. Lu et al. applied the weighting mech-
anism to the field of network text processing. Through the
weighting mechanism, the neural network has the ability to
focus on certain features and assigns more weights to impor-
tant features [14].

Aiming at the characteristics of the supply and demand
text network structure on the cross-border e-commerce
online technology trading platform [15], this paper proposes
a text semantic similarity matching method based on
capsule-BiGRU. This method uses two texts through two
neural network structures to obtain text feature vectors. Per-
form similarity analysis to obtain the local similarity matrix
and the global similarity matrix, and merge the two levels
of similarity matrix to complete the text similarity analysis.
The method proposed in this paper first uses the mutual
attention mechanism to assign different weights to words.
For two texts, the word vector distance of the two texts is cal-
culated, and the words closer to the other text are given
higher weights. Secondly, the capsule network and BiGRU
network are combined to construct an integrated model,
the local features of the text extracted by the capsule network
and the global features of the text extracted by the BiGRU
network are, respectively, analyzed for similarity, and the
two levels of similarity matrices are merged. Finally, judge
whether the text is similar according to the similarity vector
of the two sentences.

2. Online Trading Platform Text Semantic
Matching Analysis Technology

2.1. Characteristics of Cross-Border E-Commerce Platforms.
The new format of foreign trade is an important driving force
for China’s trade development, driven by market changes
and government regulation [16]. The three types of new busi-
ness types are cross-border e-commerce, market procure-
ment, and external comprehensive services. They have
different structures, origins, characteristics, principles, and
regulatory service systems [17]. It can be seen from compar-
ison that the new business format is the result of the recom-
bination process of foreign trade and domestic trade and the

change of the division of labor by various agents, and it has
multiple development possibilities [18]. The current new
business formats have problems and risks such as erosion
and crowding, short-term profit-seeking, and lack of systems
[19]. The next development strategy should be appropriate to
the overall score and promote the comprehensive management
of various business types, the innovation of cross-border
e-commerce models, the iteration of market procurement
mechanisms, the transformation and development of external
comprehensive services, and the rapid development of infor-
mation technology combined with wide-area interconnection.
According to different participants, it can be divided into three
types: enterprise-enterprise (B-B), enterprise-consumer indi-
vidual (B-C), and individual seller-individual buyer (C-C).
Among them, under the B-C type, there are three modes: retail
import and export, “haitao,” “purchasing,” and “overseas ware-
house” export [20]. The retail import and export model can be
subdivided into four specific models according to its flow and
whether it is bonded or not [21]. It can be seen that the model
classification of cross-border e-commerce is extremely compli-
cated, and the regulatory codes and flow identifications of var-
ious models are completely different [22].

2.2. Semantic Matching Methods and Channels of Supply and
Demand Text

2.2.1. Text Similarity Analysis Algorithm Based on Capsule-
BiGRU. The text semantic matching model mainly includes
word vector embedding module, feature matrix extraction
module, feature matrix analysis, and judgment module. Sec-
ondly, the capsule network (capsule) and the bidirectional
gated recurrent unit network (BiGRU) are combined, and
the capsule network is used to extract the local features of
the text [23]. At the same time, the traditional capsule net-
work is improved, words that have nothing to do with text
semantics are regarded as noise capsules, and smaller
weights are assigned to reduce the impact on subsequent
tasks [24].

The text semantic matching method first uses the pre-
trained GloVe model to map the two texts into a 300-
dimensional word vector matrix [25]. The word vector
matrix is used as the input of the model, and weights are
given by the attention mechanism module, and then, the
results are input into the BiGRU network and the capsule
network model, respectively. In the capsule network, the con-
volution operation is first performed, and the capsule convo-
lution operation is performed through the main capsule
layer. After the squeeze function operation, it is used as the
output of the main capsule layer. After the dynamic routing
protocol mechanism is calculated, it is connected to the clas-
sification capsule layer to classify the capsule [26]. The out-
put result of the layer is expanded as a local feature vector
of the text. In the BiGRU network, a bidirectional GRU net-
work is used to extract text information from two directions
to obtain the global feature vector of the text. At the same
time, in the feature vector extraction stage, a twin neural net-
work structure is used, that is, two word vector matrices are
processed using the same network structure so that the two
word vector matrices are encoded into the same vector space.
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Finally, the respective local features and global features of the
two texts are, respectively, analyzed for similarity, and the
similarity matrix of the two texts is obtained. The similarity
matrix is used as the input of the big data network. The last
layer of the big data network uses the SGD function as the
classifier to determine whether the two texts are similar [27].

(1) Word Vector Embedding Module. The word vector
embedding module first preprocesses the text, including
removing stop words and special symbols [28]. Through
analysis of all texts, this experiment chooses a maximum sen-
tence length of 25 characters and completes sentences with
less than 25 characters. For sentences with more than 25
characters, the first 25 characters are cut off as the sentence.
The GVe model pretrained by the Natural Language Process-
ing Group of Stanford University was used to convert each
text in the text into a 250-dimensional word vector:

Xj = 〠
N

j=1
Xij,

Pij =
Xij

X j
: ð1Þ

P represents the number of times the word appears in the
corpus, and represents the probability of the word appearing
in the context of the word [29]. Assuming that the word vec-
tor of the word sum is known, the similarity is calculated
[30]. When the difference is small, it is proved that the word
vector and the cooccurrence matrix are more consistent, and
the word vector can accurately grasp the context informa-
tion:

J = 〠
N

i,j
f Xij

� �
vTi vj + bi + bj − log Xij

� �� �2
: ð2Þ

Use cost value to represent the difference between two
items, and is the deviation item. By iteratively changing the
word vectors of all words, the cost value is the smallest in
the entire corpus, that is, the optimal word vector of all words
in the corpus is obtained so that the word vector of the word
is calculated through the context information [31]. The data-
set contains a large amount of English text, and the word vec-
tor obtained by pretraining contains more accurate context
information. The training results of 50-dimensional, 100-
dimensional, 200-dimensional, and 300-dimensional word
vectors are released. This paper uses the 300-dimensional
word vector issued by the Natural Language Processing
Group of Stanford University as the word vector
representation.

(2) Feature Matrix Extraction Module. With attention in nat-
ural language processing, the traditional attention model
mainly analyzes the words in the text that are more relevant
to the task, so as to give higher attention. Such an attention
model will be better in processing a single sentence task

which performed. But for the task of this article-text similar-
ity, the main concern is whether the two texts are similar. For
the two input text t1 and t2, more attention should be paid to
the similar part of t1 and t2, and more attention should be
paid to the similar part. Calculate and sum the similarity
between any word in t1 and all words in t2. The similarity cal-
culation method uses cosine similarity, and the sum of cosine
similarity is used as the value of the weight to describe the
word. Suppose that the word vector matrix obtained by text
t1 and t2 through the word vector embedding layer is

vt1 = w1
1,w

1
2,w

1
3,w

1
4,w

1
5

� �
,

vt2 = w2
1,w

2
2,w

2
3,w

2
4,w

2
5

� �
:

ð3Þ

According to the above matrix, the semantic analyzer
combines the matching degree algorithm to obtain the
matching degree:

cos a, bð Þ = a ⋅ b
aj j ∗ bj j : ð4Þ

According to the word vector matrix of the previous texts
1t and 2t, the cosine similarity calculation formula is used to
calculate the degree of similarity between all words of the two
input texts and the other text.

kt1 i½ � =〠
j

cos w1
i ,w

2
j

� �
,

kt2 i½ � =〠
j

cos w1
j ,w

2
i

� �
,

ð5Þ

where k is the sum of the cosine similarity between the ith
word in the text t1 and the text t2 each word and the cosine
similarity of each word in the text t1 and t2 is calculated
and used as the value for calculating the weight of each word.
Use kt1, kt2 and SoftMax functions to complete the calcula-
tion of word weights.

At1 = SoftMax kt1ð Þ,
At2 = SoftMax kt2ð Þ:

ð6Þ

At1, At2 are the weight corresponding to each word of the
text; multiply the word vector of the word and the corre-
sponding weight to obtain the feature matrix of the text,
which is used as the input of the subsequent network.

The capsule network has a large number of articles,
conjunctions, interjections, and other words unrelated to
the semantics of the text in the text. These words have a
high probability of coexisting in the two texts. These words
can be high after the attention module is calculated. How-
ever, these words do not significantly affect the semantics
of the text. Assigning a greater weight will have a certain
impact on the final result. These unrelated words are called
noise capsules in the capsule network module. Use the
NLTK tool to tag the words in the sentence. In the capsule
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network, the qualifiers, conjunctions, interjections, and pro-
nouns are first assigned lower weights according to the
word parts to reduce the impact of the noise capsule on
the subsequent tasks and solve the above problems. Input
the characteristic matrix of the attention mechanism into
the capsule network, and use the dynamic routing algo-
rithm to calculate the output of the upper layer capsule.
The calculation steps are as follows:

Ai = attention ui
� �

,

λ Ai, Aj

� �
= log

xAi
− aAj

��� ���
wAj

0
@

1
A, log

yAi
− yAj

��� ���
hAj

0
@

1
A, log

2
4

� wAi

wAj

 !
, log

hAi

hAj

 !#
:

ð7Þ

Iterate r times:

cij =
ebij

∑kebik
,

u j∣ið Þ =wijAi,

sj =〠
i

ciju j∣ið Þ,

squash kð Þ = kk k2
1 + kk k2

k
kk k ,

vj = squash sj
� �

,

bij = bij + u j∣ið Þvj: ð8Þ

Return vj:

σikjl =
n

Δikjl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

s=1
xik εð Þ − xjl εð Þ� �2Δikjl εð Þ

s
, Δikjl > 0,

0, Δikjl < 0,

8>><
>>:

Δikjl = 〠
n

δ=1
Δikjl εð Þ, ð9Þ

where ui is the feature vector obtained by the mutual atten-
tion module, Ai is the feature vector after reducing the
weight of the noise capsule, r is the number of iterations
of the dynamic routing algorithm, wij is the weight matrix
between the two layers of capsules, is the coupling coeffi-
cient, cij is the lower layer capsule i activates the possibility
of the upper capsule j, ðj ∣ iÞu is the input of the upper cap-
sule, squash is the activation function, and vj is the output
of the upper capsule. The dynamic routing algorithm sets
the initial value to 0. Such an initial value is the mean value

of bij, which is updated through iteration to update the
value of cij. For the neural network model uðj∣iÞ parameters,
the model learns values through a large amount of training
data.

The capsule network proposed by Sabour in the article
includes a three-layer structure, namely, convolutional
layer, primaryCaps layer, and DigitCaps layer. In the
method proposed in this paper, the output of the Digit-
Caps layer is used as the local feature matrix of the text.
Bidirectional gated recurrent unit network (BiGRU) is a
bidirectional gated-based recurrent neural network, which
is composed of forward GRU and backward GRU. The
text is traversed over the network in two directions to
get information, including the text context. This solves
the problem that the GRU model can only contain the
above information. The GRU model is a variant of the
long short-term memory network (LSTM). Compared with
LSTM, the GRU model has a simpler network structure,
but the effect is basically the same as that of LSTM, which
greatly reduces the time required for network training.
The output of the current time step of the cyclic neural
network is related to the output of the previous time step,
which makes the cyclic neural network memorable and
suitable for processing sequence data. The GRU network
merges the input gate and the forget gate in LSTM, called

Table 1: Experimental parameter settings of semantic matching
efficiency.

Parameter name
Parameter

value
Adam

optimization
Keras

Epoch 25 60 0.3

Batch size 512 75 0.5

Dropout 0.3 75 0.5

Capsule dimension 64 60 0.6

Dynamic routing iteration
times

3 60 0.2

BiGRU neuron 100 60 0.8

Table 2: Comparison of mainstream models in the field of deep
learning.

Model
Accuracy

(%)
Accuracy-J

(%)
Recall rate

(%)
F1 value
(%)

LSTM 80.08 82.41 86.24 84.28

BiLSTM 81.95 81.97 88.12 84.93

GRU 80.11 83.81 84.58 84.19

BiGRU 81.95 83.08 87.71 85.33

Siamese-
BiGRU

84.47 86.07 89.02 87.52

Capsule 81.91 84.74 86.38 85.55

Siamese-
capsule

83.79 88.37 86.31 87.33

Capsule-
BiGRU

86.16 86.56 91.11 88.77
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the update gate, which greatly reduces the time required to
train the network:

zt = σ wzxt + uzht−1 + bzð Þ,

rt = σ wrxt + urht−1 + brð Þ,

ht = tanh wcxt + uc rtΘht−1ð Þ + bcð Þ,

ht = ztΘht−1 + 1 − ztð ÞΘht ,

yt = σ W0 ⋅ htð Þ: ð10Þ

x is the next input, ht−1 is the suspension of the previous
import, ht is the candidate state at the current moment, W0
is the hidden state at the current moment, and yt is the output
at the current moment. In the GRU network, information can
only be transmitted in one direction, but in practice, each
word may have a dependency relationship with the word in
the context. Using the BiGRU network to train text through
the network in two directions makes the model more effective.
The method proposed in this paper uses the output of the
BiGRU network as the global feature matrix of the text. The
local feature matrix and the global feature matrix of the two
texts are, respectively, calculated for similarity, and the simi-
larity matrix 1E of the local features and the global similarity
matrix 2E are obtained. The calculation method of 1E and
2E is the same; here is the calculation method of 1E. Assuming
that the local features of the two texts are 1S and 2S, respec-
tively, the calculation formula of 1E is as follows:

Eij
1 = cos Si1, S

j
2

� �
: ð11Þ

Eij
1 is the element in the ith row and jth column of the sim-

ilarity matrix, Si1 is the ith row of S1, and S
j
2 is the jth row of S2.

After the similarity matrix is obtained, the two similarity

matrices are flattened and connected. The fused similarity vec-
tor is used as the input of the fully connected layer, and the
output of the fully connected network is connected with the
sigmoid classifier. Use the sigmoid classifier to determine
whether two texts are similar.

2.3. Evaluation Model of Semantic Matching Efficiency of
Supply and Demand Text. The text classification methods
currently proposed are mainly divided into two categories:
traditional classification algorithms and classification algo-
rithms based on deep learning. Traditional classification
methods use feature engineering and feature selection to
extract features from original documents and then input
the extracted features into classifiers such as SVM and
KNN for training and prediction. More classic feature
extraction methods include frequency method and mutual
information method (PMI), inverse text frequency index
(TF-IDF), and N-gram.With the popularity of deep learning,
more and more people use deep learning methods to classify
text, mainly as convolutional neural network (CNN) and its
improved version of the application, such as TextCNN train-
ing word vectors to represent text, and CNN local relevance
feature is applied to text classification problems; the method
proposed on the basis of TextCNN does not dig out the
potential semantic relationship between words in the text
from the semantic level when processing the text [32] and
directly represents the internal meaning of the text. In recent
years, graph convolutional neural network (GCN) has
attracted widespread attention in the academic community
as an emerging research direction. GCN is an extension of
CNN in the irregular domain and is mainly used to process
irregular graph structure data.

The CRF classifier model and the neural network classi-
fier model have their own advantages and disadvantages
[27]. The CRF model needs to manually annotate the corpus
information in advance and manually design the features
such as the part of speech and degree of the word, while the
neural network model can learn the training data to
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Figure 1: Comparison of accuracy and efficiency of semantic analysis models.
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automatically generate feature vectors to achieve better
results. However, neural network models often require longer
training time, and some outputs of neural network models
are illegal in named entity recognition. Therefore, it is neces-
sary to use CRF to subsequently add the rules of named enti-
ties to the sequence labeling process. This paper combines
the characteristics of CRF and neural network models to
obtain a joint model with more advantages in performance.
The learning and prediction of the CRF model is performed
on multiple features of the sample. The CRF model itself
can generate feature vectors and perform classification. This
article uses the features extracted by the hybrid neural net-
work as the intermediate quantity to replace the vector value
in the original formula. The emission probability in the CRF
classifier model refers to the probability that the words in the
sequence belong to each sentiment category [33]. The transi-
tion probability is the probability from a label class to an
adjacent label class. The emission probability of the conven-
tional CRF classifier is generated based on the feature tem-
plate, but the features automatically collected by the hybrid
neural network are used as the emission probability to get
better context information.

3. Online Text Semantic Analysis Research
Model Construction

3.1. Semantic Matching Text Data Source. In order to evalu-
ate the performance of the model on the text similarity task,
this paper uses the Quora Question Pairs dataset and the
MRPC dataset for experiments. The Quora Question Pairs
dataset contains 404000 sentence pairs, and the label of sim-
ilar sentence pairs is 1; otherwise, it is 0. In the experiment of
this article, the dataset is divided: 80% as the training set, 10%
as the test set, and 10% as the verification set. The MRPC

dataset includes 4076 training samples and 1725 test samples.
The label of similar sentence pairs is 1; otherwise, it is 0.

3.2. Steps of Semantic Matching Efficiency. The experiment
carried out in this paper is implemented based on the Keras
framework, using the Adam optimizer, and the experimental
model parameter settings performed on the Quora Question
Pairs dataset are shown in Table 1.

The performance evaluation indexes of this experiment
mainly include accuracy rate, precision rate, recall rate, and
F1 value. Let TP be the number of correct classes predicted
as correct classes. The calculation formula of the evaluation
index is as follows:

Accuracy = TP + TN
TP + TN + FP + FN

,

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

F1 = 2 ×
Precision × Recall
Precision + Recall

: ð12Þ

To verify the effectiveness of the method proposed in this
article, three experiments are carried out in this article.

Experiment 1: conduct comparative experiments with
mainstream models in the deep learning field.

Experiment 2: conduct comparative experiments with the
methods proposed in other papers.

Experiment 3: change the number of iterations of the
capsule network to conduct a comparative experiment.

Experiment 4: test model performance on two datasets.
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4. Experimental Analysis of Online Text
Semantic Analysis Model

In experiment (1), the mainstream models in the deep learn-
ing field are selected for comparison experiments, including
LSTM, BiLSTM, capsule, GRU, BiGRU, Siamese-capsule,
Siamese-BiGRU, capsule-BiGRU, and use the above models
to perform experiments. The experimental results are shown
in Table 2.

As shown in Figure 1, compared with traditional CNN
and LSTM networks, the model proposed in this paper per-
forms better in text similarity tasks. The performance of the
GRU network and the LSTM network in the task is basically
the same, but at the same network scale, the time required to
train the GRU network is much less than training the LSTM
network.

As shown in Figure 2, by comparing the performance of
capsule and Siamese-capsule, BiGRU and Siamese-BiGRU,
it is found that compared with BiGRU network, the accuracy
of Siamese-BiGRU network has increased by 2.52%, the
accuracy rate has increased by 2.99%, the recall rate has
increased by 1.31%, and the F1 value increased by 2.19%.
Compared with the capsule network, the Siamese-capsule
network has an accuracy rate of 1.88%, an accuracy rate of
3.63%, a recall rate of 1.93%, and an F1 value of 1.78%. It
can be found that the twin neural network structure can
effectively improve the performance of the model.

As shown in Figure 3, when comparing this paper with
the traditional neural network structure, the settings of the
same parameters, such as Batch_size and Epoch, are consis-
tent. Changes in these parameters have a specific effect on
the experimental results. Although the effect of this model
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at the beginning of the iteration is worse than that of the
CNN_LSTM and BiLSTM models, the effect of this model
gradually surpassed the traditional models and surpassed
them stably in the middle of the day.

As shown in Figure 4, compared with CNN_LSTM and
BiLSTM, the accuracy of the G-Caps model is increased by
5.3% and 7.6%, respectively. The model in this paper extracts
vector features as effective information and has achieved
good classification results compared with traditional network
structure models.

The processing effect of the text similarity analysis model
based on capsule-BiGRU is shown in Figure 5. Compared
with the traditional LSTM model, the accuracy rate has
increased by 6.08%, and the F1 value has increased by
4.49%. In experiment (2), the method proposed in this paper
is compared with the methods proposed in other papers, and
the comparison results are shown in Table 3.

Through comparison, it can be found that compared with
the original model, the accuracy of the proposed method is
increased by 1.58%, and the F1 value is increased by 3.75%.
Compared with the direct comparison model, the accuracy
rate is increased by 0.66%, and the F1 value is increased by
1.67%. This model uses a 6-layer stacked BiLSTM network,
the model is more complex, and the training takes longer.

Due to the small number of samples in the MRPC
dataset, the dropout parameter is adjusted to 0.1, and
other model parameters are not adjusted. As can be seen
in Figure 6, the model performs better on the QQP dataset
because the QQP dataset has a larger number of samples
and the model training is more complete, indicating that
the performance of the model proposed in this article is

more dependent on the number of samples in the dataset.
In experiment (3), the number of iterations of the
dynamic routing algorithm in the capsule network was
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Table 3: Comparison with the methods proposed in other papers.

Model Accuracy (%) F1 value (%)
Capsule-BiGRU 86.16 88.77

CNN-BiLSTM 84.58 85.02

BiLSTM-DenseNet 85.50 87.10

The model performs better
on the QQP dataset

MRPC

Dropout

QQP

Accuracy

Accuracy -J

Recall rate

F1 value

Figure 6: The model performs better on the QQP dataset.

Table 4: Comparison of iteration times of dynamic routing
algorithms.

Number of
iterations

Accuracy
(%)

Accuracy-J
(%)

Recall rate
(%)

F1 value
(%)

1 83.37 87.60 86.30 86.94

2 83.68 86.09 87.85 86.96

3 83.79 88.37 86.31 87.33

4 83.58 85.72 87.38 86.54

5 82.34 87.97 84.69 86.30

6 79.85 85.58 83.25 84.30

7 78.57 86.31 81.02 83.58

8 77.97 83.08 82.24 82.26
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changed to do a comparative experiment. The experimen-
tal results are shown in Table 4.

Based on the above experimental results, it can be seen
that the number of iterations of the dynamic routing algo-
rithm has a certain impact on the capsule network. As the
number of iterations increases, the time required to train

the model continues to increase. When the number of itera-
tions of the dynamic routing algorithm is set to 3, the model
has good performance and the training time is 198min. After
the number of iterations exceeds 3, the performance of the
model gradually decreases. In other experiments in this arti-
cle, the number of dynamic routing iterations of the capsule
network is set to 3 to obtain better performance.

As shown in Figure 7, compared with the neural network
model, the CRF single model has lower classification accu-
racy and F value, which proves that there is a real gap
between the performance of traditional machine learning
methods in sentiment analysis and deep learning. The con-
vergence speed of this model is not much different from that
of the CRF single model, and it is better than other models in
terms of accuracy and F value, which proves the effectiveness

N-Networks T-CNN CL_CNN N-struc CNN-Rule Context

Th
e a

m
ou

nt
 o

f d
at

a

Text matching effect

Text matching analysis effect and accuracy

Semantic information
Semantic information

Capsule

Accuracy
Feature information

Figure 8: Text matching analysis effect and accuracy.

2.14
4.63

3.03 3.87 5.01 5.412.33
2.86

2.8
4.07

5.22 5.3

1.94

2.73 3.47
3.89

5.32 5.2

2.36

3.91 4.65

6.52
4.321

2.63

0

5

10

15

20

25

CRF Single model N-Networks Accuracy F value T-machine

A
cc

ur
ac

y 
an

d 
F

 v
al

ue

Types of semantic matching algorithms

Comparison of CRF single model and neural network model

CRF single model
Convergence speed
GRU

QQP
MR PC
Emotion analysis

Figure 7: Comparison of CRF single model and neural network model.

Table 5: The model depends on the number of samples in the
dataset.

Dataset
Accuracy

(%)
Accuracy

(%)
Recall rate

(%)
F1 value
(%)

Quora Question
Pairs

86.16 86.56 91.11 88.77

MRPC 87.88 83.04 81.21 82.12
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of this model. The test results of the comparative experiment
are shown in Table 4.

As shown in Figure 8, compared with the improved neu-
ral network Text-CNN and CL_CNN, the model in this
paper has a simpler network structure; compared with the
rule-based network model CNN-Rule, the model in this
paper has no artificial rules when the rules are defined. As
shown in Table 5, except for the model in this paper, the
accuracy of CL_CNN with the best classification effect is
84.3%. G-Caps is still 0.5% higher than this, which proves
that the GRUmodel proposed in this paper is used to capture
the overall contextual semantic information, and then, the
feature information model is extracted from the semantic
information through the capsule.

As shown in Figure 9, TextSGN has shown good superi-
ority in indicators such as accuracy, recall, and F value and
indeed has better results in semantic analysis tasks. The
model in this paper has improved classification effect com-
pared to the CNN+BiGRU model. Because the model in this
paper uses CRF as the classifier instead of the SoftMax func-
tion, it has better accuracy in the processing of abnormal tags,
which can effectively promote the performance of the senti-
ment classifier. Compared with the BiGRU+CRF model, the
F value of the model in this paper is improved, and the con-
vergence speed is accelerated. The characteristics obtained by
the two kinds of neural networks are more sufficient than a
single network, and the accuracy is improved. Experiments
show that compared with the fusion model, the model in this
paper does have a better effect on sentiment analysis tasks.

5. Conclusions

In recent years, with the development of deep learning, deep
learning has been widely used in the task of text similarity.
Because convolutional neural networks and recurrent neural
networks have shown good performance in tasks in various
fields, they have become the main two neural network model

structures. The convolutional neural network can effectively
extract the local features of the text by processing the word
vector matrix, but the disadvantage is that it cannot consider
the context information of the text and sometimes cannot
express the true meaning of the text. Therefore, this network
structure is memorable. The cyclic neural network is used to
complete the text feature vector extraction. The sequence
information of the words can be considered, and the text
context information can be used to extract the global features
of the text. However, for long-distance dependence, the cyclic
neural network cannot extract text features well.

Aiming at the task of text similarity, this paper proposes a
text similarity analysis method based on capsule-BiGRU. The
capsule network can effectively extract the local feature vec-
tor of the text. The BiGRU network uses a two-way cyclic
network structure to traverse the entire text from two direc-
tions, thereby effectively extracting context information to
obtain the global feature matrix of the text and make similar
the feature matrix of the two texts. Degree analysis is used to
determine whether the text is similar. Experiments show that
the method proposed in this paper has a better effect on text
similarity tasks.

Aiming at the problem that traditional neural network
models cannot extract text features well, a text similarity
analysis method based on capsule-BiGRU is proposed. This
method combines the local feature matrix of the text
extracted by the capsule network and the bidirectional gated
recurrent unit network. The global feature matrix of the text
extracted by BiGRU is analyzed, respectively, to obtain the
similarity matrix of the text, and the similarity matrix is
merged to obtain the multilevel similarity vector of the two
texts, so as to determine the text similarity. The existing cap-
sule network is improved, words that are not related to tex-
tual meaning are considered noise capsules, and smaller
weights are assigned to reduce their impact on subsequent
work. For the task of text similarity, a mutual attentionmech-
anism is added before the text feature matrix extraction. For
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the two texts to be analyzed, the word vector is weighted by
calculating the similarity between words in one text and all
words in the other text, which can more accurately determine
the similarity of the text.
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In recent years, green product issues have received increasing attention. Both government regulations and consumer behaviors have
a strong influence on the product green degree decisions of manufacturers’ products. In order to find how government regulations
and individual’s green product purchase behavior affect manufacturers’ green degree decisions and the market evolution
characteristics, this paper proposes a multiagent model that considers the interaction among government, consumers, and
manufacturers. The simulation results show that, firstly, the product green degree decision-making of manufacturers needs the
guidance and regulation of the government. Secondly, product price subsidies are the most effective way to affect the
manufacturers’ product green degree decisions. In contrast to giving green cost subsidies to manufacturers, the government
employs various publicity means to improve the environmental awareness of consumers is also an effective way to enhance the
green degree of manufacturers’ products. Thirdly, there is a “Crowding Out Effect” on the other qualities of manufacturers’
products when manufacturers focus on the green degree of their products.

1. Introduction

As the global economy develops and the population
increases, the consumption of natural resources around the
world is growing at a high-speed rate [1, 2]. In consequence,
air pollution, water pollution, and other environmental prob-
lems are becoming extremely serious [3]. The production
and consumption of green products are becoming the con-
sensus of all countries in the world [4]. Consequently, manu-
facturers are motivated and encouraged to produce green
products by government [1, 5, 6]. The concept of product
green degree, which indicates the environmental friendliness
of the product, was used to identify nongreen products and
competitive products [7]. Consumers in the market have dif-
ferent demands for the green degree of products [8]. In order
to better meet the requirements of government and con-
sumers, manufacturers have to consider an appropriate green
degree of products to enhance market competitiveness. So,

what level of green degree is both popular with consumers
and profitable for a manufacturer? It is a question worth
looking into.

There are three main stakeholders related to the green
degree decision-making of products, namely, manufacturers,
consumers, and government [9]. As the supplier of green
products, manufacturers need to weigh various factors when
making decisions on the green degree of products to adapt to
the fierce market competition. First of all, manufacturers
have to clearly understand their resources, such as the green
degree of products, market share, profits, and whether there
are extra resources and capabilities to enhance their prod-
ucts’ green degree [10]. Secondly, the profitability of a manu-
facturer is closely related to its competitors [11, 12].
Therefore, manufacturers often need to consider the situa-
tion of their competitors when deciding on the green degree
of products, with the aim of learning and surpassing them. As
the demander of green products, consumers’ preference for
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the green degree of products directly affects the decision-
making behavior of manufacturers [9]. Consumers’ purchas-
ing behaviors are influenced not only by the product’s char-
acteristics (such as price and quality) [5, 6] but also by the
people around them [13]. In recent years, with the develop-
ment of mobile Internet, the prosperity of social media repre-
sented by Twitter and microblog provides a more convenient
and efficient platform for the spread of word-of-mouth prod-
ucts. A growing number of people are willing to buy products
recommended by others on social media, which shows that
more and more people recognize the shopping information
and have trust in this information on social media [14]. Thus,
we put consumers’ mutual learning behavior in online social
network into the purchase decision model in this study.

Besides, the price of green products is usually higher than
that of ordinary products, which will reduce consumers’ pur-
chase desire to some degree [15]. Therefore, the government
needs to take corresponding measures to stimulate green
product consumption, and of course, it also needs the gov-
ernment to formulate related environmental standards and
punishment measures to restrain manufacturers [16], which
are all aimed at reducing carbon emissions and protecting
the environment. Therefore, the interactions of manufacture,
consumers, and the government make the decision-making
of product green degree very complicated. And the evolu-
tionary mechanism of manufacturers’ green decision-
making is unclear. Therefore, we find that the following
problems are worth to in depth study: How does the manu-
facturer make decisions of products’ green degree under gov-
ernment regulation? How does the manufacturer make
decisions of products’ green degree in the face of consumers’
demand, preference, and interaction? What are the evolu-
tionary tendencies of green products in the market for
manufacturer groups under different scenarios?

To solve these three problems, we use the agent-based
modeling approach to study the mechanism of manufac-
turers’ green degree decisions and analyze the trend of the
evolving choices of manufacturers with different green
degrees, which is rare in the study of manufacturers’ green
decision problems. These are very important for clarifying
the macro behavior mechanism of manufacturers’ green
degree decision and the market evolution characteristics of
green products in different situations. The originalities and
features of this work are described below. Firstly, this work
focuses on the influences and interactions among consumers,
manufacturers, and government on the micro green degree
decision of manufacture, which is different from the previous
studies concentrating on the relationship between manufac-
turers and government or manufacturers and consumers.
Secondly, apart from considering the impact of a product’s
multiple attributes (price, green degree, quality, etc.), this
work also considers the characteristics of agent purchasing
behavior, like the customers’ purchasing power, their envi-
ronmental preference differentiation, the influence of inter-
action on customers’ purchase decisions in online social
networks, the government’s subsidies and penalties, and the
competition and learning behaviors among manufacturers.
Consequently, the model we develop in this work is closer
to the real market. Thirdly, this study gives an observable

evolution of the product’s green degree in different scenarios
like different consumers’ environmental awareness and ana-
lyzes various market indicators such as the average product
green degree, average product green degree, and average
manufacturer profits.

2. Literature Review

2.1. Manufacture’s Decisions on Green Product. The studies
of manufacture’s decision on green products could be classi-
fied into two aspects: the influence of market and consumer
attributes and how to decide in the supply chain environ-
ment. On the subject of the market and consumer attributes,
Liu et al. [17] analyzed the impacts of competition and con-
sumers’ environmental awareness on the profiting ability of
manufacturers having various eco-friendly products. Swami
and Shah [18] indicated that manufacturers’ and retailers’
green efforts result in increased market demand, and their
optimal green efforts depend on their green sensitivity and
green costs. Nouira et al. [19] suggested that when a company
faces a market with both regular and green customers, offer-
ing different types of products to each market segment can
significantly increase the company’s profits. Moser [20] sug-
gested that companies need to maintain a specific pricing
strategy as well as conduct appropriate promotions to pro-
mote the benefits of green products to consumers. Chen
and Sheu [21] analyzed the impact of market uncertainty
and consumer rationality on firms’ green strategies and
found that it is not always advantageous to adopt a differen-
tiation strategy to produce products with different green
degrees; in some cases, it is more beneficial for firms to adopt
a follow strategy to produce products with the same green
degree as their competitors. Hong et al. [22] studied the green
product pricing problem by considering consumers’ environ-
mental awareness and the reference of non-green products
and found that firms should adopt different pricing strategies
based on their green production costs in an asymmetric
information scenario. Du et al. [5, 6] found that traditional
enterprises tend to reduce the price of products in order to
maintain market share, resulting in green products only sold
to some green consumers in the competitive environment. Li
et al. [11, 12] showed that the product green degree of man-
ufacturers shows a “convergence” effect if manufacturers
learn the benchmark manufacture that gets the best profits
in the market.

With reference to how to make decisions on green prod-
ucts in a supply chain environment, Ghosh and Shah [23]
studied that how greening levels, prices, and profits of green
apparels supply chain are influenced by channel structures,
greening costs, and consumer sensitivity. Xie [24] studied
the Chinese automobile supply chain and found the market
competition intensity has an impact on the energy-saving
level of green products. Li et al. [11, 12] revealed that the
revenue-sharing contract and cost-sharing contract between
manufacturers and retailers have different effects on emission
reduction efforts and corporate profitability. Yang and Xiao
[25] investigated the way in which prices, greenness, and
expected profits of green supply chains are influenced by
the channel leadership and government subsidies in an
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environment where production costs and consumer demand
are ambiguous. Shen et al. [26] discussed the product lines of
supply chain and product quality for green and nongreen
products. They found that improving product quality can
enhance consumer welfare and lessen environmental impact.
Saha et al. [27] discussed the important role of intermediaries
in coordinating green supply chains under price and green
level sensitive demand. Fang et al. [28] investigated price
and order strategies for innovative green products using
demand forecasting and sharing. Xin et al. [29] studied the
problem of coordinating two levels of green product supply
chains in the presence of uncertain demand from environ-
mentally conscious consumers and found that two-part tariff
contracts can always coordinate the supply chain. Zhang
et al. [30] found that if manufacturers distributed brown
and green products separately through different retailers,
they could achieve higher profits through strategic pricing
without changing their product portfolios.

2.2. Consumers’ Green Product Purchasing Behavior. Con-
sumers’ green product purchasing behaviors have mainly
been studied in consumer demands, preferences, purchasing
power, etc. Olson [31] found that because green products
usually have higher prices and lower quality, consumers tend
to buy products with lower green degrees. Zhao et al. [32]
found that consumer attitude is the most critical indicator
to predict consumers’ green purchasing behavior. When con-
sumers’ attitude is more positive, and they pay more atten-
tion to the environment, consumers are more likely to buy
green products. Du et al. [5, 6] suggested that consumers with
green preferences are willing to pay higher prices for prod-
ucts with low-carbon emissions. Yadav and Pathak [33]
found that the green purchasing behavior of young Indian
consumers can be predicted by their attitudes, subjective
norms, and environmental concerns. Suki [34] revealed that
consumers’ knowledge of green brands is the most critical
factor in the formation of their green purchase intention,
and green brand knowledge can effectively enhance con-
sumers’ green awareness and promote their purchase of
green products. Zhu et al. [35] found that the purchasing
power of consumers’ families often determines whether the
consumers’ purchase intention of green food can be trans-
formed into real green food purchasing behavior. Yang and
Zhao [36] analyzed 526 Chinese consumers about their pur-
chase behavior of household energy-saving and renewable
energy equipment. They found that consumer purchasing
power had a positive moderating effect on the relationship
between equipment purchase attitude and behavior inten-
tion. Jo and Shin [37] showed that age and purchasing power
would evidently influence consumers’ preference for green
product attributes. Kowalska-Pyzalska [38] revealed that
the willingness of Polish residents to pay for renewable
energy was positively correlated with their purchasing power
and education.

In addition, many studies have identified consumer inter-
action as an important factor in influencing consumer pur-
chases of green products. Lin et al. [39] built a consumer
choice model by adding social influence attributes. They took
hybrid electric vehicles as an instance to explore the impact

of consumer interaction networks on the promotion of
hybrid charged vehicles. McCoy and Lyons [40] found that
although the overall purchase rate of electric cars is low, the
slight peer effect brought by the network will promote con-
sumers to purchase actively and form a higher purchase rate
in some regions. Khare [41] found that peer influence, previ-
ous green purchasing behavior, and green self-identity
enhance Indian consumers’ purchase intention of green
products. Using green hotels as an example, Wang et al.
[13] showed that the green image of a green product strongly
influences consumers’ green satisfaction and green trust,
which in turn positively drives word-of-mouth interactions
in order to recommend the product to other consumers.
Chen et al. [42] used empirical research on the green pur-
chasing behavior of consumers in the “Belt and Road” coun-
try and showed that consumer interactions have a positive
influence on consumers’ green purchasing behavior.

2.3. The Influence of Government Regulation on Green
Product Decision. The Porter hypothesis first proposed that
environmental supervision can promote green innovation
in manufacturers under appropriate conditions [43]. In
recent years, many scholars have shown that government
environmental regulation can provide incentives for manu-
facturers to carry out green innovation when they do not
choose to do so themselves. Sheu and Chen [44] suggested
that the government should adopt taxation and subsidy pol-
icies to ensure that the green profits from the production of
green products by firms are nonnegative. van Leeuwen and
Mohnen [45] demonstrate the positive impact of environ-
mental regulation on corporate green innovation through
an empirical study of Dutch manufacturing firms. Wang
et al. [46] compared and analyzed the incentive effects of dif-
ferent subsidy policies, such as product subsidies and R&D
subsidies, in different stages of green efforts in the remanu-
facturing industry. Madani et al. [47] pointed out that an
increase in government subsidy rates will lead to increased
product green degree, supply chain profits, and government
revenues, which will be better than an increase in tax rates.
Yang et al. [25] found that in an ambiguous environment,
the green degree of products increases when government
subsidies rise, but government subsidies do not always favor
the green supply chains and can even lead to action disadvan-
tages for first movers. Huang et al. [48] analyzed the influ-
ence of green loan size and government’s green subsidies
on enterprise green innovation, and they confirmed the effec-
tiveness of government subsidies in facilitating green innova-
tion and environmental sustainability. Saha et al. [27]
discussed the impact of government subsidies to consumers
and subsidies to manufacturers on supply chain profits from
the perspective of supply chain cooperation contracts. Niel-
sen et al. [49, 50] studied the impacts of government’s per-
unit product cost subsidies and R&D investment subsidies
on supply chain members under different circumstances.
Xu et al. [51] found that government regulations can pro-
mote green decision-making behavior, and the regulations
on manufacturers are more effective than those on suppliers.

To sum up, the existing literature has conducted a lot of
studies on the manufacture’s decision on green products,
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which has laid a good foundation for this paper. However,
most of the studies focus on the decision problems in a single
enterprise or a single supply chain under the influence of dif-
ferent factors and less on the group behavior of green product
decisions. In fact, when manufacturers are competing in the
market, they are not only influenced by partners in the sup-
ply chain, but also by their competitors in the market. Fur-
thermore, consumers’ green purchasing behavior is not
only related to their characteristics but also influenced by
their interactions. In fact, consumers are in social networks,
and their purchasing behavior will be affected by other con-
sumers in the social network. So, the market demand of con-
sumers cannot be portrayed as a result of a linear function of
attributes such as product price and quality. Finally, facing
the interaction between manufacturers and consumers, the
influence of consumer interactions, imitation, and learning
among manufacturers, how the government implements
their regulatory measures to improve the green degree of
products in the market as a whole has not been well
explained.

3. Agent-Based Modeling

3.1. The System Design. Manufacturers, customers, and the
government make up the market system. And it is a complex
adaptive system with the characteristics of complex,
dynamic, and nonlinear. In this study, we used an agent-
based modeling method to build our model. ABM can clarify
the evolution law of the nonlinear behavior of the complex
system in the real world by setting interaction rules of agents
[52]. Agent-based models are widely used to model dynami-
cal behaviors of systems in a variety of fields, such as eco-
nomics, social science, organizational science, behavioral
ecology, and physics [53].

Our goal is to find how government regulation and indi-
viduals’ green product purchasing behavior affect manufac-
turers’ green degree decision and market evolution
characteristics. Therefore, we developed an ABM simulation
model of the green product market, which including govern-
ment, consumers, and manufacturers. The government, con-
sumers, and manufacturers are connected through products
in the market. A schematic illustration of agents’ decision-
making and interaction mechanism is shown in Figure 1.

As shown in Figure 1, in order to increase environmental
benefits and reduce pollution, the government will set green
standards for products and subsidize the manufacturers and
consumers who produce and purchase corresponding green
products and punish enterprises that are lower than the
related standards. The consumer agents in the model are
connected to each other through social links. The social links
connect one consumer to another works as a channel that can
transmit information and knowledge of products. In the pro-
cess of market transactions, consumers will make purchase
decisions that are affected by one’s purchasing power, the
expectation and sensitivity of the product’s price, quality,
etc. Besides, communications among consumers like recom-
mendations, criticism, and complaints, can influence con-
sumers’ purchase decisions, and it may create a herd effect
during the interaction. In the process of market transactions,

manufacturers will modify the product green degree and
other quality on the basis of competitors’ information nearby
and their own historical experience.

3.2. The Government Agent. The government implements
some interventions for social welfare [2, 54]. It is supposed
that the government sets a product green degree standard
gl for the manufacturers’ product to enter the market. The
government dynamically supervises the manufacturer by
the mean of random sampling according to the probability
θð0 ≤ θ ≤ 1Þ. Then, if the green degree gj of manufacturer j
’s product fails to meet the standard glðgj < glÞ, the govern-
ment will punish the manufacturer in the form of a fine,
which is related to the green degree of the products. The
lower the products’ green degree gj is, the greater the punish-
ment is. It is assumed that smj = 1 denotes the manufacturer j
is sampled; otherwise, smj = 0. The punishment function PFj

is defined as follows:

PFj =
ρ gl − gj

� �
if smj = 1 andgj < gl,

0 if smj = 1 andgj ≥ gl,
0 if smj = 0,

8>>><
>>>:

ð1Þ

where ρ is the penalty coefficient and ρ > 0.
Similarly, it is assumed that the government develops the

product green degree standard gh of product, and the manu-
facturer can apply for subsidies of product’s cost when its
product is higher than the standard gh. The subsidy function
is as follows:

SFj =
1
2 αuj gj − gh

� �2
if gj ≥ gh,

0 if gj ≤ gh,

8<
: ð2Þ

where uj represents the cost factor associating with the green
degree gj, and α (0 < α < 1) denotes the subsidy proportion of
the green production cost of manufacturer j.

Moreover, the price subsidy is an effective means for the
government to guide consumers to buy green products [55].
It is supposed that psj denotes the subsidy for green product
of manufacturer j whose green degree is higher than the
specified standard gh; and it can be expressed as follows:

psj =
pjγ gj − gh

� �
if gj ≥ gs,

0 if gj ≤ gs:

8<
: ð3Þ

3.3. Consumer Agents

3.3.1. Consumers’ Social Network. Consumers’ social net-
works in the real world are different from those formed by
Internet users [56]. Many empirical analyses show that social
networks in the real world are mainly represented by small-
world networks, and most of the social networks in the inter-
net world are scale-free networks [40, 57]. In recent years,
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with the popularity of online social platforms, more and
more consumers spontaneously share product purchase
experience and evaluation information on social media (like
Twitter, Weibo, and WeChat), so we use a scale-free network
to describe the network relationship of consumers. The scale-
free network refers to the network whose node degree sat-
isfies “power law distribution”, and it can describe both the
small-world property and large variations of node degrees
in a network [58]. In a scale-free network, most “ordinary”
nodes have few connections, while a few “hot” nodes have
extremely many connections. The scale-free network starts
from m0 nodes (m0 is a positive integer), which are con-
nected, and each evolution produces a new node. The proba-
bility of the new node connecting with the original nodes is
directly proportional to the degree of the original nodes
and finally evolves into the state that the degree distribution
does not change with the network size and obeys the
power-law distribution [58].

3.3.2. Consumer Choice Behavior. It is assumed that a con-
sumer only makes one purchase decision and only chooses
one product of a manufacturer in a simulation tick. The com-
prehensive utility function of consumers is developed on the
ground of the information collected on the product and the
interactions with his friends in the social network. According
to the researches of Zhang T. and Zhang D. [59] and Čavoški

and Marković [60], we can formulate the function as follows:

Uij = Cij × pj + βi ×Gij × gj +Qij × qj + FEij, ð4Þ

where Uij is the utility that consumer i (i = 1 toM) pur-
chases a product of manufacturer jðj = 1 toNÞ; Cij is a con-
sumer agent assessing the j-th manufacturer’s price, and Pj

is the price of manufacturer j’s product; Gij is the effect of j
-th manufacturer’s green degree on consumer agent i, gj is
j-th manufacturer’s green degree, and βið0 < βi < 1Þ denotes
the consumer agent’s green preference and environmental
awareness; Qij is other quality utility (like perform and life)
except green degree, and qj is the product other quality of
manufacturer j; FEij reflect the “WOM” effect of the con-
sumer agent following his friends’ opinion about manufac-
turer j’s products in the social network.

The coefficient Cij expresses the effect of manufacturer’s
price on consumer agent’s attitude to purchasing the product
of manufacturer j. In general, a higher price tends to reduce
the consumers’ purchasing motivation of the product. Kim
et al.’s research suggested that the lower price a product is,
the less sensitivity of the consumer towards the product is
[61]. So, sensitivity to price can be expressed as follows:

Cij = −εi
pj−psj−pe , ð5Þ

Consumer
agents

Manufacture
agents

Government agent

Products

Supply Purchase

(i) Price
(ii) Green degree

(iii) Other quality 

(i) Purchasing power
(ii) Price expectation and

sensitivity
(iii) Green quality expectation

and sensitivity
(iv) Other quality expectation

and sensitivity 

(i) Product
(ii) Green degree

(ii) The other quality
(iv) Cost
(v) Profit

(vi) Learning from own
information

(vii) Learn from others
information

(i) Product green degree
standard

(ii) Product price subsidies
(iii) Fine

(iv) Green product cost
(v) Subsidies

(i) Communication
(i) Learning and

imitation
(iii) Herd effect

(i) Competition in the
market

(ii) Learning each other 

Figure 1: Agents’ decision and interaction mechanism.
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where εi is a parameter εi > 1 and psj is the subsidy for the
green product of manufacturer jwhose green degree is higher
than the specified standard which is shown in Equation (3),
and pe is the consumer expected price of the product.

In the utility function, we assume that the quality of the
product consists of green quality and the other quality. The
green quality is defined as the overall impact of the multiple
green attributes of a manufacturer’s product, which is

Table 1: The parameters and variables’ initial value in the model.

Parameters Explanation Range Distribution

M Number of consumers 30,000 Constant

N Number of manufacturers 40 Constant

gj Green degree of manufacturer j’s product [0, 100]
The initial value follows a uniform

distribution

gl Standard for manufacturers’ product entering the market. 30 Constant

gh Green degree requirement for subsidy application 70 Constant

θ Government sampling rate 0.3 Constant

ρ Government’s penalty coefficient 2000 Constant

α Government’s cost subsidy coefficient 0.5 Constant

γ Government’s price subsidy coefficient 0.08 Constant

qj The other quality of manufacturer j’s product [20, 100]
The initial value follows a uniform

distribution

βi Environmental awareness [0.5, 2] Uniform distribution

εi Consumer’s price-sensitive parameters [1, 20] Uniform distribution

δi Consumer’s green degree sensitive parameters [0.4, 0.6] Uniform distribution

τi Consumer’s other quality sensitive parameters [0.4, 0.6] Uniform distribution

ki Consumer’s purchasing power
N (55,
15)

Normal distribution

a1, a2 Regression coefficient of purchasing power 0.75 Constant

a3, a4
Consumers’ cost coefficient of product green degree and the other

quality
1.5 Constant

b1, b2
Consumer’s fixed expectation of product green degree and the other

quality
-13.54 Constant

f i Consumer’s sensitivity parameter to his friends’ influence (0, 1.5) Uniform distribution

cj Regular unit cost of manufacture [3, 10] Uniform distribution

uj The cost coefficient associating with the green degree gj 0.03 Constant

zj The cost coefficient associating with the other quality 0.03 Constant

ej Manufacture’s profit margins [0.1, 0.3] Uniform distribution

v Random number [0, 1] Uniform distribution

lea1j Manufacture’s leaning ability of green degree [0.1, 0.5] Uniform distribution

lea2j Manufacture’s leaning ability of the other quality [0.1, 0.5] Uniform distribution

d Distance threshold 15 Constant

Table 2: The parameters’ change of different scenarios.

Scenarios Parameters change

Scenario 1 θ = 0:3, ρ = 2000,α = 0:5, γ = 0:08⟶ s = 0, ρ = 0,α = 0, γ = 0
Scenario 2 θ = 0:3, ρ = 2000,α = 0:5, γ = 0:08, βi ∈ [0.5, 2]⟶s = 0, ρ = 0, α = 0; γ = 0, βi ∈ 1:5, 3½ �
Scenario 3 γ = 0:08⟶ γ = 0
Scenario 4 θ = 0:3, ρ = 2000,α = 0:5⟶ s = 0, ρ = 0,α = 0

6 Wireless Communications and Mobile Computing



supposed to represent by green degree gj. The other quality
refers to the qualities in other aspects except for green degree
which is denoted by qj. According to the outlier avoidance
consumer psychological theory [62], when a consumer
chooses a manufacturer’s product, the nearer the quality of
a manufacturer’s product is to the quality expected by the
consumer, the more sensitive the consumer is to the quality
of the product. Therefore, the consumer’s sensitivity to green
degree and the other quality can be, respectively, expressed as
follows:

Gij = δi
gj−gej j,

Qij = τi
qj−qej j,

ð6Þ

where δi is a parameter and 0 < δi<1, ge denotes the cos-
tumer agent i’s expected green degree to the j-th manufac-
turer’s product, δi is a parameter and 0 < τi < 1, and qe is
the customer agent i’s expected other quality for the j-th
manufacturer’s product. According to the studies of [11, 12,
63], ge and qe are positively correlated with consumers pur-
chasing power, that is, the higher the consumers’ purchasing
power status is, the more attention they attach to the quality
of products. Therefore, they can be defined as follows:

ge = a1 × ki + b1 + φ1i,
qe = a2 × ki + b2 + φ2i,

ð7Þ

where ki is the purchasing power of consumer i, a1ða1 > 0Þ is
the regression coefficient between the expected green degree
of the consumer and his/her purchasing power, b1 represents
the consumer’s fixed expectation of product green degree

when his/her purchasing power is 0, and φ1i is a random
number sampled from the uniform distribution, which indi-
cates the random influence of other factors on the expected
green degree of consumers. Similarly, a2ða1 > 0Þ denotes the
regression coefficient between the expected other quality of
the consumer and his/her purchasing power, b2 is the con-
sumer’s fixed expectation of the product when his/her pur-
chasing power is 0, and φ2i is a random number drawn
from the uniform distribution denoting the random influ-
ence of other factors on expected other quality of consumers.
In order to obtain the value of a1, a2, b1, b2, we have made an
investigation and got the value of them by two linear regres-
sions (R1 = 0:31 and R2 = 0:29).

Furthermore, we assume that consumers can estimate
their expected price based on their expectations of green
degrees and other qualities of products. Therefore, pe in
Equation (5) can be as shown in Equation (8), where a3 is
the cost coefficient of the expected green degree for
consumers, a4 denotes consumers’ cost coefficient of the
expected other quality, and φ3i is a random number sampled
from the uniform distribution that represents the variety of a
consumer’s expect price of a product.

pe = a3 × ge + a4 × qe + φ3i: ð8Þ

The next parameter of the utility function is about the
consumer agent sensitivity to the “WOM” effect and herd
effect [64]. When a consumer i keeps in touch with his/her
friend about the product in the social network, his/her utility
of the product will be modified correspondingly. The chang-
ing rules of utility FEij for consumer are defined as follows:

FEij = f i × sf ij, ð9Þ

Table 3: The definitions of indicators.

Indicators Definitions

Number of LGDM in the market
Number of manufacturers whose product green degree is lower than government enter

standard gl

Number of MGDM in the market Number of manufacturers whose product green degree is between gl and gh

Number of HGDM in the market Number of manufacturers whose product green degree is larger than gh

Average product green degree of all
manufacturers

1
N
〠
N

gj

Market share of LGDM 〠
LGDM

〠
N

i

sij

Market share of MGDM 〠
MGDM

〠
N

i
sij

Market share of HGDM 〠
HGDM

〠
N

i

sij

Average product other quality of
manufacturers

1
N
〠
N

qj

Average profit of manufacturers
1
N
〠
N

πj
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Figure 2: Continued.
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where f i is the sensitivity parameter of consumer i to his
friends’ influence, and we supposed that f i follows an uni-
form distribution on (0,1.5). The smaller the value of f i is,
the less possible consumer i is to be affected by others around
him/her and vice versa. sf j stands for the impact of other
consumers in the social network, which is got by consumer
i; it is measured as the average utility of manufacturer j’s
product for his/her neighbors who have purchased the prod-
uct j in the social network. We set parameter sll j = 1 denotes
that a consumer i’s neighbor l buys a product of manufac-
turer j and sll j = 0 stands for a neighbor who does not pur-
chase the product, and the number of consumer i’s friends
who have purchased manufacturer j’s product in the social
network can be calculated by ∑neighborssll j. The coefficient

sf ij is shown in Equation (10).

sf ij =
∑neighborsUlj × sll j

∑neighborsslj
, ð10Þ

where Ulj is the neighbor l’s utility of manufacturer j’s
products.

Furthermore, it is considered that consumers do not only
compare the total utility of the product to decide whether to
buy or not but to have irrational behavior. A common way to
describe consumers’ bounded rationality is to use a logit
model [65] in which the bigger utility value means that con-
sumers have a higher probability of purchasing the product,
while the less utility value indicates lower purchasing
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Figure 2: Evolutions of the three kinds of manufacturers’ numbers under four scenarios.
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probability. According to the research of Xuanming [66], the
probability of consumer i with bound irrationality buying a
product j is shown as follows:

Probij =
eUij

1 + eUij
, ð11Þ

where Uij is the utility that consumer i perceives a prod-
uct of manufacturer j.

According to Equations (10) and (11), the order in which
consumer i enters the market will affect the probability of
purchasing a product. We assume that the consumer with
the maximum degree, which means this consumer has the
most friends in the network, firstly makes the decision. The
rest of consumers randomly do the decision-making of pur-
chasing products.

3.4. The Manufacturer Agents. We suppose that there are N
manufacturers with different locations in a specific industry.
And the manufacturer processes raw materials and sells its
products to consumers. It is supposed that products from
manufacturers have differences in price, green degree, and
the other quality. And the rest attributes are all the same.
Consequently, manufacturers will compete on the price,
green degrees, and other quality of their products.

It is well known that when a manufacturer produces a
product that is greener or of higher other quality, the produc-
tion process should be more complex and more demanding
in terms of technology or materials, so the manufacturer will
inevitably have to invest additional costs for these. We divide
the cost of per unit product into three parts: the first part is
the fixed unit cost; the second part is the extra margin cost
caused by green degree, and the third is the additional margin

cost caused by the other quality. Then, the cost function of
manufacturer j is defined as follows:

Cj = cj +
1
2 ujg

2
j +

1
2 zjq

2
j , ð12Þ

where cj is the regular unit cost and follows a uniform
distribution for the manufacturer j’s product, uj represents
the cost coefficient associating with the green degree gj, and
zj stands for the cost factor related to the other quality qj.
According to previous studies of ( [3, 30]), 1/2ujg

2
j and 1/2

zjq
2
j are quadratic function of gjand qj, because it is well

known that environmental performance and quality
improvement have an increasing marginal cost.

We assume that the manufacturer employs the cost-plus
pricing method to decide the price of their products. Hence,
the product’s price of the j-th manufacturer is given as pj =
Cjð1 + ejÞ, where ej symbolizes the profit margins. As a result,
the expression of pj is shown as follows:

pj = Cj +
1
2 ujg

2
j +

1
2 zjq

2
j

� �
1 + ej
� �

: ð13Þ

In addition, if we set parameter sij = 1, it denotes that a
consumer i buys a product of manufacturer j, and sij = 0
stands for a consumer i who does not purchase the product.
Then, the sale amount of manufacturer j in a simulation cycle

can be calculated by ∑N
i=1sij. And the profit function of
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Figure 3: Evolutions of average products’ green degree of the three types of manufacturers.
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manufacturer j is shown as follows:

πj = pj − Cj

� �
〠
M

i=1
sij: ð14Þ

Moreover, if a manufacturer’s product green degree is
higher than the government’s stipulated standards gh, it will
apply for subsidies from the government. When a manufac-
ture’s product’s green degree is lower than the gl, it could
be punished by the government. Based on Equations (1)
and (2), the profit function of manufacturer j can be shown
as follows:

πj = pj − Cj

� �
〠
M

i=1
sij + SF j 〠

M

i=1
sij − PFj: ð15Þ

Each manufacturer in the market has intelligence and
adaptability, and they are learning from each other in the
process of competition, especially the manufacturer with
the highest profits in their neighborhood. It is supposed that
manufacturers do not have technical barriers and production
capacity constraints. So, the manufacturer can modify the
green degree and the other quality according to their profits
without additional costs of production adjustment.

The manufacturer j decides the successive green degree
(gjðt + 1Þ) and the other quality (qjðt + 1Þ) of its products
according to its current product green degree (gjðtÞ) and
the other quality (qjðtÞ), the historical product green degree
(gjbest) and the other quality (qjbest) which led to the best
profit in its history, and the current product green degree
and the other quality of its best neighbor who has the maxi-
mum profits among all its neighbors within a specific range.
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Figure 4: Evolutions of the market share of three types of manufacturers in four scenarios.
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There are five steps for a manufacturers’ updating its
green degree and the other quality. The five steps are
described as follows:

Step 1. There are M manufacturers in a 2-D space. And gen-
erate their positions X and Y , the initial green degree gj, and
other quality qj at random.

Step 2. Calculating manufacturer j’s profit πjðtÞ according to
Equation (15).

Step 3.When the current manufacture’s profits πjðtÞ is higher
than its historical πjbest, then we replace the values of πjbest,
gjbest, and qjbest with the values of πjðtÞ, gjðtÞ. and qjðtÞ.
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Figure 5: Evolutions of average products’ other quality of the three types of manufacturers.
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Step 4. Setting a distance threshold d and finding out all the
neighbors within the distance d. The best neighbor who has
the maximum profit among all its neighbors is identified,
and its profit, green degree, and other quality are defined as
πbest, gbest, and qbest. If πbest > πjbest, then the manufacturer
will learn the best neighbor’s strategies in green degree and
other quality with a certain probability. In order to represent
the noise and irrational behavior of the learning process, we
use the Fermi function [67] to calculate the learning proba-
bility, which is expressed in Equation (16)

Prob j �����!learning best neighbor
� �

= 1
1 + exp πbest − πjbest

� �
/ω

	 
 :
ð16Þ

where ω denotes the noise in the updating process of
strategy and ω > 0. A random variable v(v ∈ ½0, 1�) is gener-
ated by computer to determine how the manufacturer ulti-
mately changes its green degree and other quality. The
update rules are shown in Equations (17) and (18).

gj t + 1ð Þ =

gj tð Þ + lea1 j gbest − gjbest

� �
if v < Prob, gbest > gjbest,

gj tð Þ − lea1 j gjbest − gbest

� �
if v < Prob, gbest < gjbest,

gj tð Þ if v > Prob,

8>>>><
>>>>:

ð17Þ

pj t + 1ð Þ =

pj tð Þ + lea2 j pbest − pjbest
� �

if v < Prob, pbest > pjbest,

pj tð Þ − lea2 j pjbest − pbest
� �

if v < Prob, pbest < pjbest,

pj tð Þ if v > Prob

8>>>><
>>>>:

ð18Þ
where lea1j(0 < lea1 j ≤ 1) and lea2jð0 < lea2j ≤ 1Þ are the

learning ability coefficient of manufacturer j.
If πjbest is larger than πjðtÞ, we update gjðt + 1Þ and qjðt

+ 1Þ as Equations (19) and (20).

gj t + 1ð Þ = gjbest, ð19Þ

qj t + 1ð Þ = qjbest, ð20Þ
Step 5. Return to step 2, when every manufacturer has been
updated.

4. Simulation Scenario Design

We suppose that there are 40 manufacturer agents and
30,000 consumer agents in a particular market. To obtain
the simulation results, we set the used parameters’ initial
values that are shown in Table 1.

On the basis of additional guidance and regulation strat-
egies of the government, four different scenarios are con-
structed. Scenario 1 assumes that the government does not
interfere with manufacturers’ production and consumer’s
purchasing price. Scenario 2 supposes that consumer envi-

ronmental awareness is increased. Scenario 3 supposes that
the government subsidizes the costs of manufacturers whose
products are greener than the subsidized standard and penal-
izes the manufacturers whose products are lower than the
market entry standard in the form of sampling. Scenario 4
assumes that the government subsidizes the price of products
above the specified standard. The four scenarios’ parameters’
changes are shown in Tables 2.

To facilitate the analysis, we classify manufacturers into
three categories: those whose products’ green degree is lower
than government enter standard gl (we call them low green
degree manufacturer (LGDM)), those whose product green
degree is between gl and gh (we call them medium green
degree manufacturer (MGDM)), and those whose products
are greener than subsidy standard gh (we call them high
green degree manufacturer (HGDM)). Several indicators
are designed to discover the relationships among govern-
ment regulation, consumers’ product choice and manufac-
turers’ production decisions, and the whole market
characteristics and evolutionary trend. The numbers of
LGDM, MGDM, and HGDM, the average green degree of
manufacture’s product, the market share, the average other
quality, and profits of three types of manufacturers are ana-
lyzed in the four scenarios. The details of the indicators are
present in Table 3.

We executed the ABMmodel in Python 3.7.1 and carried
out the experiments in four scenarios. Then, we compute the
value of the indicators and analyze them in the next section.

5. Result Analysis

5.1. Numbers of LGDM, MGDM, and HGDM. The quantity
change of three kinds of manufacturers’ numbers can directly
show the modifications of manufacturers’ production behav-
ior. The numbers of LGDM, MGDM, and HGDM in the four
scenarios are shown in Figure 2. The number of MGDM
manufacturers increases to a stable level, and the number of
LGDM and HGDM both gradually decrease to a specific
value in scenarios 1, 2, and 3, while in scenario 4, the number
of MGDM manufacturers first rises and then reduces to sta-
ble status, and the number of HGDM manufacturers gradu-
ally increases to the stable level, and the number of LGDM
manufacturers gradually decreases to a stable value. Compar-
ing the four scenarios, the number of HGDM manufacturers
in different scenarios follows the descending order of sce-
nario 4, scenario 2, scenario 3, and scenario 1; the number
of MGDM follows the order of scenario 2, scenario 3, sce-
nario 1, and scenario 4; the number of LGDM follows the
order of scenario 1, scenario 2, scenario 3, and scenario 4.

In analyzing the number of LGDM, MGDM, and
HGDM, we get two observations. Firstly, manufacturers’
green production behavior needs government guidance and
regulation, and appropriate policies and measures have effec-
tive impacts on the manufacturers’ decisions of green degree.
Secondly, the government’s green cost subsidy and low green
degree punishment and increasing consumer awareness of
the environment could increase the number of MGDN, but
they could not have a significant impact on HGDM
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manufacturer, while the government’s product price subsidy
has an essential impact on the number of HGDM
manufacturers.

In Figure 3, we describe the evolution of the average
green degree of all manufacturers in four scenarios. It can
be seen from Figure 3 that the average green degree of all
manufacturers is the highest in scenario 4, and there is no sig-
nificant difference between scenario 2 and scenario 3. Thus,
price subsidies are the most effective means to affect the
green degree of the products; compared to green cost subsi-
dies to manufacturers, the government takes various public-
ity means to improve the environmental awareness of
consumers are also an effective way to increase the green
degree of manufacturers’ products in the whole market.

5.2. Market Share of Three Kinds of Manufacturers. Con-
sumers are the focus of market competition. Consumers’
preferences are heterogeneous (this study shows the hetero-
geneity of consumer price preference, environmental aware-
ness, and quality preference). Some manufacturers win a
large number of consumers and occupy a high market share
by positioning their product appropriately on price, green
degree, and the other quality. Figure 4 shows the market
share of three types of manufacturers in four scenarios. In
scenario 1, the market share of MGDM manufacturers first
increases and then decreases and stabilizes at about 48%.
The market share of LGDM first falls and then rises and
remains stable at about 48%. Without intervention, the mar-
ket share is occupied by LGDM and MGDM manufacturers,
while HGDM manufacturers have a small market share
(about 3%). The market share distribution of scenario 2
and scenario 3 is similar. MGDM manufacturers occupy
about 80% of the market share, while LGDM manufacturers
have about 17% of the market share, and HGDM firms have
about 3% of the market share. In scenario 4, the market share
of HGDM manufacturer increases first and then decreases
and gradually stabilizes at about 54%. The market share of
MGDMmanufacturers decreases from 72% to 38%. The mar-
ket share of LGDMmanufacturers fall first, then increased and
then decreased, and finally stabilized at about 8%.

Through the above analysis, it can be concluded that the
distribution of the market share of the three types of manu-
facturers is different with different guidance and regulation
strategies of the government. When consumers’ environ-
mental awareness is enhanced, and the government punishes
LGDM enterprises, gives green cost subsidies to manufac-
turers with a high green degree, most of the market share is
obtained by MGDM manufacturers. When the government
subsidizes the price of products, the market share is occupied
by HGDM manufacture.

5.3. Average Other Quality of Manufacturers. In Figure 5, we
depict the evolutionary trend of the average other quality of
the manufacturer’s products in the four scenarios. As can
be seen in Figure 5, as competition in the market proceeds,
the average other quality of the products in the market shows
a tendency first to decline and then fluctuate within a small
range. On the whole, the average quality of the products in

scenario 4 and scenario 1 is highest, followed by scenario 3
and the lowest in scenario 2.

Therefore, it can be concluded that manufacturers would
learn to modify the other quality of their products to increase
the profits in a competitive market. Second, there may be a
“Crowding Out Effect” on the other qualities of manufac-
turers’ products when they focus on the green degree of its
products. This “Crowding Out Effect” is significant when
consumers are more environmentally conscious in the four
scenarios. When the government subsidizes the green cost
of a manufacturer whose green degree is larger than a stander
and punishes the manufacturer whose green degree is smaller
than the environmental access standards, it is less significant;
subsidizing the price of the product basically does not have
this effect.

5.4. Average Profit of Manufacturers. The three types of man-
ufacturers’ average profits of the four scenarios are presented
in Figure 6, and the evolution of it shows different character-
istics. In scenario 1, the average profits of the manufacturers
fluctuate in a small range. In scenario 2, the average profits of
the manufacturer are bigger than that of scenario 1, and it
rises initially and gradually stabilizes at a stable level. This
is due to the enhancement of consumers’ environmental
awareness, and consumers with high environmental prefer-
ences tend to buy high green products and pay higher prices
for them. In scenario 3, the average profit of the manufac-
turers fluctuates in a wide range and shows an upward trend.
The main reason for this phenomenon is when manufac-
turers with a low green degree are investigated and punished,
and they bear high fines, which affects the average profit of
manufacturers in the market. The punished manufacturers
improve the product green degrees to avoid the fine. Besides,
government subsidies also stimulate manufacturer to
enhance the green degree of products, and because the man-
ufacturer adopts the cost-plus pricing method to decide the
product’s price, the higher the green degree of the product,
the higher the cost, and the larger the profit of a product, so
the average profit of the manufacturers is gradually increas-
ing. In scenario 4, the average profits of the manufacturer
are always kept at a high level and progressively stabilized
after a wide fluctuation. This duo to the market is occupied
by the manufacturers of HGDM according to Figure 4, and
the manufacturers with the high green degree products have
gained decent profits.

The above analysis indicates that government green cost
subsidies and punishment of low green degree manufacturers
can produce good results, but they will affect the stability of
manufacturers’ profit and the market. The government’s
price subsidies and increasing consumers’ environmental
awareness can improve the average profit level of the manu-
facturers while maintaining market stability.

6. Conclusions

It is crucial to clear up the evolving trends of product green
degree in the market and its influence upon the manufac-
turers’ competitive performance in different scenarios. To
help the government and manufacturers make reasonable
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decisions, we construct an agent-based model to study the
green production behavior of manufacture, which considers
the interactions of government, consumer, and government.

The results of the simulations provide three conclusions,
which could be summarized as follows: firstly, the green
product production behavior of the manufacturer needs the
guidance and regulation of the government. Secondly, prod-
uct price subsidies are the most effective means to affect the
green degree of the products; comparing with giving green
cost subsidies to manufacturers, the government employs
various publicity means to improve the environmental
awareness of consumers is also an effective way to improve
the green degree of manufacturers’ products. Thirdly, there
is a “Crowding Out Effect” on the other qualities of manufac-
turers’ products when manufacturers focus on the green
degree of their products.

In light of the above findings, we suggest the as following
insights for the government when developing policies about
facilitating the production of green products. Firstly, the gov-
ernment can improve the environmental awareness of con-
sumers and cultivate their green consumption habits by
enhancing environmental protection publicity or subsidizing
green products. In this way, firms have an incentive to pro-
duce green products, because market demand preference will
stimulate manufacturers to make green production and
increase their market share. Secondly, when the government
subsidizes green products, it can choose to subsidize the price
of products to consumers as a more efficient way than
subsidizing the cost of manufacturers. In addition, the
government should also pay active attention to other qual-
ities of green products. When the government conducts
green product subsidies, it will cause “Crowding Out
Effect” on other qualities, which will cause a loss of con-
sumer welfare.

In addition, to facilitate the study, this work only con-
siders the government and consumers who have a more sig-
nificant effect on the manufacturers’ product green degree
decisions. In reality, investors and nongovernmental envi-
ronmental organizations will also affect the green product
production behavior of enterprises. In further research, we
can add the above subjects to the model, enrich, and improve
the model, so that it can reflect the complex reality.
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With the rapid development of internet technology, various online learning platforms have emerged. The combination of the
internet and education is an inevitable trend, and smart online learning platforms based on neural network become popular.
This paper introduces how to design online English learning platforms through a neural network. It proposes the construction
of a universally designed online English learning platform and the design of an online English learning platform server
development architecture. Then, the implementation of online English learning platforms is discussed. Evaluation of the
platforms is also very important, which is conducted through two questionnaire surveys. The first survey is general and the
second one is more specific. Results of both surveys show that the learners’ demand for online English learning platforms is still
growing, especially among the young learners. In addition, this paper reports the results of the feasibility analysis and
performance test of online English learning platforms: (1) The well-designed online English learning platform has relatively
complete functions and meets the needs of both students and teachers. It includes a series of functional modules such as
students’ registration, analysis of students’ profile, courseware and learning resources management, test management, test score
analysis, interactive discussion, online monitor and feedback. (2) There are no major defects in the implementation of the online
English learning platform in this experiment. (3) The reliability and security of the online English learning platform are
relatively high.

1. Introduction

Online learning platform is also known as E-learning platform,
online teaching platform, or learning management system. An
online learning platform is a web-based access and a software
system that provides comprehensive services for distance teach-
ing and learning through two-way multimedia communication
networks. It greatly facilitates course preparation, information
transmission, and teacher-student interaction. As a supplement
to the traditional teaching model, the online learning platform
should be open, intelligent, and interactive, which is convenient
for teachers to “teach” and students to “learn.” At the same
time, it should be able to provide a quick and effective feedback
to both teachers and students.

The traditional English learning model in China mainly
has 3 problems. First, it focuses on the process of “teachers’
teaching” and ignores “students’ learning.” Second, due to

the lack of English language environment, English learning
is not effective after class. Thirdly, large amount of tedious
homework makes students lose interest in English learning.
In the past two decades, internet technology developed
quickly in China and brought a lot of changes to education.
One obvious change is adaptive learning. Online learning
platforms can better meet the needs of learners of different
ages and different learning goals. The smartly designed plat-
forms pay attention to the individual differences of learners
and develop learning materials that conform to their cogni-
tion and proficiency. During the COVID-19 pandemic,
teachers can share teaching content and teaching procedures
through public online learning platforms, so as to achieve the
effect of teaching without going out. Compared with the con-
ventional teaching model, online learning platforms can
improve students’ ability to use resources, thereby enhancing
their learning autonomy.
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Effective English teaching depends on good teaching
design, and the design of an English learning platform is
not merely the matter of IT professionals. English teachers’
teaching design concepts are important factors to be counted.
Tseng et al. made a research on how 6 English teachers for-
mulate various forms of English teaching design concepts,
while considering the impact of online platform teaching
within 14 weeks. Through the quantitative analysis of the 6
teachers’ discussion and the interview, it was found that the
discussion obviously represented their different preferences
of the teaching content. In addition, two factors that affect
teachers’ online platform teaching were discovered: technical
issues related to the quality of online lessons and students’
role [1]. Bollegala believes that scaling feature value is an
important step in the construction of many network learning
platforms. Different features have different value ranges, and
some form of feature scaling is often required to ensure that
accurate classifiers are learned. However, feature scaling is a
preprocessing task before learning. If only a few training
examples are observed, it may not be possible to accurately
determine the value range of the feature in the initial stage
of learning platform construction. Next, the distribution
of data will change over time, which makes any feature
scaling performed in the preprocessing step seem not
enough to keep up with the times. Bollegala proposes a
simple but effective method to dynamically scale features
during training, so as to quickly adapt to any changes in
the data stream, and compares the proposed dynamic fea-
ture scaling method with a more complex method that
uses several benchmark data sets for classification. This
method is more complicated and has many processes,
which may lead to a high error rate [2]. Anshari et al. pro-
pose that the use of online learning resources from multi-
ple channels in learning activities is expected to transform
from traditional learning-centric content expansion to a
collaborative learning center that emphasizes universal
learning anytime and anywhere. When compiling big data,
cloud computing and Semantic Web can be integrated
into online learning resources, thus providing a wide range
of knowledge acquisition and enriching users’ learning
experience. In traditional learning practices, students are
regarded as recipients of information and knowledge.
However, nowadays, students participate in the learning
process, which plays an active role in the creation, extrac-
tion, and improvement of collaborative learning platforms
for online learning resources and knowledge sharing and
distribution. Anshari et al. believe that popularized knowl-
edge can meet the needs of integrating cloud computing,
big data, Web 2.0, and Semantic Web. Popularized knowl-
edge redefines the added value, type, quantity, and speed
of online learning resources and network learning plat-
forms. There is considerable flexibility in adoption, knowl-
edge acquisition, and technology implementation. This
research has strong operability but high cost, which is
not conducive to popularization [3].

The innovations of this paper are as follows: (1) it pro-
poses the use of neural networks to construct an online
English learning platform, (2) it proposes the construction
of a universally designed online English learning platform,

and (3) it proposes the design of an online English learning
platform server development architecture.

2. Design of Online English Learning Platforms

2.1. Constructing Online English Learning Platforms through
Neural Network. As far as English teaching is concerned,
instructional design is extremely important. The online lean-
ing platform is based on artificial intelligence technology,
knowledge mining technology, and neuron network technol-
ogy. After learning all kinds of information about students,
the platform is designed according to a comprehensive anal-
ysis of students’ interests, knowledge structure, preferences,
learning status, and adaptability of courseware resources,
and then, the purposeful step-by-step training is conducted
according to the students’ level and learning ability [4, 5].
At the same time, the platform provides a step-by-step inter-
active teaching mode through the machine memory function,
to track and evaluate students’ learning [6]. For teachers,
such a platform not only provides the functions of the tradi-
tional online English teaching system such as course arrange-
ment, courseware production, examination arrangement,
question answering, and homework guidance, but also pro-
vides the feedback of students’ adaptability and learning
progress. Tracking and evaluation have achieved the purpose
of humanization, intelligence, and personalization [7].

A neural network is a complex network system formed by
the extensive connection of many simple neurons. It maps a
large number of basic characteristics of human brain func-
tions and is an extremely complex network system [8, 9].
Neural networks have distributed storage, large-scale paral-
lelism and processing, self-adaptation, self-organization,
and self-learning capabilities and are especially suitable for
dealing with fuzzy and inaccurate information processing-
related problems that need to consider many factors and con-
ditions at the same time [10]. A neural network is composed
of neuron models, and this information processing network
composed of many neurons has a parallel distributed struc-
ture [11]. Each neuron has a single output and can also be
connected to other neurons. It has many output connection
methods, and one connection method has a connection right
[12]. The meridian cell is the basic unit of the neural network,
which imitates the biological neuron. The characteristics of
the neuron determine the overall characteristics of the neural
network in a certain program [13]. The interconnections
between many simple neurons form a neural network. Input
x1, x2,⋯, xn represents the n inputs of the neuron, expressed
as a vector X in column n × 1 as

X = x1, x2,⋯, xn½ �T : ð1Þ

Using the first relevant neuron to process the input sig-
nal, the summing unit can complete the weighted summation
of the input signal. The following relationship exists:

net = 〠
n

k−1
xkwi,k + b: ð2Þ
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Neural network algorithms are usually divided into con-
volutional neural networks, recurrent neural networks, and
multilayer feedforward neural networks. Here, only the use
of multilayer feedforward neural networks or BP neural net-
works for English network learning platform design is
explained [14]. Suppose the number of input neural units
in the BP neural network is n, the number of hidden layer
neural units is q, the number of output layer neural units is
m, the nth neural unit of the input layer is An, and the qth
neural unit of the hidden layer is Cq, The mth neural unit
of the output layer is Bm, A = A1,⋯, Ai,⋯An is the output
vector, C = C1,⋯, Ci,⋯Cn is the output vector of the hidden
layer, B = B1,⋯, Bi,⋯Bn is the output vector of the output
layer, R is the weight matrix from the input layer to the hid-
den layer, and S is the hidden layer to the output of the weight
matrix of the layer [15, 16].

The hidden layer formula is

Ck = f netkð Þ, k = 1, 2,⋯, q, ð3Þ

netk = 〠
q

i=1
RkiAi, k = 1, 2,⋯, q: ð4Þ

The output layer formula is

Bj = f netj
� �

, j = 1, 2,⋯,m, ð5Þ

net j = 〠
q

k=1
SkjCk, j = 12 = 1, 2,⋯,m: ð6Þ

The actual output of the network is

B nð Þ = S1m, S2m,⋯, Smm
� �

: ð7Þ

The expected output of the network is

d nð Þ = d1, d1,⋯, dm½ �: ð8Þ

The error of repeating the process for the nth time is

em nð Þ = dm nð Þ − Bm nð Þ: ð9Þ

Define the error energy as

e nð Þ = 1
2 〠

m

m=1
e2m nð Þ: ð10Þ

Randomly connect weights ωji and vij, threshold θi, and
assignment γi to the BP neural network in ½−1, 1�, provide
network input, and divide a set of random sample data into
input sample Pk = ðak1, ak2,⋯, aknÞ and target sample Tk = ðsk1
, sk2,⋯, skmÞ, where n is the number of input layer nodes, and
m is the number of nodes in the output layer [17]. After set-
ting the initial weights, thresholds, training samples, and tar-
get samples of the neural network, the training can be carried
out. During this process, the BP neural network will calculate
the input sj of each hidden layer unit and calculate the output

of each hidden layer unit bj; the formula is expressed as

sj =〠ωjiai − θi, j = 1, 2,⋯,m, ð11Þ

sj = f sið Þ, j = 1, 2,⋯,m: ð12Þ
2.2. RBF Algorithm in Neural Network. The neural network
corresponding to the radial basis function (RBF) is composed
of an input layer and a hidden layer plus an output layer, a
total of three layers. The transformation function of the hid-
den layer is a kind of locally distributed nonnegative linear
function with radial symmetric attenuation about the center
point, which is usually a Gaussian function:

ζj xð Þ = exp −
X − Cj

�� ��

2ζ2j

 !

j = 1, 2⋯ , hð Þ: ð13Þ

In the formula, ζj is the output of the jth unit of the hid-
den layer, X is the input vector, k•k is the normal form, Cj is
the center of the jth Gaussian unit of the hidden layer, ζj is
the width of the Gaussian function of the jth hidden layer
borrowed point, in addition,

X − Cj

�� �� = X − Cj

� �T X − Cj

� �
: ð14Þ

The output of the network can be expressed as

yk = 〠
h

j=1
wkjζj xð Þ k = 1, 2,⋯,mð Þ: ð15Þ

Written in matrix form:

Y =Wθ, ð16Þ

Y = y1, y2,⋯, ym½ �T , ð17Þ

W = w1,w2,⋯,wm½ �T , ð18Þ

wk = wk1,wk2,⋯,wkn½ �T , ð19Þ

ζ = ζ1 xð Þ, ζ2 xð Þ,⋯, ζ3 xð Þ½ �T : ð20Þ
In the formula, Y is the output vector, W is the weight

matrix from the hidden layer to the output layer, and ζ is
the output of the hidden layer.

2.3. Universally Designed Online English Learning Platforms

(1) Universal design

The concept of universal design comes frommanufactur-
ing, which emphasizes the uniqueness of each individual, and
proposes that when designing and producing products, it is
possible to consider the various problems that various users
may face, while trying to prevent individuals from feeling
unfairly treated [18]. Among the seven basic principles of
universal design, equal usability is the most critical principle.
The other six principles are all supplementary explanations
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for equal usability, which means that products based on the
universal design concept must adapt to users who have differ-
ent knowledge background, technical levels, physical condi-
tions, and different levels of proficiency [19]. The concept
of “universal” broadens the designer’s thinking and vision,
lets the designer consider expanding the design applicability
of the product as much as possible to meet the needs of more
people, helps the product reach a higher utilization rate, and
extends the use time limit of the product. At the same time, it
can reduce the waste of resources and bring more far-
reaching significance [20].

(2) Application of universal design in building online
English learning platforms

According to the purpose of English teaching, applying
the concept of universal design to construct an online English
learning platform should meet the following goals: operabil-
ity—the platform should be user-friendly and can meet the
physiological characteristics and operating habits of various
learners at the same time; recognizablility—the information
conveyed by the platform is easy for learners to understand
and can accurately provide feedback information in various
ways; correctability—the platform can correct or avoid user
misoperation and assist learners when they are in doubt of
operation; safety and comfort—learners should have a
smooth and comfortable experience when using the product,
which allows them to use the product for a long time without
excessive eye fatigue; pleasure—learners enjoy both physical
and mental pleasure when using the platform, and they are
willing to use for a long time. Dylan Sung once investigated
Taiwanese university students’ perceptions and feedbacks
regarding an online English learning platform. Results show
that when the user interface is not intuitive and the experi-
ence is not smooth, students hold a fairly negative attitude
toward the use of the online platform. Therefore, the design
of online English learning platforms is crucial, which requires
close cooperation between technicians and teachers who
understand students’ needs, collect their response to the plat-
form from time to time, and give objective feedback to tech-
nicians to perfect the interface and functions of the learning
platform.

2.4. The Server-Side Development Architecture of Online
English Learning Platforms. The advantage of the three-tier
architecture is that its clients are unified as browsers, and
there is no need to install the client, and the client’s request
will be sent through the browser. After receiving the request,
the web server performs corresponding data processing. Dur-
ing this period, the web server also exchanges data with the
background server. Finally, the web server sends the proc-
essed data result back to the browser. In this structure, all
user interfaces are implemented through the browser, and
only a relatively small amount of transaction logic will be
implemented in the front stage, and most of the transaction
logic will be implemented on the server side, thus turning
the client/server model into three parts: the database system,
application server, and client browser. In the choice of data-
base server software, you can choose the currently popular

MySQL database server. It is an open source software and
provides powerful database service support functions, follow-
ing standard SQL syntax. Compared with commercial server
software such as Oracle and SQL server, using MySQL saves
software development costs while the system performance is
not affected. At the application server level, developers may
choose common components provided by various vendors
and free software developers to save development time and,
at the same time, modify and upgrade certain component
functions according to their specific needs. The development
of all application function components follows and supports
standard network protocols such as the TCP/IP protocol,
HTTP protocol, and SSL protocol. Under the premise of
ensuring system performance, it saves a lot of development
time, and the application scope and compatibility of the sys-
tem are obtained. It is fully guaranteed. In this way, after the
system development is completed, the user only needs to
access the system for work or use the functions provided by
the system on a computer with ordinary browser software
installed. The development cost can be controlled as far as
possible under the premise of ensuring system performance.
There are also many choices in system development lan-
guages and development tools. For example, development
languages include Java, PHP, JavaScript, Ajax, and HTML;
development tools that can be used include Dreamweaver,
Eclipse, and Flash; database management tools include
MyAdmin.

In summary, the technical elements in the design of
online English learning platforms are shown in Figure 1.

3. Implementation of Online English
Learning Platforms

The subject of self-study is the learner, so after logging in as a
learner, he/she can enter the system. The learner’s informa-
tion is initialized by the administrator in the early stage, but
it can be modified after logging in. Before formally starting
independent learning, the learner should first select a class.
The learning module will adapt to learners who are at differ-
ent levels and with different schedules, and the teachers will
be different on each level of learning. Therefore, for most
autonomous online English learning platforms, learners
should first proceed to the class. After entering the class,
learners make a choice of learning resources and courses.
The online system will help the teacher track each learner’s
learning status and learning process. Since this system is a
self-learning platform, the learning resources should be
diversified and can be provided to students of different levels
for self-learning. Learning resources consist of English read-
ing, writing, listening, speaking and translation, so that
learners can strengthen their English proficiency in a targeted
manner. The courses in the platform are generally main-
tained by the administrator, and teachers also have certain
permissions to add, delete, and update course content. After
completing the course selection, learners can start learning
independently. In the process of independent learning, when
one part of the learning content is completed, learners’ learn-
ing condition will be uploaded to the database, so through
this platform teachers get students’ learning data in time.
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After completing the self-study, learners can take a self-test to
make a self-judgment of the learning effect. The system will
continue to store and update each learner’s data, so that the
teacher can make corresponding responses. In order to adjust
the content of learning, the administrator retains the highest
authority for the maintenance of the most tested content.
After the completion of the self-test, learners may choose
whether to enter the community for further study and dis-
cussion or not according to their own interests. They can
ask questions in the community, and other learners or
teachers online will discuss and answer them accordingly.
Finally, learners exit the self-learning platform. This is the
operation process of an English online learning platform.

4. Evaluation of Online English
Learning Platforms

4.1. Learners’ Response to Online English Learning Platforms.
In order to know learners’ response to the online English
learning platform, questionnaire survey should be con-
ducted. A questionnaire is a set of questions for obtaining sta-
tistically useful or personal information from individuals,
which is a very useful tool in social science and empirical
studies. In this research, first an online questionnaire (20
questions) is distributed to students of different kinds of
schools (middle school, high school, college, and university)
and adult learners who like to learn English in 15 provinces
of China. The questionnaire is divided into two parts. The

first part includes questions about the conditions of students’
use of mobile terminal equipment, students’ English learning
preferences, and online uploads and downloads of learning
resources. The second part of the questionnaire is mainly
about the teaching and learning effects of online learning
platforms. Participants’ satisfaction of online learning is
measured by a 5-point Likert scale, and their written feed-
back is also collected. After the survey, the reliability of the
questionnaire is tested. That is to say, 6 weeks later, the same
questionnaire survey is conducted again, and the correlation
coefficients of the results of the two surveys are calculated by
SPSS 22.0 statistical software [21]. Results show that 73% of
participants accept the way of learning English through
online learning platforms, and they give positive comments
on the online platforms they have used. As to learning effects,
57% of participants show satisfaction.

Then, another questionnaire survey is made among 200
university students (97 boys and 103 girls) who are required
to use online English learning platforms in their study. There
are 200 questionnaires in total.

(1) The composition of the questionnaire is statistically
analyzed and drawn into statistical charts, as shown
in Table 1 and Figure 2

It can be seen from the chart that 187 valid question-
naires and 13 invalid questionnaires are collected, and the
questionnaire validity rate is 93.5%. Regardless of the effec-
tiveness of the overall questionnaire or the effectiveness of
the male and female questionnaires, the questionnaire is
highly effective and can be used for reference.

(2) The questionnaire covers five aspects: listening,
speaking, reading, writing, and teaching design. The
questions are related to students’ specific expectation
and demand for the online English learning platform
when they get access to it. The results of the survey
are shown in Table 2

Among the 187 valid questionnaires, students pay most
attention to the improvement of oral English, which really
reflects the students’ demand and the present condition of

Design of online english leaning platforms

Neural network Universal design
The server-side

development architecture

Neuron models
Neural network algorithms

Operability
Recognizability
Correctability

Safety and comfort

Browser
Web server

Database server

Figure 1: Technical elements in the design of online English learning platforms.

Table 1: Questionnaire composition.

Item Quantity Percentage

Total number of questionnaires 200 100%

Total number of valid
questionnaires

187 93.5%

Total invalid questionnaires 13 6.5%

Male questionnaire
Effective 90 92.8%

Invalid 7 7.2%

Female questionnaire
Effective 97 94.2%

Invalid 6 5.8%
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college English teaching—limited time and opportunity for
students to practice oral English on class, so they want to
get more practice through online learning platforms. Dylan
Sung’s investigation showed that if the online English learn-
ing platform did not have the functionality for users to
improve speaking skills, this is a major weakness. Several
newly designed platforms have virtual communities where
learners may talk to each other or talk to their teachers with
the help of the audio facilities on their computers or mobile
phones. With the development of artificial intelligence, an
intelligent oral English robot coach can be designed and
embedded into the network learning platform. They can have
dialogues with learners and correct their mistakes from time
to time. Virtual reality technology makes online learning

environment as natural as the offline classroom setting, and
even more interesting and attractive.

(3) Next is a statistical analysis of learners’ interest in the
English online learning platforms. As is known, the
learners’ interest in learning materials, teaching
methods, and learning facilities will directly affect
their initiative and enthusiasm in learning. Male
and female students obviously have different atti-
tudes toward English online learning platforms.
Results are shown in Table 3 and Figure 3

It can be seen from the chart that the number of students
who expressed “very interested” in the English online learn-
ing platform accounted for the largest proportion, followed
by the proportion of more female learners than male learners
in the four levels of interest. Usually, females enjoy learning
English from childhood, so they may want to try different
ways of English learning including using online platforms.
The adaptive learning technology makes it possible for
learners to learn different contents according to their prefer-
ences. Therefore, platform administrators should update the
latest English learning materials in time and those materials
should cover a wide range of topics so as to satisfy different
learners’ tastes.

(4) The frequency of learners using the online English
learning platforms is also investigated, and the results
are shown in Table 4 and Figure 4

As can be seen clearly from the figure, female students
use online English learning platforms more frequently than
male students. 55 female students use it more than three
times a day, which is really a high percentage of using the
platform. If the learning resources in the platform are abun-
dant and they keep practice listening, speaking, reading and
writing through the platform, they will make progress
quickly. The reason why male students use less can still be
explained by learning interest, since interest is one important
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Figure 2: Questionnaire composition.

Table 2: Learners’ demand for the platform.

Item Number of students Percentage

English listening 36 19.25%

Oral English 41 21.93%

English reading 39 20.86%

English writing 37 19.79%

English teaching design 34 18.17%

Table 3: Learners’ interest in English online learning platforms.

Not accept
Male 4

Female 9

Does not care
Male 17

Female 15

Interested
Male 26

Female 37

Very interested
Male 38

Female 41
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learning motive. The design of online English learning plat-
forms should better serve users and provide users with a con-
venient and complete learning environment.

4.2. Feasibility Analysis of Designing and Implementing
Online English Learning Platforms. The purpose of the feasi-
bility study is to determine whether a platform has develop-
ment value and can be completed within a limited time
with existing resources and technology. This paper discusses
the design and development of an online English learning
platform that is supported by the mobile phone and com-
puter. The time for development (excluding prerequirement
analysis and system testing work) is limited to two months.
Such an English learning platform mainly provides users
with a channel to learn daily English vocabulary and practice
listening, reading, writing skills, and oral English. At present,
the learners’ demand for online English learning platforms or
apps is still growing, especially among the young learners.

The online learning platform provides a good many net-
work connection interfaces and tools and can easily filter the
content of HTML files. In addition, a variety of additional
development kits are provided for developers to use. By
obtaining the HTML file content of a specific webpage and
then using the document tool or string tool to filter and inter-
cept the text content, the desired content can be obtained. In
such a system, the function that needs to use web crawling

content is mainly to pull the podcast list and get the podcast
tags, complete original texts, and audios. The SQLite data-
base provided by the platform is a lightweight and powerful
database. The database operation process is roughly the same
as that of the SQL server, so there is basically no difficulty.
The content that needs to use data interaction in this system
includes managing favorites and downloading tasks and the-
saurus. At present, the development skills of the English net-
work learning platform have become mature, and the
development-related technical reference materials have been
completed. The experience sharing of many developers has
also provided instructive answers to the problems that may
be encountered in the development process. Therefore, it is
completely feasible to develop an English learning platform
based on the system’s own development capabilities.

This kind of English learning platform is oriented to
computer and mobile phone users, with a friendly interface
and clear prompts. It provides users with multiple personal-
ized operations, and users can quickly understand how to
use the application. Each module of the application supports
touch screen operation, and users can conveniently use all
the functions. Developers also try to fully consider the needs
of users, solicit opinions during the needs analysis, and
obtain suggestions for improvement through feedback dur-
ing the testing phase.

This kind of English online learning platform does not
violate national laws and regulations and will not infringe
the rights and interests of others. It is developed under an
open source system, and its development tools, reference
materials, and launching do not contain any infringement.

In addition, this paper collects the information of some
popular online English learning platforms among English
learners in China, such as Youdao, Do not recite words, Bai-
cizhan, and Scallop English. The details are shown in Table 5
and Figure 5.

Among the four well-known online English learning plat-
forms/apps on the market, Youdao is the earliest one, and the
number of downloads is significantly more than others. You-
dao has complete functions, beautiful interface, and conve-
nient design, which is very friendly to users. Once users like

0 5 10 15 20 25 30 35 40 45

Not accept

Does not
care

Interested

Very
interested

Female
Male

Figure 3: Learners’ interest in English online learning platforms.

Table 4: The frequency of learners’ use of online English learning
platforms.

Frequency of usage
Number of male

users
Number of female

users

Three times a day or
more

43 55

Once or twice a day 26 38

Four to six times a
week

17 11

One to three times a
week

4 3

7Wireless Communications and Mobile Computing



one platform/app, they will keep using it for a long time and
share it with friends. As a result, more users will download it
and this platform/app will take up a large market share. Bai-
cizhan is very popular among college students who want to
have a large vocabulary. Baicizhan contains different types
of learning activities that are designed to help learners
remember English words actively, so this app is much more
interesting than the traditional way of reciting English words.
At present, Scallop English seems to be less known than You-
dao and Baicizhan. However, its adaptive system is more
trendy and will have greater influence in the near future.

4.3. Performance Test of Online English Learning Platforms.
The concurrency, fault tolerance, real-time performance,

instantaneous peak value of the server, and the load of the
system of the network learning platform should be tested.
When testing the performance, you must choose a suitable
place. The detailed information of the pressure situation in
this scenario is shown in Table 6.

With the pressure in the testing process and on the basis
of recording various information, the performance of an
online English learning platform can be obtained and shown
in Figures 6 and 7.

The buffer delay test is to test the data transmission speed
in 4G environment. The previous functional test has proved
that the system can play video files normally. In the text
buffer experiment, a total of six smartphones with similar
configurations is used. To perform video on demand, we
record the different buffer delay time (in seconds) of each
mobile phone for each on-demand. The experiment is car-
ried out 10 times. The results are shown in Table 7 and
Figure 8.

It can be seen from the results of function test and perfor-
mance test that each performance index has reached the tar-
get requirements set by the school, and the online learning
platform can be widely used to replace the existing teaching
management system. According to the above analysis, the
following conclusions can be drawn:

(1) The well-designed online English learning platform
has relatively complete functions andmeets the needs
of both students and teachers. It includes a series of
functional modules such as students’ registration,
analysis of students’ profile, courseware and learning
resources management, test management, test score
analysis, interactive discussion, online monitor, and
feedback
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Figure 4: The frequency of learners’ use of online English learning platforms.

Table 5: Popular online English learning platforms.

Name of the platform or app Youdao Do not recite words Baicizhan Scallop English

Time to market (year) 2007 2016 2014 2014

Downloads (unit: ten million)
Android 46.4 3.9 27.3 21.4

iOS 39.5 4.7 22.6 15.2

Youdao, 46.4

Do not recite
words APP, 3.9

BaiCiZhan, 27.3

Scallop english
AP, 21.4

Youdao, 39.5

Do not recite
words APP, 4.7

BaiCiZhan, 22.6

Scallop english
AP, 5
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Figure 5: Popular online English learning platforms.
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(2) There are no major defects in the implementation of
the present online English learning platform

(3) The reliability and security of the online English
learning platform are relatively high

4.4. Impact of Online English Learning Platforms on Learner
Performance. In order to know whether online English learn-
ing platforms are effective or not, a simple empirical research
was made in a college. 60 students were selected randomly as
participants from the freshmen who major in engineering.
They were divided into the treatment group and control
group randomly. There was no significant difference in
English proficiency between the two groups, as a proficiency

Table 6: Performance test.

Serial number 1 2 3 4 5 6

Item Total duration Maximum number of runs Total throughput Average throughput Total clicks Average hits per second

Value 1 h 8min 35 s 2,489 155,854,354 38,546, 15,634 3.878
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Figure 6: Online population test.
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Figure 7: Overall response time, memory, and CUP test.

Table 7: Statistics of buffer delay test.

Number of
experiments

1 2 3 4 5 6 7 8 9 10

User 1 1 0.9 1 0.9 0.85 1.2 1.1 1.1 0.85 1

User 2 1.2 0.8 1.1 1 0.7 1.1 1.5 1 0.85 1

User 3 1.1 0.85 1 0.9 0.8 1.3 1.1 0.9 0.85 1

User 4 1.2 0.85 1.1 1 0.9 0.7 0.75 0.8 0.85 1

User 5 1.1 1.2 1.1 1 0.95 0.9 0.8 0.7 0.05 1

User 6 1 1.1 1.05 1.2 1.25 1 0.85 0.8 0.85 1
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test of English was made shortly after they entered college.
Participants were asked to fill in the blanks of 10 sentences
after self-study, and the missing words for the blanks were
in the text of their textbooks. For the treatment group, partic-
ipants learned the text through the online learning platform,
and for the control group, participants learned by themselves.
After learning for 20 minutes, they began to fill in the blanks.
The result showed that there was significant difference
between the two groups. 21 participants of the treatment
group got 10 correct answers, which accounted for 70% of
the group number, while only 6 participants of the control
group got 10 correct answers, which accounted for 20% of
the group number. Furthermore, the average correct answers
of the treatment group and control group were 7 and 4,
respectively. Therefore, an online English learning platform
is very effective for learners’ self-study, which makes a good
supplement for class teaching.

According to interviews among the participants, most of
them like to learn online and can adapt to online learning.
They find that online learning through platforms is some-
times more interesting and flexible, especially during the
pandemic when schools are closed. Meanwhile, the resources
provided by the online English learning platforms are much
more abundant than those on class. Online learning is
favored by students who have a strong learner autonomy.

5. Conclusion

Modern advancement is becoming prominent these days,
and it also affects the way people studies. Online learning
platforms transform the traditional learning model into the
process of active knowledge construction. With the help of
these platforms, learning becomes more flexible, and it is
available for individual learners wherever they have com-
puters, mobile phones, and internet access. Online learning
platforms can better meet the needs of learners of different
ages and different learning goals. The smartly designed plat-
forms pay attention to the individual differences of learners
and assign learning materials that conform to their interests,
cognition, and level of learning. Teachers may share the
excellent teaching content and teaching design through

online learning platforms to truly enjoy quality teaching
without going out of the home. Compared with the conven-
tional teaching model, online learning platforms can improve
students’ ability to use resources, thereby enhancing their
learning autonomy.

This paper discusses the design, implementation, and
evaluation of online English learning platforms. In the stage
of design, neural network, universal design, and the server-
side development architecture may be employed. Of course,
there are still other types of technology to be applied. The
implementation of online learning platforms is related to
easy usability and operability. A good platform should be
user-friendly, bringing convenience to both students and
teachers. The evaluation of online learning platforms is made
empirically and technically. Through questionnaire, data
analysis, and case study, students’ responses to online English
learning platforms are shown clearly—most of them believe
online English learning platforms are beneficial to their
study. In addition, performance test of this study shows that
the reliability and security of the online English learning plat-
form are relatively high. However, this paper has limitations
due to the number of participants and conditions of tests.
More and more attention is paid to the inquiry of online
learning platforms, and future research will be directed
towards this aspect.
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When a certain electric vehicle is driving at a constant speed of 40 km/h on the rough asphalt road, the rear passenger can obviously
feel the ear pressure, which seriously affects the comfort. Through the analysis of objective data, it was found that the problem was
caused by the road excitation, which leads to the coupling between the mode of the backup door and the mode of the acoustic cavity,
and causes the resonance of the car cavity, thus causing the ear pressure sensation. To solve this problem, this paper optimizes the
backup door by means of experiment and simulation, increases the dynamic vibration absorber, makes its modal frequency avoid
the acoustic cavity modal frequency, and achieves the purpose of reducing the interior noise. After optimization, the vehicle noise is
reduced by 8 dBA at 42Hz under 40 km/h working condition of rough road surface, and the ear pressure sensation is reduced at the
same time, thus improving the NVH (noise, vibration, and harshness) performance of the vehicle.

1. Introduction

In the automotive industry, noise, vibration, and harshness is
referred to as the NVH problem of automobile, which is a
comprehensive problem to measure the manufacturing
quality and core technology of automobile. It gives the auto-
mobile users and consumers the most superficial and direct
feeling. Excessive vehicle noise will reduce the sound quality
in the car and negatively affect the psychology and physiol-
ogy of passengers. Therefore, reducing the noise and vibra-
tion in the car has attracted widespread attention. Vehicle
noise, vibration, and harshness performance have become
design standards. In terms of NVH performance, new-
energy models do not have the noise masking effect of engine
and other components, but the noise of road noise, wind
noise, and electronic and electrical accessories is more
prominent.

Noise control usually requires reducing the sound by
changing the sound source, increasing the transmission
path, or removing objects or subjects exposed to the noise.
Therefore, the vehicle noise level can be improved from
the following three aspects: noise source, transmission
path, and receiver [1, 2].

Only by accurately identifying and characterizing noise
and vibration sources can new design improvements and
solutions be verified, thereby improving the sound comfort
of the vehicle interior. The internal noise of the vehicle
mainly comes from the engine and gearbox, intake and
exhaust system, road noise, and high-speed wind noise,
which are closely related to the structure and working state
of the vehicle and have the characteristics of time-varying
and randomness [3]. According to the mechanism of noise
generation, noise sources can be divided into two types.
Structural noise source: the noise generated by the vibration
of vehicle structural components, which can excite the vibra-
tion of the vehicle compartment and cause structural noise.
Air noise source: the noise generated by the mutual excitation
of various subsystems and aerodynamics of the vehicle,
which is transmitted through the body and is perceived by
passengers [4]. Structure noise is mainly low frequency of
main frequency, and air noise is mainly main frequency
intermediate frequency and high frequency. Related research
and analysis show that the contribution of air noise to vehicle
internal noise is less than structural noise [1]. When the vehi-
cle is running at a relatively low speed, especially on rough
roads and cruising or partial throttle conditions, no obvious
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aerodynamic noise will be produced [5]. The noise generated
by the front structure, the noise and power generated by the
rear structure, and the noise generated by the system air are
the main noise source below 500Hz [6, 7].

At present, the control of road noise is mainly divided
into active and passive noise control technology. The princi-
ple of active noise control (ANC) is to effectively reduce the
road noise problem by collecting noise samples according
to the characteristics of noise sound waves and after system-
atic analysis and processing, and a noise sound wave with the
same amplitude and opposite phase is designed to offset the
noise, thus effectively reducing the road noise problem. This
control technology is a potential supplementary technology
for passive noise control of light vehicles [8]. The advantage
of the control technology is that the sound device is arranged

conveniently, and the noise suppression effect of low-
frequency structure is good. Its disadvantages are poor stabil-
ity, high technical requirements, and high cost.

Passive noise control technology has been widely used to
control noise, vibration, and harsh sounds in the cabin [9].
Passive noise control technology is the stage of engineering
sample vehicle, and the main noise reduction method is often
adopted to solve the road noise problem of real vehicle, which
is mainly to take measures from the response point and
structure transfer path of the body structure. The control
methods include the following: the muffler is used in the
key parts of the vehicle to weaken the noise source, the local
stiffness mode is improved by increasing damping or
strengthening the SMT material, and the vibration of
the structure is weakened. Or by improving the sound
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Figure 4: The first-order torsional mode of the backup door.
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Figure 5: Second-order bending modes of the backup gate.
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absorption and insulation performance of the acoustic pack-
age to reduce the car noise set the format: font color: red set
the format: red set the format: highlight set the format: high-
light radiation, through the above means to reduce the
vibration of the body structure. Local stiffness, modal, and
acoustic transfer indicators are improved by optimizing the
body structure. Based on the above analysis, the test vehicle
in this paper is still in the stage of engineering sample vehicle,
so passive noise control technology is adopted.

The research on the performance of road noise will go on
and on. This paper takes the road noise problem of a new
energy vehicle as the research object and introduces in detail
the finite element modeling, benchmarking, road noise simu-
lation analysis process, road noise simulation analysis, and
benchmarking in the engineering design stage. On this basis,
the validity and accuracy of the analysis results are con-
firmed. Aiming at the road noise problem in real cars, the real
cause of the problem is found by using the transfer path anal-
ysis. After the improvement scheme is proposed, the
improvement effect is verified by the real car test.

2. Problem Analysis

2.1. Problem Description.When the pure electric SUV is driv-
ing at a constant speed of 40 km/h on the rough asphalt road,
the passengers in the back can feel a very obvious feeling of
ear pressure. Through experimental verification, it is found
that the ear pressure problem of this SUV mainly occurs in
the engine idle speed and low-speed condition. The low rota-
tion speed is mainly shown in 1500 rpm-3000 rpm, but the
subjective feeling in the car was not obvious in the low-
speed condition. In contrast, the subjective feeling of the
ear pressure in the car was more obvious in the idle condi-
tion, which was unacceptable.

2.2. Problem Analysis. In order to reduce the noise in the car
more scientifically, the first step is to identify the noise
source. Generally speaking, simulation methods and experi-
mental methods can be used to determine the noise source
of the vehicle. Simulation methods usually use numerical
analysis methods to predict the noise characteristics of prod-
ucts in the design stage of automotive products. The experi-
mental method is usually based on the real environment,
and the adjustment plan can be verified in the mass produc-
tion stage of the car. In actual automobile production, the
two methods are indispensable and complement each other
[1]. Through experiments and simulation analysis, it is found
that the cause of the low-frequency aural sense problem of
the SUV is the first-order torsional mode of the backup door
is coupled with the acoustic mode of the vehicle, thus causing
a series of NVH problems.

After testing, the first-order longitudinal acoustic mode
of the SUV is about 43Hz, and it is along the x-direction of
the vehicle (that is, the axis direction from the front to the
rear of the vehicle). As a result, sheet metal and panel
mounted in the x-direction can easily push the acoustic cav-
ity modes to move. When these sheet metal and panel modes
are close to the acoustic cavity modes, the acoustic cavity
modes will be excited by them, causing the acoustic cavity

modes to move in accordance with their original modal for-
mation, thus generating noise.

The first-order torsion mode of the SUV’s backup door is
about 42Hz, which is close to the acoustic cavity mode.
Therefore, the acoustic cavity mode is excited and low-
frequency noise is generated, resulting in low-frequency ear
pressing sensation. It leads to worse subjective feelings.

The structure of the vehicle is complicated. Some
assumptions have been introduced into the numerical analy-
sis of the dynamic characteristics of the vibration-acoustic
system and have led to a significant simplification of the sim-
ulation model. However, the reliability of the simulation
results is very consistent with the accuracy of the model.
Experimental measurement and testing can provide better
solutions [1].

The structure and installation method of the car backup
door is relatively simple and is generally connected with the
body through two hinges, and through the limit block and
door lock, it is fixed on the car body, thereby limiting its
displacement. In order to better investigate the causes of
the 42Hz peak in the car, NTF (noise transfer function) test
was carried out on the backup door, after testing and analysis.
The results are shown in Figures 1 and 2.

Figure 1 shows the NTF test data of the backup door.
Figure 2 shows the spectrum diagram of the inner ear noise
of the rear right rear passenger under 40 km/h condition.
The peak value problem of 42Hz mainly exists in ultralow
frequency. Moreover, the peak value of 42Hz makes a great
contribution to the vehicle and occupies a dominant position
in the ultralow frequency. Meanwhile, the vibration ampli-
tude of 42Hz is larger. Moreover, the peak value of vibration
coincides with the peak value of interior noise. Therefore,
simulation analysis and modal analysis are needed for the
backup door to understand its structural characteristics and
determine the cause of noise generation.

3. Simulation Analysis

3.1. Simulation Results of Backup Door. Simulation analysis
methods are fast and efficient in the prediction and identifi-
cation of noise sources. Common methods include statistical
energy analysis method, boundary element method, and
finite element method [10].

Modal analysis is a common method to study the
dynamic characteristics of structures. It has been widely used
in engineering field. By analyzing the modes, you can get a lot
of information, such as system mass, dynamic stiffness, natu-
ral frequency, and the main formation parameters. At the

Table 1: Comparison of the natural frequencies of the front four
modes.

Formation
Finite metacalculation

frequency/Hz
Modal test

frequency/Hz

First-order bending 25.7 24.5

First-order twist 43.1 40.3

Second-order bending 58.7 59.4

Second-order twist 63.0 66.0
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same time, modal analysis can more truly reflect the struc-
tural characteristics of the object. But the only drawback is
that modal analysis is not clear about the division of
measurement points. The finite element method includes
all possible methods. These methods connect many simple
equations on a small area called finite element and use it to
estimate complex equations on a larger area. It regards the
solution domain as composed of many small interconnected
subdomains called finite elements, assumes an appropriate
(simpler) approximate solution for each element, and then
derives the solution to this domain to satisfy the conditions
(such as structure the equilibrium condition), so as to get
the solution of the problem [10]. The finite element simula-
tion can reflect all the details of the object. Therefore, in this
paper, comprehensive tests are combined with tests and sim-
ulations on the backup gate. Conduct modal analysis. In the
actual test, in order to better reflect the movement formation
of the backup door, 25 measuring points are arranged for the
backup door. Test the mode state of the backup door by LMS
Test.Lab/Impact testing module. Artificial excitation test is a
quick and simple method to find out which resonance fre-
quencies radiate more noise. Measure the sound pressure
generated by the force input by hitting the system with a
hammer at one position and measuring the sound pressure

generated at the receiver position [11]. The experiment was
carried out under the constraint of the whole vehicle, and
the power hammer was used to stimulate the backup door.
In order to make the formation more accurate, the mode test
is carried out by using single excitation point and moving
sensor. Figures 3–6, respectively, show the experimental
and simulation results of the first-order bending mode,
first-order torque mode, second-order bending mode, and
second-order torque mode of the backup door. The statistics
are shown in the comparison of the natural frequencies of the
fourth-order mode in the backup front door in Table 1. It can
be seen that the error between the simulation and the test is
less than 5%, which indicates that the results obtained by
the simulation method are very close to the reality. The
simulation method will be used to analyze the optimized
scheme below.

3.2. Simulation Results of Acoustic Cavity Mode.During vehi-
cle development, a finite element model (FEM) was used to
analyze the fully trimmed car body. The accuracy of this
coupled structure-acoustic system model depends on the
accuracy of the dynamic characteristics expressed on the
input, output, and structural acoustic coupling surfaces. In
the digital development stage, the mode shape and frequency

Figure 7: First-order longitudinal mode 43Hz.

Figure 8: First-order transverse mode 90.5Hz.
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Figure 9: Comparison before and after optimization of the first-order bending mode of the backup door.
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Figure 10: Comparison before and after optimization of the first-order torsional mode of the backup door.
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Figure 11: Comparison before and after optimization of second-order bending modes of the backup door.
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Figure 12: Before and after optimization of the torsional bending mode of the backup door.
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of the body structure and panels (i.e., panels) are designed to
not cause noise and vibration problems. In order to optimize
the modal shape of the plate and reduce vibration, it is very
important to understand the acoustic mode shape on the
coupling surface. Acoustic modal analysis is a method used
to verify noise and vibration characteristics through experi-
ments [12].

Acoustic cavity modal analysis can better grasp the fre-
quency and formation of the vehicle’s acoustic cavity modal.
Therefore, in the later design process, all kinds of system
excitation and acoustic cavity modes are matched to avoid a
series of resonance problems caused by the vibration of body
structure. Figures 7 and 8 show the first-order longitudinal
and transverse acoustic cavity modes of the SUV, which are
43Hz and 90.5Hz, respectively.

Through the analysis of the mode data of the backup
door, the simulation and cavity mode data of the backup
door, the peak value of the 42Hz channel noise response is
close to the natural frequency of the first-order torsional
mode of the backup door in the system. The first-order cavity
mode is close to the backup door mode, but it has some test
error. According to the principle of modal superposition,
the structural modes of the two frequency points contribute
greatly to the amplitude of the response of the whole system.
The results show that the cause of ear-pressing sensation in
the back row is the resonance between the mode of the
backup door and the mode of the acoustic cavity.

4. Optimization Scheme

Generally speaking, the air noise frequency of vehicles is
mainly high frequency, and the noise reduction method is
mainly to use sound insulation materials and sound absorp-
tion materials. The frequency of structure noise is mainly low
frequency, and the noise reduction method is mainly
achieved by suppressing structural vibration [13–15].

At the same time, the acoustic cavity mode has been final-
ized in the design of the vehicle, and it is difficult to change it
in the later stage. Therefore, the general solution to the prob-
lem caused by the modal resonance between the acoustic cav-
ity mode and the body plate structure is to change the modal
resonance of the body plate structure to prevent its modal
coupling and thus generate resonance.

Commonly used methods to solve resonance in engineer-
ing can be roughly divided into three categories:

(1) Increase Quality. Adding mass reduces the overall
mode.

(2) Increase Stiffness. By supporting the backup door, the
stiffness of the whole or part can be increased; thus,
the mode can be slightly increased.

(3) Increase the Power Vibration Absorber. The dynamic
vibration absorber can absorb the energy generated
by the original system and reduce the single peak
value of the system, thus reducing the vibration
generated by a single frequency.

4.1. Scheme Verification. Dynamic vibration absorber (DVA)
is one of the vibration control methods to solve the vibration
problem. DVA was first submitted by Frahm, also known as
tuned vibration absorber (TVA). It consists of a single degree
of freedom (SDOF) oscillation system, which can be placed
on any structure or machine. This kind of DVA can most
effectively offset the vibration of the main structure by adjust-
ing the natural frequency of the main structure to make it
consistent with the natural frequency of the structure.
Passively tune the DVA and manually adjust the natural
frequency of the DVA to match the modal frequency of
the main structure. In order to obtain the required natu-
ral frequency, the stiffness is usually changed instead of
the mass [16–20].

In order to solve the problem of in-car ear pressure
caused by modal coupling, the natural frequency of the
backup door needs to be changed, thus achieving frequency
avoidance. Because this peak value is more prominent, and
the amplitude is relatively large. Therefore, the damping
dynamic vibration absorber with the backup door is verified.
Figures 9–12 are the simulation calculation results of adding
the damping dynamic vibration absorber to the backup door.
The modal frequencies before and after optimization are
shown in Table 2. In the optimized idle speed condition, it
can be seen that the mode of the backup door is reduced by
about 7Hz, and the frequency is avoided by the mode of
the excitation source sound. Meanwhile, the original modal
formation is also greatly changed, which solves the problem
of ear pressure in the car caused by the modal coupling.

4.2. Test Verification. In order to further verify the vibration
absorption effect of the dynamic vibration absorber, the
vehicle with and without the installed dynamic vibration
absorber is verified by road test. It is verified that the operat-
ing condition is a rough road with a uniform speed of
40 km/h. At the same time, use LMS Test.Lab/Test. Lab-
Signature module for data collection.

Figures 13 and 14, respectively, show the in-car noise
spectrum of the uninstalled and installed power vibration

Table 2: Frequency comparison before and after optimization of the backup door.

Formation Frequency before optimization Frequency after optimization Difference

First-order bending 25.7Hz 25.0Hz 0.7Hz

First-order twist 43.1Hz 37.2Hz 5.9Hz

Second-order bending 58.7Hz 52.2Hz 6.5Hz

Second-order twist 63.0Hz 56.2Hz 6.8Hz
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absorber. From the comparison of the red and green decibel
lines in the figure, it can be seen that the dynamic shock
absorber has a significant effect. The peak value of 42Hz in
the driver’s inner ear was reduced by about 5 dB, and the
peak value of 42Hz in the rear passenger’s inner ear was
reduced by 8 dB. At the same time, after installing the power
vibration absorber, the in-car ear pressure sensation is
improved significantly, which is acceptable and has practical
application value.

5. Conclusion

A series of NVH problems caused by modal coupling are very
common in engineering. The general solution in engineering

is to change its natural frequency by changing its original
mass, damping, and local or global dynamic stiffness. For
the backup door such as large sheet metal parts, the natural
frequency is lower and the mode is lower. Therefore, it is eas-
ier to cause modal coupling and thus emit low-frequency
noise.

This paper is aimed at the engineering problem that
when a pure electric SUV is driving at a constant speed of
40 km/h on a rough asphalt road, the rear passengers in the
car can clearly feel the ear pressure. In this paper, the finite
element method is first used to model the backup door, and
the experimental calibration is carried out at the same time
to establish the accuracy of the simulation method to obtain
the modal natural frequency data. Reserve on this basis, the
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selection of door type of dynamic vibration absorber which is
used to increase damping scheme, the method of using the
simulation contrast optimization before and after optimiza-
tion scheme, see backup door modal reduced about 7Hz,
and incentive source acoustic mode state from the set format:
font colors: red frequency, and at the same time, the original
modal formation have significant changes, which were solved
due to the modal coupling pressure inside the ear problems,
finally carries on the real vehicle tests to verify the improve-
ment effect, but also to verify the effectiveness of the method
in vehicle engineering design phase.

Through this method, significant results have been
achieved, and the same working conditions: rough road,
40 km/h, at a constant speed, vehicle drivers’ ear 42Hz peak
decreases about 5 dB, rear passengers’ inner ear noise reduces
8 dB, and 42Hz peak has practical application value. At the
same time, this solution also has a certain reference for the
low-speed road noise problem of electric vehicles.
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With the development of the Internet age, the gradual deepening of reforms, and the continuous improvement of marketization, the
financial ecological environment is directly related to the risk of financial institutions’ loans and the enthusiasm to support local
economic development. Capital is accompanied by the physical development and evolution of the production and circulation of
goods. After thousands of years of historical development and evolution, it has formulated its own development law and
internal logic. In view of the unclear environmental and social evaluation indicators in supply chain research and the model’s
failure to accurately describe the real supply chain network, an adaptive dynamic relaxation approximation algorithm model is
proposed. This model introduces upstream and downstream transit stations as distributors and as a hub between customers, the
transportation mode is improved to horizontal and vertical coordinated transportation, and multiple transportation methods are
used for transportation. In this paper, the experimental group adopts a new model based on the approximate algorithm of
dynamic relaxation factors, and the control group adopts the original old model. The two groups conduct comprehensive data
analysis on social indicators, self-indicators, initial indicators, economic indicators, and environmental indicators in each year.
Starting from the dimension, comprehensively consider the selection of indicators to measure the level of enterprise
performance. The experiment proves that the transportation loss in the green supply chain is between the new model and the
old model. When the number of partners is small, the degree of the optimal solution between the new and old models is not
obvious, and the degree of optimization of the new model relative to the old model is increasing. It has a significant statistical
difference (P < 0:05). This shows that efforts to build a good financial ecological environment and an honest and reliable and healthy
economic ecological environment are of great importance for promoting the continuous and rapid growth of the social economy.

1. Introduction

Driven by the new era, the traditional supply chain is slowly
transforming into a green supply chain [1]. Traditional
enterprise supply chain coordination and management have
many shortcomings, such as incomplete communication
methods and low utilization efficiency; procurement interac-
tion and tracking methods are performed offline without
real-time performance; enterprises and suppliers are not con-
nected. While understanding the development of our coun-
try’s software and information technology service industry,
there is a research on the impact of supply chain integration
on the performance of enterprises in the industry. According

to the concept and characteristics of supply chain integra-
tion, the relevant factors that influence the methods of eval-
uation and evaluation of business performance determine
the supply chain integration and the indicators of measur-
ing the performance of companies and define relevant
models. This document uses existing data from listed com-
panies in the software services and information technology
industry to separate supply chain integration into customer
integration and supplier integration, exploring the relation-
ship between customer integration, vendor integration, and
corporate performance.

There have been research results in many aspects of green
supply chains abroad. In terms of green supply chain model
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collaboration models, although the design models are very
different, the overall direction remains the same. The supply
chain collaboration model of green supply chain is an effi-
cient collaboration. The mode is to meet customer order
needs through good materials and commodities. Azzi et al.
proposed a new type of supply chain network collaboration
planning model and found that the total profit level of supply
chain nodes is positively correlated, and the two-way collab-
orative green supply chain is optional [2]. Lin CS and Lin CY
use a multistage Stackelberg game method to study the green
procurement relationship between manufacturers and sup-
pliers in the supply chain and effectively reduce suppliers’
carbon emissions [3]. Lin CS and Lin CY studied the asym-
metric duopoly model of two competing supply chains under
different carbon emission technologies and encouraged the
use of clean energy technologies to reduce carbon emissions
[3, 4]. Papert and Pflaum study the production and emission
reduction decision-making problems of an order-based sup-
ply chain composed of manufacturers and retailers under the
constraints of the capital market and trade market [5].

In recent years, there have been more and more
researches on the green supply chain in China. The logistics
technology in the green supply chain is also the focus of the
supply chain research. The ultimate goal of the green logistics
technology is the sustainable development of the ecological
environment [6]. Development is not only for economic ben-
efits, but also environmental benefits and social benefits, and
it is the unity of these benefits. Papert and Pflaum’s research
focuses on carbon dioxide emissions in the supply chain,
from freight energy use to inventory storage, and establishes
a supply chain model based on discrete event simulation [5].
Stolze et al. studied the dual-objective, multistage, multi-
commodity mixed integer nonlinear programming model
considering the impact of different vehicle and raw material
quality on the total cost and carbon dioxide emissions of
the green supply chain and finally explained and solved
the method through constraint numerical examples [7].
Christensen et al. use a hybrid life cycle assessment method
to generate the carbon emissions of a monocrystalline
silicon photovoltaic system and use a multiregion input-
output model to ensure the integrity of the system
boundary [8]. Souza et al. studied the decision-making
of low-carbon supply chain and coordinated low-carbon
manufacturers to produce a product and approved investment
in green technology to reduce carbon emissions in production
applications [9, 10].

This article mainly focuses on the optimization design of
the multilayer structure of the green supply chain of small
and medium manufacturing enterprises at the economic,
social, and environmental levels. When studying the impact
of supply chain integration on corporate performance, we
comprehensively consider the selection of indicators to mea-
sure corporate performance from multiple dimensions,
breaking through the limitation that most scholars in the past
only use financial indicators to represent the impact of sup-
ply chain integration on corporate performance. Explore
the impact of supply chain integration on corporate perfor-
mance and drawing conclusions, judge the relationship
between supply chain management and corporate perfor-

mance in our country’s software and information technology
services sector, and strengthen corporate governance and
improve corporate performance [11].

2. Choice of Environmental Economic Path for
Constructing a Supply Chain Financial
Cloud Ecosystem

2.1. Financial Ecological Environment Index and Factor
Analysis Method. Since each principal factor rotates the orig-
inal variables by the data transformation matrix to make
them independent of each other, then the comprehensive
evaluation value of the principal factors is calculated, thereby
eliminating the correlation images between the indicators
[12, 13]. In factor analysis, the weight of each major factor
is not determined and is determined by the percentage of
the major factor that determines uterine change. This over-
comes the shortcomings of certain evaluation methods that
define the entire book and makes the evaluation results more
objective and logical [14, 15]. Steps of factor analysis evalua-
tion method are as follows:

(1) Build the original data matrix
Set n samples, and each sample has p indicators, so the

original data matrix is obtained:

X =

X11 X12 ⋯ X1p

X21 X22 ⋯ X2p

⋯ ⋯ ⋯ ⋯

Xn1 Xn2 ⋯ Xnp

2
666664

3
777775: ð1Þ

(2) Standardize the transformation of the original data
In order to avoid the influence of differences and the

order of the measured values and variables, it is necessary
to standardize the data first to make the indicators compara-
ble [16]. The specific standardized formula is as follows:

Yij =
Xij − EXj

� �
ffiffiffiffiffiffiffiffi
DXj

p : ð2Þ

Among them,

EXj =
1
n
〠
n

i=1
Xij, ð3Þ

DXj =
1

n − 1〠
n

i=1
Xij − EXj

� �2
: ð4Þ

In the above formula, i = 1, 2, 3,⋯, n, j = 1, 2, 3,⋯, 18,
and Xij are the index values before standardization, and Yij

is the index value after standardization. With certain perfor-
mance improvements, there are new requirements for gen-
eral adaptability and specific adaptability. The main
problem with basketball gymnastics in Japan is that there
are too many regular gymnastics, special gymnastics are not
covered, and the obtained physical condition cannot be used
for special gymnastics.
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(3) Calculate the correlation coefficient matrix R
Let rij be the correlation coefficient between index i and

index j after standardization; then,

rij =
COV Yi, Y j

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DYiDY j

p = EYiY j, ð5Þ

R =

r11 r12 ⋯ r1p

r21 r22 ⋯ r2p

⋯ ⋯ ⋯ ⋯

rn1 rn2 ⋯ rnp

2
666664

3
777775: ð6Þ

(4) Find the characteristic root, characteristic vector, and
contribution rate of the correlation matrix R

Human motion tracking based on template matching
currently primarily uses error metrics between two match-
ing pixel blocks. There are three main error metrics based
on block matching, an error metric based on a cross-
correlation function and a normalized mean square.
According to characteristic equation jR − λIj = 0, jR − λIj =
0 characteristic roots λjðj = 1, 2,⋯,pÞ are obtained, and For-
mula (7) can be obtained.

R − λ jI
� �

μj = 0: ð7Þ

Find the feature vector μjðj = 1, 2,⋯,pÞ corresponding to
the feature root λ j.

(5) Determine the cumulative variance contribution rate
of the main factor

The contribution rate of the i factor is di = λi/∑i=1λi, that
is, the variation degree of each factor accounts for the per-
centage of the overall matrix variation degree.

(6) Calculate factor score and total score

F að Þ = λ1 f a1 + λ2 f a2+⋯+λmf am: ð8Þ

Among them,

f i = ATR−1Xa: ð9Þ

2.2. Dynamic Relaxation Approximation Algorithm

2.2.1. Traditional Particle Swarm Algorithm. The maximum
communication delay that the user can tolerate under the
cloud and fog architecture is guaranteed, and the user’s
request is processed within the acceptable communication
delay [17]. The initial settings of the particle swarm algo-
rithmwill affect the search performance of the particle swarm
algorithm. The more individual particles, the larger the
search range of the particle swarm, the easier it is to get the
best approximate solution close to the optimal solution, and
the search speed of the particles is too fast. It is easy to fall
into the local optimal solution [18, 19]. Therefore, it is of the-
oretical and practical importance for the application of the
particle swarm algorithm to generate the initial particle
swarm in an appropriate manner. The single-particle tree

structure coding design emphasizes the connection between
upstream and downstream in the supply chain network.
The initial position encoding method of individual particles
is as Formula (10), and the initial velocity encoding method
is as Formula (11).

Xt
in = Xt

i1, Xt
i2,⋯,Xt

iD

� �
, i ∈ I, n ∈D, t ∈ T , ð10Þ

Vt
in = Vt

i1,Vt
i2,⋯,Vt

iD

� �
, i ∈ I, n ∈D, t ∈ T: ð11Þ

In constructing the initial particle swarm, let D be the
spatial dimension of individual particles in the particle
swarm, the value of D will affect the search ability of the par-
ticle swarm, let T be the maximum number of iterations of
the algorithm, and T is the number of search particles in each
individual particle [20, 21].

For all search speeds that exceed the speed range area,
change all cross-border speeds to the maximum or minimum
search speeds. The particle value range and speed range are
shown in Formulas (12) and (13).

Xt
in Xt

in ≥ Xmax n

� �
= Xmax n, n ∈D,

Xt
in Xt

in ≤ Xmin n

� �
= Xmin n, n ∈D,

(
ð12Þ

Vt
in Vt

in ≥Vmax n

� �
=Vmax n, n ∈D,

Vt
in Vt

in ≤Vmin n

� �
=Vmin n, n ∈D:

(
ð13Þ

The initial speed of the particle swarm has a great influ-
ence on the convergence speed of the algorithm. If the speed
is set too fast, the optimal solution of the algorithm will easily
exceed the optimal solution, and if the initial speed is set too
slow, it will easily fall into the local optimum.

2.2.2. Lagrangian Relaxation Algorithm. The complex con-
straints that make the final problem difficult are added to
the objective function as penalty conditions, so that the
objective function is easy to solve, and the constrained opti-
mization problem can be transformed into an unconstrained
optimization problem [22]. In the process of solving the
throat relaxation of the objective function, the objective func-
tion can always remain linear. The model description of the
original problem is shown in Formula (14):

ZIP =min CTX, s:t:AX ≥ b, CX ≥ d, X ∈ Z+
n : ð14Þ

Lagrangian relaxation transformation is performed on
the original problem to obtain a Lagrangian linear model,
as shown in Formula (15):

ZLP =min CTX + μT × b − AXð Þ, s:t:CX ≥ d, X ∈ Z+
n : ð15Þ

In the above formula, μ is the Lagrangian relaxation fac-
tor, and the initial value cannot be defaulted to 0. The calcu-
lation is shown in Formula (16):

μi+1 = max μi+1 + stepi × subi, 0
n o

: ð16Þ
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The solution of the subgradient of Lagrangian relaxation
is shown in Formula (17):

subi = ∂ZUP Xi� �
: ð17Þ

In the formula, ZUP is the boundary value of ZLP, which is
generally the maximum or minimum value of the current
iteration. Select the step size. The step size affects the conver-
gence of the relaxation algorithm iteration. If the step size is
too short, the algorithm will not be able to get the optimal
solution. If the step size is too long, the calculation will exceed
the extreme value and the settlement result will diverge.
Therefore, the relaxation algorithm of the step length needs
to take a gradually reduced value. The calculation of the step
length step is shown in Formula (18):

stepi = ZUP Xi� �
− ZLP Xi� �

subi
�� ��2

2

: ð18Þ

2.2.3. Dynamic Relaxation Approximation Algorithm.Accord-
ing to the initial distribution of individual particles X, it is nec-
essary to determine whether each supplier and manufacturer
has joined the production operation in the current distribution
plan [23]. The constraints of suppliers and manufacturers
determine the corresponding supply of individual particles
whether the company and the manufacturer are operating
[24, 25], and the corresponding location decision formula for
the company is shown in Formulas (19) and (20):

OSi =
0, if ⋅ 〠

J

j=1
〠
M

m=1
Adcpijm = 0,

1, if ⋅ 〠
J

j=1
〠
M

m=1
Adcpijm > 0,

8>>>>><
>>>>>:

ð19Þ

OPi =
0, if ⋅ 〠

K

k=1
〠
N

n=1
Adcpjkn = 0,

1, if ⋅ 〠
K

k=1
〠
N

n=1
Adcpjkn > 0:

8>>>>><
>>>>>:

ð20Þ

Every time the particle swarm is updated, the location
decisions of suppliers and manufacturers need to be updated
as the particle swarm changes.

2.3. Financial Ecology and Financial Ecological Environment

2.3.1. Ecological and Ecological Characteristics. The economic
environment is the most basic environment. It is the basis for
the survival of the financial system and determines the degree
of development of the financial system. The financial system
was created after economic growth reached a certain level
and developed simultaneously with economic growth [26].
Traditional financial theory understands financing as a tool
and understands financing as the external and dependent ele-
ments of the economy and essentially separates the inevitable
internal links between the financial system and the economic

environment [27, 28]. Modern financial theory believes that
finance is inherent in the economy, and the economy is
increasingly globalized and spread to the overall economy.
Finance has become the economy itself and the core of the
modern economy. The relationship between the financial
system and the economic environment is that the economic
environment determines the financial growth and the limits
of financial growth or promotes economic growth. Laws
and regulations are relatively stable, authoritative, and coer-
cive. At this point, policies cannot be compared with them.
However, the flexibility and timeliness of policies are stron-
ger than those of laws and regulations. The characteristics
of the policy determine that when judging the policy environ-
ment, it is necessary to adopt different standards from judg-
ing the legal environment [23, 29, 30].

2.3.2. The Connotation of Financial Ecological Environment.
The law must be able to effectively protect the interests of
investors and creditors, to contribute to the establishment
and maintenance of good economic order, and thus to ensure
the smooth and efficient operation of the financial system. A
well-developed credit system can not only effectively reduce
the cost of information collection, but also reduce the nega-
tive choice and moral hazard caused by information asym-
metry and reduce the occurrence of financial gaps and
financial crises. At present, in order to improve the regional
financial ecological environment, many regions are actively
preparing to build financial security zones [31, 32]. However,
improving the financial ecological environment cannot simply
be equated with building a financial safety zone, and these two
concepts cannot be confused with each other. Therefore, the
construction of a financial security zone cannot be equated
with improving the financial ecological environment.

2.3.3. Financial Ecology and Financial Ecological Environment.
The financial ecosystem includes financial institutions and
financial markets that provide direct financial products and
financial services, as well as individuals, enterprises, and gov-
ernment agencies that consume various financial products
and financial services, as well as those who formulate policies

Administrative system

Fund provider

Financial intermediaries
and service agencies

Fund demanders

Financial resource level

Integrity environment

Legal system

Corporate system

Financial ecological
environment

Financial ecology
subject

Financial
ecology

Figure 1: Relationship between financial ecology and financial
ecology environment.
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and regulate financial services. The implementation of super-
vision is a function that directly affects the operation of finan-
cial institutions and financial markets. It is also a financial
decision-making agency and financial regulatory agency that
directly affect the type, price, and quality of financial products
and services [33]. Figure 1 can clearly show the relationship
between the financial ecology and the financial ecological
environment.

A comprehensive survey of the survival and development
status of the elements of financial entities is important, and
without any of these elements, it is difficult to achieve realistic
financial transactions. Therefore, it is difficult to fully under-
stand the connotation of financial ecology only from the
perspective of financial organization, ignoring the living con-
ditions of other financial entities. Like the natural ecosystem,
financial ecology is deeply influenced by people. However,
the economic transactions and social interactions brought
about by people, as well as the spillover effects produced in
this process, make the financial ecological environment more
complicated than the natural ecological environment [34, 35].
Human activities not only involve producers, consumers, and
decomposers, but also strongly affect economic systems, social
systems, laws and regulations, and culture. The relationship

between them is frequent, diverse, and complex. Therefore, it
is very difficult and unnecessary to absolutely distinguish
between financial ecology and financial ecology.

3. Experimental Design of Environmental
Economic Path Selection for Constructing
Supply Chain Financial Cloud Ecosystem

3.1. Data Sources. In terms of data selection, to ensure the
authenticity and authority of the data, this article mostly uses
official data or authoritative research results. The data mainly
come from 2016-2020 China Statistical Yearbook, China

Table 1: Data sheet of evaluation index system for index reliability testing.

Very clear Clear General Not clear Chaotic Alpha

Social indicators 0.307 0.388 0.174 0.083 0.048 0.9064

Self index 0.191 0.241 0.253 0.189 0.146 0.8433

Initial index 0.224 0.284 0.229 0.177 0.086 0.8169

Economic indicators 0.192 0.176 0.312 0.184 0.136 0.7672

Environmental indicators 0.217 0.208 0.244 0.194 0.137 0.7394
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Figure 2: Indicator reliability test analysis chart.

Table 2: Social indicator preprocessing data table.

Year Old model New model Optimal solution P

2016 1.92 1.28 1.14 0.032

2017 2.57 2.23 2.03 0.027

2018 4.72 4.26 3.97 0.019

2019 6.33 5.86 5.59 0.010

2020 14.95 13.18 12.76 0.012
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Regional Economic Statistical Yearbook, financial operation
report, and other relevant statistical data. Combining multi-
party statistical data from financial institutions and their reg-
ulatory agencies, the evaluation index data is collected
through multiple channels, and considering that price factors
have a greater impact on the fitting results, all selected indica-
tors are processed at constant prices. The experimental group
adopts a new model based on the approximate algorithm of
dynamic relaxation factors, and the control group adopts
the original old model. The two groups conduct comprehen-
sive data analysis on social indicators, self indicators, initial
indicators, economic indicators, and environmental indica-
tors for each year. Set out to comprehensively consider the
selection of indicators to measure the level of corporate per-
formance, explore the impact of supply chain integration on
corporate performance, and summarize conclusions.

3.2. Experimental Method. The green supply chain model of
manufacturing companies is more complex in terms of the
spatial complexity of the model. The cooperation between
the partners is not only the initial horizontal cooperation,
but also the vertical cooperation relationship. For different
numbers of partners, transit stations, customers, and differ-
ent customer order numbers, the approximate dynamic
relaxation factor algorithm is used to calculate the weight
values of various indicators in the construction company’s
supply chain, and then, cplex is used to solve the problem.

3.3. Data Preprocessing. A benchmark value is anchored for
each index collected, and the standardized score obtained
by each year’s index on this index depends on the propor-
tional relationship between the original value of the city
index and the anchored benchmark value.

Regarding positive indicators (the higher the value, the
better the indicator), the standardized score = the original
value of the indicator/anchored reference value.

Regarding the inverse index (the smaller the value, the bet-
ter the index), the standardized score = anchored benchmark
value/the original value of the index.

3.4. Statistical Data Processing Method. The SPSS23.0 soft-
ware was used for data processing, and the count data
was expressed in percentage (%), k is the number of data
in this experiment, σ2 is the variance of all survey results,
and P < 0:05 indicates that the difference is statistically sig-
nificant. The formula for calculating reliability is shown in
Formula (21).

a = k
k − 1 1 − ∑σi2

σ2

� �
: ð21Þ

4. Experimental Choice of Environmental
Economic Paths for Constructing Supply
Chain Financial Cloud Ecosystem

4.1. Evaluation Index System Based on Index Reliability
Testing. Reliability refers to the stability and reliability of
the questionnaire. This article adopts the α coefficient
method created by L.J. Cronbach. The α coefficient can be
obtained by Reliability Analysis in SPSS software. It is gener-
ally believed that the α coefficient above 0.8 indicates that the
effect of the index setting is very good, and above 0.7 is also
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Figure 3: Social indicator preprocessing analysis chart.

Table 3: Environmental index preprocessing data sheet.

Year
Water

pollution
Air

pollution
Noise

pollution
Total

pollution
P

2016 2.56 3.08 3.66 3.41 0.017

2017 2.72 2.90 3.69 3.37 0.014

2018 2.69 2.92 3.35 3.48 0.011

2019 2.42 3.25 3.15 3.50 0.008

2020 2.43 2.92 3.16 3.55 0.005
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acceptable. Here, we analyze the reliability of each type of
object, and the reliability index we choose for each type of
object is slightly different. The results are shown in Table 1.

It can be seen from Figure 2 that the data obtained from
social indicators, own indicators, initial indicators, economic
indicators, and environmental indicators have an acceptable
impact on this experiment (α > 0:7), which can be analyzed
from the side in the comparative analysis of the subitem eval-
uation indicators of the financial ecological environment of
the supply chain of various cities in our country, and the
regional economic development and financial foundation
are not balanced.

4.2. Based on a Single Indicator

4.2.1. Analysis Based on Social Indicators. Starting from mul-
tiple dimensions, comprehensively consider the selection of
indicators to measure the level of corporate performance,
explore the impact of supply chain integration on corporate
performance, and summarize conclusions. Here, we have col-
lected social indicator data through various channels from
2016 to 2020. After preprocessing these data, we analyze
the preprocessed data. The results are shown in Table 2.

Figure 3 uses a line chart to describe the social indicators
in the economic aspects of the green supply chain of
manufacturing companies and compares the social indica-
tors between the new model and the old model with the opti-
mal solution. At first, the optimization effect of the new
model is not obvious. As the degree of marketization con-
tinues to increase, the approximate algorithm of dynamic
relaxation factors is used to deal with partners, and the model
optimization effect with transit stations becomes more and
more obvious, and it is close to the value obtained from the
optimal solution (P < 0:05).

4.2.2. Analysis Based on Environmental Indicators. For the
environmental aspects of the green supply chain, including

water pollution, carbon emissions, and noise pollution,
multiply the corresponding weight values to calculate the
governance cost indicators of the old model and the new
model. Here, we have collected environmental indicator data
through multiple channels from 2016 to 2020. After prepro-
cessing these data, we analyze the preprocessed data. The
results are shown in Table 3.

Figure 4 linearly describes the data of transportation
losses in the green supply chain between the new model
and the old model. When the number of partners is small,
the degree of new and old model in relation to the optimal
solution is not obvious. When the number of partners is
large, the new model’s model optimization effect is slightly
reduced. As the number of partners gradually increased, the
degree of optimization of the new model compared to the
old model became more and more evident (P < 0:05).

4.2.3. Analysis Based on Initial Indicators. Starting from mul-
tiple dimensions, comprehensively consider the selection of
indicators to measure the level of corporate performance,
explore the impact of supply chain integration on corporate
performance, and summarize conclusions. Here, we have col-
lected the initial indicator data through various channels
from 2016 to 2020. After preprocessing these data, we ana-
lyze the preprocessed data. The results are shown in Table 4.
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Figure 4: Environmental indicator preprocessing analysis diagram.

Table 4: Initial index preprocessing data table.

Year
Rail

transport
Road

transport
Number of
partners

Customer
order

P

2016 2.65 3.05 3.27 3.41 0.005

2017 2.56 3.30 3.17 3.76 0.005

2018 2.91 3.21 3.64 3.64 0.005

2019 2.92 3.01 3.51 3.35 0.005

2020 2.97 3.03 3.05 3.56 0.005
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Figure 5 depicts the comparison of the accident rate in
the green supply chain between the new model and the old
model, because the introduction of rail transport in the new
model has generally reduced the accident rate of road trans-
port. With the gradual increase in the number of partners
and customer orders, the optimization degree of the new
model relative to the old model has become more and more
obvious (P < 0:05).

4.2.4. Analysis Based on Economic Indicators. Starting from
multiple dimensions, comprehensively consider the selection
of indicators to measure the level of corporate performance,
explore the impact of supply chain integration on corporate
performance, and summarize conclusions. Here, we have col-
lected economic indicator data through various channels
from 2016 to 2020. After preprocessing these data, we ana-
lyze the preprocessed data. The results are shown in Table 5.

It can be seen from Figure 6 that in terms of economic
indicators, the comparison between the new model using
the approximate algorithm of the dynamic relaxation factor
and the old model shows that the processing effect of the
new model is better, even better than the optimal solution
(P < 0:05), which shows that the integration of suppliers as
a whole has a significant moderating effect on improving

the performance of enterprises. The obvious reasons for the
results may be caused by the characteristics of the industry
and the high degree of dependence on suppliers by enter-
prises in the industry.

4.2.5. Analysis Based on Own Indicators. Starting from multi-
ple dimensions, comprehensively consider the selection of
indicators to measure the level of corporate performance,
explore the impact of supply chain integration on corporate
performance, and summarize conclusions. Here, we have
collected our own indicator data through multiple channels
from 2016 to 2020. After preprocessing these data, we
analyze the preprocessed data. The results are shown in
Table 6.

It can be seen from Figure 7 that for its own indicators,
the comparison between the new model using the dynamic
relaxation factor approximation algorithm and the old model
shows that the processing effect of the new model is better
(P < 0:05), which shows that the method is not only useful,
and the next algorithm reduces the complexity of the space,
reduces the operating time, and improves the efficiency of
the supply chain to solve the partners. And as the number
of partners increases, the faster the improvement algorithm
runs, the more obvious the benefits.
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Figure 5: Initial index preprocessing analysis diagram.

Table 5: Economic index preprocessing data table.

Year Transportation cost Other expenses Transportation time Transport distance Breakdown cost P

2016 2.01 2.88 3.29 3.57 3.31 0.024

2017 2.46 2.69 2.99 3.16 3.56 0.029

2018 2.11 2.64 2.95 3.50 3.67 0.032

2019 2.26 2.65 2.94 3.52 3.34 0.017

2020 2.33 2.38 3.19 3.51 3.31 0.021
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Table 6: Self index preprocessing data table.

Year Operating cost Operating loss Raw material cost Operational pollution cost Carbon allowance P

2016 2.12 2.31 3.15 3.17 3.49 0.001

2017 2.54 2.55 3.10 3.20 3.78 0.002

2018 2.29 2.31 3.01 3.22 3.76 0.002

2019 2.43 2.59 3.20 3.58 3.77 0.001

2020 2.06 2.73 3.20 3.65 3.94 0.001
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5. Conclusions

On the basis of studying the optimization methods of various
green supply chain mathematical models at home and
abroad, this paper designs a new green supply chain model
for small and medium manufacturing enterprises based on
the compound weight method. The newly introduced coordi-
nated transportation method improves transportation
efficiency, reduces transportation time, and reduces trans-
portation accident rate. In the four-level network architec-
ture of the traditional supply chain, upstream and
downstream transfer stations are newly introduced to inte-
grate the volume of vehicles that are not fully loaded. The
upstream transfer station to the downstream transfer station
is railway transportation, which reduces transportation costs
and increases the supply chain. The complexity of the model
effectively innovates the structure of the model. The
improved supply chain model with transit can effectively deal
with the problem of green supply chain network optimiza-
tion. In the study of small and medium-sized green supply
chain examples, the improved index solution quality of the
transit supply chain model is significantly better than that
of the nontransit supply chain model. And as the scale of
the calculation example increases, the optimization effect of
each index becomes more obvious.

The government should be the leader in the construction
of financial ecological environment. When formulating eco-
nomic plans, it should start with improving the regional eco-
nomic environment, based on resource advantages, adapt
measures to local conditions, and formulate economic devel-
opment plans around market reforms, so as to create a har-
monious economic environment for financial development.
One is to establish a financial ecological environment evalu-
ation and assessment mechanism. The main indicators are
the default rate of loan customers, the rate of nonperforming
financial assets, the completion rate of financial disputes, and
the level of credit intermediary services to establish evalua-
tion standards. The improvement of the financial ecological
environment will be included in the assessment scope of
government performance. The second is to combat untrust-
worthy behaviors in the eyes of enterprises and legal repre-
sentatives who maliciously evade bank debts and strengthen
the role of news media. The government must further
strengthen financial opening up based on the principles of
building nests and attracting phoenixes, mutual benefit, and
common development, so as to encourage foreign capital to
expand business and form a trend of interaction between
financial and economic development.

This work uses an approximate algorithm based on
dynamic relaxation factors to solve this model. The particle
structure adopts tree coding. In order to avoid the phenome-
non that the particle algorithm accumulates prematurely or
falls to the local optimum, a dynamic relaxation approach
algorithm based on the current physical condition is pro-
posed. The fitness function is combined with the dynamic
relaxation factor to perform corrective functions to optimize
particle search. Optimize speed, enhance the local search
ability of each particle, and improve the convergence of the
particle. After assessing the impact of a sustainable supply

chain on economic, environmental, and social factors, the
experiment looked at the best cooperation options for a sus-
tainable supply chain, effectively reducing environmental
pollution and avoiding overcapacity in the supply chain.

Data Availability

The data that support the findings of this study are available
from the corresponding author upon reasonable request.
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The road environment prediction is an essential task for intelligent vehicle. In this study, we provide a flexible system that focuses
on freespace detection and road environment prediction to host vehicle. The hardware of this system includes two parts: a binocular
camera and a low-power mobile platform, which is flexible and portable for a variety of intelligent vehicle. We put forward a
multiscale stereo matching algorithm to reduce the computing cost of the hardware unit. Based on disparity space and points
cloud, we propose a weighted probability grid map to detect freespace region and a state model to describe the road
environment. The experiments show that the proposed system is accurate and robust, which indicates that this technique is fully
competent for road environment prediction for intelligent vehicle.

1. Introduction

The road environment prediction is an essential task for
intelligent vehicle and robotic applications. As the basis of
path planning [1], motion strategy [2], and collision avoid-
ance [3], the road environment prediction focuses on
whether the host vehicle or robot will pass through without
collision [4].

In recent years, light detection and ranging (LiDAR) [5],
cameras [6], and multisensor fusion technique are adopted to
perceive the road environment. In literatures, LiDAR and
cameras are devoted to the odometry method, in which the
relative motion is estimated by matched points in continuous
frames. The multisensors fusion technique includes visual
sensors, inertial sensors, and precision map. The inertial sen-
sors are used to estimate the relative pose based on laws of
classical mechanics. Those methods are considered as passive
sensing that has only detected road information when a vehi-
cle drives into it. The precision map method relies on a global
positioning system (GPS) signal that can predict the road
path; however, it is not robust in tunnel or underground
parking.

In this paper, we propose a flexible and robust road envi-
ronment perception system. This system consists of a binoc-

ular camera and a low-power mobile platform. Because that
software functions run in the terminal device rather than
transmitting a large amount of data to the cloud [7], the pro-
posed system is suitable for the Internet of Things (IoT) [8].
For the sake of real-time system in the low-power platform,
we propose a multiscale stereo matching algorithm, weight
probability grid map, and state model to describe road
environment.

The traditional stereo matching algorithms, such as
[9, 10], provide dense disparity map by predefined match-
ing measures and semiglobal optimization, which consumes
a lot of computing sources and takes a large of electric
power. In this study, we propose a new stereo matching
framework to adapt to the field-programmable gate array
(FPGA) implement environment. The focus of the improve-
ment is to reduce the computational cost, maintain the
matching accuracy, and effectively perceive the target in
different scales.

The traditional road environment perception methods,
such as [11, 12], focus on the detection of freespace, which
estimates the boundary of freespace region by geometric con-
straints in u-disparity or v-disparity space. The traditional
position estimate methods, such as [13, 14], put forward
motion estimation method based on the Bundle Adjustment
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(BA) algorithm with feature points. It is necessary to select
the points which are motionless relative to world coordinate
system from the feature points. In this paper, we propose a
weighted probability grid map to freespace detection. It is a
robust and flexible strategy because we avoid the motion esti-
mate that is different to match the feature point on static
objects. In addition, we define a state model to describe the
road environment, which describes the road status in the
front of the host vehicle.

The main contributions of this work are summarized as
follows.

(i) A multiscale stereo matching algorithm is presented
to reduce the computing cost and improve the
accuracy

(ii) Based on the disparity map, a weight probability grid
map is proposed to detection the freespace region

(iii) A state model is proposed to describe the road envi-
ronment in the front of the host vehicle

(iv) An efficient deployment programme is put forward
to process our system at the low-power mobile plat-
form in realtime

2. Related Work

2.1. Stereo Matching.Humenberger et al. [15] have presented
a large spare Census mask for the fast stereo matching algo-
rithm. In this literature, authors compare the large sparse
masks and small dense masks, which the experiment shows
that the former has better performance.

Yang [16] has presented a new matching cost aggregation
method to preserve depth edges and reduce the computing
complexity. In this literature, the author suggests an adaptive
cost aggregation technique based on pixel similarity. A bilat-
eral filter is used to compute the aggregation cost with the
spatial similarity and the range (intensity/color) similarity,
respectively.

Zhang et al. [17] have presented a cross-scale cost
aggregation framework to allow multiscale interaction in
cost aggregation. In this literature, the authors consider
the cost aggregation as a weighted least square optimization
problem. Therefore, multiscale cost aggregation methods
come from different similarity kernels in the optimization
objective.

Mao et al. [18] have presented a robust deep learning
solution for semidense stereo matching. In this literature,
two CNN models are utilized for computing stereo matching
cost and performing confidence-based filtering. Due to that
the global information is provided, the model is suitable for
dealing with the challenging cases, such as lighting changes
and lack of textures.

However, the above algorithms cost a large number of
computing resources, which is a risk to process in realtime.
In this paper, we propose a multiscale stereo matching
fusion algorithm. This algorithm is designed to reduce
the computing cost of FPGA and process stereo matching
in realtime.

2.2. Road Environment Perception. Qu et al. [19] have pre-
sented an improved V-disparity space algorithm to generate
the confidence map to estimate the freespace. In this litera-
ture, the authors discuss a sub-V-disparity space method to
avoid the assumption that the road is locally planar and the
variance in the latitudinal slope is small. Based on the v-dis-
parity space, road confidence map and obstacle confidence
map are calculated for freespace estimation by dynamic
programming.

Deilamsalehy and Havens [20] have presented a multi-
sensor fusion method to improve the accuracy of the estima-
tion and to compensate for individual sensor deficiencies.
In this literature, the three sensors, inertial measurement
unit (IMU), camera, and LiDAR, form a rigid body, where
position estimates from the camera and LiDAR are used in
the EKF as a measurement to correct the IMU pose
estimation.

Xiao et al. [21] have presented a Bayesian framework
and conditional random field to fuse the multiple features
that includes 2D image and 3D point cloud geometric infor-
mation. Besides, a Gaussian process regression is employed
to enhance performance. In this literature, the results are
outstanding compared to some relevant LiDAR-based
methods when a conditional random field with color and
geometry constraints is applied to make the result more
robust.

Zheng et al. [22] have presented a low-cost GPS-assisted
LiDAR state estimation system for autonomous vehicle. In
this literature, a LiDAR is employed to obtain highly precise
3D geometry data and an IMU is used to correct point cloud
misalignment. A low-cost GPS is used to refine the estimated
LiDAR inertial odometry.

Cong et al. [23] have presented LiDAR-based simulta-
neous localization and mapping (SLAM) system embed-
ding dynamic objects removal module to improve the
pose estimation. In this literature, the authors remove
the point clouds of moving objects to relieve their influ-
ence on the odometry, so that the precision relative pose
is estimated.

In this paper, we propose a weighted probability grid map
to freespace detection and a state model to describe the road
environment. By describing of road state in front of the host
vehicle, we predict the future road environment information
and vehicle’s estimation direction.

3. Proposed Method

3.1. Multiscale Stereo Matching Algorithm. In binocular ste-
reo matching algorithm, feature similarity is an unsupervised
matching method, such as census feature [15], structural
similarity (SSIM) [10], and convolutional neural network
(CNN) model [24]. In this study, our binocular system is
set to synchronous exposure and same image signal process-
ing (ISP) parameters. In order to tolerate the small grey
difference between the two sensors in the imaging process,
the SSIM method is adopted for stereo matching.

The SSIM method [25, 26] is proposed to perceive image
quality, because this index considers the luminance (lðφ, ϕÞ),
contrast (cðφ, ϕÞ), and structure (sðφ, ϕÞ) as shown in
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Equation. (1), where φ is the index of row and ϕ is the index
of column.

l φ, ϕð Þ =
2μφμϕ + C1

μ2φ + μ2ϕ + C1

c φ, ϕð Þ = 2σφσϕ + C2

σ2φσ
2
ϕ + C2

s φ, ϕð Þ = σφσϕ + C3

σφϕ + C3

, ð1Þ

where μ, σ2, and σ denote the mean, variance, and covari-
ance, respectively. Approximately, μ and σ2 are viewed as
the estimated luminance and contrast, respectively, and σ
measures the tendency. C1, C2, and C3 are constants. The
general form of the SSIM index between u (disparity) and p
(pixel coordinate in image) is defined as Equation (2):

SSIM p, uð Þ = lα φ, ϕð Þcβ φ, ϕð Þsγ φ, ϕð Þ: ð2Þ

In engineering practice, α, β, and γ are set as 1 and C1
= 0:01, C2 = 0:03, and C3 = C2/2. Therefore, the matching
similarity value is simplified as Equation (3):

SSIM p, uð Þ =
2μϕμψ + C1

� �
2σϕψ + C2
� �

μ2ϕ + μ2ψ + C1

� �
σ2
ϕ + σ2

ψ + C2

� � , ð3Þ

which satisfies the following conditions to be a matching cost:

(i) Boundedness. 0 < SSIM ≤ 1, which indicates that the
more similar the patch, the higher the value

(ii) Unique Extremum. SSIM = 1 if and only if the two
patches are the same

In order to adapt to the high dynamic matching cost
aggregation method, we define the matching cost based on
SSIM as Equation (4):

cost p, uð Þ = L 1 − SSIM p, uð Þð Þ, ð4Þ

where L = 255 is the dynamic range of the pixel values for 8
bits/pixel greyscale images. Therefore, the maximum aggre-
gation cost is less than 512 without penalty item by the semi-
global matching method. The purpose of transforming
matching cost into integer type is to be more suitable for
FPGA implementation. In this study, we limited the single
matching cost to 255, which is represented by 8 bits. There-
fore, the maximum matching cost is within a reasonable
range in the semiglobal cost aggregation process, in which
the maximum cost is limited to 10 binary digits in this
system.

We set the penalty item to P1 = 30 and P2 = 100 in this
system, which indicates an assumption that the disparity of
adjacent pixels is smooth. In fact, the depth change is discon-
tinuous in automatic driving, which leads to that the dispar-
ity fluctuates greatly and the precision decreases in the depth

discontinue pixel. In order to improve this problem, we pro-
pose to build a guide map to show where depth changes are
possible [27]. Compared with the literature [27], we assume
that the depth charge always occurs at the edge of objects.
In addition, the structure is obvious at the edge region, which
makes it easier to get the real and accurate disparity.

First, we provide a one-dimensional Gaussian edge fea-
ture map (setting to μ = 0 and σ = 3 in the system) to indicate
where the obvious edge is and where is the stereo matching
result is more credible. Then, the first derivative in the same
direction is calculated to obtain the gradient response. Next,
the same process is implemented in the tangent direction.
Finally, the sum of the square root of two gradient responses
is considered as a feature map, as shown in Figure 1.

Based on the feature map, the larger the response value is,
the stronger the edge characteristics are, and the greater the
possibility of depth change. According to the above method,
we infer that the maximum aggregation cost between adja-
cent pixels is 610 (255 + 100 + 255) in one path. The sum cost
in eight paths is less than 4880 (610 × 8), which is represented
by 13 binary digits. Therefore, the maximum memory cost of
a single pixel is limited within 16 binary digits (2 Bytes) by
eight aggregation paths. To reduce the computing cost, we
propose a stereo matching optimization method, which
focuses on reducing the disparity search range. We construct
the multiscale images by the image pyramid method. In this
study, we propose three layers pyramid method. As shown
in Figure 2, the large-scale layer images have the original res-
olution of 1280 × 720: The middle-scale layer images are
downsampled from the large-scale layer images, and the
small-scale layer images are downsampled from the middle-
scale layer images.

The structure features are obvious in the large-scale layer.
Correspondingly, the remote details are completely pre-
served in the small-scale layer. At first, we propose to set
the disparity search range as 16 pixels in the small-scale layer,
which is equal to the search range of 64 pixels in the large-
scale layer. Based on that, we calculate the small-scale dispar-
ity map by the SSIM algorithm in the small-scale layer. Then,
we initialize the middle-scale disparity map by upsampling
from the small-scale disparity map by the linear interpolation
method. Because the small-scale disparity map has the same
size as the small-scale layer, 320 × 180, the size of initialized
middle-scale disparity map is the same as that of the
middle-scale layer, 640 × 360. Next, we refine the middle-
scale disparity map. Based on the initialized disparity map,
we set the same search range as 16 pixels. However, the
beginning of the search depends on the initialized disparity,
in which the search range with 16 pixels is a symmetric
interval centered on the initialized disparity. Finally, we
repeat the above processes to obtain the large-scale disparity
map.

At the calculation process of the multiscale stereo match-
ing algorithm, the feature map is only adopted in the large-
scale layer. The proposed stereo matching method is suitable
for the FPGA to process:

(i) There are many reusable operation modules because
the rules and parameters are the same
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(ii) There is no need to cache all image data in memory
at the same time, so the calculation process can be
consistent with the data transmission process

(iii) The algorithm is designed to process numerical mul-
tiplication and addition by a large number of fixed-
point data

3.2. Road Prediction. In practice, we focus on two issues: (1)
where is the obstacle and (2) what is the trend of road. We
propose the grid projection method to predict the trend of

road. When obstacles occupy the road, the trend prediction
will be hindered, but the freespace region should be correctly
described. In this study, our method consists of three stages:
grid projection, boundary search, and shape detection.

3.2.1. Grid Projection. Based on the disparity map, we calcu-
late the 3D point cloud coordinate by Equation (5):

x =
b u − u0ð Þ

disp
, y =

b v − v0ð Þ
disp

, z =
bf eq
disp

ð5Þ

Figure 2: Multiscale images pyramid and disparity map. Top: the large-scale layer. Middle: the middle-scale layer. Bottom: the small-scale
layer.

(a) (b)

Figure 1: An example of the feature map in stereo matching. Left: grey image. Right: feature map.

(a)

(b)

(c)

Figure 3: Disparity and 3D point cloud. (a) The left image. (b) Disparity map. (c) 3D point cloud.

4 Wireless Communications and Mobile Computing



where ðx, y, zÞ is the 3D coordinate in the world coordinate
system (wcs), ðu, vÞ is pixel coordinate in image coordinate
system (ics), ðu0, v0Þ is the camera central point, disp is the
disparity, b is the baseline of binocular camera, and f eq is
equivalent focal length. The disparity map and 3D pints
cloud are shown in Figure 3.

Inspired by pseudolidar data from visual [28], we build a
projection space from bird eye view (BEV) in wcs. At BEV,
the x-axis, which is parallel to the baseline of the binocular
camera, represents the horizontal direction, and the y-axis,
which is parallel to the optical axis of the camera and is pos-
itive horizontally to the front, represents the depth direction.
In the projection space, the fixed size grid is divided as the
basic projection unit, which the grid is a rectangle by setting
10 cm × 50 cm in x-direction and z-direction. First, we divide
point cloud data by grid mesh and drop out the outliers that
points do not belong to the detection space Π = fðx, y, zÞ ∣ y
∈ ð−0:5, 2:5Þ, z ∈ ð0, 60Þg. This constraint represents a priori

assumption that the maximum height of the obstacles on
road will not exceed 3m, and the farthest observation dis-
tance is 60m. Then, we count the number of points in each
grid and set this value as the feature value of this grid. In this
way, grids with lots of points cloud data have a larger accu-
mulated number. As shown in Figure 4(c), we use color to
represent the accumulated number, where the dark blue

(a) (b)

(c) (d)

Figure 4: The process of probability grid map. (a) Left grey image. (b) Disparity map. (c) Grid projection. (d) Probability grid map.
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Figure 5: Road plane and three obstacle plane models in wcs.
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Figure 6: Directed acyclic graph with dynamic programming
method. The black arrow indicates the best path.
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indicates zero and the brighter the color, the greater the accu-
mulated number.

3.2.2. Boundary Search. Inspired by the stochastic occupancy
grids method [29], grids with larger feature values represent
that there is a greater possibility of an obstacle. On the con-
trary, grids with smaller feature values are more likely to rep-
resent the road region. In addition, grids with zero feature
value indicate that it is occluded and cannot be observed.

By transferring the ics (disparity map) to vcs (grid projec-
tion), a unified physical scale is helpful to build a more robust
mathematical model to solve the problem. In detection space
Π, we consider the ground as a plane parallel to the xoz and
obstacles as a plane vertical to the horizontal plane. As shown
in Figure 5, obstacles can be approximated by three plane
models in the detection spaceΠ: perpendicular to the optical
axis (marked②), parallel to the optical axis and perpendicu-
lar to the horizontal plane (marked③), and perpendicular to
the horizontal plane and intersecting with the optical axis
(marked ④). In addition, the road plane is another plane
(marked①) that parallel to the horizontal plane or intersect-
ing at a smaller angle.

These plane models describe obstacles in different states.
The plane② represents obstacles perpendicular to the optical
axis on the driving route, such as a vehicle in the same lane,
which only the vehicle rear is visible. The plane③ represents

obstacles parallel to the optical axis adjacent to the driving
route, such as fences and barriers, which only the side is vis-
ible. The plane④ represents obstacles that intersect the opti-
cal axis on the driving route, such as guardrails and walls in
the curve road. In addition, plane ② and plane ③ are com-
bined to describe adjacent discontinuous obstacles, such as
cut-in vehicles, the vehicle side and rear are visible. Based
on the above model, obstacles generate a large number of
3D point cloud data on its plane. Therefore, there are many
accumulated points in the projection area of the obstacle
plane in the grid projection.

Suppose that the basic detection unit on planes is a
square, which represents that the obstacle is divided into
many square units. In practice, the side length of the unit is
consistent with the gird projection size in x-direction. At dif-
ferent distances, the number of point clouds generated by the
detection unit conforms to the Equation (6):

Nunit =
a × f
z × μ

� �2
, ð6Þ

where Nunit represents the number of 3D points in unit, a is
the side length of unit (a = 10 cm in this study), f is the focal
length of lens, μ is the pixel size of sensor, and z is distance in
wcs (0m < z ≤ 60m in this study).

(a) (b)

Figure 7: Freespace boundary. (a) Optimal path by DP. (b) Boundary in ics.

(a) (b) (c)

(d1) (d2) (d3)

(d) (e)

Figure 8: Multilayers grid projection. (a) Left image. (b) Disparity map. (c) PGM inΠ. (d1) PGM inΠ1. (d2) PGM inΠ2. (d3) PGM inΠ3.
(d) WPGM in Π.
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In the detection spaceΠ, the height constraint is less than
hm. Therefore, the maximum of 3D points is h ×Nunit/a in a
grid. Furthermore, we construct a probabilistic occupancy
grid, where we divide the accumulated number by the maxi-
mum. As shown in Figure 4(d), we use the color to indicate
the probability. The dark blue represents low probability
and red represents high probability. In polar coordinates,
we transform the probability grid map (PGM) into a graph
model, where the nodes represent elements in PGM with
fixed angle resolution and radius resolution. The value of
the node is the probability of the grid, the column index is
angle, and the row index is radius. Therefore, the road
boundary search problem is transformed into a dynamic pro-
gramming problem to find the path with maximum probabil-
ity. We consider the graph as a directed acyclic graph (DAG)
that the direction is from left to right or opposite. In theory,
the two directions have the same path. In this study, we pro-
pose a semiglobal optimization method to solve the dynamic
programming problem.

As shown in Figure 6, the node represents the probability
of the grid. The horizontal axis is the angle of the field of
view, where the resolution is 1 degree. The vertical axis is
the radius, where the resolution is the same as that of the grid

in z direction. The FOV and grid projection space Π are not
completely coincident, so the number of nodes in each col-
umn is not consistent. We propose a semiglobal energy func-
tion in Equation (7).

E p ∣ p ∈Nð Þ = Pp−1 θ, Rð Þ + T p − 1, pð Þ + Pp θ, Rð Þ, ð7Þ

where N is the best path that the summary of probability is
maximum. Ppðθ, RÞ represents the probability of pðθ, RÞ,
and this point belongs to the best path ðp ∈NÞ. Tðp − 1, pÞ
represents the penalty term between adjacent column nodes,
in which the p − 1 is previous nodes and p is current nodes.
The penalty term is defined as Equation (8).

T p − 1, pð Þ =
0 R p − 1ð Þ − R pð Þj j = 0

T1 R p − 1ð Þ − R pð Þj j ≤ 1

T2 otherwise

8>><
>>: : ð8Þ

The penalty term represents an assumption that the path
between adjacent columns is smooth in DAG. Rðp − 1Þis the
radius index of node in the previous column and RðpÞ is in

(1) (3) (2)

(a)

(1)

(3)
(4)

(5)

(6)
(2)

(b)

(1)

(3) (4)

(2)

(c)

Figure 9: The process of shape detection. (a) In curved road. (b) In straight road. (c) With obstacles.
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current column. Obviously, the penalty term is constrained
to −1 ≤ T2 < T1 < 0. Finally, the optimization function is
defined as Equation (9).

N pð Þ = arg min〠E pð Þ: ð9Þ

The purpose of parameter setting is that the row coordi-
nate changes of adjacent column nodes should be smooth. In
this study, we set the T1 = −0:1 and T2 = −0:3. As a result, we
obtain an optimal path in DAG, where the sum of probability
exists maximum. We convert the node index into the coordi-
nate of PGM, where grids are considered as boundary points
of freespace in wcs. In addition, the boundary points in wcs
are back projected into ics through Equation (6). As shown
in Figure 7, the red line in the probability grad map is the
optimal path and the yellow line is the freespace boundary
in ics.

In practice, we employ the multilayer grid projection to
overcome that case where the near obstacle is lower than
the far obstacles. Three layers are divided by height with −
0:5m ∼ 0:5m (subspace Π1), 0:5m ∼ 1:5m (subspace Π2),
and 1:5m ∼ 2:5m (subspace Π3). As shown in Figure 8(a),
the height of the near barrier is lower than the far greenbelt,
so that the probability of barrier is smaller than the probabil-
ity of greenbelt in Figure 8(c). We propose a weight energy
function as Equation (10).

E p ∣ p ∈Nð Þ = ωp−1Pp−1 θ, Rð Þ + T p − 1, pð Þ + ωpPp θ, Rð Þ,
ð10Þ

where ωp is the weight of node p that the coordinate of this
point is ðθ, RÞ and 0 < ω ≤ 1. The p − 1 indicates the previous
node. The capital P indicates the penalty item. The ω inΠ1 is
greater than ω inΠ2, and ω inΠ2 is greater than ω inΠ3. In
this study, we set weight as ω = 1 in Π1, ω = 0:6 in Π2,
andω = 0:3 in Π3. As a result, the Figure 8(e) shows the
weight probability grid map (WPGM) that the best path
corresponds to our expectations, where the high brightness
represents a large probability.

3.2.3. Shape Detection. Based on the three obstacle models,
we detect geometric constraints on the multilayer grid pro-
jection. In practice, we propose to identify the geometry fea-
ture by prior. The plane ②, in Figure 5, is a segment parallel
to the x-axis in the WPGM, the plane ③ is another segment
parallel to the z-axis, and the plane ④ is an oblique line or
curve. Therefore, we detect these geometry features on the
boundary to identify if there any obstacle exists and road
environment, for example, vehicle is going to drive into
straight road or curved road.

To reduce the noise, we discard the grid whose probabil-
ity is less than 0.1. The result is shown in Figure 9. The left
column is the grey images, the middle column is the feature
points in WPGM, and the right column is the result of shape
detection.

In the middle column of Figure 9, the red points are fea-
ture points that make up the shape feature map (SFM). These
feature points are used to progressive probabilistic Hough

transform, in which the coordinates use pixel dimensions in
the SFM. For example, in the right column of Figure 9(a),
the different color line represents different slopes: the slope
of line (1) is 0.3862, the slope of line (2) is 0.5062, and the
slope of line (3) is 0.0082. We consider the line (3) is mod-
elled as the plane ②, while the line (1) and line (3) are mod-
elled as plane④. However, the plane② is usually considered
to be an independent obstacle, such as a vehicle. Because line
(2) and line (3) are connected, they are regarded as indepen-
dent obstacle in the wcs. In addition, plane④ is usually con-
sidered continue obstacle, such as guardrails and walls in the
curve road. The line (1) is regarded as a guardrails or walls in
the curve road.

We describe the shape feature by different plane models
so that the complex road environment is classified into
finite-state models. Table 1 describes Figure 9. The (a) scene
is described as 1 curve road model and 1 obstacle model, the
(b) scene is described as 6 straight road models, and the (c)
scene is described as 4 obstacle models. Therefore, the (a)
scene is predicted to be going to drive into curve road and
there is an obstacle. The (b) scene is predicted to drive on a
straight road without obstacle. The (c) scene is predicted to

Table 2: System hardware parameters.

Items Parameters Items Parameters

Baseline 120mm Focal length 8.26mm

Pixel size 4:2 × 10−3 mm Resolution 1280 × 720
Horizontal FOV 30° Vertical FOV 22°

Binocular camera

Left sensor

Right sensor
ISP

USB

CAN

I/O

RS485

RS485

Main broad
FPGA

Distortion
correction

Stereo
matching

3D points
clouds

Shared memory

ARM
Probability
grid map

Shape
detection

Figure 10: System hardware platform.

Table 1: Describe the road environment by state model.

Curve road Straight road Obstacles

(a) 1 0 1

(b) 0 6 0

(c) 0 0 4
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that there are many obstacles in front of the vehicle and other
road information is invalid.

4. System Design

4.1. Hardware Architecture. The proposed system is used for
forward sensing of automatic driving or advanced driver
assistance system (ADAS). In practice, the system is generally
installed in the narrow space between the windshield and the
inside rearview mirror. It requires that the space volume of
the hardware system must be small. The system hardware
design architecture is shown in Figure 10.

The lens focal length is 8:26mm and the image resolution
is 1280 × 720. The embedded computing core is a Xilinx Z-
7020 system on chip (SoC) that includes an Artix-7 field-
programmable gate array (FPGA) and two A9 advanced
RISC machines (ARM). Based on this hardware platform,
the system’s full load power is 6W without any cooling sys-
tem. In addition, its volume is only 17 cm × 8 cm × 4 cm.
Other system parameters are shown in Table 2.

4.2. Software Architecture. In the algorithm function, we
divide three parts: stereo matching, probability grid, and state
model, as shown in Figure 11. The stereo matching module

includes SSIM cost computing, cost aggregation, subpixel
disparity estimation, and 3D point cloud computing. The
probability grid module includes grid projection, weight
probability grid map, and boundary search. The state model
module includes shape detection and state module.

The three modules are processed by parallel computing
on three processing units. The frequency of data processing
depends on the slowest one of the three modules, and the
system delay is equal to the sum of the three modules. In
the proposed system, the FPGA delay is 66ms, the ARM1
delay is 16ms, and the ARM2 delay is 21ms. Therefore,
the frequency of the system is 15 fps and the system delay
is 103ms.

Stereo matching

SSIM
cost computing

Cost aggregation

Sub-pixel disparity
estimation

3D points cloud
computing

Probability grid State model

FPGA delay

ARM1 delay

ARM2 delay

System
delay

Shape detection

State model

Grid projection

Weight probability
grid map

Boundary
search

Figure 11: System software flow framework.

Table 3: Evaluation of stereo matching in KITTI.

Method Accuracy (%) Efficiency

Our proposed 93.22 1.00

Origin MPV 94.43 3.05

SGBM 92.36 —

ELAS 91.76 —
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5. Experiment and Analysis

5.1. Stereo Matching. We evaluate our stereo matching
method by two comparative experiments: efficiency and
accuracy. By compared on KITTI dataset [30] as benchmark
data set, our multiscale stereo matching algorithm (93.22%)
is lower average error rate than classical unsupervised stereo
matching algorithm, such as SGMB [9] (92.36%), ELAS [31]
(91.76%), and origin MPV algorithm [10] (94.43%). The
accuracy of our method is higher than SGBM and ELAS.
Although our method is lower than the origin MPV algo-
rithm in accuracy, its computing efficiency is higher than
the origin MPV algorithm. The detail is shown in Table 3.
Based on the running times of our proposed algorithm as
the benchmark, the efficiency is defined as the running time
of the comparison algorithm divided by the benchmark.
Therefore, the efficiency of our algorithm is 1.

In addition, we test the multiscale stereo matching
method in the private dataset, where we focus following
items: subpixel disparity accuracy, light condition, and point
cloud distribution.

(i) Subpixel Disparity Accuracy. When the absolute
value of disparity error is less than 1.0 (0.5, 0.3,
0.1) pixel, the matching disparity is correct. The

index is defined as the corrected number divided
by the total pixels

(ii) Light Condition. The disparity accuracy is evaluated
by the different light condition, such as sunny,
cloudy, night, and backlight

(iii) Convergence. Assuming the distribution of point
clouds being Gaussian model, disparity’s variance
represents the convergence degree of the point clouds

The result is shown in Table 4. The subpixel disparity
accuracy represents a more precise ability of the stereo
matching algorithm, which the large proportion in high pre-
cision range indicates the disparity estimation algorithm is
close to ground truth (GT). The proposed multiscale stereo
matching method has the highest precision in sunny and

Figure 12: The WPGM in different road environment. Grey images, disparity space, and weight probability grid map.

Table 5: Evaluation of freespace detection in private dataset.

Method Running time (ms) Recall (%)

Hautiere et al. [33] 30 95.0

Xin et al. [32] 18360 91.7

Ours 16 93.5

Table 4: Evaluation of stereo matching in private dataset.

Test case Sunny Cloudy Night Backlight

Accuracy (1.0) 78.94% 80.06% 58.68% 78.49%

Accuracy (0.5) 51.00% 51.33% 32.47% 50.11%

Accuracy (0.3) 33.84% 32.42% 19.54% 31.62%

Accuracy (0.1) 11.97% 11.13% 6.66% 10.84%

Convergence (pixel) 4.66 4.15 5.73 5.37
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cloudy, because the imaging quality is best in this weather.
The edge will become unclear due to overexposure in back-
light, and the texture features will be blurred in dark environ-
ment, such as at night. Therefore, the subpixel disparity
accuracy decreases slightly in the backlight, but significantly
at night. In addition, the variance indicates the aggregation
degree of disparity on the same obstacle plane. The small var-
iance represents that the disparity estimation is stable and the
point clouds converge in space. The experimental results
show that the proposed method is stable and robust under
good light conditions.

Figure 12 shows middle processing to explain our multi-
scale stereo matching algorithm and weight probability grid
map. The left column is grey images, the middle column is
a disparity map corresponding to points cloud space, and
the right column is a weighted probability grid map corre-
sponding to points cloud space.

5.2. Road Prediction.We evaluate the proposed system by fol-
lowing experiments: freespace detection, obstacle prediction,
road environment prediction, and system performance.

Based on the private dataset, we label the GT of freespace
on images. We evaluate the freespace by recall method, in
which the index represents the similarity between the detec-
tion result and GT. Recall = 100% indicates that the detection
result is completely consistent with the true value, while
IoU=0 indicates completely inconsistent. The result is
shown in Table 5, where our system is compared by two clas-
sic methods to shows that our method is advanced in effi-
ciency and result. Our system is more efficient than Xin
et al. [32] method in running time and recall. Compared to

Hautiere et al. [33] method, we have halved our running time
but lost only 1.5% of recall. The experiment shows that our
system is robust and stable in freespace detection.

The obstacle prediction is one of the tasks based on the
state model. We evaluate the results of obstacle prediction
by the number and location of obstacles based on our private
dataset. The GT of obstacles is labelled manually, where we
focus on independent objects such as vehicles and pedes-
trians. We count the number of obstacles in the state model
to compare with GT, so the average recall rate of obstacle
detection of obstacles is 98.3% in private dataset. As shown
in Figure 13, the left shows the deep distance and the right
shows the horizon distance, where the deep distance is repre-
sented by the vertical axis and horizon distance is represented
by the horizontal axis on WPGM. We employ the root mean
squared error (RMSE) to evaluate the error of relative dis-
tance by Equation (11):

RMSE = 1
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
datai −GTið Þ2

s
, ð11Þ

where datai is observations and n is the total number of test
dataset. The RMSE in the deep distance is 0.42m and
0.46m in the horizon distance. The experiment shows that
our method is robust and stable in obstacle prediction.

We evaluate the state model by precision and recall as
Table 6, where the first row represents the GT, and the first
column represents the observations. We provide 1000 images
including 600 straight road state, 300 curve road state, and
100 obstacle state. Precision and recall index are employed
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Figure 13: Obstacle prediction in deep and horizon distance.

Table 6: Evaluation of state model prediction in private dataset.

Curve road Straight road Obstacle Precision

Curve road 293 7 4 96.38%

Straight road 1 591 0 99.83%

Obstacle 5 2 96 93.20%

Recall 97.67% 98.50% 96.00% —
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to evaluate state model prediction. The experiment shows
that our system is sensitive to road environment prediction.

In addition, we test the system performance by running
time and power cost. As shown in Table 7, we record the run-
ning time of three hardware units. The largest time cost is ste-
reo matching and point cloud in FPGA, where its running
time is 66ms. The frame rate of the system is decided by this
module to 15 fps. The system delay time is a summary of
three modules, which is 103ms.

Finally, we test the power cost and the chip temperature.
Our system is installed between the front windshield and the
rear-view mirror, so it must meet the requirements of GB/T
28046.4, which stipulates that the maximum operating tem-
perature of the system shall not exceed 90°C. Table 8 shows
that the maximum temperature in full load power meets
the standard requirement.

6. Conclusions

In this study, we propose a low-power road environment pre-
diction system, which the proposed system consists of a bin-
ocular camera and a low-power computing unit. Our
contribution includes three points as follows. Firstly, a multi-
scale stereo matching algorithm is proposed for hardware
computing. Next, we propose a weighted probability grid
map-based points cloud. Finally, the plane model and state
model are proposed to describe the road environment. Our
work proves that the existing technology achieves the func-
tion requirement under the low-power constraint. Experi-
ments show that the proposed system is robust and
sensitive to road environment prediction and the perfor-
mance meets the mandatory standards in practice. In future
work, our study provides a benchmark for obstacles recogni-
tion and path planning.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

Acknowledgments

This work was supported by the National Key R&D Program
of China (Grant No. 2018AAA0103103), the Science and
Technology Development Fund, Macao SAR (no.
0024/2018/A1), and the Research Fund of Guangdong-
Hong Kong-Macao Joint Laboratory for Intelligent Micro-
Nano Optoelectronic Technology (No. 2020B1212030010).

References

[1] Y. Shi, Q. Li, S. Bu, J. Yang, and L. Zhu, “Research on intelli-
gent vehicle path planning based on rapidly-exploring random
tree,” Mathematical Problems in Engineering, vol. 2020, 14
pages, 2020.

[2] M. Shahjalal, M. Hossan, M. Hasan, M. Z. Chowdhury, and
J. Y. M. Le NT, “An implementation approach and perfor-
mance analysis of image sensor based multilateral indoor
localization and navigation system,”Wireless Communications
and Mobile Computing, vol. 2018, 13 pages, 2018.

[3] L. Claussmann, M. Revilloud, D. Gruyer, and S. Glaser, “A
review of motion planning for highway autonomous driving,”
IEEE Transactions on Intelligent Transportation Systems,
vol. 21, no. 5, pp. 1826–1848, 2019.

[4] Z. Wang and H. Zhang, “A novel approach for free space
detection using u-disparity and dynamic programming,” in
2016 5th International Conference on Computer Science and
Network Technology (ICCSNT), pp. 391–395, Changchun,
2016.

[5] X. Zhang, J. Lai, D. Xu, H. Li, and M. Fu, “2d lidar-based slam
and path planning for indoor rescue using mobile robots,”
Journal of Advanced Transportation, vol. 2020, 14 pages, 2020.

[6] K. Zhou, X. Meng, and B. Cheng, “Review of stereo matching
algorithms based on deep learning,” Computational Intelli-
gence and Neuroscience, vol. 2020, 12 pages, 2020.

[7] C.-H. Hsu, S. Wang, Y. Zhang, and A. Kobusinska, “Mobile
edge computing,”Wireless Communications and Mobile Com-
puting, vol. 2018, 3 pages, 2018.

[8] S. Raza, S. Wang, M. Ahmed, and M. R. Anwar, “A survey on
vehicular edge computing: architecture, applications, technical
issues, and future directions,” Wireless Communications and
Mobile Computing, vol. 2019, 19 pages, 2019.

[9] H. Hirschmuller, “Stereo processing by semiglobal matching
and mutual information,” IEEE Transactions on Pattern Anal-
ysis and Machine Intelligence, vol. 30, no. 2, pp. 328–341, 2007.

[10] Q. Xie, Q. Long, and S. Mita, “Integration of optical flow and
multi-path-viterbi algorithm for stereo vision,” International
Journal of Wavelets, Multiresolution and Information Process-
ing, vol. 15, no. 3, article 1750022, 2017.

[11] Z. Hu and K. Uchimura, “Uv-disparity: an efficient algorithm
for stereovision based scene analysis,” in IEEE Proceedings.
Intelligent Vehicles Symposium, pp. 48–54, Las Vegas, NV,
USA, 2005.

Table 8: Chip temperature test.

Ambient temp (°C) Chip temp (°C) Load power (W)

-15 40∼50 6

15 50∼60 6

45 60∼75 6

65 75∼90 6

Table 7: Running time of modules.

Hardware unit FPGA ARM1 ARM2
Module Stereo matching Point cloud WPGM Path planning Shape detection State model

Running time 55ms 11ms 12ms 4ms 20ms 1ms

Delay time 66ms 16ms 21ms

12 Wireless Communications and Mobile Computing



[12] A. Harakeh, D. Asmar, and E. Shammas, “Ground segmenta-
tion and occupancy grid generation using probability fields,”
in 2015 IEEE/RSJ International Conference on Intelligent
Robots and Systems (IROS), pp. 695–702, Hamburg, Germany,
2015.

[13] R. Mur-Artal and J. D. Tardós, “ORB-SLAM2: an open-source
slam system for monocular, stereo, and rgb-d cameras,” IEEE
Transactions on Robotics, vol. 33, no. 5, pp. 1255–1262, 2017.

[14] K. Tateno, F. Tombari, I. Laina, and N. Navab, “Cnn-slam:
real-time dense monocular slam with learned depth predic-
tion,” in Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 6243–6252, Honolulu,
HI, USA, 2017.

[15] M. Humenberger, C. Zinner, M. Weber, W. Kubinger, and
M. Vincze, “A fast stereo matching algorithm suitable for
embedded real-time systems,” Computer Vision and Image
Understanding, vol. 114, no. 11, pp. 1180–1202, 2010.

[16] Q. Yang, “A non-local cost aggregation method for stereo
matching,” in 2012 IEEE Conference on Computer Vision and
Pattern Recognition, pp. 1402–1409, Providence, RI, USA,
2012.

[17] K. Zhang, Y. Fang, D. Min et al., “Cross-scale cost aggregation
for stereo matching,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 1590–1597,
Columbus, OH, USA, 2014.

[18] W. Mao, M. Wang, J. Zhou, and M. Gong, “Semi-dense stereo
matching using dual cnns,” in 2019 IEEE Winter Conference
on Applications of Computer Vision (WACV), pp. 1588–1597,
Waikoloa, HI, USA, 2019.

[19] L. Qu, K. Wang, L. Chen, Y. Gu, and X. Zhang, “Free space
estimation on nonflat plane based on v-disparity,” IEEE Signal
Processing Letters, vol. 23, no. 11, pp. 1617–1621, 2016.

[20] H. Deilamsalehy and T. C. Havens, “Sensor fused three-
dimensional localization using imu, camera and lidar,” in
2016 IEEE Sensors, pp. 1–3, Orlando, FL, USA, 2016.

[21] Z. Xiao, B. Dai, H. Li et al., “Gaussian process regression-based
robust free space detection for autonomous vehicle by 3-d
point cloud and 2-d appearance information fusion,” Interna-
tional Journal of Advanced Robotic Systems, vol. 14, no. 4, arti-
cle 1729881417717058, 2017.

[22] L. Zheng, Y. Zhu, B. Xue, M. Liu, and R. Fan, “Low-cost gps-
aided lidar state estimation and map building,” in 2019 IEEE
International Conference on Imaging Systems and Techniques
(IST), pp. 1–6, Abu Dhabi, United Arab Emirates, 2019.

[23] Y. Cong, C. Chen, J. Li, W. Wu, S. Li, and B. Yang, “Mapping
without dynamic: robust lidar-slam for ugv mobile mapping in
dynamic environments,” The International Archives of Photo-
grammetry, Remote Sensing and Spatial Information Sciences,
vol. 43, pp. 515–520, 2020.

[24] J. Zbontar and Y. LeCun, “Stereo matching by training a con-
volutional neural network to compare image patches,” The
journal of Machine Learning Research, vol. 17, no. 1,
pp. 2287–2318, 2016.

[25] Z. Wang, E. P. Simoncelli, and A. C. Bovik, “Multiscale struc-
tural similarity for image quality assessment,” in The Thrity-
Seventh Asilomar Conference on Signals, Systems & Computers,
2003, vol. 2, pp. 1398–1402, Pacific Grove, CA, USA, 2003.

[26] W. Lai, J. Huang, Z. Hu, N. Ahuja, and M.-H. Yang, “A com-
parative study for single image blind deblurring,” in Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition, pp. 1701–1709, Las Vegas, NV, USA, 2016.

[27] M. Park and K. Yoon, “Learning and selecting confidence mea-
sures for robust stereo matching,” IEEE Transactions on Pat-
tern Analysis and Machine Intelligence, vol. 41, no. 6,
pp. 1397–1411, 2018.

[28] Y. Wang, W.-L. Chao, D. Garg, B. Hariharan, M. Campbell,
and K. Q. Weinberger, “Pseudo-lidar from visual depth esti-
mation: bridging the gap in 3d object detection for autono-
mous driving,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, pp. 8445–8453,
Long Beach, CA, USA, 2019.

[29] H. Badino, U. Franke, and R. Mester, “Free space computation
using stochastic occupancy grids and dynamic programming,”
in Workshop on Dynamical Vision, ICCV, vol. 20, Rio de
Janeiro, Brazil, 2007.

[30] A. Geiger, P. Lenz, and R. Urtasun, “Are we ready for autono-
mous driving? the kitti vision benchmark suite,” in 2012 IEEE
Conference on Computer Vision and Pattern Recognition,
pp. 3354–3361, Providence, RI, USA, 2012.

[31] A. Geiger, M. Roser, and R. Urtasun, “Efficient large-scale ste-
reo matching,” in Asian Conference on Computer Vision,
pp. 25–38, Berlin, Heidelberg, 2010.

[32] L. Xin, J. Song, Y. Chen, and J. Hu, “Robust free-space detec-
tion in urban roads based on mser extraction using gradient
images,” in 2018 37th Chinese Control Conference (CCC),
pp. 4141–4146, Wuhan, 2018.

[33] N. Hautière, J. P. Tarel, H. Halmaoui, R. Brémond, and
D. Aubert, “Enhanced fog detection and free-space segmenta-
tion for car navigation,” Machine Vision and Applications,
vol. 25, no. 3, pp. 667–679, 2014.

13Wireless Communications and Mobile Computing



Research Article
An Improved Empirical Mode Decomposition Method for
Vibration Signal

Xiaohan Liu,1,2 Guangfeng Shi ,1 and Weina Liu1,2

1College of Electromechanical Engineering, Changchun University of Science and Technology, Changchun, 130022 Jilin, China
2Department of Electromechanical Engineering, College of Optical and Electronical Information Changchun University of Science
and Technology, Changchun, 130114 Jilin, China

Correspondence should be addressed to Guangfeng Shi; 2017200046@mails.cust.edu.cn

Received 5 February 2021; Revised 8 March 2021; Accepted 10 April 2021; Published 28 April 2021

Academic Editor: Wenqing Wu

Copyright © 2021 Xiaohan Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

With the development of electronic measurement and signal processing technology, nonstationary and nonlinear signal
characteristics are widely used in the fields of error diagnosis, system recognition, and biomedical instruments. Whether these
features can be extracted effectively usually affects the performance of the entire system. Based on the above background, the
research purpose of this paper is an improved vibration empirical mode decomposition method. This article introduces a
method of blasting vibration signal processing—Differential Empirical Mode Decomposition (DEMD), combined with
phosphate rock engineering blasting vibration monitoring test, and Empirical Mode Decomposition (EMD) to compare and
analyze the frequency screening of blasting vibration signals, the aliasing distortion, and the power spectrum characteristics of
the decomposed signal. The results show that compared with EMD, DEMD effectively suppresses signal aliasing and distortion,
and from the characteristics of signal power spectrum changes, DEMD extracts different dominant frequency components, and
the frequency screening effect of blasting vibration signals is superior to EMD. It can bring about an obvious improvement in
accuracy, and the calculation time is about 4 times that of the EMD method. Based on the ground analysis of ground motion
signals, this paper uses the EMD algorithm to analyze measured ground blast motion signals and study its velocity
characteristics and differential time, which provides a new way of studying motion signals.

1. Introduction

With the development of the information age, signal process-
ing plays an important role in industry and scientific research.
Signal is defined as the physical quantity that transmits and
carries information, that is, the specific form or carrier of
information. Signal analysis is an important means of identify-
ing, detecting, and diagnosing system status. Its main goal is to
find a simple and effective signal conversionmethod to display
the important information contained in the signal and finally
achieve the purpose of extracting effective signal features.
Therefore, it is necessary to identify useful information, such
as physical characteristics and statistical characteristics. This
process is called signal feature extraction. The signal attribute
extraction method can be sorted by selected domain, real-time
domain, frequency domain, or time frequency domain.
Decomposition of the empirical mode is a new adaptive

method of signal processing. The signal is no longer consid-
ered the combination of the signature weight value and the
cosine total, the base function is not predetermined, and the
signal is not used for decomposition according to the signal
characteristics. Because it is a dictionary knowledge, it has
good adaptability and is particularly suitable for the analysis
and processing of nonlinear and abnormal signals.

Although there are many algorithms to analyze these
data, a signal processing theory (similar to detection and esti-
mation in the classical Euclidean environment) for evaluat-
ing these technologies still needs to be developed. Hassan
AR uses an example: detecting embedded signatures in the
background graph, which illustrates the conceptual advan-
tages gained by constructing graph analysis problems in the
signal processing framework. Hassan AR describes a method
based on detection theory, which shows that the proposed
test statistics have reasonable detection capabilities for dense
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signatures on large random graphs [1]. Inspired by the con-
tinuous development of wireless body area networks
(WBANs), Ren Y introduced the conceptual and exploratory
research of wireless electroencephalogram (EEG) sensor net-
works (WESNs), with a focus on distributed signal process-
ing. WESN is considered as a modular neural monitoring
platform for high-density EEG recording, where each node
is equipped with electrode arrays, signal processing units,
and wireless communication facilities [2]. Valles-Novo et al.
introduced a random signal processing method. Valles-
Novo et al. introduced various high-dimensional Markov
Chain Monte Carlo (MCMC) methods and deterministic
agent methods, such as variational Bayes method, Bethe
method, belief and expectation propagation, and approxi-
mate message passing algorithms. A series of optimization
methods for solving stochastic problems and stochastic
methods for deterministic optimization are also discussed.
Subsequently, the overlap area between simulation and opti-
mization is discussed, especially the optimization within
MCMC and the optimization driven by MCMC [3].

Integrated Empirical Mode Decomposition (EEMD) and
its complete variant (CEEMDAN) are an adaptive, noise-
assisted data analysis method that improves the traditional
Empirical Mode Decomposition (EMD). Chambers DP pro-
posed a free software implementation of EMD, EEMD, and
CEEMDAN and gave an overview of the EMD method and
the algorithms used in the decomposition. Chambers DP
released their implementation, libeemd, with the goal of pro-
viding a user-friendly, fast, stable, well-documented, and eas-
ily extensible EEMD library for anyone interested in using
(E) EMD in time series data analysis [4]. Pachori et al. pro-
posed a hybrid time series adaptive network fuzzy inference
system (ANFIS) model with Empirical Mode Decomposition
(EMD) as the core to predict the stocks of Taiwan Stock
Exchange Weighted Stock Index (TAIEX) and Hang Seng
Index (HSI) price. In order to measure its predictive perfor-
mance, the model is compared with Chen’s model, Yu’s
model, autoregressive (AR) model, ANFIS model, and sup-
port vector regression (SVR) model [5]. Van and Kang pro-
posed a wind speed prediction method that combines
empirical mode decomposition (EMD) and support vector
regression (SVR). The empirical mode decomposition
method is used to decompose the wind speed time series into
several intrinsic mode functions and a residual. Then, a vec-
tor is generated, and a historical data of each IMF is com-
bined with the residual to train the SVR. The EMD-SVR
model was evaluated using wind speed data [6].

The EMD algorithm is an empirical method and its the-
oretical basic research remains insufficient. Therefore, this
study intends to explain the screening process from a system-
atic perspective and to analyze in depth the characteristics of
cubic spine insertion. Innovations in this research:

(1) In order to achieve the final result, it is planned to
improve the EMD algorithm to achieve the suppres-
sion effect

(2) Analyze the analysis of ground motion signals with
EMD algorithm

2. Empirical Mode Decomposition

2.1. Empirical Mode Decomposition. The empirical mode
decomposition (EMD) algorithm has three limitations when
processing the original nonstationary signal: (1) the signal
has at least one maximum value and one minimum value;
(2) the characteristic time scale of the signal is determined
by the time interval between adjacent extreme values; (3)
there is no extreme point in the data, but there is a defect.
The extreme minute can be obtained by one or more micro-
values [7, 8].

2.1.1. Stationary Signal and Nonstationary Signal. Any signal
that can be uniquely described by an explicit mathematical
expression, data, or definite rule is called a deterministic sig-
nal [9] provided for sure. This type of signal is called a ran-
dom signal, and the random signal can be divided into
stationary signal and nonstationary signal. Random signals
can be described by statistical methods, and the most com-
monly used are probability density function or power density
spectrum [10, 11].

Stationary random signal is a kind of important random
signal. In engineering practice, random signal is often
regarded as stationary, so that the problem can be simplified
[12].

For a stationary random signal of finite length, its mean
value can be expressed as

E X nð Þ½ � = 1
N
〠
N

n=0
x nð Þ: ð1Þ

The autocorrelation function is

φx n1, n2ð Þ = E X∗ nð ÞX n +mð Þ½ �, m = n1 − n2: ð2Þ

Signals whose statistical characteristics change over time are
called collectively unstable signals, also called time-varying
signals. Due to its statistical characteristics they change over
time, although the traditional Fourier analysis can show all
the frequency data of the whole process, it cannot accurately
describe the relationship between the frequency components
[13, 14]. The biggest advantage of the EMD algorithm is that
it can process adaptive nonstatic signals.

2.1.2. Instantaneous Frequency. In the Fourier transform,
each frequency component corresponds to a certain fre-
quency wj that does not change with time, but the frequency
of nonstationary signals changes with time, that is,wjðtÞ, so it
is necessary to establish the concept of instantaneous fre-
quency [15, 16]. Instantaneous frequency is an important
concept of the EMD method. Proposing and applying it to
signal time-frequency analysis is an innovative point of the
EMD algorithm. In the EMD algorithm, the instantaneous
frequency comes from the Hilbert transform.
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For the continuous time function XðtÞ, its Hilbert trans-
form YðtÞ is defined as

Y tð Þ = 1
π
P
ð+∞
−∞

X t ′
� �

t − t ′
dt ′: ð3Þ

Among them, P is the main value of Cauchy. This change
exists for all LP level functions. Mathematical formula (3)
expresses the convolution of XðtÞ and 1/t, so the Hilbert
transform emphasizes the locality of XðtÞ [17]. It can be seen
from the definition formula (3) that the Hilbert transform is a
transformation from the time domain to the time domain,
and the Fourier transform is a transformation from the time
domain to the frequency domain.

According to formula (3), an analytical signal ZðtÞ can be
constructed:

Z tð Þ = X tð Þ + iY tð Þ = a tð Þeiθ tð Þ: ð4Þ

Among them,

α tð Þ = X2 tð Þ + Y2 tð Þ� �1/2, ð5Þ

θ tð Þ = arctan Y tð Þ
X tð Þ

� �
: ð6Þ

Use the time derivative of the argument to define the instan-
taneous frequency:

ω tð Þ = dθ tð Þ
dt

: ð7Þ

Equation (7) shows that the instantaneous frequency is a
single-valued function of time, and at a given moment, there
is only one frequency value. The instantaneous frequency
limits the signal to a “narrow band,” that is, the number of
maximum points (minimum points) is equal to the number
of zero crossing points.

2.1.3. Screening Process. The basic foundation of EMD is that
the signal is composed of high-frequency components and
low-frequency components, so it can be generalized [18,
19]. This algorithm is a process of continuously separating
the high-frequency components of the signal and using the
remaining low-frequency components as a new signal [20].
The separated high-frequency components are called eigen-
mode functions [21, 22]. IMF must meet two conditions. In
the entire data area, the total value of the maximum value
and the minimum value and the number of zero intervals
must be the same, and the maximum value must also differ
by 1. The average value of the upper envelope of the maxi-
mum value and the lower envelope of the minimum value
is zero. For a given discrete signal xðnÞ, to find the IMF that
meets the definition, the detailed screening process is as
follows:

(1) Order xi,jðnÞ = xðnÞ, i = 1, l = 1

(2) Find all local extreme points of xi,jðnÞ
(3) Calculate the envelope mean value mi,lðnÞ = ðeuðnÞ

+ edðnÞÞ/2
(4) Take out component hi,lðnÞ = xi,lðnÞ −mi,lðnÞ
(5) If the screening stop criterion is met, it is considered

that ciðnÞ = hi,jðnÞ is an IMF, i = i + 1, l = 1; if not,
then, xi,jðnÞ = hi,jðnÞ, l = l + 1, repeat steps (2) to (5)

(6) Record the residual value riðnÞ = xðnÞ −∑ciðnÞ, and
let xi,jðnÞ = riðnÞ repeat steps (2) to (6) to get the next
IMF

(7) When riðnÞ is a trend component, the algorithm
stops. Otherwise, repeat the above steps until the
end conditions are met

From the above process, the original signal can be
expressed as the sum of IMF components and a trend com-
ponent, and its expression is shown in the following formula:

x nð Þ = 〠
I

i=I
ci nð Þ + rI nð Þ: ð8Þ

The top and bottom envelopes defined by the local point end
contain the low-frequency element of the signal, but not the
high-frequency element. In this way, the filtering process is
to continuously delete the average value of the envelope
representing the low-frequency components from the origi-
nal signal and finally to extract the high-frequency compo-
nents of the signal. Throughout the screening process, the
low-frequency carrier and the signal waveform have two
effects on eliminating the gradual symmetry [23].

2.2. Properties of EMD. EMD algorithm is a signal processing
method based on time domain. This is only based on the
assumption that the signal consists of different modes of nat-
ural vibration. The purpose of EMDmethod is to decompose
the complex signal function into the sum of finite intrinsic
mode functions (IMF). After EMD decomposition, the
instantaneous frequency also has physical significance [24,
25]. Through the Hilbert transform of the eigenmode func-
tions, the instantaneous frequency and amplitude of each
eigenmode function with time variation can be obtained,
and the complete time-frequency distribution of the
unsteady signal can be obtained. EMD method is not limited
by Heisenberg’s uncertainty principle and can obtain high-
frequency resolution. In addition, the method is decomposed
according to the characteristics of the signal itself. The basis
function is not defined in advance, and the prior knowledge
of the signal is not used. The attributes of EMD mainly
include adaptability, integrity, orthogonality, and filtering
characteristics.

2.2.1. Adaptability. Adaptability is the biggest characteristic
of EMD algorithm. The adaptability of EMD algorithm is
summarized in two aspects: one is that the composition of
IMF subband signal can be adjusted automatically according
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to the signal; the other is that the frequency resolution of IMF
is adaptive and has adaptive filtering characteristics.

From the point of view of signal analysis, the decomposi-
tion quantity obtained by EMD decomposition of signal
decomposition is the adaptive generalization basis of a series
of IMF with variable frequency and variable amplitude. The
signal can be fully adapted in the process of decomposition.

The adaptive resolution of the eigenmode function is that
the characteristic time scales of the eigenmode functions
obtained by EMD decomposition are different. The instanta-
neous frequency resolution of the ith eigenmode function is
as follows:

Δf i =
f i max
N

, ð9Þ

where f i max represents the highest frequency contained in
the ith eigenmode function and N is the number of signal
samples. It can be seen from Equation (9) that the frequency
resolution of each eigenmode function is different, and the
frequency resolution of components including low-
frequency components is high, and the frequency resolution
of components including high-frequency components is
low. For each eigenmode function, the corresponding fre-
quency resolution is adaptive, independent of the time reso-
lution. At this point, the mutual influence between time
and frequency resolution in wavelet analysis is completely
different, and the principle of uncertainty is not limited.

The characteristic of adaptive filtering is that some IMF
components decomposed by EMD have different bandwidths
from different frequency components. At the same time,
these frequency components and bandwidths are different
according to the decomposed signal and are included in the
decomposition process. The high-frequency component
IMF component is always decomposed first. Therefore, the
EMD decomposition method can be regarded as a set of
band-pass filters with adaptive characteristics, the cut-off fre-
quency, and bandwidth of which differ depending on the
decomposed signal. Compared with wavelet and wavelet
group decomposition, EMD is corresponding, but wavelet
analysis is not like this. If the decomposition ratio of wavelet
is selected, the time-domain waveform obtained by decom-
position is a fixed frequency range, the frequency range is
only related to the analysis, and the frequency has nothing
to do with the signal itself.

2.2.2. Completeness and Orthogonality. For any signal
decomposition method, completeness is necessary. Com-
pleteness means that the decomposed signal can completely
recover the original signal through reconstruction. The IMF
and residual components of the original signal obtained by
EMD decomposition can be accumulated and recovered by
the formula.

Orthogonality refers to the orthogonality between the
decomposed signal components. There is no theory to prove
that the IMF is orthogonal to each other.

2.2.3. Filtering Characteristics. Looking back on the screening
process, the upper envelope and the lower envelope are

obtained by interpolating the maximum and minimum
points, respectively, so the frequency of the local upper enve-
lope or lower envelope is less than the local frequency of the
signal. The mean signal is the arithmetic mean of the upper
envelope and the lower envelope, so the frequency of the
mean signal is less than that of the upper envelope or the
lower envelope. To sum up, the frequency of the mean signal
is less than the highest local frequency of the original signal.
This process can be regarded as a special filtering process,
that is, the signal continuously subtracts a low-frequency
component from itself. The process can be equivalent to an
iterative high pass filter (where the mean value is a low-
frequency component), and the IMF can be regarded as a
locally narrow-band high-frequency signal component at
the end of the iteration.

3. Experimental Design of Blasting Vibration
Signal Analysis

3.1. Background of Experimental Data. In this study, the
EMD method is used to decompose the monitored blast
vibration signals and analyzes the frequency sorting, pseudo-
nym deformation, and power spectrum of the decomposed
signals. The geomorphic type of this experiment belongs to
the low tectonic mountain. The overall trend of the moun-
tains and the distribution of gullies are consistent with the
main structural line, showing the NNE direction. The highest
point of the ore block is Niujing, with an elevation of
1502.5m; the lowest point is Yingpingxi near line 7, with an
elevation of 1170m. The relative height difference is
100~300 meters. The ore section is located in a nearly
north-south valley, the elevation of the east-west watershed
is 1440-1450 meters, the valley bottom elevation is 1150-
1254 meters, the west side is the forward slope, the slope is
15-28 degrees, the east side is the reverse slope, and the slope
is 20-24 degrees.

3.2. Experimental Instruments and Methods. The system con-
sists of a and D vibration transducer, which is shown in
Figure 1. The vibration recorder shall meet the requirements
of negative delay recording, reliable self-touch setting, multi-
channel, portable, and durable.

This monitoring adopts tc-4850 vibration meter pro-
duced by Chengdu Zhongke measurement and Control Co.,
Ltd.

3.2.1. Test Method

(1) According to the blasting situation on site, it is
important to monitor the buildings and structures
that are relatively affected in the blasting area. The
measuring points are arranged on the foundation of
the building, and some important measuring points
should be arranged repeatedly

(2) Three sensors with different directions (tangential,
radial, and vertical) are arranged at each measuring
point
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(3) Set the range, sampling rate, delay, and trigger of the
vibration recording instrument, and modify the
instrument setting items according to the actual situ-
ation of the measuring point each time

(4) During the test, gypsum is used to adhere the sensor and
the base stone to ensure the firm connection between
the sensor and the surface of the measuring point

The Tc-4850 has the auto save function. It only needs to
extract the blast vibration data from the instrument blast
recording log using the analysis software provided by the
instrument. The instrument software provides the text data
output function, which can store the data in a decimal text file.

However, since the three-channel data recorded by the
instrument are voltage quantities, it is necessary to convert
them to obtain the speed time history file of our data analysis:

M = U
K + B

: ð10Þ

Among them, M is the physical quantity; U is the voltage
quantity; K is the channel sensitivity; B is the channel offset.

According to the instrument monitoring settings, k is 28
and B is 0, so that the speed time history file can be obtained,
and the data can be analyzed by programming with
MATLAB software.

3.3. Calculation of Experimental Speed Peak. The propagation
of blasting seismic waves in the ground is a complicated
mechanical process. Therefore, in actual engineering, the
Sadowski empirical formula is generally used to describe the
propagation law of blasting seismic waves. According to rele-
vant regulations, the empirical formula describing the propa-
gation law of blasting seismic waves takes the following form:

V = K

ffiffiffiffi
Q3

p
R

� �α

= Kρα, ð11Þ

where V : peak vibration velocity of the particle, cm/s
K : field constant
α: decay index
ρ: proportional dose,ρ =

ffiffiffiffi
Q3

p
/RQ: maximum single-stage

charge, kg
R: distance of burst center from measuring point, m.
As long as the site constant K value and the attenuation

index α value are determined, the blasting seismic wave prop-
agation law can be found, which can also provide a scientific
basis for the future blasting construction design. Use the
computer to sort out all the measured data (including the
ore body observation data) and then perform regression
analysis and variance analysis to get the K value, α value,
and variance analysis results of No. II pit explosion area (as
shown in Table 1).

It is known from the measured empirical formula (11)
that the peak vibration velocity of the particle is proportional
to the cubic root of the maximum charge amount. When the
explosion center is at a certain distance from the protected
object, the smaller the maximum charge, the smaller the peak
vibration velocity of the particle. Deformation of the actual
measured empirical formula, the calculation formula for the
maximum allowable charge in the No. 2 pit blast area of
Deyingping Mine:

Qallow = R3 Vallow
588:4721

� �1:61481
: ð12Þ

In the formula, Vallow: the control standard of the particle
vibration speed of each protected object, cm/s

Qallow : the maximum allowable single-stage charge, kg.

4. Analysis of Blasting Vibration Signal Based
on EMD

4.1. Blasting Vibration Signal Analysis. In this study, the
blasting vibration monitoring signal of phosphate rock engi-
neering is adopted. The total charge of blasting is 54 kg,
which is divided into 9 sections, and the maximum charge
is about 13 kg. Three measuring points were selected for the
project. In order to ensure the safety and stability of the sur-
rounding workshops, 5 × 10measuring points were arranged
on the screening belt corridor in the northwest of the blasting
area, 6 × 10 measuring points were arranged in the medium
and fine crushing workshop in the south of the blasting area,
and 2 × 10measuring points were arranged near the highway
in the north of the blasting area. Specific arrangement
method: firstly, the position of the point to be measured is
cleaned, then plaster is applied to the measuring point, and
finally, the sensor is tightly attached to the measuring point.
And make the sensor x point to the explosion source direc-
tion, y point to the horizontal tangential direction, and Z
point to the vertical direction. The monitoring data are
shown in Table 2.

The sampling frequency is 2 kHz, the signal length is 1 s,
and the signal is shown in Figure 2. Now, use EMD method
to analyze the signal.

The original signal is decomposed by the EMD method,
and the components of the decomposition result and their
frequency spectrum are shown in Figure 3.

(1) The original signal decomposes into 7 IMF compo-
nents and a voltage component, and the high-
frequency to low-frequency components are decom-
posed sequentially according to the inherent time
scale, i.e., the frequency of c1 is the highest. As the
EMD decomposes, the frequency of the received
component gradually decreases until the last voltage

Shock picker Signal transmission line Seismometer Digital signal processing 

Figure 1: The block diagram of the seismic collection analysis system.
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element is resolved. The output of each IMF compo-
nent is determined by the inherent time scale, which
is adaptive. Compared to the analysis methods that
define the base function in advance, such as wave
transform, the EMD analysis method is more flexible
and variable and also eliminates the choice of the base
function, which is simpler

(2) The IMF component has physical meaning. The com-
ponent c1 has the highest frequency and the widest
frequency band, but it occupies the smallest energy.
It is the high-frequency noise introduced by the mon-
itoring equipment and should be eliminated during
analysis. The components c2~c5, mainly concentrated
in 10Hz~100Hz, concentrate most of the energy of
the original signal. The building is affected by vibra-
tion mainly due to these frequency components. The
frequency spectrum of the original signal and the fre-
quency spectrum of c2, c3, c4, and c5 are given. It can
be seen that the frequency spectrum of these four
components is almost the same as that of the original
signal. C6 is the lower frequency component obtained
by decomposition, and the energy is also very low.
This may be inherent to the signal or caused by other
reasons. The trend component indicates the weak
trend of the signal or the zero drift of the measuring
instrument. The decomposition results show that the
EMD algorithm can extract the eigenmode function
of the signal in the order of frequency from high to
low, and several of the IMFs reflect the most signifi-
cant features of the original signal

(3) The decomposed IMF subbands are transformed by
Hilbert, and the Hilbert energy spectrum is shown
in Figure 4

It can be seen from Figure 4 that the energy is mainly dis-
tributed within 100Hz and mainly in the low-frequency region
below 40Hz. It can be seen in time that the vibration mainly
occurs in 0.2 s~0.8 s. Integrate the Hilbert energy spectrumwith
frequency to get the edge spectrum. The concentration of signal
energy can be seen from the boundary spectrum, and its energy
is distributed in the main frequency range of 0~30Hz.

4.2. Precision Analysis. The resolution accuracy of the two-
tone signal is selected for investigation, and the performance
of EMD, second-generation wavelet interpolation, and the
method in this paper are compared. The configuration of
the experiment in this section is similar to the previous dem-
onstration experiment, considering the input signal xðtÞ =
cos ð2π × 10tÞ + cos ð2π × 10ftÞ. Perform the EMD decom-
position of xðtÞ at different sampling rates, and calculate

Table 1: Measured blasting vibration velocity regression equation.

Radial vibration velocity regression
equation

Tangential vibration velocity regression
equation

Vertical vibration velocity regression
equation

V = 169:4274 Q1/3

R

� �1:6178
V = 27:9884 Q1/3/R

	 
1:2206
V = 588:4721 Q1/3/R

	 
1:8578

Table 2: Blasting monitoring data.

Measuring
point
number

Peak measuring point vibration
velocity/(cm/s)

Burst/m
Initiating
charge/kgHorizontal

speed
Radial
velocity

Vertical
speed

2# 0.010 0.008 0.008 74.5 10

5# 0.020 0.014 0.025 46.8 10

6# 0.012 0.009 0.020 26.0 10
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Figure 2: Waveform of blasting ground motion signal.
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Figure 3: EMD decomposition result and corresponding frequency
spectrum of blasting ground motion signal.
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the mean square error between the primary IMF of the
decomposition result and the actual result. In the experiment,
f is 0.1 to 0.4, and the sampling rate range is set to 25 to
1000 sps. The arithmetic means and logarithm of the results
obtained from the decomposition of different two-tone sig-
nals; the experimental results are shown in Figure 5.

First, compare the resolution performance of sampling
rates from 25 sps to 100 sps. Compared with EMD, the decom-
position accuracy of the second-generation wavelet interpola-
tion method in this field is greatly improved, and the accuracy
is increased by one digit when the sampling rate is 25 sps. The
accuracy improvement obtained by using this white paper
method is even more obvious. When the sampling rate is
25 sps, the accuracy will increase by about 1.5 bits. The follow-
ing is a comparison of the accuracy of l00 sps and l000 sps res-
olution. Although the accuracy cannot be improved by
interpolation in this field, it is because the improvement of
the interpolation extreme value position prediction is very

small. On the other hand, the improvement of accuracy by
interpolation is limited by the accuracy of EMD’s own decom-
position. In order to compare the influence of the B-spline
order p on the decomposition accuracy, the method in this
paper uses p = 14 and 2 orders for decomposition and com-
parison. It is found that the method in this paper can improve
the decomposition performance in the entire sampling rate
range. On the other hand, the greater the order of the B-spline,
the higher the resolution accuracy. This is because the greater
the value of p, the greater the roll-off of the B-spline filter
(indicating the attenuation of the filter’s stopband), and the
closer it is to an ideal low-pass filter. However, if the value is
too large, the solution becomes more complicated. Therefore,
an increase in p leads to an increase in performance, which is
sacrificed with an increase in calculation time. When p = 14,
the accuracy is obviously improved, and the calculation time
is about 4 times that of the EMD method.

5. Conclusions

Since the theoretical basis of the EMDmethod is not enough, it
is still an experience-based signal decomposition method.
Although EMDhas been widely used, there are still many prob-
lems that limit its performance. In this article, three main prob-
lems in EMD are discussed and improved, namely, frequency
analysis, pseudonym mode, and sampling rate. By establishing
a logical theoretical model and exploring reasonable signal
characteristics, the EMD theoretical system is improved and
supplemented. On this basis, an improved algorithm is pro-
posed. Finally, an experimental analysis is performed to verify
the effectiveness and superiority of the method.

In this study, the screening process is explained from the
perspective of system. The EMD algorithm is regarded as a
multistage series grey box system, and the characteristics of
cubic spline interpolation determine the system function.
Therefore, in this paper, the characteristics of cubic spline
interpolation are analyzed in depth. The matrix analysis
method is used to split the coefficient matrix in the calculation
process of cubic spline interpolation function, and the mean
square deviation expression of cubic spline interpolation
results with different number of extreme points is obtained.

In this study, an improved EMD algorithm for suppress-
ing the final result is proposed. This method is based on the
data expansion method. It is concluded that when the
extremity points increase to a certain number, the increase
of the unnecessary extremity points does not affect the inter-
ference results. The original method is changed to extend the
entire signal to four endpoints at the endpoints, which can
significantly improve operating efficiency while maintaining
the adaptability of the original method. On this basis, the
EMD algorithm is applied to the analysis of the measured
ground motion signals, and its velocity characteristics and
millisecond time are studied, providing a report on the
fine-grained analysis of future ground signals.

Data Availability

No data were used to support this study.
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Deep learning algorithms have the advantages of clear structure and high accuracy in image recognition. Accurate identification of
pests and diseases in crops can improve the pertinence of pest control in farmland, which is beneficial to agricultural production.
This paper proposes a DCNN-G model based on deep learning and fusion of Google data analysis, using this model to train 640
data samples, and then using 5000 test samples for testing, selecting 80% as the training set and 20% as the test set, and
compare the accuracy of the model with the conventional recognition model. Research results show that after degrading a
quality level 1 image using the degradation parameters above, 9 quality level images are obtained. Use YOLO’s improved
network, YOLO-V4, to test and validate images after quality level classification. Images of different quality levels, especially
images of adjacent levels, are subjectively observed by human eyes, and it is difficult to distinguish the quality of the images.
Using the algorithm model proposed in this article, the recognition accuracy is 95%, which is much higher than the basic 84%
of the DCNN model. The quality level classification of crop disease and insect pest images can provide important prior
information for the understanding of crop disease and insect pest images and can also provide a scientific basis for testing the
imaging capabilities of sensors and objectively evaluating the image quality of crop diseases and pests. The use of convolutional
neural networks to realize the classification of crop pest and disease image quality not only expands the application field of deep
learning but also provides a new method for crop pest and disease image quality assessment.

1. Introduction

The correct diagnosis and prevention of various crop diseases
and insect pests can create a bumper harvest in agricultural
production and thus meet the daily needs of the people. Deep
learning technology has great advantages in image recogni-
tion, but the basic recognition algorithm requires a large
number of parameters and requires a large sample database
as a comparison library. For crop diseases and insect pests,
deep learning technology needs a lot of optimization in sam-
ple training.

After the rise of artificial intelligence, deep learning tech-
nology has also been widely used in saliency detection. Han
proposed SRNet; the model is composed of four parts of con-
volutional layer modules with different functions. The BN
layer and residual network are effectively used, and channel

selection is added to improve the accuracy of the model’s
detection of steganographic algorithms [1]. Chen et al. pro-
posed Zhu-Net, using 3&3 cores instead of traditional 5&5
cores, and optimizing the convolutional layer in the prepro-
cessing layer to improve the detection accuracy of spatial
steganography [2]. Chen et al. proposed that different spatial
locations obtain saliency through competition and then
obtain saliency regions through saliency map fusion and
designed a winner-take-all activation network at the back
end of the model to simulate the location of human visual
dynamic updates [2]. Chui et al. proposed to control the
two-way transfer of shallow and deep features to obtain accu-
rate predictions. Using HED iteratively refines its output by
using a reverse attention model [3]. Based on the parameter
assumptions of the outdoor illumination map, Zhao and
Liu use CNN to predict the sun position parameters,
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atmospheric condition parameters, and camera parameters
in the input image and then use the predicted parameters
to synthesize the corresponding HDR environmental illumi-
nation map [4].

Zhao et al. add the residual items of local illumination
on the basis of global illumination and restore the global
illumination information and local illumination informa-
tion through cascaded CNN through staged prediction
and obtain more detailed illumination information [5].
Wu and An predict the pixel-level attention map through
the context attention network and combine it with the U-
Net network structure to detect the saliency area [6]. Zhai
et al. proposed a saliency detection model BASNet based
on boundary perception. This model integrates BCE,
SSIM, and IoU three loss functions to guide the network
to pay more attention to boundary quality, accurately seg-
ment saliency regions, and make the boundaries of
saliency regions more clear [7]. Miao et al. use the skylight
model to predict good outdoor lighting information with
only a few parameters and realize the rerendering applica-
tion of virtual object insertion [8]. Tao et al. use CNN to
complete the prediction of outdoor HDR environmental
lighting images. The method used can correctly estimate
the illuminators in the scene, but the lack of illuminators
in the scene can lead to incorrect predictions [9].
Although these methods have improved the standard of
saliency detection, there is still much room for improve-
ment in the quality of fine structure segments and the
accuracy of the boundary. The illumination information
predicted by the above method is very detailed but con-
tains a large number of parameters. For this reason, this
paper proposes a deep network model fused with Google
data analysis.

Based on the existing objective quality evaluation and
quality level classification of crop pests and diseases, this
paper uses the classification function of deep learning to con-
struct a deep convolutional neural network model for the
classification of crop pest and disease image quality. The
model realizes the classification of crop disease and insect
pest images with multiple quality levels, which is more
detailed and accurate than the comparison literature method.
The images after the quality level classification are tested and
verified by the improved network YOLO-V3 of YOLO (you
only look once), and the detection accuracy is significantly
improved.

2. Image Recognition of Deep Learning
Convolutional Network

2.1. Three-Dimensional Image Recognition Technology. At
present, a small number of studies have established projec-
tion models with different aspect ratios and sizes in advance
and then use radar to sense the depth information of the sur-
rounding environment of the object, select the projection
model that best fits the current scene, and project the 3D
objects close to itself to the wall of the model. In space rather
than on a two-dimensional plane, the display distortion of
three-dimensional objects is reduced [10]. However, this
method can only roughly estimate the surrounding environ-

ment of the object. When there are multiple three-
dimensional objects in the environment, it cannot optimize
the display of each three-dimensional object [11]. Combining
the radar information and the binocular ranging principle,
after jointly estimating the accurate three-dimensional infor-
mation of the environment, a specific projection model con-
forming to the current scene is established and then projected
[12]. This method can more accurately solve the display dis-
tortion problem of each large three-dimensional object, but
the real-time performance is reduced due to the need to
dynamically change the shape of the projection model, and
the projection model with a special shape may also cause pro-
jection distortion to other scenes [13]. In the above two
methods, the variable projection model is used to solve the
problem of projection distortion, and the radar sensor is used
to measure the depth of field, which not only causes the
increase in system cost but also complicates the processing
process [14]. Through analysis, it can be seen that the
three-dimensional objects that workers are most concerned
about in the process of field work are only other crops and
pedestrians (the two are collectively referred to as objects of
interest below), so this article combines the characteristics
of the application scene and proposes an enhanced three-
dimensional method. The synthesis method of panoramic
images, combined with object detection and coordinate
ascending and inverse mapping, renders the preprepared
three-dimensional model of the object of interest on the esti-
mated position, thereby solving the above problem [15].

With the widespread application of deep learning in
the field of digital image processing, the use of deep con-
volutional neural network (DCNN) methods to restore
and reconstruct digital images, feature extraction, target
detection, and semantic segmentation has become the
mainstream research direction of many scholars [16]. Dig-
ital image processing based on DCNN employs a data-
driven learning and training mode, and the accuracy and
effectiveness of the processing are highly dependent on
the quality and category of the training set images [17].
For crop disease and insect pest images, due to the impact
of the imaging environment, it is difficult to ensure that
the acquired image data sets are at the same quality level.
This will not only affect the processing effects of crop dis-
ease and insect pest images of other quality levels but also
affect the processing of the overall business system effect
[18]. The root cause of such problems is the imbalance
of data quality [19]. The problem of data imbalance is also
an important issue that deep learning algorithms pay
attention to [20]. Aiming at the problem of unbalanced
data quality, the existing methods generally deal with the
problem of massively expanding the image data set,
increasing the training time and the number of iterations
[21]. This method finally obtains only an average value
of the processing effect and does not improve the overall
effect; the other way is to restore or superresolve the image
of crop diseases and insect pests and then perform top-
level processing after improving the image quality,
although it has a certain effect. However, the reconstruc-
tion effect will still be affected by the amount of image
data of heterogeneous crop diseases and insect pests [22].
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2.2. Image Quality Classification Model of Crop Diseases and
Insect Pests. The classification of image quality levels belongs
to the category of objective image quality evaluation and is a
complicated scientific problem [23]. Automatic evaluation
using NIIRS standards is mainly accomplished through the
following quality equations:

Hnb = 〠
k

j=2
〠
j−1

h=1
Gjh pjsh + phsj

� �
Djh,

Djh =
djh − Pjh

djh + Pjh
,

RER jh =
ð∞
0
dFj yð Þ

ðy
0
y − xð ÞdFh xð Þ,

ð1Þ

where D represents the coefficient of the equation; there are
different assignment versions: RER (relative edge response)
represents the relative edge response; G (Convolved Gain)
represents the noise gain of the imaging system postproces-
sing; H (Edge Overshoot) represents the edge after the sys-
tem postprocessing overshoot factor [24]. Since it is difficult
for general researchers to obtain GSD-related parameters of
crop disease and insect pest images, the calculation of RER
also requires the image to have appropriate edge shape char-
acteristics, and the calculation method of SNR is not unique.
The image quality equation is used to quality crop disease
and insect pest images. Hierarchical classification has great
limitations:

f xð Þ = 1
Nh

〠
N

i=1
k

Xi − x
h

� �
,

k xð Þ = 1ffiffiffiffiffiffi
2π

p exp −
x2

2

� �
,

ht = tanh wcxt + uc rtΘht−1ð Þ + bcð Þ,
ht = ztΘht−1 + 1 − ztð ÞΘht:

ð2Þ

There are relatively few research results on the use of
deep learning to achieve image quality classification.
From the perspective of blind image restoration, the liter-
ature divides close-up images into two simple types, clear
and blurred, due to the lack of batch normalization (BN)
layer, greatly reducing the generalization ability of the
network:

σt =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1/n∑n

i=1 FIit − FIitð Þ2
q

FIit
,

u j∣ið Þ =wijAi,

sj =〠
i

ci ju j∣ið Þ:

ð3Þ

From the perspective of quality evaluation, a multitask
quality grade prediction DCNN method is proposed. This
method uses NIIRS as the subjective quality label, con-

structs a quality grade classification and regression net-
work, and realizes 10 quality grade classifications. The
feature extraction network structure of this method is
deep, and the calculation efficiency is too low for the
problem of coarse quality level classification; due to the
lack of random loss of connections, it is also prone to
overfitting:

ln FIit
FIit − 1

� �
= α + β ln FIit − 1 + vi +It: ð4Þ

At the same time, there are considerable errors and
difficulties in the calculation of subjective quality labels.
The image quality classification of crop diseases and
insect pests is a qualitative study of images, which is a
typical mathematical classification problem. The feed-
forward convolutional neural network structure based on
supervised learning has a powerful classification function,
which is very suitable for quality level classification using
this type of network structure:

cij =
ebi j

∑kebik
,

r = α

1 − β
,

θ = −
1
T

ln 1 + βð Þ,

τ = ln 2ð Þ
θ

:

ð5Þ

2.3. Basic Convolutional Neural Network Structure for
Image Quality Classification. Our goal is to train a classi-
fier through DCNN to classify images of crop diseases
and insect pests into different levels according to their
quality. The classification network takes the image of
crop diseases and insect pests as input and outputs a
label value representing the quality level of the image.
Therefore, the entire network is a frame from large to
small, from coarse to fine. Since the quality of the image
of crop diseases and insect pests is not necessarily related
to the size of the image, the input image can be taken
into a relatively fixed size. First, the input sample image
is preprocessed by zero score standardization. The pur-
pose is to adjust the pixel value distribution of crop pest
images to a nearly normal distribution and improve the
ability to activate network training. Secondly, in order
to alleviate the overfitting problem and reduce additional
connection parameters, multiple BN layers are added to
the middle layer, and the global average pooling layer is
replaced with a fully connected layer commonly used in
classifiers. In order to maintain the detailed characteristics
of the image from large to small, the maximum pooling
(MaxPooling) method is used for data scale compression;
in order to improve the convergence speed while avoiding
the disappearance of the gradient, a linear correction is
added after the convolution (convolution, Conv) layer
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unit ReLU function:
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The above formula shows the DCNN architecture of
quality classification, in which K is the number of
BCRM, and BCRM is the abbreviation of BN layer, Conv
layer, ReLU layer, and max-pooling layer. After conver-
sion, it can be expressed by the following formula:

Gjj =
1/2uj∑

nj

i=1∑
nj

r=1 yji − yjr
���

���
n2j

,

Gw = 〠
k

j=1
Gjjpjsj:

ð7Þ

Convolution neural networks need to choose an
appropriate loss function to transform the convolution
parameter acquisition problem into an optimization prob-
lem. The label of data classification problem is often
understood as a probability value, so its loss function is
mainly set for this probability value. The most common
loss function is the cross-entropy function, which has
the advantage of faster weight update than the variance
loss function. Assuming that X represents the input
image and the network parameters to be trained, the
DCNN quality classification network can be understood
as a probability function for predicting the X quality
index:

djh =
ð∞
0
dFh yð Þ

ðy
0
y − xð ÞdFj yð Þ,

G =Gw + Gnb +Gt:

ð8Þ

In the formula, G is the number of samples in each
batch, and the optimal classification level value of the
segment quality level classification network is preset.
Once it exceeds the preset level value, the convergence
speed will be slow and the classification accuracy will
be low.

2.4. Multistage Quality Classification. Multisegment hierar-
chical classification is to use a shallow convolutional neural
network, through adjusting the label, similar to the shape of
the pyramid, from coarse to fine layer by layer classification,

can achieve fixed network depth, but not fixed number of
levels of quality classification. Since any integer greater than
1 can be regarded as a linear combination of positive integers
less than 1, any level of quality classification can be achieved
by using a 2-level, 3-level, and 4-level quality classification
network with less feature extraction layer. During the train-
ing process, the input for each segment of the network is
the original training data and only a simple classification net-
work is used to achieve the classification. In the process of
testing, we need to use the judgment method to select the
appropriate network structure path to achieve classification,
but the judgment method is a convolutional network. The
advantage of multistage network structure quality level clas-
sification is that the classification level can be set freely, the
network structure is fixed, and the classification is realized
layer by layer through internal circulation, so the training
process is relatively simple.

The generalized camera internal parameters include the
camera internal parameter matrix and the camera distortion
parameters, which reflect the internal optical structure of the
camera and are related to the characteristics of the camera
itself. They are mainly responsible for the mapping process
from the camera coordinate system to the pixel coordinate
system. They are the mapping process from three-
dimensional to two-dimensional, and also the conversion
process from the physical length unit to the pixel length unit.
The transformation of internal parameters of insect camera is
as follows:

G =
∑k

j=1∑
k
h=1∑

nj

t=1∑
nh
r=1 yij − yhr

���
���

2n2u , ð9Þ

where the subscript g is the camera coordinate system, K
is the distortion parameter of the insect camera, and H is the
coordinate point in the pixel coordinate system, which is gen-
erally half of the image length and width. Based on the above
conversion principle, with the help of camera calibration
chessboard, the internal parameter, external parameter
matrix, and distortion parameters of four insect cameras
are calibrated, respectively. The mapping projection model
establishes a virtual object surrounding the environment,
and the points on it are taken as the points in the world coor-
dinate system. Through the above mapping relationship, the
corresponding pixel coordinates (i.e., the points in the four
images) are obtained, and the RGB information of the corre-
sponding image points is rendered on the projection model
to complete the synthesis of the basic three-dimensional pan-
oramic image. Using this kind of projection model, the road
surface can be projected to the model ground and the three-
dimensional objects such as crops can be projected to the
model wall in most cases, so as to ensure the correct projec-
tion relationship of the objects and avoid distortion.

It is difficult to optimize these two kinds of distortions at
the same time simply by changing the size of the projection
model. When the projection model is enlarged, the line bend-
ing distortion can be alleviated, but more crops, pedestrians,
and other three-dimensional objects will fall into the ground
area of the projection model, thus aggravating the object
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stretching distortion; on the contrary, although reducing the
projection model can ensure the accuracy of most three-
dimensional objects projected on the wall, it can not guaran-
tee the straightness of the ground line. And in the process of
dynamic adjustment of the model, the display screen is prone
to jump, which affects the display effect.

3. Image Recognition Design of Crop Diseases
and Insect Pests

3.1. Objects. In this paper, a DCNN-G model based on
deep learning and Google data analysis is proposed. 640
data samples are trained by this model, and then, 5000 test
samples are tested. The accuracy of this model is com-
pared with the conventional recognition model. The 5000
images are cut into 256 pixel × 256 pixel images, and 80%
of the training set and 20% of the data are selected as
the test set. After one image of quality level 1 is degraded
by using the above degradation parameters, nine quality
level images are obtained. The images classified by quality
level are tested by using the improved network YOLO-V4
of YOLO (you only look once).

3.2. Steps. A high-performance computing platform (TSMC
server) and nvidi card are used for model training. The train-
ing parameters were set as batch size of 32, learning rate of
0.001, and turn of 1500. Use Adam network optimizer to
update the weight parameters. The model training needs
about 23,400 s, and the image preprocessing uses the
MATLAB r2018b platform and Python 3.7. The classification
results of SMCNL, EFFL, MEMA-I, and MEMA-T in the test
data set containing 640 data samples are compared. It is dif-
ficult to distinguish the quality of images with different qual-
ity levels, especially those with adjacent levels, by subjective

observation with human eyes. The results show that both
one segment and multiple segments can achieve a 10-grade
image quality classification of crop diseases and pests. For
the three models designed by the one-stage quality classifica-
tion method, accuracy, recall, and precision of n-type are sig-
nificantly improved compared with S-type, and the
evaluation index of n-type is basically unchanged compared
with C-type. The Gaussian blur and Gaussian noise of differ-
ent scales added to the original data are artificially degraded,
and they are marked as 2-10 levels, respectively, with a total
of 5000 images. The 5000 images are then cut into 256 pixel
× 256 pixel images, and 80% of the training set and 20% of
the data are selected as the test set.

(1) Image preprocessing

Color normalization in the process of staining and scan-
ning of aortic wall tissue samples, due to the different labora-
tory conditions of staining, parameter settings of a digital
scanner, and illumination, the color differences of digital pest
images are often caused. Color normalization can not only
ensure the color consistency of the image but also preserve
the biological information in the pest image, so as to improve
the classification performance of the model. A normalization
method based on staining separation is used to reduce the
color difference of histopathological images, and the struc-
ture information in the images is saved as much as possible
by generating the staining density map.

(2) 3D panorama of crop enhanced image

The adaptive projection model method is easy to take one
thing into account and lose the other when solving the distor-
tion problem. In view of the problem of display distortion
and the shortage of current solutions, this paper proposes
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an enhanced 3D panoramic image synthesis method. With
the help of the YOLO detection network and the coordinate
dimension elevation inverse mapping method proposed in
this paper, the 3D objects around the agricultural objects
are represented in the way of virtual synthesis without
dynamically changing the projection model. This paper will
focus on how to detect the object of interest and estimate
its accurate world space position through the image. The
steps are as follows: firstly, the original image captured by
four cameras is taken as the input of the object detection
network, and all the interested objects are identified and
selected; secondly, the object’s position in the world coordi-
nate system is estimated by using the object’s pixel coordi-
nates through the coordinate dimension ascending inverse
mapping method proposed in this paper; and then, after a
series of data processing for the estimated position, the
accurate object is obtained. Finally, the general model of
crops and pedestrians built in advance is placed and ren-
dered on the estimated position, which will overlay and dis-
play the three-dimensional objects that are wrongly
mapped on the ground. This method can reduce the line
bending distortion as much as possible while solving the
object stretching distortion and make the display more nat-
ural while providing accurate object position information.

4. Image Recognition and Analysis of Crop
Diseases and Pests Based on Deep Learning

4.1. Improvement of Data Imbalance by Deep Learning. As
shown in Figure 1, it is found that the four evaluation indexes
of MEMA-T classification have been effectively improved,
which indicates that data enhancement helps to improve
the classification performance of pest images with data
imbalance. L2 regularization is used to eliminate the overfit-
ting phenomenon in the training process. This paper uses
focal loss instead of cross-entropy loss function to solve the
problem of data imbalance. To assess the effectiveness of

Table 1: The GoogLeNet model achieved classification performance comparable.

Item Training set Validation set Test set SMCNL EFFL MEMA-I

Bold text 0.12 0.15 1.59 1.75 0.95 1.65

Goo 1.8 1.63 2.17 1.8 1.22 3.43

Ent 2.35 4.56 3.15 2.51 2.17 2.2

Aug 3.24 2.48 3.05 5.82 1.57 5.84

Tran 3.02 2.51 2.91 1.12 3.91 4.84

L2 5.73 6.71 4.4 6.08 5.81 5.96
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Figure 2: The proportion of the loss value of easily classified samples.

Table 2: GoogLeNet model improves training efficiency.

Item Bold text Goo Ent Aug Tran L2

Training set 3.6 2.97 2.94 1.58 3.08 3.6

Validation set 4.11 2.35 4.14 4.28 4.39 2.42

Test set 4.3 5.79 4.73 5.93 5.13 3.57

SMCNL 3.16 1.09 1.95 4.88 4.83 2.96

EFFL 4.36 4.07 5.2 2.32 3.9 1.79

MEMA-I 1.25 6.02 4.69 2.42 1.81 2.28
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the different methods in the model, we used the mean classi-
fication accuracy of the four types of lesions, the training set,
the validation set, and the test set, as metrics.

The simplified GoogLeNet model achieves the same clas-
sification performance as the original model, as shown in
Table 1. Among them, bold text, Goo, Ent, Aug, Tran, L2,
and FOC represent the best performance, respectively. The
simplified GoogLeNet model has cross-entropy loss function,
data enhancement, transfer learning, L2 regularization, and
focal loss function. Both data enhancement and transfer
learning can improve the classification performance of the

model, and the combination of the two methods can obtain
higher classification accuracy than using them alone. The
use of L2 regularization can restrain overfitting to a certain
extent and enhance the stability of model fitting function.

As shown in Figure 2, focal loss can further improve the
multiclassification performance by reducing the proportion
of loss values of easy to classify samples and forcing training
for difficult to classify samples. In the pathological data of
this paper, MEMA-I and MEMA-T are two similar types of
lesions, which are difficult to distinguish. Compared with
the original GoogLeNet model, the classification accuracy
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Figure 3: Gaussian blur and Gaussian noise at different scales.

Table 3: Use image information entropy as standard.

Item Artificial Degenerate Parameter Aug Tran BCRM

Gaussian blur 3.6 2.97 2.94 1.58 3.08 3.6

Gaussian noise 4.11 2.35 4.14 4.28 4.39 2.42

Test set 4.3 5.79 4.73 5.93 5.13 3.57

SMCNL 3.16 1.09 1.95 4.88 4.83 2.96

EFFL 4.36 4.07 5.2 2.32 3.9 1.79

MEMA-I 1.25 6.02 4.69 2.42 1.81 2.28

Table 4: For multistage quality classification.

Item ResNet MnasNet SMCNL EFFL MEMA-I AlexNet GoogLeNet

MD 0.62 1.56 0.12 0.15 1.59 1.75 0.95

EFFL 1.03 1.04 1.8 1.63 2.17 1.8 1.22

MEMA-I 3.06 4.38 2.35 4.56 3.15 2.51 2.17

MEMA-T 5.18 3 3.24 2.48 3.05 5.82 1.57

VGG16 2.16 3.77 3.02 2.51 2.91 1.12 3.91

AlexNet 5.25 5.02 5.73 6.71 4.4 6.08 5.81
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Table 5: The parameter combination is set according to the results of previous work.

Item Test set SMCNL EFFL MEMA-I MEMA-T Political

Three-dimensional 3.61 2.09 3.44 1.5 3.36 3.92

Distortion 5.72 1.23 4.04 6.86 3.94 3.79

Ground 1.45 4.25 6.02 3.53 4.98 6.75

Wall 1.87 2.54 4.12 6.62 4.31 4.7

Projection model 1.68 2.89 3.85 5 1.62 5.55

Degenerate 2.7 1.83 6.5 5.12 5.01 3.05
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Table 6: Residual learning to improve the classification performance of the model.

Item ResNet MnasNet SMCNL EFFL MEMA-I MEMA-T

SMCNL 2.51 3.17 2.99 2.77 2.78 3.12

EFFL 4.11 2.86 5.79 3.48 5.47 2.53

MEMA-I 2.44 3.83 5.01 4.9 5.73 5.32

MEMA-T 4.3 3.91 3.3 3.24 4.5 2.34

VGG16 1.32 4.15 1.73 5.08 1.47 1.88

AlexNet 5.38 1.65 1.72 2.77 2.22 6.43
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of simplified GoogLeNet for MEMA-I and MEMA-T is
improved by about 4%.

As shown in Table 2, the simplified GoogLeNet model
is used to improve the training efficiency, and the data
enhancement, migration learning, and L2 regularization
are effectively used to further improve the network perfor-
mance. Focal loss is used to solve the problem of image
data imbalances in mesomorphic diseases and pests. The
experimental results show that the simplified GoogLeNet
model is superior to the commonly used deep learning
model in MD classification performance. This study pro-
vides a new idea for deep learning technology to classify
noninflammatory aortic media lesions based on pest
images. In the future work, we will get more and more
kinds of pest images to further improve the generalization
ability of the model.

The Gaussian blur and Gaussian noise of different scales
added to the original data are artificially degraded, which are,
respectively, marked as 2-10 levels, with a total of 5000
pieces. The artificial degradation parameters are shown in
Figure 3. The 5000 images are then cut into 256 pixel × 256
pixel images, and 80% of the training set and 20% of the data
are selected as the test set. After one image of quality level 1 is
degraded by using the above degradation parameters, nine
quality level images are obtained. It is difficult to distinguish
the quality of images with different quality levels, especially
the images with adjacent levels, by subjective observation
with human eyes. Using the algorithm model proposed in
this paper, the recognition accuracy is 95%, which is much
higher than 84% of the basic DCNN model.

Because the imaging parameters of the above images can
not be obtained, the NIIRS quality equation can not be used
for classification. The image information entropy is used as
the standard for classification and evaluation. It is also diffi-
cult to distinguish the quality level of 30 images selected from
the test set with the quality level labels of 1, 5, and 10 through
the value of information entropy and curve, as shown in
Table 3.

In the DCNN architecture of quality classification, there
are three kinds of network models. The first one is called nor-
mal type (referred to as n-type). There are three BCRM layers
in the middle of the network; the second one is called simple
type (referred to as S-type). Compared with n-type, there is
only one BCRM layer in the middle of the network. The third
type is called complex type (C-type for short). Compared
with n-type, there are five BCRM layers in the middle of
the network. For the multistage quality classification, the 2-
fork structure is adopted in all layers, and the n-type network
structure is adopted in all layers. The input image size of crop
diseases and insect pests is 256 × 256, the number of itera-
tions is set to 200, and the network parameters are shown
in Table 4.

4.2. Image Recognition Effect Analysis of Training DCNN-G.
As shown in Figure 4, because the projection model used
in the basic three-dimensional panoramic image is estab-
lished in advance according to experience, it is impossible
to adapt to all scenes, so when the real three-dimensional
environment of the crop does not match the projection

model created by the simulation, the display will be
distorted.

As shown in Table 5, the best training effect can be
obtained by manually adjusting the parameters of L2 regular-
ization (λ = 0:001). Two key parameters involved in focal loss
are α = 0:25 and γ = 2. The parameter combination is set
according to the results of previous work to ensure the best
classification performance of the model.

As shown in Figure 5, the classification results of
SMCNL, EFFL, MEMA-I, and MEMA-T in the test data set
contain 640 data samples, in which the bold text represents
the best result. Two samples of SMCNL and EFFL were mis-
classified into other types. The model has good recognition
and resolution ability for SMCNL and EFFL. Compared with
SMCNL and EFFL, MEMA-I and MEMA-T have more mis-
classification samples, especially about 16% of them are iden-
tified as MEMA-I. The reason is that the two types of lesions
show similar pathological features. In addition, due to the
serious imbalance of data, MEMA-T data samples are less,
resulting in poor classification results.

As shown in Figure 6, all models adopt the same data
enhancement, migration learning, L2 regularization, and
focal loss. Through observation, it is found that the
improved GoogLeNet is better than the comparison model
in MD classification performance. EFFL got the best
results among all the classification indexes. MEMA-I
achieves the best results in accuracy, accuracy, and F
value. SMCNL has the highest accuracy and precision.
Due to the imbalance of data and the small number of
MEMA-T samples in the test data set, the MEMA-T clas-
sification results are inadequate.

As shown in Table 6, the ResNet model also performs
well. It has an 18 layer network structure, which is close to
the network depth of the GoogLeNet model used in this
paper. In addition, it introduces residual learning to improve
the classification performance of the model. However, due to
the large difference of lesion size among different lesion types
of MD, GoogLeNet introduces convolution kernels of differ-
ent sizes, which can better extract the context information of
MD, so its performance is better than ResNet. Compared
with other networks, the performance of AlexNet is poor.
The main reason is that AlexNet is a shallow network with
an eight-layer network structure, which reduces the accuracy
of MD classification tasks due to its limited ability to capture

Table 7: Method is limited to certain types of resolution data.

Item ResNet MnasNet
Deep

learning
Remote
sensing

Crop
Pests and
diseases

SMCNL 0.32 1.18 1.35 0.84 0.45 0.94

EFFL 2.03 2.51 3.17 2.99 2.77 2.78

MEMA-
I

2.61 4.11 2.86 5.79 3.48 5.47

MEMA-
T

3.85 2.44 3.83 5.01 4.9 5.73

VGG16 1.05 4.3 3.91 3.3 3.24 4.5

AlexNet 4.93 1.32 4.15 1.73 5.08 1.47
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image features of diseases and pests. The comparison results
show that the improved GoogLeNet model can recognize spe-
cific histopathological changes from the images of diseases and
insect pests and help to improve the automatic classification of
four types of MD lesions. The results show that the classifica-
tion results of MEMA-T are poor, mainly due to the small
number of samples and serious data imbalance.

4.3. Use YOLO-V4 to Test and Analyze the Model after
Training. As shown in Figure 7, the model tested by

YOLO-V4 can not only realize the classification of fixed
number of grades but also realize the classification of non-
fixed number of grades, and the classification results are
more detailed and accurate. After the preprocessing of qual-
ity level classification, the classical deep learning method is
used for target detection, and the detection accuracy is signif-
icantly improved, which can effectively solve the problem of
imbalanced data quality in the training set. A convolution
neural network is used to classify the image quality of crop
diseases and insect pests, which not only expands the
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Figure 8: Realize the image quality classification of crop diseases and insect pests.

Table 8: Training and detection of crop disease and insect pest image data.

Item BCRM MnasNet Deep learning Remote sensing Image quality Pests and diseases

Accuracy 0.32 1.18 1.35 0.84 0.45 0.94

Recall 2.03 2.51 3.17 2.99 2.77 2.78

Precision 2.61 4.11 2.86 5.79 3.48 5.47

MEMA-T 3.85 2.44 3.83 5.01 4.9 5.73

VGG16 1.05 4.3 3.91 3.3 3.24 4.5

AlexNet 4.93 1.32 4.15 1.73 5.08 1.47

Table 9: The average value of mAP detected by 3 types of different data targets.

Item Epoch YOLO-V3 Precision MEMA-T VGG16 AlexNet

YOLO-V4 0.03 1.82 0.28 0 1.09 1.89

OpenGL 3.76 2 1.94 3.9 1.05 1.1

Deep learning 3.46 3.64 2.68 3.22 5.24 3.15

Remote sensing 5.44 3.26 3.94 4.01 3.1 5.82

OpenCV 2.16 2.35 4.16 1.65 3.18 3.82

OpenGL 5.89 6.34 2.22 6.89 2.57 6.38

SMCNL 1.01 3.3 3 6.43 6.87 1.62
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application field of deep learning but also provides a new
method for image quality evaluation of crop diseases and
insect pests.

As shown in Table 7, many image processing methods of
crop diseases and insect pests are based on the same image
quality level, such as crop disease and insect pest image reg-
istration, landmark detection, and target recognition; gener-
ally, different data sources, different spatial resolution, and
different spectral resolution data are distinguished, and dif-
ferent technical means are used for processing, and even
some methods are used. The method is limited to some kind
of resolution data. Another example is image restoration;
many methods are known that the image is degraded under

the premise of restoration processing. This makes people
have to design different methods or adjust the corresponding
parameters for different quality levels of images in order to
obtain the corresponding processing effect, which is obvi-
ously inconsistent with the technical requirements of the
fully automated intelligent era. The quality classification of
crop disease and insect pest images can not only provide
important prior information for understanding crop disease
and insect pest images but also provide scientific basis for
testing the imaging ability of sensors and objectively evaluat-
ing the image quality of crop diseases and insect pests.

As shown in Figure 8, both one segment and multiseg-
ment can well achieve 10 levels of image quality classification
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of crop diseases and insect pests. For the three models of one-
stage quality classification, accuracy, recall, and precision of
n-type are significantly improved compared with S-type,
and the evaluation indexes of n-type are basically unchanged
compared with C-type, which indicates that BCRM has an
impact on the results, and it also means that n-type can fully
meet the application requirements for 10 quality classifica-
tion. For the multistage quality level classification, it also
achieves the effect of one-stage classification and does not
need to estimate the number of BCRM. Each stage adopts
the n-type classification structure of 10 quality levels, which
can fully ensure the accuracy of two quality levels in each
stage and further reduce the error accumulation. However,
the training time and detection time are relatively long,
which is the reason, that closely related to the number of
parameters and the complexity of intermediate computation.

The original 610 image data of agricultural crop diseases
and pests are directly trained and detected, as shown in
Table 8. Quality classification refers to training and testing
according to different quality classes. That is, the training
set and the test set belong to the same quality class. The num-
ber ratio of the training set data and test set data is 4 : 1, and
the test set data is not in the training set. Because the similar
quality level has little influence on the target detection, the
images of crop diseases and insect pests of levels 1-4, levels
5-8, and levels 9-10 are classified into the same quality class
in the experiment, and the final map value is the average
value of map of these three types of different data target
detection, and the results are shown in Table 9.

As shown in Figure 9, the display effect in the same per-
spective and scene is compared when the method is used and
not used. It shows the display effect of the basic three-
dimensional panoramic image system. When the pests and
diseases are in the ground area of the projection model, the
system will cause projection distortion to these objects, so
that the workers can not accurately obtain the position infor-
mation of the objects around the objects, or even can not see

the objects clearly. Using the enhanced three-dimensional
panoramic image synthesis method in this paper, the images
of diseases and pests are clearly presented in the scene
through the three-dimensional model, which can greatly
facilitate workers to observe.

As shown in Figure 10, compared with the existing solu-
tions, this method does not need to reduce the projection
model to make the three-dimensional object display cor-
rectly, so it can maximize the ground part of the model, so
it can better weaken the line bending distortion, that is, to
maintain the flatness of the road as far as possible.

As shown in Figure 11, (a) shows the display effect of this
method. The projection model size is set to 3000mm, and the
light is basically straight by observing the vertical line. How-
ever, the existing solution (adaptive model method) can only
make 3D objects mapped on the wall by reducing the projec-
tion model, as shown in (b). At this time, the size of the pro-
jection model is 700mm; although the lateral pests are well
displayed, the image obviously causes great bending to the
road.

5. Conclusions

This paper first introduces the basic three-dimensional pan-
oramic image synthesis algorithm and analyzes the causes
of its display distortion, then proposes the enhanced three-
dimensional panoramic image synthesis method, and finally
verifies the performance indicators of this method through
experiments. Based on the existing algorithms of 3D pano-
ramic image synthesis of pests and diseases, this paper pro-
poses an enhanced 3D panoramic image synthesis method
of pests and diseases based on coordinate ascending inverse
mapping, which is used to solve the display distortion prob-
lem of 3D objects in the original system. Firstly, the position
of the object of interest in each image is detected by using the
YOLO-V4 network, and then, the inverse mapping method
of coordinate elevation from the pixel coordinate system to

(a) (b)

Figure 11: Sample image of processing sample (camera live shooting, left (a), right (b)).
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the world coordinate system is derived by using the insect
camera calibration parameters combined with the supple-
mentary conditions, so as to preliminarily estimate the posi-
tion of the object of interest in the world coordinate system.
Then, by merging and filtering the estimated positions, you
get the final estimated position, place the preset model in
the corresponding position, and render it to complete the
highlighting. Compared with the existing solutions, this
method has many advantages, such as low cost, less compu-
tation, and good display effect. At the same time, the genera-
tion speed meets the real-time requirements, and the position
estimation also meets the accuracy requirements. It can fur-
ther improve the display quality and use value of panoramic
images of diseases and pests. In the future, the experiment
can be extended to real pests to test the display performance
of the system on real roads.

Due to the need to display the surrounding conditions
of diseases and pests in real time in the process of field
work, it is required that the screen should not appear
the phenomenon of jam, so it puts forward high require-
ments for the real-time performance of the image genera-
tion method in this paper, so the real-time performance of
this method will be verified first. Then, the accuracy of
object detection and position estimation in this method
is quantitatively tested. The scene generation is divided
into two parts: using OpenCV to generate the ground part
and using OpenGL to render the scene part. When
OpenCV is used to generate the ground point by point,
the LUT look-up table method is used in the former.
The calculation of the mapping relationship is completed
and saved when the program is initialized, and only
look-up table is needed in real-time rendering, thus reduc-
ing the processing time of a single frame.

Compared with the existing solutions, this method has
many advantages, which can intuitively and prominently dis-
play the position of other crops and pedestrians around the
object. When the object of interest is displayed, it will not
cause projection distortion to other scenes, and the overall
view is comfortable. In addition, this model does not need
other depth sensors. Because a fixed projection model can
be used, LUT can be used to ensure real-time performance.
The algorithm in this paper can keep the straightness of the
ground lines to the maximum in the display. In conclusion,
this method has a high application value.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by the Heilongjiang Province Nat-
ural Science Foundation of China: LH2020F039.

References

[1] T. Han, “Design and application of multicolor image identifi-
cation in soil pollution component detection,” Arabian Jour-
nal of Geosciences, vol. 13, no. 18, 2020.

[2] B. Chen, H. Li, W. Luo, and J. Huang, “Image processing
operations identification via convolutional neural network,”
SCIENCE CHINA Information Sciences, vol. 63, no. 3,
2020.

[3] T.-K. Chui, J. Tan, Y. Li, and H. A. Raynor, “Validating an
automated image identification process of a passive image-
assisted dietary assessment method: proof of concept,” Public
Health Nutrition, vol. 23, no. 15, pp. 2700–2710, 2020.

[4] Z. Zhao and N. Liu, “the recognition and localization of insu-
lators adopting SURF and IFS based on correlation coeffi-
cient,” Optik, vol. 125, no. 20, pp. 6049–6052, 2020.

[5] Z. Zhao, N. Liu, and L. Wang, “Localization of multiple insu-
lators by orientation angle detection and binary shape prior
knowledge,” IEEE Transactions on Dielectrics and Electrical
Insulation, vol. 22, no. 6, pp. 3421–3428, 2019.

[6] Q. Wu and J. An, “an active contour model based on texture
distribution for extracting inhomo geneous insulators from
aerial images,” IEEE Transactions on Geoscience & Remote
Sensing, vol. 52, no. 6, pp. 3613–3626, 2019.

[7] Y. Zhai, R. Chen, Q. Yang, X. Li, and Z. Zhao, “Insulator
fault detection based on spatial morphological features of
aerial images,” IEEE Access, vol. 122, no. 6, pp. 35316–
35326, 2019.

[8] X. Miao, X. Liu, J. Chen, S. Zhuang, J. Fan, and H. Jiang, “Insu-
lator detection in aerial images for transmission line inspection
using single shot multibox detector,” IEEE Access, vol. 125,
no. 7, pp. 9945–9956, 2019.

[9] X. Tao, D. Zhang, Z. Wang, X. Liu, H. Zhang, and D. Xu,
“Detection of power line insulator defects using aerial images
analyzed with convolutional neural networks,” IEEE Transac-
tions on Systems Man & Cybernetics Systems, vol. 50, no. 4,
pp. 1486–1498, 2018.

[10] Y.W. Tian, I. Cheng, and X. Q.Wang, Feature vectors determi-
nation for pest detection on apples based on hyperspectral imag-
ing, Transactions of the Chinese Society of Agricultural, 2014.

[11] Engineering (Transactions of the CSAE), vol. 30, no. 12,
pp. 132–139, 2019.

[12] R. P. Haff, S. Saranwong, W. Thanapase, A. Janhiran,
S. Kasemsumran, and S. Kawano, “Automatic image analysis
and spot classification for detection of fruit fly infestation in
hyperspectral images of mangoes,” Postharvest Biology and
Technology, vol. 86, no. 1, pp. 23–28, 2013.

[13] D. E. Purcell, M. G. O'Shea, R. A. Johnson, and S. Kokot,
“Near-infrared spectroscopy for the prediction of disease rat-
ings for leaf gall in sugarcane clones,” Applied Spectroscopy,
vol. 63, no. 4, pp. 450–457, 2009.

[14] R. Teixeira, J. I. R. Fernandéz, J. Pereira, and L. B. Monteiro,
“Identification of grapholita molesta (Busk) (Lepidoptera:
Tortricidae) biotypes using infrared spectroscopy,” Neotropi-
cal Entomology, vol. 44, no. 2, pp. 129–133, 2019.

[15] L. Z. Cheng, X. C. Zhu, and L. L. Gao, “Hyperspectral estima-
tion of phosphorus content for apple leaves based on the ran-
dom forest model,” Journal of Fruit Science, vol. 33, no. 10,
pp. 1219–1229, 2019.

[16] S. J. Liu, Y. W. Tian, and D. Feng, “Nondestructive detection
method of hyperspectral imaging for apple disease,” Journal

14 Wireless Communications and Mobile Computing



of Shenyang Agricultural University, vol. 47, no. 5, pp. 634–
640, 2016.

[17] R. Van Beers, B. Aernouts, L. L. Gutiérrez et al., “Optimal
illumination-detection distance and detector size for predict-
ing Braeburn apple maturity from Vis/NIR laser reflectance
measurements,” Food and Bioprocess Technology, vol. 8,
no. 10, pp. 2123–2136, 2019.

[18] X. L. Wang, “Extraction and modeling of physical and chemi-
cal properties of fruit trees flowers and leaves based on spectral
analysis technique,” Beijing Forestry University,2017WU Fei,
LU Xinyan, SONG Jun. Learning of multimodal representations
with random walks on the click graph, IEEE Trans. Image Pro-
cess, vol. 25, no. 2, pp. 630–642, 2019.

[19] L. U. Xiaoqiang, W. A. N. G. Binqiang, and Z. H. E. N. G.
Xiangtao, “Exploring models and data for remote sensing
image caption generation,” IEEE Transactions on Geoscience
and Remote Sensing, vol. 56, no. 4, pp. 2183–2195, 2018.

[20] N. MERKLE, S. AUER, R. MULLER, and P. REINARTZ,
“Exploring the potential of conditional adversarial networks
for optical and SAR image matching,” IEEE Journal of Selected
Topics in Applied Earth Observations and Remote Sensing,
vol. 11, no. 6, pp. 1811–1820, 2018.

[21] J. T. Barron and J. Malik, “Shape, illumination, and reflectance
from shading,” IEEE Transactions on Pattern Analysis and
Machine Intelligence, vol. 37, no. 8, pp. 1670–1687, 2019.

[22] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” Nature,
vol. 521, no. 7553, pp. 436–444, 2018.

[23] X. Li, Y. Dong, P. Peers, and X. Tong, “Modeling surface
appearance from a single photograph using self-augmented
convolutional neural networks,” ACM Transactions on
Graphics (TOG), vol. 36, no. 4, pp. 1–11, 2017.

[24] D. Guarnera, G. C. Guarnera, A. Ghosh, C. Denk, and
M. Glencross, “BRDF representation and acquisition
[C]//computer graphics,” Forum, vol. 35, no. 2, pp. 625–650,
2019.

15Wireless Communications and Mobile Computing



Research Article
Open Relation Extraction in Patent Claims with a Hybrid Network

Boting Geng

School of Computer Science and Computing, Zhejiang University, 310063, China

Correspondence should be addressed to Boting Geng; 11321030@zju.edu.cn

Received 8 January 2021; Revised 28 February 2021; Accepted 10 April 2021; Published 28 April 2021

Academic Editor: Wenqing Wu

Copyright © 2021 Boting Geng. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Research on relation extraction from patent documents, a high-priority topic of natural language process in recent years, is of great
significance to a series of patent downstream applications, such as patent content mining, patent retrieval, and patent knowledge
base constructions. Due to lengthy sentences, crossdomain technical terms, and complex structure of patent claims, it is
extremely difficult to extract open triples with traditional methods of Natural Language Processing (NLP) parsers. In this paper,
we propose an Open Relation Extraction (ORE) approach with transforming relation extraction problem into sequence labeling
problem in patent claims, which extract none predefined relationship triples from patent claims with a hybrid neural network
architecture based on multihead attention mechanism. The hybrid neural network framework combined with Bi-LSTM and
CNN is proposed to extract argument phrase features and relation phrase features simultaneously. The Bi-LSTM network gains
long distance dependency features, and the CNN obtains local content feature; then, multihead attention mechanism is applied
to get potential dependency relationship for time series of RNN model; the result of neural network proposed above applied to
our constructed open patent relation dataset shows that our method outperforms both traditional classification algorithms of
machine learning and the-state-of-art neural network classification models in the measures of Precision, Recall, and F1.

1. Introduction

With the development of economy, patent documents, being
an extremely important knowledge carrier, record a large
number of valuable inventions, creative ideas, and excellent
design concepts. Automatically extracting none predefined
relation triples from patent claims, which contains a series of
rights granted by a government for a given limited period, is
a vital basic research application for some upper level applica-
tions of patent document analysis, such as patent information
retrieval [1, 2], patent classification [3], patent categorization
[4], and patent knowledge graph construction [5].

However, relation extraction from patent document is
not an easy task. On one hand, specification requirements
for patent writing leads to lengthy and complex sentence,
which results in its difficulties to parse with normal NLP
tools; on the other hand, traditional approaches, NLP-
based linguistic method, statistics-based machine learning
method, and multimethod hybrid method [6] cannot catch
temporal information and long sentence-level global depen-
dency features.

In this paper, we propose an open relation extraction
model of hybrid neural network to extract relation triples
from patent claims, where Bi-LSTM network can obtain
temporal information from the whole sentence, and CNN
pooling can gain local content information; at the same time,
multihead attention is incorporated into extracting content
dependency feature in order to better serve for sequence label
classification problems. Our main contributions are summa-
rized as follows:

(1) A hybrid neural network (Bi-LSTM+CNN+CRF) of
open relation extraction (ORE) model is firstly pro-
posed to extract none predefined triples from patent
document

(2) Multihead attention technique serves for better
sequence label dependency classification

(3) We constructed an open patent relation corpus in
favor of adopting supervised approaches to ORE task
in patent analysis, including 1309 annotated claims
with about 29850 sentences

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 5547281, 7 pages
https://doi.org/10.1155/2021/5547281

https://orcid.org/0000-0002-4253-6562
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5547281


(4) We systematically compare the performance of a
series of exiting neural model in the context of the
ORE in patent claims. Meanwhile, a variety of exper-
iments help readers to better understand reliability of
our hybrid model

2. Related Work

As for the traditional semantic relation extraction from pat-
ent documents, there are mainly four methods, which are
NLP-based linguistic method, statistics-based machine learn-
ing method, and multimethod hybrid method.

On one hand, in the early period of semantic relation
extraction from patent documents, NLP-based linguistic
methods are dominant. Most of the existing methods made
use of linguistic analysis. Regular expression pattern match-
ing techniques is proposed to parse, annotate, and extract tar-
get semantic information for knowledge sharing in machine
readable format OWL [7]; extracting hyponymy lexical rela-
tions is conducted on patent documents using lexico-
syntactic patterns [8] and extracting knowledge combined
with domain ontology from patent unstructured data [9].
Data-intensive methods are incorporating into patent claim
analysis for enhancing analysis robustness combined with
symbolic grammar formalisms [10]. Conceptual graphs are
extracted from patent claims for comparing patent similarity
analysis or any domain of interest [5]. A patent processing
system named PATExpert is designed for summarizing pat-
ent claims, where deep strategies of syntactic dependency
relationship analysis operate on deep-syntactic structures of
the claims for improving its readability [11]. Gabriela et al.
[12] proposed an extraction of verbal content relations from
patent claims using deep syntactic structures. Fantoni et al.
[13] proposed a method of automatically detecting and
extracting information about functions, the physical behav-
iours, and states of the system from patent text with a large
knowledge base and a series of NLP tools. Lee et al. [14] pro-
posed a hierarchical keyword vector for representing the
dependency relationships among claim elements and a tree
matching algorithm for comparing claim elements of parents
to assess patent infringement risks. Taeyeoun Roh et al. [15]
proposed a series of rules to structure and layer technological
information in patent claims through NLP tools.

On the other hand, statistical-based machine learning is
frequently applied for processing patent analysis in recent
years. Gabriela [16] proposed a two-stage method of rule-
based claim paragraph segmentation and machine learning-
based of conditional random field (CRF) lengthy sentence
segmentation which will help automatically detect division
phrases for forming meaningful shorter sentences. Wang
et al. [17] present an approach to extracting principle knowl-
edge from process patents classifying with contraction
matrix. Okamoto et al. [18] proposed an information-
based technique to grasp the patent claim structure through
entity mention extraction and the relation extraction method
with DeepDive [19] platform which using Markov logic
network-based inference [20] and distant supervision-based
labeling [21] to extract relations from unstructured text.
Deng et al. [22] proposed to construct knowledge graph for

facilitating technology transfer where common knowledge
base can reveal the technical details of technical documents
and assist with the identification of suitable technologies.

Besides, with the rise of deep learning technology, espe-
cially its wide application in natural language processing,
hybrid technologies as above have emerged for patent min-
ing, such as patent information extraction, patent relations
extraction, and construction of patent semantic knowledge
base. Yang and Soo [5] proposed a method to convert a pat-
ent claim into a formally defined conceptual graph with
hybrid techniques of part-of-speech tags, conceptual graphs,
domain ontology, and dependency tree. Korobkin et al. [23]
proposed a hybrid methodology of LDA-based statistical
and semantic text analysis to extract a physical knowledge
in the form of physical effects and their practical applications.
Carvalho et al. [24] present a hybrid method of extracting
semantic information from patent claims by using semantic
annotations phrasal structures, abstracting domain ontology
information, and outputting ontology-friendly structures to
achieve generalization. Lv et al. [25] proposed a hybrid
method of patent terminology relation extraction combined
with attention mechanism and Bi-LSTM [26] model to con-
struct the patent knowledge graph.

Different from traditional relation extraction, where cat-
egories of relationships are classified at advance, open rela-
tion extraction (ORE) extract none predefined triples from
unstructured text. ORE is firstly defined by Banko et al.
[27] who proposed to extract none predefined relations
from web, attracting extensive attention and follow-up
researches in various fields. Del Corro and Gemulla [28]
then proposed dependency parsing-based clause IE frame-
work to detect and extract “useful” pieces of information
clauses. Neural network are also incorporated into ORE
[29, 30] with end-to-end sequence model or encoder-
decoder model.

Our work is similar with Lv et al. [25] and [29–31], but
Bi-LSTM and attention mechanism, together with open
relation extraction, are firstly proposed to extract the none
predefined relationship from the patent documents forming
Subject-Relation-Object triples. As we believe that NLP-
based parsing tools cannot catch long dependency relation-
ship of lengthy patent sentences, different phased attention
would improve the end-to-end sequence labeling classifica-
tions. We propose a hybrid neural network framework of
extracting open relations from patent claims with multi-
head attention. Although Bidirectional Encoder Representa-
tion from Transformers (BERT) [32–35], another neural
network model based on bidirectional transformer, per-
forms excellent in a series of natural language processing
tasks including sequence tagging, we would leave it for
the future work.

3. Our Hybrid ORE Neural Framework

The paper proposes a supervised neural network of extract-
ing open relations from patent claims without predefined
relation categories, which enables a supervised machine
learning approach to ORE in patent claims. We define the
task as a sequence tagging problem, and we develop an

2 Wireless Communications and Mobile Computing



end-to-end neural mode with Bi-LSTM and CNN with mul-
tihead attention to classify labels above. At first stage, as for
the lengthy and complex structure, a machine learning-
based method is used to detect segmentation word or
phrases for splitting meaningful pieces of short sentences.
And then word features and part-of-speech features are
incorporated into the Bi-LSTM network. At then, multihead
attention mechanism is applied to Bi-LSTM features for help
dependency relationship label classification. Postprocessing
operation is done for getting Argument1-relation-Argu-
ment2-like triples. Our neural ORE architecture is shown
in Figure 1.

3.1. Task Formulation. In this paper, we define our neural
ORE model as extracting triples from patent claims, where
a triple often consists of a predicate and two arguments with
contiguous spans from the sentence. As we show in the fol-
low table, the formulation is defined with a more expressive
BIEOS tagging scheme as shown the dashed lines, which
can better capture dependency relationships from content
than BIO tagging scheme. The relation phrase labels are
encoded as Verb, Prep, or Noun labels type, while arguments
are represented as Arg labels, where Arg1 stands for the first
argument and Arg2 acts as the second argument. Several
examples are shown in Table 1.

3.2. Feature Embedding.Word embedding is an operation of
transforming a word token into a real-valued vector to repre-
sent syntactic and semantic information from content. Given
a sentence consisting of n words S = fx1, x2, x3 ⋯⋯xng,
every word xi is converted into a real-valued vector ei by
looking up the embedding matrix Wword ∈ℝdw∣V∣, where V
stands for the whole vocabulary and dw represents as the size
of word embedding. We use Glove [26] as our word embed-
ding model. Part of speech embedding is transforming POS
of each word xi in sentence S into a one-hot vector pi, which
comes from annotated brown corpus with 36 types. Finally,
the concatenation of word embedding ei and POS embedding
pi is input feature of our neural model.

3.3. Bi-LSTM Network. As deep learning technology and nat-
ural language processing combine more and more closely,
long short-term memory (LSTM) network, which is firstly
proposed by Hochreiter and Schmidhuber in 1997 to solve
gradient vanishing problem, shows its good merit on captur-
ing long distance relationship in different NLP subtasks. The
transfer diagram of adjacent units in LSTM neural network is
shown in Figure 2.

The core design philosophy of LSTM is an adaptive
gating mechanism, which decides the degree to which
LSTM units keep the previous state and memorize the
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Figure 1: Our hybrid network architecture.
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extracted features of current data input [36]. The calcula-
tion process is as follows:

f t = σ Wf ∗ ht−1, xt½ � + bf
� �

, ð1Þ

it = σ Wi ∗ ht−1, xt½ � + bið Þ, ð2Þ
~Ct = tanh Wc ∗ ht−1, xt½ � + bCð Þ, ð3Þ

Ct = f t ∗ Ct−1 + it ∗ ~Ct, ð4Þ
Ot = σ Wo ht−1, xt½ � + bOð Þ, ð5Þ
ht =Ot ∗ tanh Ctð Þ: ð6Þ

A typical LSTM network consists of four parts: one for-
get gate f t , one input gate it , one current cell state Ct , and
one output gate Ot . Through four parts of the iterative cal-
culation above, cell units decide whether to take the inputs,
forget the memory stored before, and output the state gen-
erated later. Bidirectional LSTM network is the combina-
tion of forward LSTM networks and backward LSTM
networks, where the hidden layer of the latter network flows
in opposite position as that of the former, which can cap-

ture the future information as well as the past one. Thus,
the Bi-LSTM model is able to exploit information both
from the past and the future, more suitable for the sequence
tagging model tasks. In this paper, we use the Bi-LSTM
model to obtain the semantic and syntactic information
from the sentence, and we get the combined hidden infor-
mation hi with element-wise sum operation as the following
equation from two subnetworks of the forward hidden state

hi
!

and backward hidden state hi
 
.

hi = hi
!

⨁ hi
 h i

: ð7Þ

3.4. Multihead Attention. Attention mechanism has now
become a predominant concept in neural network literature
in recent years and has received varying degrees of atten-
tion and research within the artificial intelligence (AI) com-
munity in a large number of applications, such as speech
recognition, computer vision, natural language processing,
and statistical learning. In this paper, we adopt the multi-
head attention, which has shown excellent performance in
many tasks, such as reading comprehension [36] (Cheng
et al., 2016), text inheritance [37] (textual ailment/Parikh

Table 1: Our neural open relation extraction model.

Neural open relation extraction model

(a) A mono-block engine having a cylinder head structure according to claim 2.

(A mono-block engine; having; a cylinder head structure)
AB_Arg1 mono-blockI_Arg1 engineE_Arg1 havingS_Verb aB_Arg2 cylinderI_Arg2 headI_Arg2 structureE_Arg2 accordingO toO claimO
2O .O

(b) A ported housing having at least one housing port, said housing having an inside diameter and an outside diameter
(a ported housing; having; at least one housing port)
(said housing; having; an inside diameter and an outside diameter)

AB_Arg1 portedI_Arg1 housingE_Arg1 havingS_Verb atB_Arg2 leastI_Arg2 oneI_Arg2 housingI_Arg2 portE_Arg2,O saidB_Arg1
housingE_Arg1 havingS_Verb anB_Arg2 insideI_Arg2 diameterI_Arg2 and I_Arg2 an I_Arg2 outsideI_Arg2 diameterE_Arg2 ;O

(c) Wherein a flexible press plate, anchored in the counterpart at one of the edges running in the longitudinal direction of the counterpart,
is arranged on the surface of the counterpart located in the press zone
(a flexible press plate; anchored in; the counterpart)
(a flexible press plate; running; in the longitudinal direction of the counterpart)
(a flexible press plate; is arranged on; the surface of the counterpart)

whereinO aB_Arg1 flexibleI_Arg1 pressI_Arg1 plateE_Arg1,O anchoredB_Verb inE_Verb theB_Arg2 counterpartI_Arg2 atO oneO ofO
theO edgesO runningS_Verb inB_Arg2 theI_Arg2 longitudinal I_Arg2 directionI_Arg2 ofI_Arg2 theI_Arg2 counterpartE_Arg2, isB_Verb
arrangedI_Verb onE_Verb theB_Arg2 surfaceI_Arg2 ofI_Arg2 theI_Arg2 counterpartE_Arg2 locatedO inO theO pressO zone O .O

A
tanh

tanh

A

h
t−1

X
t−1

h
t

X
t

h
t+1
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t+1

×

×
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+

Figure 2: Basic neural LSTM unit.
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et al., 2016), and automatic text summary [38] (Paulus
et al., 2017). The essence of multihead attention is to do
multiple calculations of self-attention, which can enable
sequence-to-sequence neural model to obtain more features
from different representation subspaces, so that the model
can capture more context information of sentences. The
relevant attention equations are described as below:

Attention Q, K , Vð Þ = softmax
QKTffiffiffiffiffi

dk
p

 !
∗V ,

headi = Attention QWQ
i , KW

K
i , VW

V
i

� �
,

MultiHead Q, K , Vð Þ = concat head1, head2 ⋯⋯headhð Þ,
ð8Þ

where Q, K , and V represent query matrix, key matrix, and
value matrix of the multihead attention mechanism, and in
the above equations, Q = n ∗ dk, K = n ∗ dk, V = n ∗ dk, and
i ∈ h. For each head attention, we compute the attention
weight by Equation (2), and finally, we concatenate each
head as output results of attention layer.

3.5. CNN Network. Convolutional neural networks (CNN) is
a good means of capturing salient local features from whole
sequence as for its capability of learning local semantic pat-
terns by its flexible convolutional structure in multidimen-
sional feature extraction [39]. Convolution is often thought
of as the product of a weight vector and a sequence vector.
The weights matrix is regarded as the filter for the convolu-
tion [40]. Given various convolution window length, differ-
ent outputs are fed to a max-pooling layer, where we can
get a feature vector of fixed length.

3.6. CRF Layer. The output of the softmax layer does not
affect each other and is independent of each other, while
Bi-LSTM can learn semantic and syntactic information
about the content. But as for some tasks, such as Noun
chunking and Named Entity Recognition (NER), output
labels are mutually restrictive. Taking “ aB_Arg1 flexibleI_
Arg1 pressI_Arg1 plateE_Arg1” for an example, label B_
Arg1 must be in front of I_Arg1, and label E_Arg1 must
come after label B_Arg1 and I_Arg1, and other sequence is
illegal. And the result label calculation of the CRF layer is
realized by dynamic programming optimization, which
would obviously outperform the model without the CRF
layer int the time series estimation problem.

4. Experiments

4.1. Dataset.We extract 1309 claims from patent documents
form USPTO and annotate the claims with thirty under-
graduates for about 2 months. The constructed dataset
finally contains 29850 sentences, where 60% for training,
20% for verification, and 20% for test. For argument1 and
argument2, we use BIEOS label mechanism, which is also
suitable for relation phrase labels. There are three relation-
ships in the whole labeled dataset, and each relationship
contains a single tag “S” or two more tags “BE” or “BIE.”

The statistics of all labels are shown in Table 1. Finally, we
evaluate our patent ORE mode on above dataset. The results
are measured by Precision (P), Recall (R), and F1-score,
which is defined in Table 2.

P = TP
TP + FP

,

R =
TP

TP + FN
,

F1score =
2 ∗ P ∗ R
P + R

:

ð9Þ

4.2. Hyperparameters Setting.We implement our model with
python 3.5 in Keras on NVIDIA Quadro P2000. Adam
method is used to optimize our model, learning rate is set
to 0.01, and batch size is 50. For multihead attention, we
set the number of attention heads is 4, and we use Glove
as word embedding model, and the dimension of word vec-
tors is set as 300. Part of speech embedding size is one-hot
vector and is set as 26, and relation label embedding size is
also set as 12. The dropout rate is set to 0.1 to prevent over-
fitting, and L2 regularization is also employed in training to

Table 2: Annotation statistics of our constructed dataset.

S B I E

Verb 16994 13707 10921 13689

Prep 2624 902 752 874

Adj 409 1712 1186 1693

Table 3: Hyperparameter setting of the framework.

Layer Hyperparameter

Embedding

Word embedding size 300

POS embedding size 26

Entity embedding size 12

CNN
Kernel size 3

Number of filters 100

Bi-LSTM State size 300

Dropout Dropout rate 0.5

Batch size 50

Initial learning rate 0.01

Sequence length 50

Table 4: Results of ORE dataset experiments on models.

P (%) R (%) F1-score (%)

Bi-LSTM1 89.1542% 90.2017% 89.6749%

Bi-LSTM+CNN+CRF2 93.9204% 93.1501% 93.5337%

Bi-LSTM+CNN+CRF
(label embedding)3

97.0457% 96.1206% 96.5809%

Bi-LSTM+CNN+CRF (label
embedding+attention)4

97.3074% 97.7388% 97.5226%
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prevent overfitting. The max length of the sentence is set as
100. The detailed parameters of the framework are shown in
the following Table 3.

4.3. Experiments and Discussion. In our model, label embed-
ding of our hybrid neural network model consists of word
embedding, part-of-speech embedding, and relation tagging
embedding. More information feature would be incorporated
into the embedding layer though the concatenation by the
last dimension for each word. The attention mechanism used
in our model is multihead attention, which layer is followed
by CNN layer. From a series of experiments in Table 4 above,
we obviously conclude that hybrid neural network model
performs better than traditional neural network model like
Bi-LSTM, such as model 1and model 2 in Table 4, and neural
network models with the help of label embedding obviously
perform better than the models without the label embedding,
such as model 3 and the model 1, in the evaluation measures
of Precision, Recall, and F1 score. Through the comparison
with the other neural models, our model with multihead
attention outperforms other model as well.

4.4. Conclusion and Future Work. In this paper, we propose a
Patent Open Relation Extraction neural model. Instead of
employing feature engineering, we use a hybrid Bi-LSTM
+CNN+CRF neural model with multihead attention mecha-
nism. The hybrid model outperforms the single other model
obviously on our self-constructed patent sequence tagging
dataset. In the future, we consider incorporating the trans-
form model into our model, such as Bidirectional Encoder
Representation from Transformers (BERT), and we also con-
sider patent domain word embedding, which we think would
potentially improve the performance.

Data Availability

The dataset used to support the findings of this study have
not been made available as the dataset also forms part of an
ongoing study.
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This paper presents a kind of intelligence control algorithm for the mine hoist control system. Firstly, the desired output of the
system is described by a speed curve of hoisting process. Then, the structure diagram of the hoist system is constructed, and the
expert PID controller is designed based on the model of this control system; the expert knowledge base was established
according to the analysis of characteristics in different periods of the hoist process. Finally, the control effect was verified by
SIMULINK simulation; by comparing with the result of conventional PID control, expert PID control is improved more safe
and suitable for the mine hoist control system.

1. Introduction

Mine hoist is mainly used in coal and other mining enter-
prises. It is the key equipment in production and is the only
channel to transport person and material in the mines. Its
performance directly affects the reliability and safety of pro-
duction; once it fails, not only will it seriously damage the
device but also cause server casualties [1–3]. In this paper,
we are concerned on the designing expert control algorithm
for the mine hoist control system.

Expert control is a cross-subject of artificial intelligence
and control theory. It can simulate expert intelligence in an
unknown environment and realize effective control. It has
been widely used in many industries and provides a new
approach to solve the industrial control problem and realizes
industrial process control. Chen et al. designed a supervisory
expert controller for ball mill grinding circuits [4]. Shi et al.
combined fuzzy PID control and the expert decision to regu-
late the temperature and an expert fuzzy PID controller is
designed [5]. Bergh et al. used expert control in the tuning
of an industrial thickener [6]. An intelligent energy-efficient
outdoor lighting control system using an expert system was
developed by Atis and Ekren that could be used in green
buildings [7]. Bergh et al. designed a predictive expert control
system for a hybrid pilot rougher flotation circuit [8]. Belle
et al. designed and realized a distributed expert system on a

control strategy to manage the execution flow of rule activa-
tion [9]. Di Maioa et al. designed a regional sensitivity
analysis-based expert system for safety margin control [10].
Ye et al. used the expert PID to control the valve positioner
[11].

Many researchers have been carrying out the research on
the control of the mine hoist system and other DC speed con-
trol system; they have obtained some achievements. Hamed
et al. designed a fuzzy PID controllers for real-time DC
motor speed control [12, 13]. Liu et al. and Gundogdu et al.
used fuzzy PID control and self-tuning PID control in the
brushless DC motor system separately [14, 15]. Ma et al.
designed a parameter self-tuning fuzzy PID control for DC
motor [16]. Zdrozis worked on the analysis of abnormal
modes of the hoisting DC electric drive system [17]. Gupta
et al. analyzed the applications of artificial intelligence in per-
manent magnet brushless DC motor drives [18]. Emhemed
and Mamat presented an overview of proportional integral
control (PI) and artificial intelligent control (AI) algorithms
for industrial DC motor [19]. Chang et al. modeled the non-
linear DC motor system as Takagi-Sugeno (T-S) fuzzy model
[20]. Ulasyar et al. designed an intelligent speed controller for
brushless DC motor (2018) [21].

All these achievements listed above will bring great help
in the research in this paper. This paper adopts expert PID
control in the mine hoist system, by analyzing hoisting
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process in different periods. Based on experiences, expert
rules are designed to regulate controller parameters to
achieve desired hoist process. Compared with the simulation
results of conventional PID control, it is indicated that expert
PID is more suitable for mine hoisting control.

2. Description of Mine Hoist Control System

2.1. Analysis of Hoisting Process. The mine hoist system is to
transport workers and materials up and down the well; both
safety and comfort should be considered in the designing of
the hoist control system. The hoisting process of the mine
hoist system is shown in Figure 1, where n represent the
rotate speed of the DC motor which is used in the hoist sys-
tem. In some cases with large load and special hoisting
control requirements, the acceleration stage can be further
subdivided into three stages (as shown in t0-t3).

The whole hoisting process divides into five stages,
namely, the acceleration stage, constant stage, deceleration
stage, crawling stage, and parking stage, respectively. In the
acceleration stage, the speed of the DC motor accelerates
from standstill to maximum speed. In the constant stage,
the machine keeps running at maximum steady speed, and
the constant stage is the main operational stage. The speed
slows down from steady to creeping period in the decelera-
tion stage. In the crawling stage, the container, such as cage
or elevator car, is ready to locate and to brake. In parking
stage, the cage reaches to the target position and then stops.
The detail of each period is describes as the following
paragraph.

The acceleration stage happens between moment 0 and t3
as described in Figure 1; in this stage, underground workers
transfer the signal that the cage has been filled of materials
to surface workers, the hoist begins to work. Due to mechan-
ical inertia, speed increase slowly during moment 0 and t1
and then at a rapid rate during t1 and t2, when the speed
approximate to maximum, the increase rate slows down
during t2 and t3.

The constant stage happens between moment t3 and t4;
in this stage, hoist operates at maximum speed so that the
cage can steadily upgrade; it is the main stages of the process
because it occupies the longest time in the hoisting process.

The deceleration stage happens between moment t4 and
t5; when the cage is near the wellhead, hoist starts to slow
down, and its deceleration rate is from slow to fast and then
to slow; this is shown in Figure 1.

The crawling stage happens between moment t5 and t6;
in this stage, the cage gets into the dump rail, and it operates
slowly to eliminate the impact when parked at target location.

The parking stage happens between moment t6 and t7,
the hoist brake along with its speed decreasing from creeping
speed to zero in this stage, which indicates the end of the
whole process.

Of course, the operation safety should be taken into
consideration while the size of speed and acceleration are
determined in different stages.

2.2. The Structure of Mine Hoist Control System. In order to
implement the hoist function described in the previous para-

graph, we construct the control system shown as Figure 2.
The closed-loop system uses a tachogenerator to measure
the speed; this signal is taken as a feedback signal to compare
with the reference input and the error signal is gained. The
speed controller utilizes error signal as input and its output
signal is taken as the control signal of the controlled object.
Its task is to make the hoister work at expected speed and
low overshoot. It is important for us to design a suitable
control algorithm to achieve the functions mentioned above.

3. Design of Control Algorithm for Mine
Hoist System

In the process speed regulation, the speed controller plays a
leading role. The expert control algorithm can adjust the con-
trol parameters adaptively, so we use this control algorithm to
decrease speed overshoot and to make the acceleration meet
requirement when the mine hoist system starts working, and
the expert PID algorithm is adopted finally. The input of the
expert controller is the error signal between the reference
and feedback signal, which is shown in Figure 2. Based on
the practical situation and expert rules, control variable Un

∗

and Uc are used to regulate the mine hoisting process.

3.1. Description of Expert Control. The expert system is a sys-
tem with a large amount of expertise and experience. It makes
inference and judgment according to the knowledge and expe-
rience provided by experts in a certain field and simulates the
decision-making process of human experts; its main frame-
work consists of knowledge base and reasoning mechanism.
Based on the knowledge (prior experience, dynamic informa-
tion, target, etc.) of control domain, it outputs appropriate
control signal according to reasoning rules in a certain strategy
and realizes the control function of the controlled object. The
structure of expert control is shown in Figure 3.

According to the role and function that expert control
plays in the control system, expert control can divide into
two types: direct and indirect expert controller. In the direct
expert control system, the expert system gives the control sig-
nal directly to control the working process of control object.
The direct expert control system gives the control signal at
each sampling time according to the measured process infor-
mation and the rules in knowledge base. The indirect expert
controller is an intelligent control system which is the combi-
nation of expert control and the conventional controller. The
bottom layer of the system may be simple PID, fuzzy, and
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Figure 1: The desired hoisting process curve.
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Figure 2: The structure diagram of the mine hoist control system.
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Figure 5: The indirect expert controller.

Table 1: Parameters of the system.

Parameter Value

Nominal voltage UN (V) 750

Nominal current IN (A) 760

Nominal speed IN (r/min) 375

Electromotive force coefficient (V·r/min) 1.82

Magnification factor of the thyristor device Ks 75

Resistance of armature circuit R (Ω) 0.14

Time constants T l (s) 0.031

Time constants Tm (s) 0.112

Feedback coefficient of speed α 0.027

Maximum given input Unm
∗(V) 10

∗Corresponds to the nominal speed.
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other algorithms, and expert control is used to adjust the
parameters of the bottom layer algorithm. The structure of
direct expert control system and indirect expert control
system is shown as shown in Figures 4 and 5, respectively.

This paper chooses an expert PID controller to replace
the conventional PID controller as the outer controller to
control the hoist process. This controller is one kind of indi-
rect controller. Expert control can adjust the parameters of
PID controller adaptively according to the size of system
deviation. The key problem of the outer controller design is
to design expert control rules to improve the dynamic
performance of the system at startup.

3.2. The Design of Expert Controller. The function of the
expert controller is to make the hoisting process as shown in
Figure 1. The acceleration during the start and stop process
is neither too large nor too small, which will ensure both com-
fort and safety. The integral separation algorithm is adopted
when expert rules are designed. When the error is large, open
loop control is adopted, and the output of control is fixed to
reduce the error quickly. When the error reduces to a certain
range, PID control is adopted, and the parameters of the

PID controller are adjusted accordingly with the size of the
error. Several related parameters need to be defined before
designing rules as that is shown in the following paragraph.

Error boundM1 andM2,M1 >M2 > 0. When the error is
bigger than M1, several error threshold are defined as aiði =
1, 2,⋯,nÞ, a1 > a2 >⋯ > an, the value of n is determined by
the characteristics of control objectives, The output of the
controller is biði = 1, 2,⋯,nÞ corresponding to ai, When the
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Figure 6: Output curve with conventional PID control (ki = 0:1).
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Figure 7: Output curve with conventional PID control (kp = 1:2).

Table 2: Response parameter of the system.

ki kp Vmax tmax (s) No. of curve

0.1

2.0 10.75 0.262 1st in Figure 6

1.2 10.13 0.037 2st in Figure 6

1.0 10.05 0.496 3rd in Figure 6

0.5 10.25 1.232 4th in Figure 6

0.2

0.12

10.4 0.388 1st in Figure 7

0.3 10.34 0.386 2st in Figure 7

0.4 10.27 0.384 3rd in Figure 7

0.5 10.2 0.386 4th in Figure 7
∗Vmax is the maximum speed feedback signal.
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absolute value of error is greater than ai, bi is a constant
value, and the control mode of the system is open loop con-
trol. When the error is smaller than M1, the PID controller
works, and several parameters are defined as follows: propor-
tional parameter kp, integral parameter ki, differential param-
eter kd , amplification gain coefficient k1 > 1, Inhibition
coefficient 0 < k2 < 1, at k and k-1 times, error is e ðkÞ and e
ðk − 1Þ, controller output is u ðkÞ and u ðk − 1Þ.

Expert control rules of mine hoisting system are designed
as follows:

When jeðkÞj ≥M1 , n = 4, in order to get the desired start-
ing process, the value of bi (i = 1, 2, 3, 4) is as b1 < b2, b2 > b3,
b3 > b4, accurate values adjust according to the control needs.

If jeðkÞj > a1 , then u ðkÞ = b1.
If jeðkÞj > a2 , then u ðkÞ = b2.
If jeðkÞj > a3 , then u ðkÞ = b3.
If jeðkÞj > a4 , then u ðkÞ = b4.
When jeðkÞj <M1 , PI control works; if the error is higher

and its absolute value gradually increases, the regulator

should implement stronger control; if the error is lower and
its absolute value increase, then implement general control
to correct the tendency. If the absolute value decreases or
the system are in the state of balance, the regulator imple-
ment according to conventional PID parameters.

If eðkÞΔeðkÞ > 0 and jeðkÞj ≥M2 , then uðkÞ = uðk − 1Þ
+ k1kpeðkÞ.
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Figure 8: Output curve with expert PID.
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Figure 9: Output curves with variable parameters of expert PID. (a) Six output curves of the whole working process correspond to six
different values of b2 shown in line 1 to line 6. (b) Corresponding starting processes.

Table 3: The value of the acceleration.

b2 Sl No. of curve

0.3 6.740 1st in Figure 9

0.4 5.746 2st in Figure 9

0.5 5.250 3rd in Figure 9

0.55 4.753 4th in Figure 9

0.6 3.760 5th in Figure 9

0.7 2.767 6th in Figure 9
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If eðkÞΔeðkÞ > 0 and jeðkÞj <M2 , then uðkÞ = uðk − 1Þ
+ k2kpeðkÞ.

If eðkÞΔeðkÞ < 0 and ΔeðkÞΔeðk − 1Þ < 0 or jeðkÞj = 0,
then uðkÞ = uðk − 1Þ.

If eðkÞΔeðkÞ < 0 and ΔeðkÞΔeðk − 1Þ < 0 and jeðkÞj ≥M2 ,
then uðkÞ = uðk − 1Þ + k1kpeðkÞ.

If eðkÞΔeðkÞ < 0 and ΔeðkÞΔeðk − 1Þ < 0 and jeðkÞj <M2 ,
then uðkÞ = uðk − 1Þ + k2kpeðkÞ.

If the absolute value of error is small enough, in order to
decrease final error, conventional PI control is needed.

If jeðkÞj ≤ ε , then uðkÞ = kpeðkÞ + kiðeðkÞ + eðk − 1ÞtsÞ.

4. Simulation Analysis

The simulation model is established based on a speed regula-
tion circuit of the SCR-D system. The basic parameters are
shown in Table 1.

4.1. Control by the Conventional PID Algorithm. From the
given parameters mentioned above, we can get the error
range is (0, 10), and output range of controller is (0, 1).
Now, two kinds of control methods are used to the motor
control system, one is an ordinary PID controller and
another is an expert PID controller, and their control effects
will be compared.

The given input signal curve and the corresponding out-
put response curve of the system when the PI controller is
used is shown in Figures 6 and 7, (a) is the output curve of
the whole working process and (b) describes starting process.

In order to show the control effect, we unify the input and
output signals into the same dimension. There are four
output curves of the system both in Figures 6 and 7.

From the result get from Figures 6 and 7, we can find the
acceleration in the starting process is large and overweight
and weightlessness can be greater and the strain on the cable
will be large. Although we can reduce acceleration and over-
shoot by reducing kp or ki, this will increase the error.

The respond parameter to different controller parameters
is listed in Table 2.

4.2. Control by the Expert PID Algorithm. When expert PID
algorithm is adopted, according to the expert rules, parame-
ters are selected as follows:

a1 = 8:0, a2 = 1:5, a3 = 0:5, a4 = 0:01 ;
b1 = 0:2, b2 = 0:55, b3 = 0:12, b4 = 0:05 ;

k1 = 2, k2 = 0:4 ;
kp = 60, ki = 11:5, kd = 0:01:

ð1Þ

When a given signal is descending for deceleration, the
parameters a and b are turned into negative values of the
response. The system response curve and the given input
curve are shown as Figure 8.

Apparently, the curve in Figure 8 close to the ideal hoist
process shown in Figure 1, that is, expert control is suitable
for mine hoist control system.
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Figure 10: Impact of sudden load increase.
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Figure 11: Impact of sudden load drop.
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If we want to change the acceleration of the startup pro-
cess, we can change b2, it plays a major role in the starting
process. Increasing b2 can increase the starting acceleration,
it can be shown by Figure 9.

The relationship between the performance index in the
system startup process in Figure 9 and the value of b2 is
shown in Table 3.

In Table 3, sl represent the slope of the of output curve
when the output of expert controller is b2.

In the designing of the expert controller of the mine hoist
control system, the value of b2 is determined by the object to
be transported. For example, for the system of transporting
people, comfort is more important, the value of b2 should
be smaller, and for system of transporting cargo, speed is
more important, the value of b2 should be larger.

4.3. Effect of Load Mutation. Since the hoist is generally
hoisted by a steel wire rope, which has certain elasticity,
and load fluctuation may occur during operation, so this
study adds the interference of load mutation.

In the period of constant speed operation (10 s, 12 s) and
(20 s, 22 s), when the torque is increased by 30 or dropped by
30, the system will fluctuate slightly. The results are shown in
Figures 10 and 11.

It can be seen from the figures that whether the load sud-
denly increases or decreases, both of these methods can effec-
tively inhibit the effect of load mutation. Both of these
methods can inhibit the effect of load mutation. However,
the output curve of the system with expert PID algorithm
fluctuates less (as shown in Figures 10 and 11(a)), while the
curve of the system with PID algorithm fluctuates more (as
shown in Figures 10 and 11(b)).

5. Conclusions

This paper is concerned with the research on the application
of expert control on the DC speed control system, and the
mine hoist control system which uses a DC motor is taken
as the control object. By comparing the control result of con-
ventional PID control the expert control, we can find that
expert control is more suitable for the hoist control system.
Firstly, the hoisting and stopping acceleration of the hoist
system by expert control is less than the system which is con-
trolled by conventional PI controller, and this will greatly
improve comfort level of the people; this will also improve
the safety of the system for smaller acceleration can reduce
the strain on the cable. Secondly, the expert control mine
hoist control system can be designed as having no overshot,
although conventional PID control can also make the system
having no overshot, but on this situation, the acceleration will
be much larger and the system may be not safe. When
designing an expert controller for a mine hoist control sys-
tem, both the comfort and the safety should be considered,
which are determined by the sense of overweight and weight-
lessness and the strain of the cable separately, and these are
all determined by the acceleration during the starting and
stopping period, the rules of expert controller and the control
parameters are all determined by the facts mentioned above.
It is need to be said that the expert rules in this paper is not

necessarily suitable other motor control system, especially
the system that need positive and negative rotation and need
changing frequently. Of course, this method could be
extended to other applications, such as the elevators, the
hoisting machines.

Data Availability

The data that support the findings of this study are available
from the corresponding author upon reasonable request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This paper is supported by the Shandong university scientific
research development plan project (J18KA317) and the Min-
istry of Education Industry-University Cooperation Collabo-
rative Education Project (201802060023, 201901040028).

References

[1] S. Xue, J. Tan, L. Shi, and J. Deng, “Rope tension fault diagnosis
in hoisting systems based on vibration signals using EEMD,
improved permutation entropy, and PSO-SVM,” Entropy,
vol. 22, no. 2, p. 209, 2020.

[2] N. Vayenas and S. Peng, “Reliability analysis of underground
mining equipment using genetic algorithms,” Journal of Qual-
ity in Maintenance Engineering, vol. 20, no. 1, pp. 32–50, 2014.

[3] X. Li, Q. Pan, and K. He, “Modeling and analysis of harmonic
in the mine hoist cnverter based on double closed-loop con-
trol,” Journal of Computers, vol. 7, no. 6, pp. 1353–1360, 2012.

[4] X. Chen, Q. Li, and S. Fei, “Supervisory expert control for ball
mill grinding circuits,” Expert Systems with Applications,
vol. 34, no. 3, pp. 1877–1885, 2008.

[5] D. Shi, G. Gao, Z. Gao, and P. Xiao, “Application of expert
fuzzy PIDmethod for temperature control of heating furnace,”
Procedia Engineering, vol. 29, pp. 257–261, 2012.

[6] L. Bergh, P. Ojeda, and L. Torres, “Expert control tuning of an
industrial thickener,” IFAC-Papers OnLine, vol. 48, no. 17,
pp. 86–91, 2015.

[7] S. Atis and N. Ekren, “Development of an outdoor lighting
control system using expert system,” Energy and Buildings,
vol. 130, pp. 773–786, 2016.

[8] L. Bergh, J. Yianatos, J. Olivares, and J. Durán, “Predictive
expert control system of a hybrid pilot rougher flotation cir-
cuit,” IFAC-PapersOnLine, vol. 49-20, pp. 155–160, 2016.

[9] A. Boaye Belle, T. C. Lethbridge, M. Garzón, and O. O. Ade-
sina, “Design and implementation of distributed expert sys-
tems: on a control strategy to manage the execution flow of
rule activation,” Expert Systems with Applications, vol. 96,
pp. 129–148, 2018.

[10] F. di Maio, A. Bandini, M. Damato, and E. Zio, “A regional
sensitivity analysis-based expert system for safety margins
control,” Nuclear Engineering and Design, vol. 330, pp. 400–
408, 2018.

[11] L. Ye, X.-b. Wang, and W. Xin, “A type of control method
based on expert PID for intelligent valve positioner,” Control
Engineering of China, vol. 26, no. 1, pp. 87–91, 2019.

7Wireless Communications and Mobile Computing



[12] B. Hamed and M. Almobaied, “Fuzzy PID controllers using
FPGA technique for real time DC motor speed control,” Intel-
ligent Control & Automation, vol. 2, no. 3, pp. 233–240, 2011.

[13] S. Abel, G. Erdem, M. Amanullah, M. Morari, M. Mazzotti,
and M. Morbidelli, “Optimizing control of simulated moving
beds–experimental implementation,” Journal of Chromatogra-
phy A, vol. 1092, no. 1, pp. 2–16, 2005.

[14] G. Liu, J. Min, and Q. Sheng, “Brushless DC motor fuzzy PID
control system and simulation,” Sensors & Transducers Jour-
nal, vol. 181, no. 10, pp. 111–116, 2014.

[15] T. Gundogdu and G. Komurgoz, “Self-tuning PID control of a
brushless DCmotor by adaptive interaction,” Ieej Transactions
on Electrical & Electronic Engineering, vol. 9, no. 4, pp. 384–
390, 2014.

[16] Y. Ma, Y. Liu, and C. Wang, “Design of parameters self-tuning
fuzzy PID control for DC motor,” in International Conference
on Industrial Mechatronics and Automation, pp. 345–348,
Wuhan, China, 2010.

[17] K. Zdrozis, “Analysis of abnormal modes of hoisting DC elec-
tric drive System,” American Journal of Applied Sciences, vol. 7,
no. 4, pp. 527–534, 2010.

[18] R. A. Gupta, R. Kumar, and A. K. Bansal, “Artificial intelli-
gence applications in permanent magnet brushless DC motor
drives,” Artificial Intelligence Review, vol. 33, no. 3, pp. 175–
186, 2010.

[19] A. A. A. Emhemed and R. B. Mamat, “Modelling and simula-
tion for industrial DC motor using intelligent control,” Proce-
dia Engineering, vol. 41, pp. 420–425, 2012.

[20] X. Chang, Y. Wang, X. H. Chang, and Y. M. Wang, “Peak-to-
peak filtering for networked nonlinear DCmotor systems with
quantization,” IEEE Transactions on Industrial Informatics,
vol. 14, no. 12, pp. 5378–5388, 2018.

[21] A. Ulasyar, H. S. Zad, and A. Zohaib, “Intelligent speed con-
troller design for brushless DC motor,” International Confer-
ence on Frontiers of Information Technology, pp. 19–23,
Islamabad, Pakistan, December 2018.

8 Wireless Communications and Mobile Computing



Research Article
Key Technologies of Steel Plate Surface Defect Detection System
Based on Artificial Intelligence Machine Vision

Bin Xue1,2 and Zhisheng Wu 1

1School of Materials Science and Engineering, Taiyuan University of Science and Technology, Taiyuan, 030024 Shanxi, China
2School of Mechanical and Electrical Engineering, Qingdao Binhai University, Qingdao 266555, Shandong, China

Correspondence should be addressed to Zhisheng Wu; zswu1963@tyust.edu.cn

Received 1 February 2021; Revised 11 March 2021; Accepted 15 April 2021; Published 27 April 2021

Academic Editor: Wenqing Wu

Copyright © 2021 Bin Xue and Zhisheng Wu. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the rapid development of visual inspection technology, computer technology, and image processing technology, machine
vision technology has become more and more mature, and the role of quality inspection and control in the steel industry is
becoming more and more obvious and important. Defects on the surface of the strip are a key factor affecting the quality
inspection process. Its inspection plays an extremely important role in improving the final quality. For a long time, traditional
manual inspection methods cannot meet actual production needs, so in-depth research on steel surface defect inspection
systems has become the consensus of today’s steel companies. The accuracy and low performance of traditional detection
methods can no longer meet the needs of people and society. The surface defect detection method based on machine vision has
the characteristics of high accuracy, fast processing speed, and intelligent processing, which is the main trend of surface defect
detection. We select a steel plate; take the invariant moment features of the cracks, holes, scratches, oil stains, and other images
on it; extract the data results; and analyze them. Then, we read the texture features of these defect images again, extract the data
results, and analyze them. The experimental results prove that after the mean value filter and Gaussian filter process the image,
the mean variance value MSE is relatively large (46:276 > 31:2271), and as the concentration of salt and pepper noise increases,
the rate of increase of MSE increases obviously, and as the peak signal-to-noise ratio and the mean variance value MSE increase
continuously (32:2271 < 33:3695), the image distortion is more serious. The method designed in this paper is extremely
effective. Improving the surface quality of steel is of great significance to improving market competitiveness.

1. Introduction

Ophthalmic diseases have more complex causes, more differ-
ent diseases, andmore variable conditions and belong to clin-
ical ophthalmic diseases [1]. It will seriously affect the vision
of the patient and may even cause blindness. Therefore, in
order to effectively improve the vision of patients, the above-
mentioned various consequences must be effectively pre-
vented. Due to the introduction of advanced technology
and production technology, product quality and standard
production technology have been significantly improved in
recent decades. However, due to the extensive influence of
many complex reasons, such as initial production habits
and inspection methods, it is used as steel. A large part of
the surface quality has not changed much. As an important

raw material for modernization [2], steel plates are used in
all aspects of social development, from bridge construction
to aerospace machinery and many other essential fields.
The quality of the metal plate is directly related to the reliabil-
ity of public use and the safety of society and public indus-
tries [3]. Detecting and inspecting the surface defects of
steel plates are currently the primary task of steel companies.
The development of a cost-effective surface quality inspec-
tion system suitable for Chinese steel companies has become
a top priority.

Defects on the surface of the strip are a key indicator for
evaluating the quality of the film. The effective method of
detecting defects has attracted people’s attention for a long
time. Researchers at home and abroad have done a lot of
work for this and achieved some results. Ohkubo et al.
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proposed a detection system that uses a laser as a scanning
light source, a 12-sided reflective prism and a cylindrical mir-
ror as an optical system, and a photomultiplier tube to receive
the detection system [4, 5]. Liu et al. proposed the theory of
eddy current testing and successfully used eddy current test-
ing technology to detect metal barium, which opened up the
research boom of eddy current testing in the application of
metal surface defect detection [6]. Choudhary et al. have
developed an online automatic detection system for surface
defects of continuous casting billets, which has set off a
research boom in infrared detection of surface defects [7].
Dombrowski et al. chose a fully programmable image digi-
tizer and a fully programmable high-speed digital signal pro-
cessor to process digital image signals and used the system for
cold-rolled strip steel surface, edge cracks, and other edge
tests [8]. Shu et al. conducted the research on the strip steel
surface detection system which analyzes the CCD detection
method and proposes some effective algorithms [9]. Hossam
et al. use computer image processing technology and pattern
recognition technology to perform image processing and
defect classification algorithms and perform effective surface
defect detection [10]. Therefore, the research on the key tech-
nology of the steel plate surface defect detection system based
on artificial intelligence machine vision is of great
significance.

The existing extraction methods are mainly aimed at nor-
mal retinal images, which are not universal; this paper adopts
an improved maximum classification algorithm based on
constant torque to solve the inefficient ground-to-ground
detection problem, using gray scale and texture feature
extraction methods, feature selection methods based on prin-
cipal component analysis, and defect classification algo-
rithms based on support carrier machines. Research on key
technologies such as image processing and detection system
classification and recognition has solved the problem of steel
surface defect detection system. Defect segmentation takes a
long time, there are many feature sizes, and the classification
result is low.

2. Key Technologies of Steel Plate Surface Defect
Detection System Based on Artificial
Intelligence Machine Vision

2.1. Defect Image Preprocessing and Segmentation Technology

2.1.1. Image Denoising Analysis. Generally, we hope that the
image captured by the camera is clear and noise-free [11].
Since optoelectronic noise will hinder the conversion of
images from optical to electronic forms and electronic signal

processing amplifiers will cause thermal noise interference,
images will inevitably produce noise during this series of
complex processing processes [12, 13]. After that, the method
of comparative treatment was adopted, and the experimental
group and the control group were compared with two differ-
ent treatment methods. According to the relationship
between noise and signal, it can be divided into additional
noise and amplified noise [14].

(1) Types of Noise. The probability density function obeys a
kind of noise with Gaussian distribution, and the one-
dimensional probability density function is shown in the fol-
lowing formula:

P xð Þ = 1ffiffiffiffiffiffiffiffi
2Qp exp −

x − μð Þ2
2σ2

" #
: ð1Þ

Among them, x is the gray value, μ is the mean value, and
σ2 is the variance. Suppose a useful signal is f ðx, yÞ and noise
ismðx, yÞ and the output signal is gðx, yÞ under the influence
of the noise signal, then

g x, yð Þ = f x, yð Þ + n x, yð Þ = f x, yð Þ + μ + σX: ð2Þ
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Image
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Image
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Figure 1: System flow chart.

Table 1: Summary table of reliability test results.

Category Index combination Alpha coefficient (α)

Crack

The crack itself

0.8227
Crack right

Crack left

Crack transpose

Hole

The hole itself

0.8742
Hole moves right

Hole moves left

Hole transposition

Bruise

Bruise itself

0.7663
Bruise shifts right

Bruise shifts left

Bruise transposition

Inclusion

Inclusion itself

0.7414
Inclusion shifts right

Inclusion shifts left

Inclusion transposition
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In multiplicative noise, the relationship is as follows:

g x, yð Þ = f x, yð Þ 1 + n x, yð Þ½ � = f x, yð Þ + f x, yð Þn x, yð Þ: ð3Þ

Some infection spots with small gray values (close to
black) or large gray values (close to white) appear in the
image, and dark and bright spots similar to pepper and salt
particles appear in the image, calculated as follows:

g x, yð Þ =
0, f x, yð Þ < 2

d
,

255, 2
d
≤ f x, yð Þ ≤ d,

f x, yð Þ, otherwise:

8>>>>><
>>>>>:

ð4Þ

(2) Mean Filter. The filtering process of the mean is to make
the window slide in the image, then find the average value of

each pixel in its neighborhood, and finally replace the value
of the center position of the window with the average value
of each point in the window [15–17]. Assuming an image f
ðx, yÞ of n × n, an image gðx, yÞ is obtained after the mean fil-
tering process is as shown in the following equation:

g x, yð Þ = 1
M

〠
m,nð Þ∈S

f x −m, y − nð Þ: ð5Þ

In the formula, S is the predetermined neighborhood and
M is the total number of pixels contained in the neighbor-
hood. The gray value of each pixel in the image gðx, yÞ is
determined by the average value of the gray values of several
pixels of f ðx, yÞ contained in the predetermined neighbor-
hood of ðx, yÞ. The area with a radius of 1 is expressed as

S1 = x, y + 1ð Þ, x, y − 1ð Þ, x + 1, yð Þ, x − 1, yð Þf g: ð6Þ
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Figure 2: Moment invariant feature extraction data analysis diagram.

Table 2: Invariant moment feature extraction data table.

Sample defect type IM1 IM2 IM3 IM4 IM5 IM6 IM7

The crack itself 3.9843 17.7438 7.6313 2.6201 4.3140 5.4762 12.6321

Crack right 3.3242 10.8950 7.3796 2.3861 4.6513 1.3793 7.2141

Crack left 3.5124 11.3472 9.3724 2.3912 2.6724 1.6742 6.3241

Crack transpose 3.9843 17.7438 9.1313 2.1201 3.8140 0.4762 12.6321

The hole itself 5.7260 31.5000 27.8151 27.1595 15.6138 19.4741 9.6081

Hole moves right 5.7260 31.5000 27.8151 27.1595 15.6138 19.4741 9.6081

Hole moves left 5.7260 31.5000 27.8151 27.1595 15.6138 19.4741 9.6081

Hole transposition 5.7260 31.5000 27.8151 27.1595 15.6138 0.8770 9.6081

Bruise itself 2.7234 4.7278 7.5965 6.4868 8.2521 9.7417 9.6433

Bruise shifts right 2.5343 2.9342 1.2417 7.5237 3.8921 5.8660 5.4276

Bruise shifts left 2.5621 3.1137 1.2887 45181 2.7710 2.7770 0.3873

Bruise transposition 2.7234 4.7278 0.5965 2.4868 0.2521 2.7417 0.6433
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Formula (5) is expressed by convolution.

g x, yð Þ = h x, yð Þ ∗ f x, yð Þ = 〠
m,nð Þ∈S

〠h m, nð Þf x −m, y − nð Þ:

ð7Þ

(3) Wiener Filter. Wiener filtering is an adaptive filter that
minimizes the average square error between the original
image and the restored image. The smaller the mean square
error, the better the filtering effect of filtering noise [18, 19].
The mean and variance are

μ = 1
MN

〠
i,jð Þ∈S

F i, jð Þ,

σ2 = 1
MN

〠
i,jð Þ∈S

F2 i, jð Þ:
ð8Þ

In the formula, S is the M ×N field of each pixel, and its
estimated formula is

G i, j½ � = μ + σ2 − v2

σ2
F i, jð Þ − μ½ �: ð9Þ

In nanomaterials, when the particle size reaches a certain
physical characteristic size, the energy levels of electrons
adjacent to the metal Fermi plane change from an almost
continuous state to a discrete state, while the nanoparticles
have discontinuous, higher-occupancy molecules.

2.1.2. Filter Effect Evaluation and Result Analysis. After filter-
ing the image, we must also evaluate the image quality [20].
Image quality mainly includes two aspects: one is the degree
of difference between the image and the original standard
image; the other is the ability of the image to provide infor-
mation to individuals or machines from subjective and

Table 3: Defect image texture feature extraction table.

Defect sample Crack Hole Bruise Oily Inclusion

Energy 0.9547 0.9491 0.8798 0.9736 0.8473

Mean gray value 0.0278 0.0121 0.0372 0.0232 0.1422

Gray mean square error 0.3312 0.0378 0.6208 0.3564 1.0381

Gradient mean 0.1639 0.0761 0.3942 0.1536 0.2010

Gradient mean square error 2.6790 0.9712 4.0097 2.7180 4.9014

Gray entropy 0.0540 0.0166 0.0719 0.0794 0.0359

Gradient entropy 0.0534 0.0154 0.0565 0.0670 0.1673

Mixed entropy 0.0796 0.0165 0.1185 0.1786 0.1451
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Figure 3: Moment invariant feature maps extracted from different types of defects.
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objective aspects. Commonly used indicators are the signal-
to-noise ratio of PSNR and the normalized mean square
error NMSE [21, 22]. They are expressed as follows:

PSNR = 10 log 2552

1/MN∑M−1
j=0 ∑N−1

i=0 f ij − eij
� �2 ,

NMSE = 〠
N

i=1
〠
N

j=1

f i, jð Þ − f ′ i, jð Þ�� ��2
f i, jð Þ2 :

ð10Þ

2.1.3. Two-Dimensional Maximum Entropy Threshold.
Assuming that the A region and the B region have different
probability distributions, the posterior probability pij of the
A region and the B region is used to normalize the probability
of each region to make the partition entropy have additivity,
and the threshold is set at ðs, tÞ, then

H = −〠
L=1

i=0
〠
L=1

j=0
pij ln pij: ð11Þ

Then, the two-dimensional entropy of zone A and
zone B is

H Að Þ = −〠
s

i=0
〠
t

j=0

pij
pA

� �
ln

pij
pA

� �
= ln pA +

HA

pA
,

H Bð Þ = − 〠
L=1

i=s+1
〠
L=1

j=t+1

pij
pB

� �
ln

pij
pB

� �
= ln pB +

HB

pB
:

ð12Þ

The discriminant function that defines entropy is

ϕ s, tð Þ =H Að Þ +H Bð Þ: ð13Þ

2.2. Traditional Threshold Segmentation Technology. The
so-called threshold segmentation technology is to use a
threshold in the picture to divide the entire picture into
two parts, a black part and a white part, with one part
as the target object and the other part as the background
object [23–25]. Throughout the scientific frontier literature
and books on nanoelectrocatalysts, the most mentioned
word is energy. Energy is no longer a problem of a certain
country but has become a problem of global concern.
When a crisis occurs, there is no one. The country can
take care of itself. The vast number of scientific
researchers is working against clean energy. Based on Otsu
threshold segmentation, an iterative threshold segmenta-
tion was proposed.

2.2.1. Otsu Threshold Segmentation Method. In the process of
detecting data image defects, if you want to request the
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optimal threshold, you must cross all pixel values in the gray-
scale range and calculate the amount of change. When the
amount of calculation is large, the output will be very low
[26, 27]. At the same time, due to the influence of factors such
as the gray level of the image itself and the noise interference
that has not been eliminated, the best limit cannot be reached
by using only the gray histogram, which will lead to very
unsatisfactory processing results [28].

2.2.2. Iterative Threshold Segmentation Method. Compared
with the Otsu threshold segmentation, it is not necessary to
determine an optimal threshold for each picture, which has
a certain degree of adaptability [29, 30]. The specific steps
are as follows. First, determine a parameter T0 based on pic-
tures and experience, and select a preliminary estimated
threshold T1. Then, use T1 to divide the image into two parts.

2.3. Improved Threshold Segmentation Algorithm Based on
Pixel Search. In the detection process of steel plate surface
defects [31], some defects occupy fewer pixels and have a
low signal-to-noise ratio. Due to the reflective characteristics
of the steel plate surface, the background light is uneven, and
the defect characteristics and the background gray value are
not obvious. After the research of the previous section, it is
found that the processing effect of traditional edge detection
and threshold segmentation algorithms is not ideal [29, 32].
In order to improve the segmentation of weak steel plate sur-
face defect features, this section explores the use of pixel
search methods. Defect threshold segmentation is carried
out, and the method of segmentation of weak defect images
is combined in the segmentation process. As a result, it is
found that the segmentation effect has certain advantages,
which is of great help to the later feature extraction of steel
plate defects [33].

Integrate the various small areas so that the steel plate
defect target and background can be separated as a whole
[34, 35]. Uveitis is a chronic inflammation. At present, gluco-
corticoids, nonsteroidal anti-inflammatory drugs, and
immunosuppressive agents can effectively treat uveitis, but
these drugs have difficulty reaching the retina to achieve a
complete therapeutic effect. Therefore, treating uveitis
remains a challenge. Recent studies have shown that nano-
cells can improve the solubility of drugs and increase the per-

meability of conjunctival epithelial cells through good
hydrophilicity and high drug encapsulation potential.
Finally, each defect target will not exist in the form of a pixel,
and it must meet the gray level of the same area. Uniformity
and connectivity must be achieved, so that the segmented
defect images can better meet the needs of defect feature
extraction.

In view of the small defect segmentation problem where
the contrast between the defect target and the background
is not obvious due to uneven illumination of the steel plate
surface image and the reflection of the steel plate itself, the
steel plate defect target segmentation algorithm proposed in
this section fully considers the similarity of the defect target
and the background pixel in the same area. Therefore, in
the process of target segmentation, first, divide a small area;
then, discharge whether there are defective targets in the
small area; and finally, confirm whether the small defective
target is a target [36, 37]. The specific implementation pro-
cess of the target segmentation algorithm based on pixel
search in the entire segmentation process is as follows:

(1) The preprocessed steel plate surface image is divided
into different small areas. In the small areas, each
small area can be a background image or a combina-
tion of a background image and a defect target. It is
better not to be all defective images

(2) Calculate the variance of each small area, and arrange
them in an ordered sequence in the order of variance

(3) Set an initial threshold. If the variance change range
is less than the initial threshold, the small area is
determined to be a background image; if the variance
change range is greater than the initial threshold, the
small area is determined to have a defective target

(4) If it is determined that there is a defective target in a
small area, the threshold within the variance is deter-
mined adaptively; if it is greater than the threshold
within the variance, it is determined as the defective
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Table 4: Depression data analysis table.

Sample
number

�m σ2 mη mk E H

1 -0.6666 -0.6961 0.2436 1.9268 -0.3848 -0.5962

2 -0.7104 -0.7108 0.5538 1.7370 -0.3880 -0.6295

3 -0.6335 -0.6378 0.4459 1.8837 -0.3642 -0.6141

4 -0.8493 -0.8457 1.3670 0.9165 0.1147 -0.7533

5 -0.7154 -0.7567 0.8430 1.6722 -0.2849 -0.6791

6 -0.7378 -0.7761 0.6645 1.7827 -0.2274 -0.6609

7 -0.5272 -0.5786 0.1737 1.9857 -0.4264 -0.5432

8 -0.7264 -0.7565 0.7528 1.6483 -0.2781 -0.6341

9 -0.8715 -0.8262 0.9458 1.4934 -0.1535 -0.6670
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target; and if it is less than the threshold within the
variance, it is determined as the background image

(5) After traversing each small area, each small area is
divided into two parts: the defect target and the back-
ground. During the whole process, some back-
grounds will be mistaken for the surface defect
target of the steel plate, so it must be eliminated.
The defect target has a certain path. Connected
domains exist. This article takes the current pixel as
the center and sets a 3 ∗ 3 window. If more than half
of the pixels in this window are defective pixels, it is
confirmed that the pixel is a defective point

3. Key Technologies of Steel Plate Surface Defect
Inspection System

3.1. System Composition. The steel plate surface defect detec-
tion system based on machine vision is mainly composed of
optical lighting system, industrial camera, image acquisition
system, image processing system, terminal computer, and
data management system [38]. The system consists of two
parts: hardware system and software system. The system flow
chart is shown as in Figure 1.

3.2. Test Subject. The three doctors with rich work experience
in this hospital are comprehensively judged for judging the
degree of treatment. If there is a dispute, the result can be
selected through discussion. We can regard the gray level of
an image as a two-dimensional gray density function; then,
a gray matrix can be used to describe the image moment fea-
tures. We select a steel plate; take the invariant moment fea-
tures of the cracks, holes, scratches, oil stains, and other
images on it; extract the data results; and analyze them. Then,
we read the texture features of these defect images again,

extract the data results, and analyze them. Taking the image
of steel plate without bonding defects and adding different
concentrations of salt and pepper noise as the research object,
4 kinds of filtering methods are used to denoise mixed
experiments.

3.3. Experimental Method. There are many ways of data stan-
dard processing, but different data standardization methods
will have a certain impact on the evaluation results of the sys-
tem. For the positive index standardization method,

yij =
xij −min xij

� 	
max xij

� 	
−min xij

� 	 : ð14Þ

For the negative index standardization method,

yij =
max xij

� 	
− xij

max xij
� 	

−min xij
� 	 : ð15Þ

After standardizing the data, using the principal compo-
nent analysis of nonlinear logarithmic centering, the process-
ing steps of logarithmic transformation and row vector
centering are

zij = ln yij −
∑m

i=1lnyij
m

: ð16Þ

3.4. Statistical Data Processing Method. SPSS23.0 software
was used for data processing, and the count data was
expressed as a percentage (%), k is the number of data in this
experiment, σ2 is the variance of all survey results, and P <
0:05 indicates that the difference is statistically significant.
The formula for calculating reliability is shown in the follow-
ing equation:

a = k
k − 1 1 − ∑σi2

σ2

� �
: ð17Þ

4. Key Technology Research on Steel Plate
Surface Defect Detection System

4.1. Evaluation Index System Based on Index Reliability
Testing. Reliability refers to the stability and reliability of
the questionnaire [39]. This article adopts the α coefficient
method created by L.J. Cronbach. The α coefficient can be
obtained by Reliability Analysis in SPSS software. It is gener-
ally believed that the α coefficient above 0.8 indicates that the
effect of the index setting is very good, and above 0.7 is also
acceptable. Here, we analyze the reliability of each type of
object, and the reliability index we choose for each type of
object is slightly different. The results are shown in Table 1.

It can be seen from Table 1 that the data obtained from
the surface defects of various steel plates has an acceptable
influence on this experiment (α > 0:7), and the influence of
the data around the defects on the surface of various steel
plates is acceptable. Within the scope, meet the prerequisites
for the start of the experiment.

Table 5: Analysis table based on the experimental results of image
denoising.

Assignment variable Proportion

Mean filter

No salt and pepper added

93.33%
15% salt and pepper

30% salt and pepper

50% salt and pepper

Gaussian filtering

No salt and pepper added

94.44%
15% salt and pepper

30% salt and pepper

50% salt and pepper

Median filter

No salt and pepper added

91.43%
15% salt and pepper

30% salt and pepper

50% salt and pepper

Median filtering based
on partial differentiation

No salt and pepper added

94.12%
15% salt and pepper

30% salt and pepper

50% salt and pepper
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4.2. Sample Feature Extraction Data Analysis

4.2.1. Invariant Moment Feature Extraction Data Analysis.
Feature extraction, as a key link in the image processing pro-
cess in the system, is an important process to ensure the prac-
ticability of the system and the accuracy of defect recognition

[38]. We separately analyze the cracks, holes, scratches, and
inclusion defects in the samples and their own, right shift.
The left-shifted and transposed image extracts moment-
invariant features. The extraction results are shown in
Table 2. We make a line graph based on this result, as shown
in Figure 2.
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It can be seen from Figure 2 that the invariant moments
of the same type of defects are not much different after they
are themselves shifted left, shifted right, or transposed. The
two groups of patients were compared at the end of the first
course of treatment and at the end of the second course of treat-
ment. The anxiety level of the experimental group is lower than
that of the control group during half of the treatment. This con-
clusion is reliable, and there is no significant difference.

Feature extraction, as a key link in the image processing
process in the system, is an important process to ensure the
practicability of the system and the accuracy of defect recog-
nition. We gather the moment invariant features extracted
from different types of defects according to Table 2, and the
results are shown in Figure 3.

It can be seen from Figure 3 that the invariant moments
of different types of defects themselves, after shifting to the
left, shifting right, or rotating, are quite different, which also
verifies that the invariant moments have translation and
rotation invariance. This also proves the accuracy of the
median filtering algorithm system based on partial differenti-
ation selected in this paper from the side. The new gray
median value obtained by the algorithm can more accurately
restore the original pixel value when there is no noise [40],
and using the new gray the median degree value replaces
the original noise points so that the algorithm can better
retain the texture details of the image while filtering the noise.

4.2.2. Texture Feature Extraction of Defect Images.As a global
feature, texture is a ubiquitous but difficult to describe possi-
bility in images. The texture attribute refers to the law of
change from pixel level to gray level in an image, which is
an irregular but normal feature in the macroscopic view.
We extracted the texture features of the cracks, holes,
scratches, and inclusion defects in the samples, and the
extraction results are shown in Table 3.Wemake a histogram
based on this result, as shown in Figure 4.

It can be seen from Figure 4 that from the feature data
extracted above, the difference between different features of
different types or the same type is also very large. Because
there is a unique sample, using this data for defect classifica-
tion will cause the classifier to converge too late or even fail to
converge, resulting in low classification accuracy or classifi-
cation failure. Therefore, before classification, different
methods should be selected according to needs. The exported
attribute data has been standardized.

4.2.3. Standardized Processing of Characteristic Data. Here,
our method is to standardize the extracted feature data. We

choose the linear scale transformation method, the range
transformation method, and the standard sample transfor-
mation method. These three methods are different. The stan-
dard values of the data after linear transformation are all in
(within the range of 0, 1); when the positive and negative
indicators are equalized to positive indicators, the optimal
value is 1, the worst value is 0, and the larger the value, the
better. When the maximum value of a positive indicator is
0, this method cannot be used to standardize the indicator;
when the value of a reverse indicator is 0, this method cannot
be used to standardize the indicator. The results are shown in
Table 4. We make a radar chart based on this result, as shown
in Figure 5.

It can be seen from Figure 5 that the values of the four
indicators of the hole are all equal, so the standard sample
transformation method and the range transformation
method cannot be used, but the linear proportional transfor-
mation method can only be used; the values of the four indi-
cators of the crack are all close to 0, so the range
transformation method cannot be used and the linear scale
transformation method can only use the standard sample
transformation method; the values of the four indicators of
abrasion are all close to 1; and you can choose to use the
range transformation method and the linear proportional
transformation method; the values are close to 1; you can
choose to use the range transformation method and the lin-
ear scale transformation method.

4.3. Experimental Results Based on Image Denoising

4.3.1. Analyze according to Different Algorithm Experiments.
Through four different strip steel surface defect detection sys-
tem designs, work in the same environment at the same time
to analyze the changes in detection accuracy. Data-type fac-
tors adopt independent sample t-test, and the experimental
results are shown in Table 5. We make an area map based
on this result, as shown in Figure 6.

Figure 6 shows that the median filter and Gaussian filter
have a particularly poor effect on salt and pepper noise. The
middle filter can remove the salt and pepper noise in the mid-
dle, but it is not effective at the edges of the salt and pepper
noise. The intermediate filter based on partial differentiation
has the effect of salt and pepper noise, which is better. As the
concentration of salt and pepper noise increases, the average
Gaussian filter and filter are less capable of handling salt and
pepper noise. Medium filtering still does not perform well in
terms of edge noise. The medium filter based on partial dif-
ferential has the best effect on the noise of salt and pepper.

Table 6: Analysis table based on the experimental results of image denoising.

Filtering algorithm
15% salt and pepper noise 30% salt and pepper noise 50% salt and pepper noise
MSE PSNR MSE PSNR MSE PSNR

Mean filter 46.276 32. 2271 31. 2271 33.3695 85.972 28. 5943

Gaussian filtering 42.873 36.1378 37.1738 37.2514 77.348 33. 1626

Median filter 29.274 49.2472 50.2427 45.3223 39.734 41.5851

Median filtering based on
partial differentiation

18.396 56. 3471 57. 4317 45.2558 22.946 44.2432.
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4.3.2. Analyze according to the Signal-to-Noise Ratio and
Variance Value. In order to compare different filtering effects
more intuitively, this article uses signal-to-noise ratio and
variance to evaluate the image quality after skipping. Com-
paring the maximum signal-to-noise ratio and image fluctu-
ation after denaturation under different salt and pepper noise
concentrations, it can be compared that the filtering effect
studied in this paper is the best. Through experiments, the
maximum signal-to-noise ratio and change value of each fil-
ter under different salt and pepper noise concentrations are
obtained, as shown in Figure 6. We make a line chart based
on this result, as shown in Figure 7.

It can be seen from Figure 7 that after processing the
mean filter and Gaussian filter images, the average MSE fluc-
tuation value is relatively large, and as the salt and pepper
noise concentration increases, the growth rate of MSE
increases significantly, and the signal-to-noise ratio also
increases with the average fluctuation value. The increase in
MSE continues to decrease, and image distortion becomes
more serious. After performing intermediate filtering and
adaptive filtering on the image, compared with the first two
images, the image distortion is reduced, but the distortion
is also more serious. After filtering the image, the image
repayment effect is better.

5. Conclusions

An effective threshold segmentation algorithm for coefficient
of variation is proposed. This algorithm overcomes the disad-
vantage of using only one threshold per iteration in repeated
threshold segmentation. It also utilizes the sliding window
used in adaptive threshold segmentation, which reduces the
amount of calculation and improves detection efficiency.
The system structure of the whole system is designed, and
the system is divided into imaging module, fault detection
software module, and storage management module. Accord-
ing to different principles of detection methods, different
image capturing methods are given. The overall process of
defect detection software is designed, and the design and
implementation of basic software units are introduced in
detail. This paper analyzes the design of the steel strip surface
defect detection system based on machine vision. According
to the application requirements of machine vision technol-
ogy, based on the surface quality of strip steel, the detection
of surface defects is adjusted and optimized for the design
of this article. Experiments prove that the method designed
in this paper is very effective. We hope that the research in
this article can provide a theoretical basis for the design
method of steel surface defect detection system based on
machine vision.

At present, most retinal blood vessel extraction methods
are mainly used for normal retinal images. Therefore, when
applied to a large range of lesion images, it is difficult to accu-
rately extract blood vessels due to the interference of lesions
and other nonvascular structures, and a large number of non-
vascular structures cannot be filtered. In addition, this article
focuses on vascular bone extraction and vascular structure
segmentation methods suitable for retinal imaging. Analyze
the characteristics of defects, and find the entry point for

detecting defects. According to the edge feature, uneven tex-
ture feature, and uneven defect feature, the defect detection
method based on edge feature, the defect detection method
based on unequal texture feature, and the defect detection
method based on irregular feature are proposed. The tech-
niques and theories on which this method relies are intro-
duced and discussed.

The steel industry occupies an important position in
China’s economic industry. It can be regarded as the main
core of manufacturing. This is an intensive industry that
has accumulated a lot of capital and energy. Although China
produces a large amount of steel every year, the quality of
various steel products in China is obviously not as good as
that of developed countries. In the quality of steel products,
the importance of surface quality is self-evident, but improv-
ing quality is always difficult. Improving the surface quality
of steel is of great significance to improving market compet-
itiveness. Accurate detection of steel plate surface defects and
the establishment of a steel plate surface defect evaluation
system are important conditions for improving the quality
of steel plates. This article makes full use of the image data
of steel surface defects and introduces artificial intelligence
methods to classify and identify steel defects and target detec-
tion. It solves the problem of long iteration time of ant colony
optimization algorithm and particle optimization algorithm.
The algorithm is easy to fall into local optimization, improves
the classification accuracy of the support machine, optimizes
the optimization process, and is made of steel.
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With the development of the economy, people’s living standards continue to improve, and the management awareness of their own
health and safety has gradually increased. The human body usually has a long process of transition from being healthy to the
appearance of disease, and people’s lifestyle and daily behavior will affect the health of the body to a large extent. This paper
studies the national sports AI health management service system based on edge computing. This paper organically combines
edge computing, artificial intelligence, and health management service systems. Through detection devices with smart sensors
and smart health systems, a comprehensive health management service platform for the masses is constructed to promote the
development of sports health management services. Upgrade and transform to make it more in line with the modern intelligent
environment. The advancement of modern technology has gradually transformed my country’s traditional health record
management service to an intelligent electronic health record management system. From the experimental data, it can be seen
that the filing rate and pass rate of residents’ electronic files have reached 88.275% and 87.435%, but the utilization rate of
health files is only 31.685%. The establishment of a supporting health management service system is precisely to effectively
increase the utilization rate of health files, so that users can truly enjoy intelligent, professional, and real-time health services.

1. Introduction

In the context of modern social culture and economic devel-
opment, technologies such as the Internet, cloud platforms,
fog computing, big data, and artificial intelligence. continue
to impact and influence various industries. The health indus-
try is also being reintroduced in this era. With the increase of
people’s health awareness, the cognitive demand for health
and consumer demand is constantly evolving and growing.
Under this general background, health management, as a
new health service model, has received more and more atten-
tion from people. However, there are still many difficulties in
development. If we continue to follow the current service
models, it is difficult to make health management implemen-
tation and promotion, whether it is the lack of industry
norms and technical standards; the prominent contradiction
between human resource supply and demand; the lagging of
information standardization and network construction; or

the lack of commercial sustainability of existing management
service organizations, more research, and practice to pro-
mote the solution. As an important part of health manage-
ment, community health service is a primary health service
system that takes human health as the center, family as the
unit, and community as the service scope. It has certain
research value to allow communities, families, and individ-
uals to better enjoy health services and conduct health man-
agement more scientifically.

Research on health management service system abroad
has been going on for many years, and many results have
been obtained. Iamsumang conducted research on the appli-
cation of dynamic hybrid Bayesian network in online system
health management. In the article, he introduced a new
modeling method and analyzed the application examples of
the algorithm in health monitoring and learning in online
system health management. By modeling theoretical or
empirical degradation models with continuous variables, a
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hybrid dynamic Bayesian network (DBN) is introduced to
represent complex engineering systems with potentially
faulty physics. This method can be flexibly and intuitively
extended from small localization functions to large complex
dynamic systems. If more data analysis can be conducted in
the research, the accuracy of computational reasoning can
be better improved [1]. Thorat has conducted research on
patient health management systems based on wireless sensor
networks. He believes that the scattered relationship between
various units in the health care field has affected the develop-
ment of health management systems. If close cooperation in
the medical field can be achieved based on the Internet of
Things and wireless sensors, the current deficiencies in health
management services can be resolved to a large extent. From
the system simulation experiment, the health management
system he established still has room for optimization in data-
base selection [2].

In recent years, China has actively advocated the organic
integration of advanced science and technology with sports
health management and other fields. Pan has conducted
research on the application of big data in medical and health
management and services. In his research, he discussed the
background of medical information and summarized the
current situation, market analysis, and construction process
of medical information health management. The big data
application of medical health management and services in
daily life include clinical decision-making, remote treatment,
and personalized medicine. After analyzing the current chal-
lenges of medical big data, he put forward suggestions to
improve the status quo. From a practical point of view, these
suggestions can indeed help to improve medical and health
management services. If the advanced edge computing and
artificial intelligence in Internet technology can be further
combined, the intelligence and scientificity of the service sys-
tem can be further improved [3].

Based on edge computing and artificial intelligence, this
article has launched an in-depth study on the health manage-
ment service system. The research is mainly carried out from
the following aspects: this article describes the technologies
and methods involved in the health management service sys-
tem, including edge computing, artificial intelligence, query
optimization algorithms for distributed heterogeneous data-
bases, and decision-making in the data transmission schedul-
ing method. This article introduces the structural framework
and database design of the health management service sys-
tem, and the experimental data confirms the superiority of
the system in increasing the utilization rate of user health files
and improving the user’s health management service
experience.

2. Technology Used in the Health Management
Service System Based on Edge Computing

2.1. Edge Computing. Edge computing refers to the use of an
open platform that integrates network, computing, storage,
and application core capabilities on the side close to the
source of things or data and provides the nearest services
nearby. Its applications are initiated on the edge side to gen-
erate faster network service responses and meet the indus-

try’s basic needs in real-time business, application
intelligence, security, and privacy protection [4]. Compared
with cloud computing, edge computing can achieve user
response faster and improve processing efficiency. At pres-
ent, relevant research on edge computing technology at home
and abroad is mainly aimed at the connection between
mobile devices and cloud platforms, which mainly depends
on the rapid development of mobile devices in contemporary
society and its important position in modern society [5]. In
order to effectively solve the high network load, high band-
width, low latency, and other requirements brought about
by the rapid development of the mobile Internet and the
Internet of Things, the concept of mobile edge computing
(MEC) was proposed and has received extensive attention
from academia and industry [6].

As a hot technology, edge computing has been widely
used in the business field. Among them, Internet companies
hope to extend their existing cloud service capabilities to the
edge network by taking advantage of their own service
industry-related advantages [7]. The main difficulty in the cur-
rent system lies in the integration of heterogeneous data and the
collaboration between various platforms. As the data belongs to
different subsystems, a unified data model needs to be estab-
lished at the edge nodes [8]. Although the various attributes of
edge devices continue to improve, in order to make the overall
performance more efficient, it is necessary to strategically
migrate cloud services under the premise of considering the
operating capabilities of edge devices and future scalability [9].

2.2. Artificial Intelligence-Based Health Management System.
Artificial intelligence is a branch of computer science, and its
essence lies in the simulation and expansion of human intel-
ligence through machines [10]. Judging from the current
health service provision, the development of artificial intelli-
gence mobile communication technology can provide a more
convenient way to meet the diverse health needs of residents
[11]. When analyzing the needs of the health management
service system, this article believes that the system should
have the functions of collecting user health information, stor-
ing and transmitting user health data, and analyzing and
counting user health data. Therefore, in the system design,
this paper combines the edge computing concept to divide
the system into five levels [12]. Figure 1 shows the structural
design of the health management service system.

As can be seen from Figure 1, the system includes user
layer, business layer, service layer, data layer, and hardware
facility layer. A complete structural framework design can
improve the scientific nature of system intelligent services
while ensuring data security [13]. The user layer is oriented
to the end users of the system, including ordinary residents,
medical personnel, and medical institutions. Business layer
involves data collection, storage, query, and statistics. The
application service layer is mainly the related technology
used when the system realizes the business function. The data
support layer contains system data and computing frame-
work based on distributed computing.

2.3. Query Optimization Algorithm for the Distributed
Heterogeneous Database. The distributed heterogeneous
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database system is a kind of database system based on com-
puter network, physically dispersed and logically unified,
with site autonomy and different data models [14]. The most
basic operation in a database is query operation, and query
cost is an important criterion for measuring a database sys-
tem. Query operations often involve multiple tables. For dis-
tributed heterogeneous databases, these tables may be stored
on different sites; so, the choice of join operation is very
important [15]. In distributed heterogeneous databases, there
are two goals for query optimization: one is to minimize the
total cost of the query; the other is to minimize the local
response time of the query. The total cost of distributed query
is different from that of centralized query. In addition to the
total CPU cost and the total I/O cost of the query, the cost of
data communication between sites is also added.

Assuming that the relationship R, S is located at site 1 and
site 2, A is an attribute of R, and its corresponding attribute in
S is B. The connection operation on it satisfies the formula:

R∞A = BS = R∝ A = BSð Þ∞A = BS, ð1Þ

T = C0 + C1 × X: ð2Þ

Through the semiconnection step, the communication
cost required to complete the entire board connection opera-

tion can be calculated as

T = 2C0 + C1 × Size Bð Þð Þ × Val B S½ �ð Þ + Size Rð Þ × Card Rð Þ′
�
:

ð3Þ

The SDD-1 algorithm is based on the semiconnected
algorithm, which is a multirelational semiconnected algo-
rithm [16]. Assuming that R and S are two relations to be
semiconnected, the semiconnected selection factor, semicon-
nected cost, and semiconnected revenue of the algorithm sat-
isfy the formula

SFsj R∝ Sð Þ = card πa Sð Þð Þ/card Sð Þ, ð4Þ

cost R∝ Sð Þ = size πa Sð Þð Þ = card πa Sð Þð Þ × length að Þ, ð5Þ
benefit R∝ Sð Þ = 1 − SFsj R∝ Sð Þð Þ/size Rð Þ: ð6Þ

At the same time, the effective semijoin and the most
beneficial semijoin satisfy

benefit R∝ Sð Þ > cost R∝ Sð Þ: ð7Þ

The basic idea of the SDD-1 algorithm is to use the
greedy algorithm to repeatedly search for the most beneficial
semijoins until the query is completed and then transmit all
the data to the site with the largest amount of data for final
assembly [17]. The basic steps are as follows: (1) generate a
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Figure 1: Structure design of the health management service system.
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set of beneficial semiconnections from all semiconnections of
relations. (2) Find the most beneficial semiconnection from
the set of beneficial semiconnections, add it to the execution
strategy, delete it from the set of beneficial semiconnections,
and modify all affected statistical values. (3) Repeat the first
two steps until all beneficial semiconnections have been added
to the execution strategy. (4) Choose the site with the largest
amount of data as the assembly site and execute the semijoin
operation in the order in the execution strategy [18].

When performing multijoin query optimization, in order
to measure the degree of similarity between two antibodies,
the concept of similarity can be introduced [19]. Assume that
i, j are two antibodies, and i½k�, j½k�, respectively, express the
genes of their kth locus. Then, the similarity formula design
meets

S i, jð Þ = 〠
k=2N−1

k=1
Round 2N − 1 − Kð Þ N − 1ð Þ

2N − 1

� �
: ð8Þ

The antibody concentration is a measure of the propor-
tion of antibodies similar to the antibody in the entire
immune system [20]. It is known that X is an antibody, and
CðkÞ is the size of the intermediate relationship. Then, in a
nonempty immune system composed of M antibodies, the
antibody concentration and fitness function can be set as

ρ ið Þ = 〠
j=M

j=1
S i, jð Þ, ð9Þ

F xð Þ = 〠
K=N−1

K=1
C kð Þ: ð10Þ

2.4. Decision Method in Data Transmission Scheduling. In
intelligent systems based on edge computing, data transmis-
sion scheduling is a very important research content. Cross-
layer data transmission scheduling issues involve buffer
storage, modulation methods, available channels, and so on.
The system state will shift to different states with different
transmission strategies [21].

The dynamic programming method is a method of solv-
ing the decision-making process in operations research. It is
mainly aimed at multistage decision-making problems and
transforms multistage decision-making problems into
single-stage decision-making. In order to obtain the optimal
strategy with long-term benefits, it is necessary to consider
the immediate benefits in the current state and the average
benefit value of each step [22]. The edge device receives the
data transmitted by the sensor, and after data preprocessing,
it needs to send the data to the cloud computing center. The
following formula is used to express the average benefit of
each behavior in the decision-making process:

ρπ s0ð Þ = lim
n→∞

1
n
Eπ 〠

n−1

i=0
R Si, π Sið Þð Þ

" #
, ð11Þ

Where ρπðs0Þ is the average benefit obtained when exe-

cuting the strategy π in the initial state. Considering the opti-
mal strategy under future benefits, the equation can be
expressed as

ρ∗ + h∗ sð Þ =max
a∈A

R s, að Þ + 〠
s

′=1 sj jps
" #

: ð12Þ

When using the strategy iteration method to solve the
MDP problem, starting from a strategy and continuously
improving until there is no change, the number of linear
equations and the number of states in the solution process
are equal. First, evaluate the strategy, choose a strategy rule,
and solve the equation system containing l linear equations
in the same form as formula (13).

r i, a ið Þð Þ + β〠
j∈S
P j i, a ið Þjð ÞV jð Þ = V ið Þ, ð13Þ

where βð∈½0, 1ÞÞ is the discount factor. When performing
strategy improvement operations, a new decision function
can be obtained through calculation to satisfy

max
a∈A ið Þ

= r i, g ið Þð Þ + β〠
j∈S
P j i, g ið Þjð Þ: ð14Þ

When the rule is terminated, if the above formula is true
for all states i ∈ S, then the operation will be terminated for a
long time; otherwise, it is necessary to replace f with g and
jump to the first step to perform the operation again. When
the strategy iteration method solves the MDP problem, it is
necessary to know all the state information of the system,
and there will be a linear equation system for each state; so,
it is more difficult to solve the calculation. Therefore, if the
state space of the system is not very large, it can be solved
directly by this method [23]. When the system scale is large,
it is more troublesome to calculate.

The Q learning algorithm is a kind of reinforcement
learning method, which has a relatively wide range of refer-
ences in artificial intelligence. The idea of reinforcement
learning is the constant interaction between the agent and
the environment, seeking to maximize benefits in the
decision-making process]. SetQiðsi, aiÞ to represent the max-
imum discount cumulative benefit value obtained when
selecting the strategy from the initial state, then there is

Qi si, aið Þ = r si, aið Þ + γV∗
i si, aið Þ, ð15Þ

Qi si, aið Þ←Q si, aið Þ + ∂ ri = 1 + γQ si + 1, ai + 1ð Þ −Q si, aið Þ½ �:
ð16Þ

TheW learning algorithm is a self-organizing behavioral
selection scheme applied to multiple parallel task target sys-
tems, which is developed on the basis of Q learning [24]. W
learning can well realize the distributed learning function of
multiagents, which overcomes the shortcomings of insuffi-
cient environmental information in complex heterogeneous
networks. When the system selects and executes the strategy
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akðxÞ with the largest W value, it satisfies

Wk xð Þ = max
i∈1,2,⋯,n

Wi xð Þ: ð17Þ

TheW value represents the importance of implementing

the recommended behavior and is the difference between the
predicted benefit and the actual benefit. In this algorithm, a
single agent does not need to know the information of other
agents participating in the competition, and at the same time,
it no longer needs to obtain the state transition probability of
the system, but only needs to know the local environmental

Table 1: Health data statistics.

Sign Name Definition

A101 File creation date Time to create health file

A102 Event name Basic information about health events

A103 Event location Location of health incident

A104 Message number Serial number of the information file

A201 User name Name of health service recipient

A202 Emergency contact Emergency contact for health service recipients

Table 2: Maternal and child health management service data.

Index (%) A B C D E F

Newborn visit 80.5 90.23 97.81 88.63 83.27 92.44

Child health management 90.64 92.68 93.73 85.54 91.76 88.82

Child system management 61.48 58.59 83.46 78.67 76.78 80.21

Early pregnancy test 86.61 87.53 72.59 90.54 70.64 81.29

Maternal health management 60.43 91.85 99.34 85.89 89.63 93.26

Postpartum visit 80.28 95.36 98.05 95.15 90.87 92.23
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Figure 2: Maternal and child health management service data.
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knowledge [25]. The update method of the W value is

W xð Þ =Q x, að Þ −min
a∈A

Q x, að Þ, ð18Þ

Wi sið Þ = 1 − ∂ð Þwi sið Þ + ∂ Qi xi, aið Þð Þ: ð19Þ

3. Simulation Experiment of the Health
Management Service System Based on
Edge Computing

3.1. Experimental Background. As an important part of
health management, community health service is a primary
health service system that takes human health as the center,
family as the unit, and community as the service scope. At

Table 3: Elderly health management service data.

Index (%) A B C D E F

Elderly health management 60.93 70.26 57.89 75.35 64.37 68.21

Examination table 87.13 75.67 64.28 81.39 72.28 85.68

Common disease detection 73.21 63.84 80.36 75.92 83.23 69.42

Health advisory 70.21 79.18 81.43 82.75 75.36 65.36
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Figure 3: Elderly health management service data.

Table 4: Health management service data for patients with hypertension and diabetes.

Index (%) A B C D E F

Health management of patients with hypertension 94.53 81.82 84.86 90.21 87.28 82.36

Standardized management of hypertension patients 81.27 68.27 94.92 89.13 82.68 78.53

Manage crowd blood pressure control 42.19 36.58 51.23 60.82 59.63 48.35

Diabetes patient health management 90.18 86.57 85.32 84.18 91.63 82.15

Standardized management of diabetic patients 60.38 73.15 76.74 85.28 79.34 82.55

Manage crowd blood sugar control 38.15 45.43 50.28 49.63 54.15 40.28
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the same time, as a focus of health management issues, how
to better play the role of community health services so that
communities, families, and individuals can better enjoy
health services and conduct health management more scien-
tifically has certain research value. Based on the above back-
ground, this article explores how to develop a family-
applicable health management service system through the
investigation of community hospitals, with the help of service
design tools and artificial intelligence technology, combined
with existing health management problems and people’s
health needs.

3.2. Experimental System Structure Design. In the system
structure, the goal of this article is to allow users to partici-
pate in the establishment of health records through health
management, so that community medical treatment, preven-
tion, and health care can move toward a scientific, systematic,
and sustainable medical service path, trying to use the exist-
ing community health service institutions which a closer link
is formed between the resource system and community resi-
dents, and an attempt is made to break the status quo of
information islands. Secondly, through the establishment of
family-based health files with individuals as the core, and
using technologies such as big data and cloud platforms as
a supplement to traditional epidemiology and medical statis-
tics, it provides more comprehensive theoretical assistance to
the medical service system.

The system designed in this paper includes five parts:
user layer, business layer, service layer, data layer, and hard-
ware facility layer. The user layer faces the end users of the
system, including ordinary residents, medical personnel,
and medical institutions. The business layer involves data

collection, storage, query, and statistics. The application ser-
vice layer is mainly related technologies used when the sys-
tem realizes business functions. The data support layer
contains system data and computing framework based on
the concept of distributed computing.

3.3. Experimental System Database Design. In the era of big
data, we need to consider the impact of data growth on data-
base stability before system development. When selecting a
database, it is necessary to comprehensively consider its data
storage capacity and stability when facing a large number of
users. The health management service system contains a lot
of user data; so, this article finally chose the nonrelational
database HBase for the system. In order to distinguish vari-
ous data indicators in the database, this article divides the
data types into string, date, integer, byte, and other types.
Table 1 is a statistical table of some health data.

4. AI Health Management Service System Based
on Edge Computing

4.1. Service Effect of the Health Management Service System
for Different Groups. Health management refers to the user’s
health needs as the orientation, through medical means to
check, evaluate, analyze, and predict their health status and
risk index and provide health guidance and health plans, so
as to coordinate the interaction between individuals, organi-
zations, and society. This article will focus onmultiple groups
such as mothers and infants, the elderly, hypertension, and
diabetes and explore how the health management service
system can help them. In order to improve the credibility
of the research, this paper investigates the health service
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data in six different areas of the city, and the difference in
the data reflects the service effect of the system to different
groups.

Compared with other groups, people tend to pay more
attention to the health and safety management of newborns
and pregnant women. This article focuses on newborn visits,
child health management, child system management in child
health management services, and early pregnancy in preg-
nant women’s health management. Testing, maternal health
management, and the probability of postpartum visits were
investigated. A-F are the six areas of this survey. Table 2
and Figure 2 are the data of pregnant women and children’s
health management services.

It can be seen from Table 2 and Figure 2 that in the child
health management service, the average newborn visit rate is
88.81%, and the average child health management rate is
90.53%, and the indicators exceed the expected 80% target
value. At the same time, the average management rate of
the children’s system is only 73.2%, and only two of the six
regions barely reach the target value, and the management
rate of the children’s system in the B region is only 58.59%.
In maternal health management services, the average values
of early pregnancy detection rate, maternal health manage-
ment rate, and postpartum visit rate are 81.54%, 86.73%,
and 91.99%, respectively. The postpartum visit rates in the
six regions all reached the target value, but the performance

Table 5: Completion of public health file management services.

Index (%) A B C D E F

Health file creation rate 95.53 98.31 80.67 85.89 93.72 89.11

Electronic file creation rate 95.53 86.92 80.12 85.89 92.08 89.11

Health record pass rate 85.31 82.18 84.33 93.16 90.28 89.35

Health file utilization rate 30.52 26.49 35.71 29.36 36.15 31.88
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Table 6: Health management service coverage of each unit.

Index (%) A B C D E F

Government agencies 71.83 67.28 69.35 72.16 63.85 75.32

Private enterprise 75.12 70.31 59.21 63.28 58.45 68.31

Primary and secondary school 100 99.42 99.57 100 98.63 100

University 100 100 100 100 99.85 100

Rural towns 68.15 60.28 55.21 63.21 48.63 61.34
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in the early pregnancy detection rate was relatively poor.
Table 3 and Figure 3 are the elderly health management ser-
vice data.

It can be seen from Table 3 and Figure 3 that among the
elderly health management services, the average value of
elderly health management services is only 66.17%. Except
for area D, which has a value of 75.35%, the performance in
other areas is relatively average. The average completion rate
of the elderly physical examination table is 77.74%, but there
is still a certain distance from the target value of 85%. In addi-
tion, the frequency of detection of common diseases in the
elderly and the frequency of health consultation were
74.33% and 75.715%, respectively. On the whole, there is still
a lot of room for improvement in health management ser-
vices for the elderly. Table 4 and Figure 4 are the health man-
agement service data for patients with hypertension and
diabetes. The indicators 1-6 in the legend correspond to the
indicators in the chart.

It can be seen from Table 4 and Figure 4 that in the health
management services for patients with hypertension, the
average health management rate and standardized manage-
ment rate are 86.84% and 82.47%, respectively, far exceeding
the target value of 60%. The blood pressure control rate of the
management population is 49.8%, which is a small gap from
the 50% target value. In the health management services for
diabetic patients, the average health management rate and
standardized management rate were 86.67% and 76.24%,
respectively, but the population blood glucose control rate
was only 46.32%. On the whole, the health management ser-
vice system is more scientific in the management of hyper-
tension and diabetes patients, but the control effect of
various indicators is not good enough.

4.2. Social Coverage Rate of the Health Management Service
System Based on Edge Computing. In this paper, starting from
four aspects: health file establishment rate, electronic file
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Table 7: Survey data of residents’ physical exercise and eating habits.

Index (%) A B C D E F

Exercise days per week 2.53 2.65 3.21 2.87 2.41 2.72

Daily exercise time (minutes) 35.15 39.28 43.37 42.51 38.76 40.85

Exercise intensity 1.58 1.71 1.63 1.74 1.47 1.68

Standard salt intake 46.15 70.38 70.26 45.62 53.15 66.37

Salt intake awareness 75.28 76.13 69.35 72.68 74.13 68.21

Awareness of edible oil intake 72.15 68.95 69.34 71.03 73.28 70.05
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establishment rate, health file qualification rate, and health
file utilization rate, the coverage rate of health management
service transformation from traditional mode to electronic
system is investigated. Table 5 and Figure 5 show the comple-
tion status of residents’ health file management services.

It can be seen from Table 5 and Figure 5 that among the 6
surveyed areas, the health record establishment rate B is the
highest, at 98.31%; the electronic health record establishment
rate in area A is the highest, 95.53%; the health record qual-
ification rate is the highest district D that is 93.16%; district
E has the highest utilization rate of health files, which is
36.15%. Among the four indicators surveyed, overall, the
index of the health file creation rate is the best completed,
followed by the rate of electronic file creation, and the health
file utilization rate is the worst indicator, none of the 6
regions. Table 6 and Figure 6 show the health management
service coverage of each unit.

It can be seen from Table 6 and Figure 6 that in the 6
regions surveyed, the health management coverage rates of
primary, secondary, and university are basically close to
100%, and the health probability coverage rates of govern-
ment agencies and private enterprises are 69.965% and
65.78%, respectively, estimated 60% of the target. In contrast,
the health management coverage rate in rural towns is only
59.47%, and the worst performing area E coverage rate is only
48.63%. It can be seen that the health relationship service in
rural areas needs to be promoted, because many residents
have not formed a correct understanding of their own health
management. Table 7 and Figure 7 are survey data of resi-
dents’ physical exercise and eating habits.

It can be seen from Table 7 and Figure 7 that the results of
the one-way analysis of variance showed that the differences

in the number of days of exercise per week, average daily
exercise duration, and exercise intensity of residents from
different functional areas were statistically significant
(P < 0:05). In terms of the number of days of exercise per
week, the residents in area C have the most days at 3.21 days;
in terms of the average daily exercise time, the residents in
area C also spend the longest time at 43.37 minutes; in terms
of exercise intensity, the intensity of residents in urban agri-
cultural areas, the highest is moderate exercise intensity.
From a comprehensive point of view, the average daily exer-
cise time of residents is 2.73 days, and the average daily exer-
cise time is 39.98 minutes.

Maintaining good eating habits and reducing the intake
of fat and salt can play a very good role in promoting people’s
health. According to the results of the one-way analysis of
variance, the differences in the salt intake compliance rate
and salt intake awareness rate of residents from different
functional areas were statistically significant (P < 0:05).
Among them, the salt intake compliance rate and salt intake
awareness rate are both in zone B, and the indicators are
70.38% and 76.13%, respectively; in terms of the awareness
rate of edible oil intake, residents in zone E have the highest
awareness rate. It is 73.28%.

5. Conclusions

This article’s research on the service status of the health care
management system mainly involves the following aspects:
(1) the status of key population health management services,
including child health management services, maternal health
management services, and elderly health management ser-
vices. (2) Health management services for people with
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chronic diseases, including health management services for
patients with hypertension, and health management services
for diabetic patients. (3) Social coverage of health manage-
ment services, including residents’ health record manage-
ment, the coverage rate of health management services in
enterprises and institutions, the coverage rate of health man-
agement services in primary and middle schools, and the
coverage rate of health management in rural towns. Through
the survey data, it can be found that the health management
service system based on edge computing and artificial intelli-
gence has made more and more people aware of the impor-
tance of health management through professional and
convenient service effects and promoted the standardization
of community medical management services.

The AI health management service system based on edge
computing gradually affects people’s perception of their own
health. At this stage, our country is gradually transforming
from traditional health record management services to intel-
ligent electronic health records management. From the sur-
vey data, the filing rate and pass rate of residents’ electronic
files have reached 88.275% and 87.435%,respectively, but
the utilization rate of health files is only 31.685%. The estab-
lishment of a supporting health management service system
is to effectively improve the utilization rate of health records,
so that users can really enjoy intelligent, professional, and
real-time health services. The artificial intelligence-based
health management service system narrows the distance
between ordinary residents and medical institutions through
big data sharing. The health management service system will
provide professional and targeted health care strategies based
on the user’s physical data, encouraging users to actively use
physical exercise, healthy diet, and regular physical fitness to
achieve disease prevention and have a healthier body.

Taken together, the research in this article has yielded
certain results, but limited by various conditions, and the
research still has the following areas worthy of improvement:
(1) there are many institutions and services involved in the
health management service system, but taking into account
the operability of the research, this article only selects some
representative indicators for analysis, which will lead to a lack
of comprehensiveness in the final results. (2) Most health
management service systems need to be paid before they
can be used. Due to the different research directions, this arti-
cle does not describe the payment mechanism of medical
health management services and social medical insurance
reimbursement too much. (3) How to ensure the security of
user health data in the system in the era of big data is an
important direction in subsequent research.
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Judging from the current situation, China’s e-commerce companies are developing more and more rapidly, and the sales records of
e-commerce platforms continue to break through. However, in this rapid development, many problems have been exposed.
Because B2C e-commerce business management methods are different from traditional business management methods, there
are many fundamental differences between the risks faced by traditional e-commerce companies and traditional enterprises.
Compared with traditional enterprises, the risks faced by e-commerce enterprises have greater uncertainty and complexity, and
the related risk management measures have not fully kept up with the development speed of B2C e-commerce and are still in
the stage of continuous exploration. With the popularity of e-commerce and higher applicability, the research on e-commerce
data management model is urgent. In order to study the e-commerce data management model, theoretical research and
commercial application of cloud computing are discussed in depth from literature analysis, comparative analysis, graphical
analysis, and case analysis. I hope to expand the application research of cloud computing platform in e-commerce. Finally, it
proves that e-commerce has a good development advantage in the future development.

1. Introduction

With the advancement of the times, the application, popular-
ization, and development of Internet technology, as one of
the most basic activities of human activities, has undergone
tremendous changes. On the one hand, because online shop-
ping is not limited by time and space, it does not require face-
to-face communication and communication between buyers
and sellers, so that consumers can purchase goods without
leaving home, and the transaction method is relatively free;
on the other hand, due to online shopping, the product cate-
gories are diverse and the types are relatively complete. The
price is also quite advantageous compared to offline stores.
Therefore, more and more consumers are attracted to online
shopping, and e-commerce is born. E-commerce has now
entered people’s lives and infiltrated into people’s lives.
Therefore, in every big environment where B2C e-
commerce [1–3] enterprises want to stand out from the fierce

market competition, the quality of enterprise risk manage-
ment will undoubtedly become a direct factor affecting the
competitiveness of enterprises, affecting the survival and
development of enterprises. How to strengthen the risk man-
agement of B2C e-commerce enterprises has become a very
practical issue.

It can be seen from the introduction of the research back-
ground that China’s e-commerce has great development
potential and good development prospects. From the per-
spective of long-term development, traditional enterprises
are bound to develop into e-commerce enterprises or com-
bine with e-commerce enterprises. Although the competition
in the industry is very cruel, only a small number of compa-
nies can stand out from the competition and succeed. How-
ever, the rapid development of the industry and the rapid
changes in the environment have caused many risks and
opportunities for enterprises. Whether it is a large-scale
enterprise or a small family-owned enterprise, there are plans
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to enter the industry more or less. Therefore, conducting risk
management research on the mainstream B2C model in e-
commerce is not only conducive to the development of exist-
ing enterprises. Its entry is conducive to the future develop-
ment of the enterprise and provides valuable experience for
it, thereby reducing the risk of new entrants.

On December 18, 2015, General Secretary Xi Jinping said
at the second “World Internet Conference - Wuzhen Sum-
mit” to accelerate the construction of Internet infrastructure
and increase research and innovation and interoperability of
network technology and application development. Sichuan
has also increased its time and funding investment in other
areas of data such as the Internet of Things, big data and
cloud computing. This will lower the digital divide and
reduce the imbalance of information flow. If it develops well,
it may spread network technology in third world countries.
As a new business model in today’s society, e-commerce is
changing the development of the world in its unique way
and integrating into people’s daily life. With the development
of e-commerce, it can be divided into many different modes
according to different transaction objects, mainly including
B2B [4], B2C, C2C [5], and O20.

Business-to-business (B2B model) is the first e-
commerce model to emerge. This model is mainly used for
business activities between merchants and businessmen.
Through this model, merchants can improve business activ-
ity efficiency and reduce costs through network resource
management, collaborative work, and information sharing.
China’s Alibaba, trade network, and other companies are
typical B2B models. Business-to-customer (B2C model) is a
business-to-consumer model in which business and con-
sumer teams conduct business activities directly. The C2C
model (customer-to-customer) is a consumer-to-consumer
model in which consumers use the network for business
activities. Consumers promote products they plan to sell on
specific e-commerce platforms. Consumers in need can
obtain product information through the platform. After the
two parties reach an agreement, the transaction is completed.
The role of network mediation can be clearly seen from the
C2C model. The O2O mode (online-to-offline) is an online
transaction offline consumption experience mode. This
model is to use the advantages of the smooth flow of the
Internet to launch their own characteristics and create their
own brand, and after completing online transactions with
consumers, consumers can personally come to the offline
experience center to experience and then carry out a real
experience.

E-commerce is a new way of trading that is different from
traditional business activities. First, on the trading platform,
there is no fixed sales location and sales time for e-
commerce. E-commerce can provide services according to
the needs of consumers, regardless of time and space, and
can improve transaction efficiency. Second, through e-com-
merce, transaction costs can be saved very well, and the cost
savings will benefit consumers, and consumers are more will-
ing to choose a network to form a virtuous circle. The e-
commerce platform can display products to consumers more
comprehensively from the aspects of use, application scope,
functional structure, material technology, etc., so that con-

sumers can choose a more reasonable purchase method.
Third, compared with traditional commerce, e-commerce
reduces the intermediate links, allowing direct transactions
between producers and consumers, while strengthening
communication between producers and consumers, and
gradually forming a close cooperative relationship. Based
on the advantages of e-commerce, in order to study the e-
commerce data management model, the theoretical research
and commercial application of cloud computing are dis-
cussed in depth from literature analysis, comparative analy-
sis, graphical analysis, and case analysis. I hope to expand
the application research of cloud computing platform in e-
commerce. Finally, it proves that e-commerce has a good
development advantage in the future development.

2. Cloud Computing and E-Commerce

2.1. Cloud Computing Overview. Cloud computing [6, 7], the
core of which, is to implement distributed computing
methods through the network. This technology allows cen-
tralized management of shared hardware and software
resources as well as informational materials and provides
them to computers and other devices as needed. Cloud com-
puting is a distributed computing technology. The most basic
concept is to automatically split a large computational pro-
cessor into a myriad of smaller subroutines over a network
and then transfer it to a large system of multiple servers. After
searching, calculating, and analyzing, the processing results
are returned to the user.

In fact, many of the everyday applications used today are
based on cloud computing technology, for example, the com-
monly used Baidu search engine, 163 network mailbox, and
so on. The large-scale distributed computing technology
studied by early technologists can be called the origin of
“cloud computing.” Cloud computing connects distributed
technologies to the network and scales to provide more ser-
vices. The basic principles of cloud computing can be similar.
This is like switching from the old single-generator mode to
the centralized power supply mode of the plant. This means
that computing power can also be circulated as commodities,
just like natural gas and hydropower. Again, it is easy to use,
low cost, and of course, the biggest difference is that it is
transmitted over the Internet. In fact, the cloud of cloud com-
puting represents the entire Internet. Instead of using the
software originally installed on your computer, or replacing
the original operation of storing data on your own hard disk,
you will use the network. This kind of work, and storing the
files on the network, is a huge virtual space. We use web ser-
vices to store data in servers on the network, browse the
pages of these services through a browser, and perform vari-
ous calculations and work using the above interface.

Cloud computing has had a profound impact on the
entire IT industry, including three cloud computing builders,
server vendors, software developers and cloud terminal pro-
viders, and cloud providers as cloud operators. The frame
diagram is shown in Figure 1.

Currently, cloud computing includes the following
levels of services: infrastructure as a service (IaaS),
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platform as a service (PaaS), and software as a service
(SaaS). The three-tier service architecture is shown in
Figure 2.

In terms of services, the main focus is on providing
users with a variety of cloud-based services. There are
three levels: one is software as a service, called SaaS. The
role of this layer is to provide the web to customers. The
second is the platform as a service platform service called
PaaS. The role of this layer is to provide users with appli-
cation development and deployment platform as a service:
the third layer is the infrastructure as a service infrastruc-
ture. The service is abbreviated as IaaS and is used to pro-
vide users with various basic computing (such as virtual
machines) and storage resources as services. From the
user’s point of view, the relationship between these three
layers of services is independent and different, because
the services they provide are completely different and the
users are different. But, from a technical point of view,
the relationship between the three layers of cloud services
is not independent but has a certain dependence. For
example, the SaaS layer of products and services not only
need to use the technology of the SaaS layer itself but also
rely on it. The development and deployment platform pro-
vided by the PaaS layer is directly deployed on the com-
puting resources provided by the IaaS layer, and the
products and services of the PaaS layer may also be estab-
lished on the IaaS layer service.

2.2. Advantages and Characteristics of E-Commerce. E-com-
merce has unparalleled advantages compared with tradi-
tional enterprise management, which is mainly reflected in
the six aspects shown in Table 1.

(1) Establish corporate image and brand

In the market competition, the company’s good image
will directly affect its survival. In the traditional business
model, it takes a long time to get a good corporate image or
product brand name. The business model of e-commerce
can obtain corporate image and brand in a relatively short
period of time

(2) Shorten the production cycle

E-commerce uses the Internet to synchronize product
production information and customer demand information,

expand the scope of corporate electronic contacts, share
product specifications and drawings, or work with other
companies to shorten product life cycles. E-commerce
enables suppliers and customers to connect and establish
business contacts over the Internet, reducing the time
between sending and receiving orders, invoices, and delivery
notifications between suppliers and customers

(3) Create new sales opportunities

Because the e-commerce sales model allows products to
be sold (24 hours a day, 7 days a week), in some ways, the
company has found new markets that can attract more
customers

(4) Change the internal structure of the enterprise

E-commerce reduces the cost of communication between
vertical organizational structures through the Internet. Com-
panies must adapt to this change and restructure to increase
efficiency. Therefore, Internet-based e-commerce is changing
the internal structure of the enterprise

(5) Changing the way companies compete

E-commerce provides businesses and consumers with
more opportunities to explore consumer markets and con-
sumer choices. At the same time, it also provides a smoother
and faster place for information exchange, thus improving
the company’s macrounderstanding of market demand and
consumer understanding. The ability to market information
also speeds up the company’s ability to develop new products
and deliver new services. E-commerce enables companies to
quickly understand consumer demand information and
quickly feed it back to the decision-making level, making it
easier for companies to conduct R&D activities that target
consumer needs. E-commerce has changed the cost structure
between the upstream and downstream companies and
established strategic alliances between the upstream and
downstream companies. E-commerce extends the competi-
tion among enterprises to the competition of the entire sup-
ply chain, enabling enterprises to compete from the
competition of enterprises to the virtual alliance formed
among enterprises in various fields such as advertising com-
petition, promotion means, product design, and packaging,
mainly reflected in the significant increase in the initial cost
of the new company entering the competitive market

(6) Change the basis of enterprise competition

E-commerce has changed the foundation of corporate
competition. On this basis, e-commerce has changed the
transaction costs of buyers and sellers. E-commerce can
make enterprises with large annual transaction volume rela-
tively smaller than transactions, and enterprises with insuffi-
cient financial resources are more profitable and have
competitive advantages, because e-commerce has the charac-
teristics of high one-time input cost and low variable cost.

The characteristics of e-commerce can be summarized as
follows:

Server vendor Software developer

Cloud service
provider

Infrastructure
suppliers

Figure 1: Cloud computing area network.
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(1) Business: this is the most basic feature of e-com-
merce, namely, the services, means, and opportuni-
ties for buying and selling transactions. It is based
on the Internet and provides a powerful and compre-
hensive trading and feedback platform for suppliers,
sellers, and customers. It expands the market,
increases the number of customers, and provides
convenient service to every customer in the supply
chain. Therefore, e-commerce is an opportunity for
any large enterprise

(2) Serviceability: in an e-commerce environment, cus-
tomers are not subject to geographical conditions.
The focus of buying goods is no longer just low
prices. Today’s customers also regard service quality
as one of the considerations. Therefore, in a sense,
service quality has become a key point of business
activities, and one of the characteristics of services is
convenience. Not only the customer benefits but also
the company benefits

(3) Integration: the real business value of e-commerce
is to coordinate old and new technologies, enabling
users to more effectively use their existing
resources and technologies to accomplish tasks
more efficiently. The integration of e-commerce
lies in the integrity and uniformity of transaction

processing. It standardizes the workflow of transac-
tion processing and integrates manual operations
and electronic information processing into an
inseparable whole. This not only improves the uti-
lization of manpower and material resources but
also improves the rigor of the system operation

(4) Coordination: business activities are a process of
coordinating business cooperation among customers,
manufacturing, suppliers, and business partners. Effi-
ciency is generally based on an interactive protocol as
the basis for e-commerce activities

(5) Low cost: e-commerce has obvious low cost

(6) Security: for customers, if there is any doubt about
the security of electronic transactions, they will not
buy or sell on the Internet at all, and the transactions
between enterprises will be the same. Therefore, the
security of e-commerce is one of the core issues that
must be considered

(7) Electronification and its scalability: one is electronic
writing and data transmission of e-commerce; the
other is that payment methods are highly electronic.
In order for e-commerce to function properly for a
long time, it must be ensured that it is scalable
because the scalable system is a stable system

Analysis of the seven-point characteristics of e-
commerce helps to understand the impact of e-
commerce environment on supply chain management.
To implement the e-commerce strategy, we must face the
coordination of various production factors inside and out-
side the enterprise, face the market, emphasize customer
service and management, pay attention to the integration
of various systems, and establish a sound and effective
information management system, enabling them to more
effectively accomplish their business management goals.

SNS community Move the U diskMobile games

Online videoCloud searchMobile enteprise

Network devicesMemory deviceCalculating
device

Network
virtualization

Storage
virtualization

Distributed filesDistributed
computation

Distributed
storage

Computer
virtualization

Figure 2: Three-tier service architecture diagram.

Table 1: Characteristics of e-commerce.

Basic characteristics

1 Establish corporate image and brand

2 Shorten the production cycle

3 Create new sales opportunities

4 Change the internal structure of the enterprise

5 Change the way companies compete

6 Change the basis of corporate competition
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E-commerce does not completely replace the traditional
business model, because traditional businesses also have the
advantages that e-commerce does not have. Traditional busi-
ness allows consumers to experience goods first and then buy
them after they are satisfied. Many consumers are more
inclined to accept actual goods and enjoy shopping. How-
ever, fast and efficient e-commerce is unmatched by tradi-
tional companies. With the development of e-commerce,
more complex trading methods in traditional businesses will
also be optimized, and some traditional businesses may
undergo subversive changes. The future will be an era of tra-
ditional business and e-commerce convergence. By summa-
rizing, it is found that there is a big difference between
traditional business and e-commerce. Therefore, the e-
commerce background discussed in this paper is still very dif-
ferent from the previous traditional business background and
has certain research value.

3. Key Technology of Data Management Based
on Cloud Computing

As one of the core functions of cloud computing, cloud stor-
age has received extensive attention. Metadata management
plays a key role in cloud storage. Wikipedia introduces meta-
data in detail: metadata, also known as metadata, and medi-
ation data, is data describing data (data about data), mainly
information describing data attributes, such as storage loca-
tion, historical data, resource search, and file recording.
Metadata primarily describes data about file system struc-
tures, such as heterogeneous namespaces, file and directory
attributes, and file-to-block mappings. Although the size of
the metadata is relatively small throughout the file system,
operations on metadata account for more than 75% of the
overall file system operation. Therefore, the management of
metadata is critical to the performance of the file system.

Today’s large-scale cloud computing systems typically
have thousands to tens of thousands of node devices, and
the CPU cores are numerous. As system processing power
and user demands continue to increase, the demand for
high-performance distributed file systems is also increasing.
According to the statistics of 13 file systems, the files and
directories in each file system are hundreds of millions. In
addition, the I/O of each CPU core is independent, which
results in a large amount of parallel access to the file system.
Therefore, the file system in the cloud computing environ-
ment needs to process thousands and tens of thousands of
operations for metadata every second. This situation shows
that it is unrealistic to rely on a centralized server for meta-
data processing. Only a set of servers can be used for distrib-
uted processing of metadata to meet actual needs.

Since the cloud computing system is in the same LAN in
most cases, it is very rare that the message is tampered with.
Even if the message is incomplete due to the hardware and
network of the system, it only needs to be verified by simple
verification. The complete message is fine. Therefore, it can
be assumed that the cloud computing system does not have
a Byzantine general problem. Based on HDFS, this paper
proposes a distributed metadata management mechanism
in a new cloud computing environment, which provides

good scalability and usability for the system while improving
metadata operation performance. The metadata mentioned
in this article contains catalog metadata as well as file meta-
data. Directory metadata includes hierarchical namespaces
and directory attributes; file metadata includes file attributes
and file-to-block mappings.

GLOBLE_ID is a unique global identifier that cannot be
changed after the path is created. USER_ID is the identifier
of the user who created the path. PARENT_GLOBAL_ID
represents the GLOBLE_ID of the path’s parent directory.
BLOCK_PTR is a pointer to a data block of the file, which
is used only for files. Other information such as permissions,
last access time, and update time are saved in OTHER_
META. Through this metadata format, the structured name
space is changed to a flat data structure and can be stored
in the database and name nodes. Figure 3 shows the architec-
ture of the metadata management system.

The system consists of four main parts: the client, multi-
ple name nodes, name node manager, and database. The sys-
tem exposes the metadata access interface to the client. To
improve system performance, some of the most recently used
metadata can be cached on the client. The name node is
responsible for managing the metadata and processing meta-
data access requests from the client. The updated metadata in
the name node is periodically persisted to the database. The
name node manager provides routing for the client to obtain
the target name node. In addition, it manages the distribution
of metadata between many name nodes and load balancing
by periodically receiving heartbeat signals from name nodes.

4. E-Commerce Data Management Model

The logical model of e-commerce data [8–10] is a division of
e-commerce data from the user’s perspective. It classifies the
various information involved in the entire e-commerce and
divides the different levels of utilization according to the
method of network information organization. According to
this model, we can make a good division of the data types
of the entire e-commerce according to functions and expres-
sions. From the perspective of network information organi-
zation, network information is divided into three levels:
micro, meso, and macro.

The mesoorganizational model of network information
resources is related to the micromodel, which includes the
secondary organization of network information resources
and three organizations. Secondary information organization
is the reorganization of information organized by various
microorganizational models. These three information orga-
nizations are the reorganization of secondary information.
Online secondary information resource organization mode
was used. This mode is very common, including the search
engine methods we usually use, the directory guide method
(topic tree mode), and the database method. Then, there
are three organizations; the reorganization of the secondary
information organization, to help users find the right search
engine, directory guide, or instruction database faster. This
is the organization and management mode of the three infor-
mation resources of “directory and directory” which repre-
sents a search engine directory in multiple search engines.
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The model proposed in this paper adopts a multilevel
structure, using front-end page cache squid [11], multiple
web servers, page fragment cache, Hadoop storage system,
DAL data interface layer, memcache distributed cache, and
sublibrary strategy. It is roughly divided into four layers, as
shown in Figure 4.

After the user’s access request is submitted, the front-end
page cache is first reached. If the webpage data cached here
cannot satisfy the user’s request, the Squid server will submit
the user request information to the web server. The web
server we use here is Apache, which is widely used based on
open source servers. The web server then accesses the page
fragment cache ESI to see if there is a user request, and if
not, what type of user’s request is being resolved. If the
unstructured data request such as a web page is read, the
request is sent to the Hadoop system; if the user logs in, the
structured data request such as the user information needs
to be viewed, and the request is sent to the database. Then,
the two parts get a result and return it to the user.

5. Performance Analysis

5.1. The Cost Advantage of E-Commerce under Cloud
Computing. Cloud services pay for users based on their needs
and also get users based on their own needs. In this way, there
is no risk, which can save the cost of the e-commerce enter-
prise, and enable the e-commerce enterprise to select the
cloud computing platform provided by the cloud provider
according to its own wishes and enterprise needs. Cloud
computing integrates a computer cluster into a virtual
resource pool. All information on the e-commerce website,
including the enterprise itself and users, is stored in the vir-
tual resource pool. Specific data management is implemented
by cloud computing platforms and enterprises, which means
you need to choose the right system software and data plat-
form for you. All other content has cloud computing man-

agement capabilities, which greatly reduces the company’s
investment in data management and reduces business costs.
At present, large, medium, and small e-commerce enterprises
at all levels are equipped with a large number of computers
and network equipment, but with the upgrade of the
machine, enterprises must spend a lot of money to buy new
PCs. As a result, the computer before the enterprise was elim-
inated. But, with cloud computing, companies do not have to
give up these computers that should be eliminated, which can
greatly reduce hardware investment costs. Since the user only
needs to have a terminal device that can be connected to the
network, the terminal device can be connected to the cloud
computing platform, and the cloud computing issues perfor-
mance of the terminal device that does not care about the
user. Cloud computing can build a virtualized data storage
center for users. It has real-world computing power. It inte-
grates all the hardware and software functions distributed
across a large number of different computers into a virtual
resource pool that connects users over the network. Go to
the resource pool and get the information you need from
the resource pool. Cloud computing has provided many basic
applications, such as office software and email systems. These
applications are cheap, and some are free. And, at the other
end of the cloud, there is a very professional IT team that
can manage hardware and update and upgrade software for
users, so users do not have to worry about whether the appli-
cation is up to date. The cost savings histogram of cloud com-
puting in different aspects is shown in Figure 5. It can be seen
that in almost all aspects, the cost of cloud computing is
almost more capital saving than traditional business data
processing.

5.2. Data Security Advantages of E-Commerce under Cloud
Computing. The cloud computing data management plat-
form is responsible for saving data on e-commerce websites,
including data backup, system maintenance, data security,

Cache BLT Cached
metadata

Name node Database

Name node manager

BLT

Client

Database

Figure 3: Metadata management system architecture.
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and platform system upgrade. The cloud computing data
management platform will ensure the security of these data,
equipped with the most powerful computer administrator.
And the most secure data management technology ensures
the security of e-commerce enterprise data. The main task
of the cloud computing data management platform is to
manage the user’s storage information, access information,
basic information, upgrade the platform system, and virus
protection, so that the entire data management platform runs
normally. The user’s computer, U disk, etc. are particularly
susceptible to poisoning, which causes a lot of trouble. A
large amount of transaction information on the e-
commerce website will be lost, and data related to the com-

pany’s life and death may be destroyed. Cloud computing
can provide a secure data storage center for enterprise e-
commerce sites. Cloud computing storage technology stores
enterprise data in a unified cloud data management platform,
and cloud computing service providers are responsible for
the security of data storage. Therefore, using cloud comput-
ing data management technology to build e-commerce web-
sites, e-commerce companies do not have to worry about
data damage caused by virus damage, hacking, and computer
hardware problems, which greatly enhances data security. E-
commerce sites no longer need to worry about data loss
caused by viruses and hackers and hardware damage. More-
over, the emergence of these problems will increase the

Master
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Previous page cache
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Hadoop
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Figure 4: E-commerce data management model.
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capital investment in e-commerce enterprise data manage-
ment operations. To ensure the security of product informa-
tion on the site, companies must upgrade existing systems or
adopt new data management technologies, but the number of
e-commerce users is increasing. It also brings a lot of data,
and the cost of the business will increase. With cloud com-
puting, these issues have been resolved. It can be seen from
the above that the cloud computing data management tech-
nology for e-commerce data management can ensure the
security and reliability of user data. E-commerce companies
and users do not have to worry about their information being
leaked or destroyed because information is the most impor-
tant resource for the business. Only when the information
is protected can the company carry out its activities smoothly
without having to concentrate. Focusing on the secure stor-
age of data, it can be said that cloud computing storage tech-
nology solves the worries of e-commerce enterprises. In
order to prove the security advantages of e-commerce, here
is a comparison of the e-commerce model and the traditional
e-commerce model in this paper. Figure 6 shows the compar-
ative analysis of the security advantages of e-commerce and
traditional commerce.

5.3. Information Sharing Advantages of E-Commerce under
Cloud Computing. The construction of cloud computing data
management platform can enable e-commerce enterprises to
share information resources to a large extent. Due to the dif-
ferent geographical distributions, the processing time and
content of information resources of different e-commerce
enterprises are different. Some enterprises cannot quickly
obtain the information on the website for various reasons,
which leads to the closure of enterprise information and even
affects the development of the enterprise. With the cloud
computing data management platform, enterprises can syn-
chronize the business activity information of the enterprise,
the resources of the enterprise, and the resources of other
enterprises on the platform, which is from the external
aspect. As far as the internal enterprise is concerned, it is pos-
sible to share information of the same enterprise in different
places and at different times. Some enterprises have business
all over the country. If the information of each branch of the
enterprise cannot be communicated with each other in time,
the information flow of the whole enterprise will be poor,
which will affect the business activities of the enterprise.
For example, a company forms an information chain from
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Figure 6: E-commerce security comparison.
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the development, production, sale, after-sales, price, market
demand, logistics, etc. of the goods. In the overall market
environment, not only does the company better track and
understand the goods but also makes it different. The
exchange and intercommunication between enterprises in
the information, the sharing of information in the true sense,
breaking the limits of the region and time is one advantage.
At present, China’s major e-commerce websites have built a
large amount of commodity data. The use of cloud comput-
ing in e-commerce can share product information in the
cloud and truly achieve interoperability of network resources.
All e-commerce websites or business executives are able to
create network resources with the powerful interoperability
of computers. Cloud computing has a strong expansion,
and all the data resources contained in all e-commerce web-
sites are included in the cloud computing platform, which
can greatly reduce the investment in cost and time of an e-
commerce website and truly realize resource sharing.
Figure 7 shows the statistics of different people’s information
sharing advantages in e-commerce. This survey has a total of
254 people in five categories and gives their comparison of
traditional business and e-commerce advantages.

5.4. Convenient Advantage. All the data information of the e-
commerce enterprise is stored on the cloud computing data
management platform, and the manual management is
removed, so that the user can more conveniently obtain the
information he needs in any way anytime, anywhere. Since
the cloud computing data management platform itself has
the advantage of being efficient and fast, users will not
encounter any resistance when accessing and can quickly
access the platform. The customer accesses the website, pro-
cesses the information, and accepts the service by connecting
to the Internet, using a terminal device such as a computer,
and the process is very fast and convenient. The mobile

transaction is based on the wireless mobile communication
network technology and related communication equipment,
etc. and is obtained from the transaction of the e-commerce
activity. It is not limited by time and place and can be traded
as long as the terminal device can access the Internet. The
emergence of cloud computing has brought greater conve-
nience to e-commerce activities, users can conduct transac-
tions and inquiries without restrictions, and all information
about products is well known. When users want to conduct
commodity transactions, they can use mobile devices to
query all the information they need on the e-commerce web-
site. E-commerce enterprise staff can even bring merchandise
transactions to any place, as long as there is a computer with
Internet access. Because their data is stored in the cloud,
users can use this data at any time. Figure 8 shows that e-
commerce is a convenience to people’s lives. E-commerce
has brought a lot of convenience to our lives. As you can
see from Figure 8, travel expenses and online courses provide
little convenience for our lives. But, in general, e-commerce
has brought great convenience to people’s daily lives.

In Figure 8, it can be seen that by comparing traditional
business and e-commerce, e-commerce has brought a lot of
convenience to people in the current social life, which also
proves that the current social e-commerce has become an
indispensable form of existence in people’s lives. In general,
e-commerce is superior to traditional business forms in the
above seven aspects.

6. Conclusions

Cloud computing is a new form of business model and busi-
ness. The advanced technology it brings can fully promote
the development of future data management technology,
and it also represents its development direction. As far as
the development of cloud computing is concerned, it has
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strong development potential, which can reduce the time
required for e-commerce enterprises to manage data, provide
more convenient services for enterprises, solve problems fas-
ter, and operate more easily. More importantly, it reduces the
cost of the entire operation of e-commerce data manage-
ment, greatly reducing costs. As far as the development of
cloud computing is concerned, cloud computing brings an
opportunity for data management of e-commerce enterprises
and enhances the ability of e-commerce data management
from the technical level, making e-commerce enter a new
stage of development. In this paper, the e-commerce data
management model is mainly used as the main research
object. This proves that e-commerce has great advantages
in future development, and it also proves that e-commerce
as a new business model will play a decisive role in future
development.
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Basketball is a sport that requires high athletes’ skills and physical fitness and is deeply loved by the people in our country. This
paper studies the application of neural network-based motion sensors in basketball technology and physical fitness evaluation
system. The ideal effect of the system is to scientifically analyze relevant data through intelligent algorithms and provide more
accurate diagnosis suggestions. Recognizing human movements requires collecting various data of the human body through
motion sensors. The data acquisition components of this system are based on considerations of portability and power
consumption and are equipped with equipment with strong computing power to realize the functions of data preprocessing,
training, and recognition of the recognition model. The system only needs to send the data in the data collector to the
computing device; it can effectively realize the action recognition and judge whether the athlete’s technical action and physical
fitness level meet the standard. From the experimental data, the pass rate of the subjects in the 1000-meter run was 83.3%, and
the excellent rate was 10%; the pass rate in the 1-mile run was 90%, and the excellent rate was 6.7%; and the pass rate in the 20-
meter round trip was only at 56.67%; it can be seen that there is still room for improvement in the reaction speed and agility of
most subjects. According to intelligent data analysis, athletes can better understand where they have shortcomings and improve
their physical fitness and basketball skills through targeted training.

1. Introduction

With the advancement of science and technology, intelligent
systems have been rapidly developed in various fields, and
the availability and use speed of wearable sensor technology
have also grown rapidly. The aspects that need to be consid-
ered when acquiring athlete information outside the labora-
tory environment are severely affected and dependent on
currently available technologies. Through technological
innovation and development, new sensor equipment and
systems will provide the possibility for them. Wearable sen-
sor technology is gradually popular in the sports field, which
can provide data safely and effectively, promote the develop-
ment of sports, and meet the needs of coaches and athletes
for equipment. Basketball is a sport that requires a constantly
changing rhythm, requiring speed, acceleration, and explo-

sive power, such as rebounds, layups, jump shots, and fast
breaks. There is a big gap between our country’s basketball
skills and the United States and European basketball powers.
Therefore, it is particularly important to strive to improve the
technical and physical level of basketball players and to train
excellent basketball players.

The application of mobile sensors in various fields in for-
eign countries started early, and many good results have been
achieved in the research of intelligent sports systems. Conte
conducted research on the physical and technical require-
ments of young basketball players’ training. In order to
examine the physiological and technical requirements of
No Game Training (NDGD) and Conventional Training
(RD), he tested 19 young basketball players and used Wil-
coxon symbols to test and evaluate the relationship between
NDGD and RD conditions for each dependent variable.
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From the experimental results, this research has played a role
in optimizing the training program of young athletes, but due
to the small number of research objects, it has affected the
credibility of the final conclusion [1]. Santos conducted an
in-depth study on the changing laws of basketball technical
indicators. He conducted a survey on the data of the Brazilian
basketball championship from 2005 to 2015 and analyzed the
changes in 13 standard indicators in the basketball game. For
basketball players, good physical fitness and accurate grasp of
technical standards are essential. If the basketball technical
indicators and physical fitness evaluation standards can be
analyzed through the intelligent system, the scientific nature
of basketball training can be further improved [2].

Although domestic research on artificial neural networks
and sports intelligence started relatively late, they have devel-
oped rapidly. Yuzhou carried out research on basketball mul-
tidirectional training and technical analysis based on BP
neural network model. Artificial neural networks can acquire
various abilities through learning. If the characteristics of the
brain neural network can be used reasonably, an intelligent
system with similar functions to the human brain can be
designed to process various information. He and his team
analyzed the multidirectional training and technical analysis
of basketball based on the BP neural network model.
Through the analysis of the data, the basketball players’ train-
ing and team strategy are optimized. Taking the smallest
error and the highest accuracy as the standard, the best
method was selected as the predictive model for each perfor-
mance. From the experimental test results, the model can be
helpful to improve basketball training, but more experimen-
tal data is needed to improve the accuracy of the model [3].

Based on artificial neural networks and mobile smart sen-
sors, this paper conducts in-depth research on physical fit-
ness assessment and technical improvement training in
basketball training. The research is mainly carried out from
the following aspects. This article introduces the technologies
and methods involved in the basketball training system,
including neural network-based mobile sensors, decision tree
classification algorithms, wavelet transform, and system data
acquisition technology. Based on the analysis of product
requirements, this article has completed the development of
the intelligent basketball training system and introduced
the overall structure and data modules of the system in detail.
Finally, this article starts from the two directions of basketball
technical statistical indicators and physical fitness evaluation,
combined with experimental data to verify the positive
impact of the system in improving the effect of basketball
training.

2. Application of Technology in Basketball Test
and Evaluation System Based on
Neural Network

2.1. Mobile Sensor Based on Neural Network. Artificial neural
network is a technology that simulates the neurons of the
human brain for abstract processing and realizes information
processing by establishing models [4]. With the continuous
deepening of neural network research, it has become more

and more widely used in the fields of intelligent machines,
intelligent recognition, intelligent prediction, and automatic
control. Real-time recognition of human body data based
on neural networks using mobile sensors can provide data
support for intelligent evaluation systems to make scientific
decisions [5, 6].

Radio frequency identification technology (RFID) is a
kind of communication technology, also called radio fre-
quency identification or electronic tag [7]. It recognizes spe-
cific targets and reads data mainly through radio signals.
Commonly used technologies mainly include passive, low
frequency, ultrahigh frequency, and high frequency. This
technology is mainly used for data function positioning in
basketball training [8]. The sensor is a kind of signal conver-
sion device, which is mainly composed of a conversion orig-
inal and a sensitive element. The sensor has the function of
sensing external signals and detecting, including heat, light,
and humidity, and at the same time transmitting the acquired
signals to other organs and devices [9].

2.2. Decision Tree Classification Algorithm. The human
motion data collected by sensors is based on the reference
system of each sensor [10]. Since human movement cannot
be described in accordance with the sensor’s reference sys-
tem, such source data cannot be used directly, so it is neces-
sary to classify and process the data through related
technologies. Decision tree algorithm is a common machine
learning algorithm. When doing machine learning, the deci-
sion tree uses a tree structure to resolve the problem one by
one [11]. Decision trees make selection judgments at each
node, which is similar to the process of human selection
when facing some decision problems [12].

Information entropy, information gain, conditional
entropy, and information gain ratio are commonly used in
decision trees as the basis for division. Information entropy
indicates whether the sample subset is single, that is, the
smaller the value, the single the type of data in the set, which
means that the division is more ideal [13]. Information
entropy is defined as

Eet Dð Þ = −〠
vj j

k=1
pk log 2pk: ð1Þ

Assuming that there are V possible values for the discrete
attribute a, the information gain can be calculated according
to the weights assigned to the branch nodes according to the
number of samples:

Gain D, að Þ = Ent Dð Þ − 〠
V

v=1

DV
�� ��
Dj j Ent DV� �

: ð2Þ

According to the definition of information gain, attri-
butes that account for the majority of numbers have inherent
advantages and therefore make the division effect worse. The
decision tree algorithm is different from the above; it uses the
gain rate as the partition index to minimize the impact [14].
Its definition is
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Gain ratio D, að Þ = Gain D, að Þ
IV að Þ : ð3Þ

Among them

IV að Þ = −〠
V

v=1

DV
�� ��
Dj j log 2 DV

�� ��
Dj j : ð4Þ

This is called the “intrinsic value” of the attribute. At the
same time, the decision tree is divided by the Gini index. The
Gini value can represent the unity of data, and its definition
satisfies

Gini index D, að Þ = 〠
V

v=1

Dvj j
Dj j Gini D

V� �
, ð5Þ

Gini D, að Þ = 〠
vj j

k=1
〠
k≠k

pkpk = 1 − 〠
yj j

k=1
p2k: ð6Þ

When the decision tree is divided, it will not only encoun-
ter discrete values but also divide continuous values. When
conducting experiments, sampling is often used to discretize
continuous values for continuous variables. For continuous
variables, discrete values are essentially processed [15].
Therefore, dealing with the division of continuous variables
is essentially dealing with the problem of a large number of
possible discrete values of attributes. As samples are sampled,
there will be some missing attributes in some samples. If only
the samples with values on these attributes are divided, it will
lead to a waste of sample sets.

Set each sample x to be given a weight wx and define

ρ = ∑x ∈ ~D
Wx

∑x ∈DWx , ð7Þ

~Pk = ∑x ∈DkWx

∑x ∈ ~D
Wx 1 ≤ k ≤ yj jð Þ, ð8Þ

~rk = ∑x ∈ ~DvWx

∑x ∈ ~D
Wx 1 ≤ v ≤ Vj jð Þ: ð9Þ

According to formulas (7)–(9), the promotion of infor-
mation gain can be defined to satisfy

Gain D, að Þ = ρ × Gain ~D, a
� �

= ρ × Ent ~D
� �

− 〠
V

v=1
~rvEnt ~D

v
� � !

,
ð10Þ

Ent ~D
� �

= −〠
yj j

k=1
~pk log 2~pk: ð11Þ

Since the classification boundary formed by the decision
tree is characterized by being parallel to the coordinate axis,
when the boundary of the attribute value to be classified is
more complicated, the decision tree must be divided into

multiple segments due to the axis-parallel attribute to achieve
a good fitting effect. It will increase the number of decision
tree layers, which will undoubtedly lead to increased training
and prediction costs [16]. Therefore, if the function combina-
tion value of multiple attributes can be used for division, it
will not only be parallel to the coordinate axis in the multidi-
mensional division plane, which is to find a suitable linear
classifier for the node.

2.3. Wavelet Transform. When identifying the specific pat-
tern of data, it is necessary to understand the detailed
characteristics of the data, such as the order and quantity
of various frequencies, in order to better extract the signal
characteristics and construct the recognition model. It is
necessary to conduct a comprehensive time-frequency
analysis of the signal, so it is necessary to introduce wave-
let analysis [17].

Wavelet analysis decomposes the signal through wavelet
transform and analyzes the signal according to the promi-
nent local features of the signal by analyzing the local time
domain or frequency domain. This solves the problem that
the traditional Fourier transform cannot be analyzed from
the global shortcomings of capturing the detailed characteris-
tics of the signal, while solving the problem that the signal
cannot be adaptively changed with the change of the signal
after the fixed window size decomposition [18].

Let the expression of a basic function be ψðtÞ, and let

ψab tð Þ = 1ffiffiffi
a

p ψ
t − b
a

� 	
: ð12Þ

Among them, a, b are constants, and ψabðtÞ is the basic
function obtained through translation and expansion. Given
a square-integrable signal xðtÞ ∈ L2ðRÞ, the wavelet transform
of xðtÞ is defined as

ETx a, bð Þ = 1ffiffiffi
a

p
ð+∞
−∞

x tð Þψ∗ t − b
a

� 	
dt: ð13Þ

Among them, a, b represents the scale factor and time
shift, respectively, and ψðtÞ is the basic wavelet. Let the Fou-
rier transform of xðtÞ be XðΩÞ, and then, the frequency
domain expression of wavelet transform is

WTx a, bð Þ = 1
2π X Ωð Þ, ψa, b Ωð Þð Þ: ð14Þ

A low-pass filter can filter out high-frequency noise to
achieve denoising of human bodymotion data. However, this
method cannot filter out the sensor jitter noise that is similar
to the human body motion frequency, because the human
body motion frequency is not fixed at a certain low fre-
quency, but has a different frequency in each motion [19].
Figure 1 shows the steps of wavelet threshold denoising.

It can be seen from Figure 1 that the basic steps are as fol-
lows: wavelet transforms the signal, uses the threshold func-
tion to process each layer of wavelet separately, and gets the
signal after wavelet reconstruction to remove noise. In the
denoising process, by using the threshold function, the noise
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below the threshold can be effectively filtered out [20]. If the
selected threshold is too large, part of the effective informa-
tion of the signal will be filtered out, resulting in serious sig-
nal distortion; if the selected threshold is too small, the
denoising will be incomplete. Therefore, the choice of the
threshold is related to the quality of the filtering effect.

For the joint distribution of multidimensional indepen-
dent normal random variables, when the data tends to infi-
nite dimensionality, the optimal threshold is calculated
according to the maximum and minimum limits of the esti-
mated data [21]. The constraints are

λ = σk

ffiffiffiffiffiffiffiffiffiffiffi
2 ln k

p
, ð15Þ

where σk represents the standard deviation of noise and k
represents the signal length. ωi represents the square value of

the wavelet coefficient, and assuming that the risk vector is R
!
,

the element ri in it satisfies

ri =
n − 2i − n − ið Þωi +∑i

k=1ωk

h i
n

, i = 1, 2,⋯, n: ð16Þ

Find the minimum value from ri as the risk value, and
then, the corresponding ωmin can be obtained according to
the above formula.

λ = σk
ffiffiffiffiffiffiffiffiffi
ωmin

p
: ð17Þ

The basic idea of the extreme value criterion is to estimate
the threshold value by producing the extreme value of the
smallest mean square error. The threshold estimation for-
mula is

σk =
mid W1, k, 0 ≤ k ≤ 2j−1 − 1

� �
0:6745 : ð18Þ

On the whole, different threshold estimation methods
have different denoising effects. Therefore, in actual applica-
tion, it is necessary to consider the thresholds obtained by
different threshold estimation methods to compare the signal
denoising effects [22].

2.4. System Data Acquisition Technology. The collection of
basketball technology and data belongs to the process of
automatically collecting information, and the sources of data
collection are mainly other equipment under test and sensors
[23]. The system has user-defined and flexible functions, with
8 slots and 4 slots as commonly used, but based on sensors
and technical physical fitness tests, there are obstacles in data
fusion, and further development is needed to realize the com-

bination of network computers and sensors. To ensure the
feasibility and accuracy of signal detection and then form a
complete detection system [24], in this system, the sensor
is a device that outputs signals and senses the measured size.
Data is the main transmission content. When the above
functional systems exist as independent individuals, the data
transmission must be transmitted step by step. The data
processing is mainly the conversion processing of the sensor
output signal. The measurement results are displayed in
analog or digital and recorded by an automatic recording
device [25].

3. Simulation Experiment of Basketball
Technique and Physical Fitness Evaluation
System Based on Neural Network

3.1. Experimental Background. The country has always
attached great importance to the improvement of the overall
quality of the masses, hoping to promote the overall develop-
ment of the masses’moral, intellectual, and physical capabil-
ities. However, due to the impact of exam-oriented
education, the lack of physical education teachers in grass-
roots schools has resulted in relatively low quality of physical
education in grassroots schools. Basketball is one of the most
popular sports in our country, but even professional basket-
ball players cannot always keep one-on-one accompany
training when they are training. At this stage, our country
has also done a lot of research on basketball training, mainly
from the perspective of analyzing common training prob-
lems and changing classroom teaching methods. However,
the current problems in various physical education have
not been well resolved. To this end, this article will use neural
network-based mobile sensors to try to combine basketball
technical training and physical fitness assessment with an
intelligent system to improve the efficiency of basketball
teaching. Participants in this experiment include 3 senior
basketball coaches, 3 professional basketball players, and 30
basketball enthusiasts with varying technical levels. In this
article, 30 subjects were divided into 6 groups (5 people in
each group) of similar levels, and they were asked to wear
mobile sensors to complete the required basketball technical
action and physical fitness assessment items.

3.2. Experimental System Structure Design. Before proceeding
with the system structure design, this article conducted a
research and analysis of the basic functions of the product
and determined that the main task of the system is to
improve the scientific nature of the athlete’s physical fitness
assessment and provide targeted training and guidance pro-
grams for athletes to improve their basketball skills. With a
detailed understanding and comprehensive analysis of the

Signal Wavelet
decomposition 

Signal
reconstruction

Hierarchical
processing

using threshold
function

Signal

Figure 1: Wavelet threshold denoising steps.
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physical fitness characteristics and competition rules of bas-
ketball sports, the evaluation system of basketball physical fit-
ness and technology is constructed by modern technology.

For intelligent systems, a reliable source of information
and data is the basic prerequisite for intelligent analysis.
When an athlete wears a smart device with a built-in mobile
sensor, the instrument can detect the athlete anytime and
anywhere and it can also achieve rapid multiparameter detec-
tion and feedback in terms of test data. The intelligent system
uses a microcomputer as the data processing software moni-
toring processor, which can effectively complete the conver-
sion of electronic signals to digital signals and has the
characteristics of automation in scoring processing. The data
analysis software also has the characteristics of networking
and intelligence. It is the main reference basis for the analysis
of technical actions.

The system mainly includes the following components:
data analysis and performance recording software, basketball
technical index database, and basketball special tester. The
selected core control device is a single-chip microprocessor,
the processing and analysis modes mainly include B/S mode
and C/S mode, and the front end of collecting intelligent data
mainly includes a single-chip microprocessor, sensor, and
corresponding interface circuit.

3.3. Data Module Design of Experimental System. The overall
system is divided into three parts, namely, the data acquisi-
tion part, the data transmission part, and the data processing
part. The data processing part to complete the functions
including data preprocessing, training, and recognition of
the recognition model is the key to the entire system. Consid-
ering that if an embedded device is used for algorithm imple-
mentation, it is necessary to select the device and the system
architecture for this problem. The overall implementation
cost and complexity are relatively high. At the same time,
the PC also has certain portability. At the same time, it has
PC equipment and development cost. And the complexity
is low, so the PC is used to implement the algorithm here.
Figure 2 shows the system data preprocessing process.

It can be seen from Figure 2 that the process of data pre-
processing is as follows: firstly, pass data verification to deter-
mine the correctness of the data packet, then parse the data
packet to obtain the decimal value of the original data, and
finally filter the signal. After filtering the data, the data is
transformed with coordinate axes to obtain the coordinates
of the human body travel reference system. Finally, the digital
features are calculated for these coordinates, and finally, the
feature vector is obtained, and the feature vector is given to
the algorithm module as input.

Data acquisition
module Raw data Calibration data

Integrity check

Unpack and calculate double data

Wavelet threshold denoising

Calculate the coordinate
transformation matrixSignal waveform display

Coordinate axis
transformation

Digital feature
calculation

Composition feature
vector

Processed data

Save to local file

Feature vector

Algorithm module

Data preprocessing
module

Figure 2: System data preprocessing process.
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4. Motion Sensor Based on Neural Network in
Basketball Technology and Physical Fitness
Evaluation System

4.1. Motion Sensor Based on Neural Network in Improving
Basketball Technical Training. Basketball technical statistics
is one of the methods used by sports researchers to organize,
analyze, and research basketball game data. It has been
widely used in basketball games today. It can intuitively and
scientifically analyze some basketball game-related data.
Coaches use data analysis to better study its own advantages
and disadvantages, in order to finally win the game, help the
team to formulate reasonable countermeasures, and imple-
ment the formulation plan; and the postgame summary
needs to combine data statistics, field performance, etc. to
make the game summary reach more accurate and targeted
purpose. It is helpful to summarize the reasons for the failure
and find out the winning method and avoid the same mis-
takes in the next game; through the accumulation and datai-
zation of basketball game statistics, the establishment of a
game database for the team and players can better under-
stand the growth of the team and players to understand the
player’s training effect and the completion of tactics; at the
same time, it also sets the task of playing technical and tacti-
cal indicators for the basketball team and players.

The only way to score in a basketball game is through the
technical action of shooting, so the technical action of shoot-
ing is the most critical in basketball technology. The field goal
percentage is an important indicator for evaluating the offen-
sive team’s shots. It is classified as two-pointers, three-
pointers, and free throws. The calculation formula is field
goal percentage = total field goal attempts/full field goal
attempts. If the scoring is only supported by the number of
shots, then the total field goal percentage does not reflect
the shooting efficiency, and the coach may lose the right to
know the team’s offensive effect and affect the next tactical
arrangement. Table 1 and Figure 3 are the statistics of shoot-
ing angle and distance.

From Table 1 and Figure 3, it can be seen that the com-
mon shooting strategies of different groups are determined
by the players’ technical preferences. For example, the prob-
ability of left shots in Group A is 43.0%, and the probability
of close shots and midrange shots is as high as 86.1%. In sub-
sequent matches, the opposing coach can make strategic
deployments to this point to make their players pay more
attention to the left side infield defense. Table 2 and
Figure 4 are the analysis of players’ shooting scores.

From Table 2 and Figure 4, it can be seen that there is also
a big difference in the players’ shooting scores. For example,
the fast break scores organized by the D players have 29
points, while Group E has only 13 points, which shows the
fast break of the D players. Ability is much stronger than that
in Group E. In addition, players in different groups have dif-
ferent shooting percentages for three-pointers, two-pointers,
and free throws. In this case, the coach can analyze the tech-
nical indicators of the shooting area, not only make tactical
arrangements but also clearly see the number of two-
pointers, three-pointers, free throws, and hits of the team

and each player through the data. Calculate the shooting per-
centage of players. Collect shooting hot zone data to make
targeted defensive tactics in order to win the game. Figure 5
shows the number of dribbling rolls of the player during
the dribble.

In basketball, even seemingly ordinary actions have rela-
tively strict technical standards. For example, the most com-
mon is dribbling. Many players are prone to dribbling and
turning their wrists, which leads to the violation of “carrying
the ball.” In the course of the experiment, this article sets a
stricter index for the dribbling wrist roll, taking 90 degrees
and 0 seconds as the “critical value of the X-axis angle of
the motion sensor” and “the duration of exceeding the criti-
cal value” as the initial values. It can be seen from Figure 5
that while adjusting the parameter self-convergence, the
effective monitoring ratio of the sensor is also constantly
changing. From the recognition of professional coaches,

Table 1: Statistics of shooting angle and distance.

Group
Left
shot

Mid
shot

Right
shot

Long
shot

Middle
distance

Close
shot

A 43.2 28.5 28.3 13.9 39.8 46.3

B 35.8 31.7 32.5 44.8 36.5 18.7

C 19.6 30.2 50.2 25.5 50.2 25.3

D 48.8 22.3 28.9 32.3 34.5 33.2

E 19.7 47.6 32.7 11.2 35.2 53.6

F 28.4 18.2 53.4 14.2 45.6 40.2
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Figure 3: Statistics of shooting angle and distance.

Table 2: Analysis of players’ shot scores.

Group
Fast break

score
Second
attack

Three-
pointer

Two-
pointer

Penalty

A 15 21 54 34 10

B 27 16 45 46 7

C 21 20 51 26 8

D 29 15 57 36 11

E 13 19 48 28 9

F 16 14 54 32 12
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when the X-axis angle value of the motion sensor is at a crit-
ical value of 105°, the system has the best effect on correcting
the wrong posture of the dribble turning wrist. Table 3 and
Figure 6 are the statistics of the number of players’ technical
errors.

Except for some minor posture errors, players may make
varying degrees of errors during dribbling, shooting,
rebounding, and passing. If the offensive efficiency represents

the points obtained by each offensive and defensive conver-
sion in a team game, the defensive efficiency represents the
points obtained by the opponent for each offensive and
defensive transition during the team competition. Offensive
efficiency and defensive efficiency are added to the number
of team offensive and defensive conversions, allowing this
indicator to evaluate the offensive and defensive capabilities
of each team based on a scientific and equal principle.

From Table 3 and Figure 6, it can be seen that Group A
made fewer mistakes in dribbling and passing, but made
more mistakes in shooting and rebounding. Group F had a
higher number of mistakes in all aspects, which means that
players need to be stronger. The coach can also set the corre-
sponding target based on the team’s average turnover rate.
The coach can evaluate the performance of the team and
the opponent in terms of ball control through the indicator
of the turnover rate.

4.2. Motion Sensor Based on Neural Network in Physical
Fitness Evaluation. For basketball players, good physical
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Figure 4: Analysis of players’ shot scores.
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Figure 5: Number of dribbling rolls of player during the dribble.

Table 3: Statistics of player technical errors.

Group
Dribble
error

Missed
shot

Rebound
turnover

Pass
error

Foul

A 5 12 8 4 8

B 7 18 14 6 12

C 6 11 9 11 9

D 9 19 11 8 13

E 13 15 13 10 10

F 10 13 10 12 11
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fitness is a necessary condition for sports competition. A
large amount of data information is usually involved in phys-
ical fitness assessment. These physical data not only change
rapidly but also have no obvious symbolic meaning. In this
case, the use of wireless sensors and intelligent analysis sys-
tems can help coaches better understand the physical fitness
of athletes.

In the experiment in this article, the physical fitness of
basketball players will be tested through four items: 1000-
meter running, 1-mile running, 20-meter round-trip run-
ning, and 12-minute long-distance running. Table 4 is the
test result table of the athletes’ endurance item.

It can be seen from Table 4 that the average score of the
subjects in the 20-meter round-trip run was 71.95 laps, the
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Figure 6: Statistics of player technical errors.

Table 4: Athlete’s endurance test results.

Group 20mSRT 12min 1-mile run 1000m

A 63:5 ± 14:6 2413:8 ± 192:5 475:6 ± 43:8 253:3 ± 20:8
B 69:8 ± 13:2 2369:5 ± 188:2 486:3 ± 45:5 249:5 ± 21:3
C 67:7 ± 11:6 2436:7 ± 190:3 473:3 ± 44:2 251:6 ± 22:5
D 71:7 ± 13:5 2515:6 ± 184:4 478:5 ± 45:8 243:3 ± 20:5
E 72:8 ± 14:2 2452:5 ± 193:8 496:2 ± 47:3 261:7 ± 21:9
F 74:2 ± 12:8 2508:3 ± 192:7 458:9 ± 42:7 255:5 ± 21:5
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Figure 7: Athletes’ 20-meter round-trip test data statistics.
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score in the 12-minute run was 2448.8 meters, the score in
the 1-mile run was 478.13 seconds, and the score in the
1000-meter run was 252.48 seconds. Figure 7 shows the sta-
tistics of the athletes’ 20-meter round-trip test data.

According to the physical fitness evaluation standard,
this article believes that the data of an adult male in a 20-
meter round trip should reach 70 laps to be considered qual-
ified. It can be seen from Figure 7 that only 17 of the test sub-
jects in this article have reached the eligibility standard.
Although the overall average score is 71.95 laps, there is still
room for improvement in physical fitness for some people.
Figure 8 is the athletes’ 1000-meter test data.

According to the physical fitness evaluation standard,
this article believes that the data of adult males in the 1000-
meter run should be at least 272 s to be considered qualified.
From the data in Figure 8, the average score of the 30 subjects
was 252.48 s, of which 2 did not meet the pass standard and 3
reached the excellent standard. Figure 9 is the athletes’ 1-mile
test data.

According to the physical fitness evaluation standard,
this article believes that the qualified data for an adult male
in a 1-mile run is 7:00-8:30 (min/s). From the data in

Figure 9, the average score of the 30 subjects was 478.13 s,
of which 1 did not meet the eligibility standard and 2 reached
the excellent standard.

Taken together, it can be found that most of the subjects’
data in various physical fitness tests are only at the qualified
level, and the number of excellent ones is still small. For bas-
ketball, endurance, explosiveness, and agility are all very
important physical indicators. If you want to further improve
your own basketball level, you can use the intelligent evalua-
tion system to understand your shortcomings more clearly
and perform targeted physical fitness work out.

5. Conclusions

In this paper, through the study of basketball technical statis-
tical index system, according to the basketball technical sta-
tistical index system in professional competitions, the
representative technical indicators are selected, and these
indicators are analyzed, and their significance and function
are explained. To build a complete and scientific technical
statistical indicator system, “make contributions.” This arti-
cle conducts in-depth exploration and research on technical
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indicators such as scoring, rebounds, assists, turnovers, and
hit rate and obtains effective hit rate, true hit rate, rebound
efficiency, offensive and defensive conversions, offensive
and defensive efficiency, assist rate, turnover rate, shooting
area, scoring composition and other technical indicators
which can be more intuitive, scientific, and comprehensive
analysis of the substantive issues of the game. The technical
indicators of rebounding are the analysis of offensive and
defensive rebounding efficiency, combining the offensive
and defensive conversion times of both sides to study the
team’s offensive and defensive efficiency; in the assist and
turnover technical indicators, the offensive and defensive
conversion times are added to analyze the assist efficiency
and turnover efficiency.

This article uses mobile sensors and intelligent systems to
evaluate the physical fitness of the subjects. The test items
include four kinds, namely, 1000-meter running, 1-mile run-
ning, 20-meter round-trip running, and 12-minute long-
distance running. From the test data, there is still room for
improvement in the physical fitness of most subjects. Among
them, the pass rate for the 1000-meter run was 83.3%, and
the excellent rate was 10%; the pass rate for the 1-mile run
was 90%, and the excellent rate was 6.7%; and the pass rate
for the 20-meter round-trip run was only 56.67%. Compared
with long-distance running, round-trip running is more a
test of athletes’ short-term explosiveness and agility. In the
follow-up exercise, subjects can start from this aspect to
improve their overall physical fitness and lay the foundation
for improving comprehensive basketball skills.

On the whole, the research of this article has achieved
certain results. Due to the limitations of various aspects, the
research still has certain deficiencies. In the future, this article
suggests that the research can be improved from the follow-
ing aspects: (1) starting from the changes in basketball tech-
nical indicators, further discuss the scientific nature of the
technical indicators; (2) on the shooting area, assist rate,
and offensive and defensive conversion times, carry out more
detailed analysis; and (3) optimize intelligent algorithms to
improve system data analysis and processing capabilities.

Data Availability

No data were used to support this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported by Jouf University, Sakaka, Al-Jouf,
KSA.

References

[1] D. Conte, T. G. Favero, M. Niederhausen, L. Capranica, and
A. Tessitore, “Physiological and technical demands of no drib-
ble game drill in young basketball players,” Journal of Strength
& Conditioning Research, vol. 29, no. 12, pp. 3375–3379, 2015.

[2] Y. Y. S. D. Santos, L. A. Monezi, M. S. Misuta, and L. A. Mer-
cadante, “Technical indicators registered as a function of the
playing time in Brazilian basketball,” Revista Brasilra de
Cineantropometria e Desempenho Humano, vol. 20, no. 2,
pp. 172–181, 2018.

[3] G. Yuzhou and H. Qi, “Research on multi direction training
and technical analysis of basketball based on BP neural net-
work model,” International Journal for Engineering Modelling,
vol. 31, no. 1, pp. 54–60, 2018.

[4] M. Song and Y. Wang, “A study of granular computing in the
agenda of growth of artificial neural networks,” Granular
Computing, vol. 1, no. 4, pp. 247–257, 2016.

[5] M. T. B. Florentino, E. G. da Costa, T. V. Ferreira, and A. D.
Germano, “Spectral subband centroid energy vectors algo-
rithm and artificial neural networks for acoustic emission pat-
tern classification,” Advances in Electrical and Computer
Engineering, vol. 19, no. 3, pp. 49–56, 2019.

[6] T. J. Choi, J. H. Lee, H. Y. Youn, and C. W. Ahn, “Adaptive
differential evolution with elite opposition-based learning
and its application to training artificial neural networks,” Fun-
damenta Informaticae, vol. 164, no. 2-3, pp. 227–242, 2019.

[7] C. H. Ko, “Accessibility of radio frequency identification tech-
nology in facilities maintenance,” Journal of Engineering, Pro-
ject, and Production Management, vol. 7, no. 1, pp. 45–53,
2017.

[8] W. Wang, “Digital logistics warehouse management system
based on radio frequency identification technology,” Science,
Technology and Engineering, vol. 19, no. 2, pp. 170–174, 2019.

[9] F. Adamo, F. Attivissimo, C. Guarnieri Calo Carducci, and
A. M. L. Lanzolla, “A smart sensor network for sea water qual-
ity monitoring,” IEEE Sensors Journal, vol. 15, no. 5, pp. 2514–
2522, 2015.

[10] M. Jaradat, M. Jarrah, A. Bousselham, Y. Jararweh, and
M. al-Ayyoub, “The internet of energy: smart sensor networks
and big data management for smart grid,” Procedia Computer
Science, vol. 56, no. 1, pp. 592–597, 2015.

[11] Z. Jiang, S. Shekhar, X. Zhou, J. Knight, and J. Corcoran,
“Focal-test-based spatial decision tree learning,” IEEE Trans-
actions on Knowledge and Data Engineering, vol. 27, no. 6,
pp. 1547–1559, 2015.

[12] R. Pandya and J. Pandya, “C5. 0 algorithm to improved deci-
sion tree with feature selection and reduced error pruning,”
International Journal of Computer Applications, vol. 117,
no. 16, pp. 18–21, 2015.

[13] Y. Zhang, S. Lu, X. Zhou et al., “Comparison of machine learn-
ing methods for stationary wavelet entropy-based multiple
sclerosis detection: decision tree, k-nearest neighbors, and
support vector machine,” SIMULATION, vol. 92, no. 9,
pp. 861–871, 2016.

[14] M. Konishi, S. Okubo, T. Nishino, and M. Wakatsuki, “A deci-
sion tree analysis of a multi-player card game with imperfect
information,” International Journal of Software Innovation,
vol. 6, no. 3, pp. 1–17, 2018.

[15] P. Rajesh, M. Karthikeyan, B. Santhosh Kumar, and M. Y.
Mohamed Parvees, “Comparative study of decision tree
approaches in data mining using chronic disease indicators
(CDI) data,” Journal of Computational and Theoretical
Nanoscience, vol. 16, no. 4, pp. 1472–1477, 2019.

[16] P. Sai Diwakar Nutheti, N. Hasyagar, R. Shettar, and
S. Guggari, “Ferrer diagram based partitioning technique to
decision tree using genetic algorithm,” International Journal

10 Wireless Communications and Mobile Computing



of Mathematical Sciences and Computing, vol. 6, no. 1, pp. 25–
32, 2020.

[17] D. K. Chaturvedi, A. P. Sinha, and O. P. Malik, “Short term
load forecast using fuzzy logic and wavelet transform inte-
grated generalized neural network,” International Journal of
Electrical Power & Energy Systems, vol. 67, pp. 230–237, 2015.

[18] E. Bassey, J. Whalley, P. Sallis, and K. Prasad, “Wavelet trans-
form smoothing filters for metal oxide gas sensor signal clean-
ing,” International Journal on Smart Sensing and Intelligent
Systems, vol. 7, no. 5, pp. 1–5, 2020.

[19] A. A. Shah, B. S. Chowdhry, T. D. Memon, I. H. Kalwar, and
J. A. Ware, “Real time identification of railway track surface
faults using canny edge detector and 2D discrete wavelet trans-
form,” Annals of Emerging Technologies in Computing, vol. 4,
no. 2, pp. 53–60, 2020.

[20] A. Khmag, A. R. Ramli, S. A. R. al-haddad, S. Yusoff, and N. H.
Kamarudin, “Denoising of natural images through robust
wavelet thresholding and genetic programming,” The Visual
Computer, vol. 33, no. 9, pp. 1141–1154, 2017.

[21] D. C. Jeronymo, Y. C. C. Borges, and L. . S. Coelho, “Image
forgery detection by semi-automatic wavelet soft-
thresholding with error level analysis,” Expert Systems with
Applications, vol. 85, pp. 348–356, 2017.

[22] X. Zhang, “A modified artificial bee colony algorithm for
image denoising using parametric wavelet thresholding
method,” Pattern Recognition and Image Analysis, vol. 28,
no. 3, pp. 557–568, 2018.

[23] P. O’Donovan, D. Coburn, E. Jones et al., “A cloud-based dis-
tributed data collection system for decentralised wastewater
treatment plants,” Procedia Engineering, vol. 119, no. 1,
pp. 464–469, 2015.

[24] W. Yu, D. Griffith, L. Ge, S. Bhattarai, and N. Golmie, “An
integrated detection system against false data injection attacks
in the smart grid,” Security & Communication Networks, vol. 8,
no. 2, pp. 91–109, 2015.

[25] Y. Masuda, A. Noda, and H. Shinoda, “A low power and high
speed data transmission system based on 2D communication,”
IEICE Communications Express, vol. 5, no. 9, pp. 322–328,
2016.

11Wireless Communications and Mobile Computing



Research Article
Design and Implementation of Home Health System Based on ID
Card Identification and Multidevice Access

Chao Gao1 and Xiaobing Hu 2

1Graduate School, Jingdezhen Ceramic Institute, Jingdezhen, 333000 Jiangxi, China
2School of Fine Art, Anqing Normal University, Anqing, 246001 Anhui, China

Correspondence should be addressed to Xiaobing Hu; 1976hxb@aqnu.edu.cn

Received 20 January 2021; Revised 1 March 2021; Accepted 30 March 2021; Published 14 April 2021

Academic Editor: Wenqing Wu

Copyright © 2021 Chao Gao and Xiaobing Hu. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the development of society and the gradual arrival of an ageing society, various diseases threaten human health. If you use the
software that comes with your medical device to understand and analyze your health, not only the user is in trouble but also a
variety of health data can not be linked, giving users a more three-dimensional health analysis. In this case, this article will
design and implement a mobile client for a home health system. The user’s information is hosted by the remote data center. It is
necessary to collect the user’s information to facilitate management and analysis of health conditions. The manual input method
is easy to input errors due to the long address and ID number, so the system will collect user information based on ID card
identification. Train ID information to achieve accurate identification. For the multidevice access function, the key parts of the
IEEE 11073 standard are used for communication. The mobile phone client that implements the home health system runs on
the Android platform. According to the user information management, the user physiological data management, the user
physiological data collection, and the user information synchronization are divided into four modules. The ID card
identification module is called in the user management module, and the IEEE11073 communication plug-in is called by JNI in
the health data measurement module. The health data can be presented intuitively to the user, or the information can be
synchronized to the remote data center for further analysis.

1. Introduction

With advances in science and technology, social, and eco-
nomic development, people’s standard of living has
improved. In daily life, they also pay more attention to their
health. [1–4] At the same time, the global social demographic
structure is rapidly entering the aging stage, and the demand
for health monitoring and inspection is becoming more and
more obvious [5]. It is difficult to meet the normal monitor-
ing needs of the large population in the physical condition. It
is difficult to achieve the requirement only by the resource
allocation of the existing hospitals. Therefore, it is necessary
to establish a simple and effective home health monitoring
system [6]. With the development of portable computer tech-
nology, the home health system will gradually be developed,
which we hope will meet the needs of daily physical examina-
tion and telemedicine of humans [7]. The home health mon-

itoring system includes various health intelligent devices,
such as sphygmomanometer, ECG monitoring device, blood
oxygen monitor, environment temperature and humidity
sensor, lighting regulator, and other [8–10]. Some of these
devices are carried by users in wearable form, while others
are fixed in the home environment. Although functions are
different, they are generally considered as sensor devices to
collect physiological data or environmental data of users
[11]. After the completion of the acquisition, these devices
will send data to the host in the home health network, and
the host will gather data and analyze the [12].

The existing health system at home has some obvious
shortcomings. On the one hand, the central computers in
existing systems are mainly computers, and usually, there is
only one central computer in a system. Users can view the
device data via this central computer and receive the remote
service [13, 14]. Then, with the rapid development of
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intelligent devices, the popularity of smart phones and tablet
computers has been greatly increased in the home environ-
ment. Users hope to directly check their own blood pressure,
ECG, and other information through mobile phones, tablet
computers, or other portable devices, instead of restricting
the use of PC [15–17]. This requires that the new home
health system includes PC, health set-top boxes, tablet com-
puters, smart phones, and other hosts, and support blood
pressure meters, oximeter, and other health devices can be
linked toWindows, Linux, Android, and other operating sys-
tem cross platform [18]. On the other hand, different com-
munication interfaces adopted by different companies and
organizations adopt different communication interfaces. Dif-
ferent communication protocols are used, which makes the
existing system more closed. One device can only use [19]
in one system. For example, using the terminal equipment
of a company to measure the data of the user’s vital capacity
can only be transmitted through a company’s own communi-
cation interface [20]. If the user uses the equipment of the
company’s blood pressure measurement, it needs to use
another set of communication systems to transmit data. This
undoubtedly increases the complexity of the use of equip-
ment and increases the user’s use cost. If the home health sys-
tem can include a host platform running multiple operating
systems and support the communication connection
between devices and different platforms [21] and solve the
problem of relative closure between different systems, there
is no need to design special terminal equipment for different
system platforms, which will greatly save costs, improve peo-
ple’s efficiency in life and work, and bring more convenience
to real life [22–25].

In the country, there are many experts and scholars who
do research on healthy home systems. Deng Yu proposed the
concept of healthy home system through the analysis of the
elements of healthy home system such as living population,
lifestyle, and system design in modern cities. The theoretical
preliminary construction, module construction, and related
service construction of the healthy home system were carried
out and further clarify the development trend and design
direction of healthy home systems [26]. Sun Lei studied the
national physique health management software based on
SSH framework technology [27]. Combining database tech-
nology with Java language, we designed and implemented a
personal health management system that provides compre-
hensive, comprehensive and effective tools, and means in
the three processes of investigation, evaluation, and interven-
tion with the health as the observation point [28]. Zou and
other scholars have studied the physiological parameters
acquisition system and wireless transmission mode of the
elderly, analyzed the significance of blood oxygen saturation
and long-term monitoring of body temperature, combined
with sensor technology and embedded technology, using
Bluetooth wireless transmission technology, and the Android
system platform has established an elderly health monitoring
system. The system platform can collect the oxygen satura-
tion and body temperature information of the elderly and
has the function of falling to the detection. The system design
uses a portable design, and the sensor adopts wearable type,
which is more practical [29]. In foreign countries, Maeng

et al. designed a social network-based care delivery framework
(CDF) for the elderly home telehealth system, transforming
the family telehealth system into a relationship between the
elderly and family members. The system connects to existing
social networking sites, such as Facebook, to encourage inter-
personal communication between seniors and young family
members. The home telehealth system is implemented as an
application on a personal mobile device [30]. The research
described above has certain deficiencies, not the low efficiency
of data collection or the single use of equipment.

In this paper, the system will collect user information
based on ID card identification and train ID card informa-
tion to achieve accurate identification purposes. For multide-
vice access operations, the essential parts of IEEE 11073 shall
be used for communication. The mobile phone client apply-
ing the home health system operates on the Android plat-
form according to user information management, the
management of normal user data, the collection of normal
user data, and the synchronization of user information are
divided into four modules. The ID card identification module
is called in the user management module, and the IEEE11073
communication plug-in is called by JNI in the health data
measurement module. The health data can be presented intu-
itively to the user, or the information can be synchronized to
the remote data center for further analysis.

2. Proposed Method

2.1. ID Card Processing

2.1.1. Preprocessing of ID Card Images. In order to detect the
destination file in relation to the area where the whole image
is located, the image must first be preprocessed. Image pre-
processing is the use of image processing technology to
obtain the functions required for the current job, suppressing
unwanted functions. In other words, reducing image noise
and improving image quality so that subsequent work is
not interfered with by unnecessary functions [31]. Typical
image preparation techniques include grayscale, binarization,
expansion, and corrosion. Image processing will improve the
quality of the original image or reduce it to the best quality
for our next operation. The effect of the processing directly
affects whether the area where the target file is located can
be extracted without problems, which further affects the
progress of the follow-up work.

(1) Gaussian Blur. Gaussian blur, also known as Gaussian fil-
tering, is essentially a process of smoothing data. This process
smoothes the data, because it can remove noise, so it is widely
used in the process of image processing noise. The calculation
of Gaussian blur is to calculate the weighted average of each
pixel and specifically obtain the value of Gaussian blur for a
specific pixel. The pixel values themselves and near the speci-
fied range are the result of a weighted average under the weight
matrix obtained after calculation with the Gaussian function.
The formula of the Gaussian function is as follows.

G x, yð Þ = 1
2πσ2 e

− x2+y2ð Þ/2σ2 : ð1Þ
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Taking the 3 ∗ 3 matrix as an example, the specific calcu-
lation of Gaussian blur with a blur radius of 1 and a standard
deviation of 1.5 is as follows:

The first step, the application formula (1), is based on the
coordinates of each point to obtain its weight:

In the second step, the weight matrix obtained above is
normalized: each weight is divided by the sum of the owner-
ship values. After this step, a new weight matrix will be
obtained, and the sum of the weights is 1.

In the third step, the original image and the new weight
matrix are multiplied correspondingly.

In the fourth step, all the pixel values of the new matrix
obtained in the third step are added and reaveraged, and
the obtained value is the value of the center point after the
Gaussian blur with the blur radius of 1.

(2) Grayscale. Each pixel of a color picture needs to be repre-
sented by three color components of R,G, and B. For example,
RGB (29, 70, 180) represents a color pixel. The color pixel
needs 3 components to represent, that is to say, 24 bit storage
space is needed, so the color image requires a large storage
space, and for the computer, a picture is a three-dimensional
matrix, and the calculation of the three-dimensional matrix
of the color image is processed. The amount is very compli-
cated and is a serious test for efficiency. In fact, the three com-
ponents of the color are only the reaction color matching
information, and it has nothing to do with the image morpho-
logical features, and our extraction of the document image is
to use the edge information of the document image and does
not need color information to assist. For more convenient cal-
culation and storage, we grayscale the color image for subse-
quent calculations. A specific variation of grayscale is to
normalize the three components of the color pixel points to
the same value according to the rules [32]. For example, if
the pixel point (29, 70, 180) is grayed out using the maximum
rule, it is normalized to a point (180, 180, 180). In this way, a
pixel needs only one value to represent, the storage space is
also reduced from 24 bits to 8 bits, and the amount of calcula-
tion is also reduced accordingly, so that the subsequent use of
the edge processing algorithm sobel operator, the Canny oper-
ator can be processed faster.

There are usually several common grayscale rules:

(1) Component method

The value of any one of the three color components is
selected as the grayscale image value according to the objec-
tive needs of the application.

Gray i, jð Þ = R i, jð Þ/G i, jð Þ/B i, jð Þ: ð2Þ

(2) Maximum method

The method compares the three component values by
numerical value and uses the maximum value as the value

of the grayscale image.

Gray i, jð Þ =max R i, jð Þ,G i, jð Þ, B i, jð Þf g: ð3Þ

(3) Average method

The values of the three components of the color are aver-
aged to obtain the gray value of the grayscale image.

Gray i, jð Þ = R i, jð Þ +G i, jð Þ + B i, jð Þð Þ
3 : ð4Þ

(4) Weighted averaging method

According to formula (5), the gray image obtained by
weighted averaging of three-component color is more natu-
ral, and the gray image is more in line with human visual per-
ception.

Gray i, jð Þ = k1 × R i, jð Þ + k2 ×G i, jð Þ + k3G i, jð Þ,
k1 = 0:298, k2 = 0:567, k3 = 0:124:

ð5Þ

(1) Image Noise Reduction. In reality, images obtained with
camera equipment are definitely affected by light, and images
are often affected by external environmental noise during
transmission. Such images are called noise images. In the
process of binarizing certain images, many granular uniden-
tified objects appear on the image. These unidentified objects
are called noise. The process of reducing noise in digital
images is called image denoising [33]. There are a lot of
noises in the ID card image due to various factors, and these
noises will cause some interference to the ID card identifica-
tion. Filtering effectively removes noise from the image. After
the image is filtered, the unknown objects μ can be removed,
and the original binarized image contour can be kept
unchanged. Filtering mainly includes mean filtering, median
filtering, Wiener filtering and image wavelet domain filtering
[34]. Mean filtering is a kind of filtering algorithm. It refers to
giving a template to the target pixel on the image. This tem-
plate includes the pixels around it. The principle of the tem-
plate is to form a template with 8 pixels around the target
pixel, remove the target pixel itself, and then replace the orig-
inal pixel value with the average of all the pixels in the
template.

2.1.2. Edge Detection

(1) Canny Edge Detection. Canny is a point optimization
operator with filtering, enhancement, and detection. Com-
pared to other edge operators, Canny edge performs noise
processing when exporting image characteristics [35], effec-
tively suppressing noise, and has more advantages in anti-
interference, and the edge processing effect is clearer, and
the Canny operator can accurately determine the position
of the edge. By measuring the signal-to-noise ratio and the
positioning product, the Canny operator can quickly and
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accurately obtain the edge extraction map. The Canny opera-
tor smoothes the image after extracting the feature. The
threshold is extracted in such a way that the resulting image
features are more coherent. Before the edge feature extraction,
the Canny operator performs Gaussian smoothing on the
image to clear the image features, which is beneficial to the fea-
ture extraction of the image. After processing the color image
into a grayscale image, edge feature extraction is performed on
the two grayscale images by feature edge matching.

In order to evaluate the effectiveness of the edge detection
method, Canny proposed three edge detection criteria: (1)
good detection performance. The true edge is not missed,
and the nonedge point is not detected as the edge point so
that the output signal-to-noise ratio is maximized. (2) Good
positioning performance. The detected edge point is closest
to the actual edge point location. (3) Uniqueness. There is
only one response for a single edge point. Under the guidance
of the above three standards, Canny proposed the Canny
edge detection algorithm as follows:

(1) Select a Gaussian filter to smooth the image

(2) Calculate the gradient of the smoothed image using
the finite difference of the first-order partial
derivative

(3) The nonmaximum suppression of the gradient, the
pixel that retains the local gradient maxima, and the
largest gradient mutation at this point, in order to
refine the ridgeband in the amplitude image

(4) Detect and join edges with a double threshold algo-
rithm [36]

The key to detecting the edge of the image using Canny is
to select the appropriate threshold and C. A high and low
level logical adjustment can detect more actual peaks and
remove as many false peaks as possible. If the high threshold
is set too small, the detected edge will be mixed with a lot of
noise. If the setting is too large, the real edge will be missed.
For the low threshold, if the setting is too large, the edge with
a small change in the gray value will be caused. It is also
missed. In addition, the reasonable σ size is also very impor-
tant. The larger σ is, the more smooth the image will be,
which will cause the image details to disappear, the gray level
mutation will be far away from the original edge position,
and the Gaussian filter length will be longer. To increase
the amount of calculation, conversely, the smaller the σ is,
the more the image is smoothed, so that there is a lot of noise
mixed in the edge of the detection.

In general, the result of the Canny operator detection is
better; it can reduce the interruption of the edge in the detec-
tion, which is beneficial to get a more complete edge. And in
the case of noise, the Canny operator can effectively remove
noise, so it is widely used to compare with other algorithms
to evaluate the performance of other algorithms.

(2) Roberts Operator. The Roberts operator determines the
gradient value by calculating the difference between two adja-
cent pixels in the diagonal direction of the point to be mea-

sured, so Roberts is also called the local difference operator.
This method can effectively determine the edge points.
Therefore, Roberts also called the gradient crossover oper-
ator; the Roberts operator uses a 2 ∗ 2 template with the
difference:

Gx = f x, yð Þ − f x − 1, y − 1ð Þ,
Gy = f x − 1, yð Þ − f x, y − 1ð Þ:

(
ð6Þ

Roberts’ gradient is centered on ðx − 1/2, y − 1/2Þ, and
the metric is the change in pixel gray value in the 45
and 135 directions at the center point. The threshold is
taken as T , and when Gðx, yÞ > T , the (x, y) point is the
edge point.

(3) Sobel Edge Detection Operator. Sobel operator is another
common first-order edge detection operator, but unlike Rob-
erts edge detection operator, Sobel edge detection operator
uses a 3 ∗ 3 template. Sobel operator takes the template as
the core and then convolutes and calculates with each pixel
in the image to be processed. The difference between the lon-
gitudinal brightness and the transverse brightness can be
obtained.

The characteristic of Sobel operator is that it can effec-
tively eliminate the noise of the image to be processed and
locate the edge direction of each edge point accurately.
Although Sobel operator can find the edge direction better,
the effect of Sobel operator in locating the edge is not ideal.
This is mainly because when Sobel operator locates the edge,
it can get 4 of a single pixel point by calculating [37]. The
weighted difference of neighboring pixels is used to find the
extreme points of edges as edges. Therefore, in the applica-
tion or experiment, the operator can be considered when
the accuracy of the test results is not strict.

(4) Log Operator. The Log operator is also called the Laplace
Gauss algorithm. Its principle is to combine the Gauss filter
with Laplacian. The main reason is that the two-order deriv-
ative is more sensitive to noise. The Laplace transform of the
two variable function f ðx, yÞ is defined as:

∇2 f = ∂
∂x2

+ ∂
∂y2

� �
f x, yð Þ: ð7Þ

The Gauss filtering function is as follows:

G x, yð Þ = 1
2πσ2 exp −

x2 + y2

2σ2
� �

: ð8Þ

The Log operator uses two filtering methods to process
images, namely, Gauss filter and pull Blass operator.

These two filtering methods are applied to low pass filter-
ing and high pass filtering, respectively, and image edge
detection is performed after filtering.
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Log filter is as follows:

∇2G x, yð Þ = 1
πσ2

x2 + y2

2σ2 − 1
� �

exp −
x2 + y2

2σ2
� �

: ð9Þ

Compared with other edge detection operators, Log edge
detection operator has the advantage that template can be
calculated ahead of time, so when computing, it can directly
call the calculated template to convolution the image.

2.2. Identity Card Recognition

2.2.1. Identity Card Character Feature Extraction

(1) Character Normalization. Typically, image extraction is
not directly applicable to the export of features, because the
quality of the image extracted from the preprocessed image
directly poses the risk of identity card differences. Image size,
attribute distribution, and so on will affect image output.
Therefore, the character image obtained after character seg-
mentation needs to be normalized before feature extraction.

Assuming that the size of the characters after segmenta-
tion is M ∗N , the position of the center of gravity can be
expressed by formula (10):

x =
∑N

j=1∑
M
i=1i × C j, ið Þ

∑N
j=1∑

M
i=1C j, ið Þ

,

y =
∑N

j=1∑
M
i=1 j × C j, ið Þ

∑N
j=1∑

M
i=1C j, ið Þ

:

8>>>>><
>>>>>:

ð10Þ

After obtaining the center of gravity of the image from
formula (10), the center of gravity of the image is then trans-
ferred to the center of the image to normalize the position of
the character image.

There are two ways to achieve normalization of image
size: one is to enlarge or shrink the image to the specified
scale through the border of the image. This method is simple
in operation and relatively small in calculation. Another
method is to incorporate the distribution characteristics of
images into consideration. A relatively simple method is the
distribution variance of images. The distribution variance of

the image can be calculated by formula (11).

σ2x =
∑N

j=1 ∑M
i=1C j, ið Þ × i − xð Þ

� �2

∑N
j=1∑

M
i=1C j, ið Þ

,

σ2x =
∑N

j=1 ∑M
i=1C j, ið Þ × j − yð Þ

� �2

∑N
j=1∑

M
i=1C j, ið Þ

:

8>>>>>>><
>>>>>>>:

ð11Þ

(2) Character Feature Statistics. The global characteristics of
character images are essentially the processing of character
images as a common image, and characters are only objects
with certain characteristics. Therefore, the global feature
extraction method of character image is similar to the general
image feature extraction method. The global feature extrac-
tion methods of character images are mainly as follows:

Invariant moments (moment feature): invariant moments
are important methods for object detection and recognition
in optical image processing. The central moment and the ori-
gin moment of the image can distinguish the geometric infor-
mation of the projection of the target in the imaging plane,
but the geometry of the projection surface does not have
scale, rotation, or affine invariance

Global projection features: the images are projected to
several reference directions, respectively, and only the strokes
that are perpendicular to the reference direction are projected
to the reference direction. Compared with the stroke extrac-
tion method based on structural features, the method is sim-
ple and fast. The global projection features can reflect to
some extent the complexity of the whole Chinese character,
the main direction of strokes, and the possible connection
between strokes

Background features: the background part of the ID card,
the image, and the stroke of Chinese characters can also be
used as a global feature of Chinese character and image. We
usually select the blank points (nonstroke points) located
on the two diagonal lines of the image to count the stroke
density in each direction of the characters as the global back-
ground features of the images

2.2.2. Identity Card Identification

(1) Pattern Recognition Theory. Character recognition tech-
nology belongs to the category of pattern recognition and is
also a very important application area. In short, pattern

Data acquisition Preprocessing Feature extraction
and selection

Classifier design

Classification
decision

Figure 1: A schematic diagram of a pattern recognition system.
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recognition is the identification of the category of a given
object. It is an important branch of signal processing and
artificial intelligence. Computers are used to describe and
classify physical quantities and their changing processes.
They are usually used to process, classify, and recognize
information such as images, words, photographs, and
sounds. In our daily life and work, we can not do without pat-
tern recognition, such as recognition, discrimination, and
discrimination. In general, we call information that is spa-
tially and spatially distributed through observation of specific
individual objects as patterns and refer to the category of pat-
terns or the general pattern of the same category as mode
classes. A pattern recognition system consists of 4 parts: data
acquisition, preprocessing, feature extraction and selection,
and classification decision. Its basic function is to identify
which category the system has to deal with, as shown in
Figure 1.

(2) Pattern Recognition Method and Classification. Pattern
recognition technology can be generalized into two catego-
ries: statistical pattern recognition based on decision theory
and syntactic pattern recognition based on formal language.
They can be complementary in many cases. If the structural
information of a schema is not important, the identification
problem is mainly classified, rather than descriptive; then,
the statistical method is enough; if the structure information
of the pattern is very rich and the identification problem
requires classification and description, then the syntax
method is needed.

(1) Statistical decision-making is a theoretical aspect
which is relatively mature and has more methods.

Its main idea is to classify decisions based on various
posterior probabilities and probability density func-
tions and minimize the error rate of decision-
making. However, this method has its shortcomings,
that is, it is very difficult to extract the pattern fea-
tures in complex environment, and it is difficult to
accurately reflect the structural characteristics of pat-
terns. When using statistical decision method to clas-
sify and discriminate, the commonly used criteria are
distance D and similarity degree R, which is the basis
of classification and recognition. For example, the
Minkowski distance of order S:

D X,Gð Þ = 〠
m

i=1
xi − gi

sjj
" #1/S

: ð12Þ

When S = 1, it is the absolute distance:

D X,Gð Þ = 〠
m

i=1
xi − gij j: ð13Þ

When s = 2, the Euclidean distance is obtained.

D X,Gð Þ = 〠
m

i=1
xi − gið Þ2

" #1/2

= xi − gið ÞT xi − gið Þ½ �1/2: ð14Þ

(2) Artificial Neural Network Method. Artificial neural
network is a nonlinear dynamic system composed
of a large number of simple basic units and neurons.
The structure and function of each neuron are rela-
tively simple, but the system composed of them can
be very complex. It has some characteristics of
human brain and can be used for association, recog-
nition, and decision-making. Neural network is a
“model independent” machine. It shows the perfor-
mance of a classifier without tutor learning condi-
tions, and it has the characteristics of training to
make the output approximate any target in the type
space, especially when the dimension of the training
set is smaller than the dimension of the problem to
be solved. In pattern recognition, noise interference
or partial loss of input patterns often exist, while neu-
ral networks store the information distribution in the
full coefficients of the links, making the network
highly fault-tolerant and robust. This feature is also
one of the reasons why it successfully solves the prob-
lem of pattern recognition. In addition, the self-
organizing and adaptive learning function of neural
network have shown great superiority in identifying
problems. The distinguishing feature of this method
is that the neural network after training can complete
the extraction and classification of pattern features in
parallel

Android application
layer program

Domain information
model

11703 protocol stack

Communication
model Service model

Medical equipment

Manager API Agent APIA

Figure 2: 11073 standard overall design.
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3. Experiments

3.1. Design of the Core Part of the IEEE 11073 Standard. The
IEEE11073 standard is made up of many models, including
communication model, domain information model, and ser-
vice model. This paper focuses on the design and implemen-
tation of the three key models in the optimal exchange
protocol of IEEE11073 standard. The administrator and
agent in the protocol correspond to terminal devices (such
as mobile phone terminals and computers) and medical
devices (such as temperature apparatus and blood fat appara-
tus). The overall design of the IEEE11073 standard is shown
in Figure 2.

3.2. Client Design. The home health system server is primar-
ily responsible for connecting the user, registering users,
measuring normal data, loading normal data, the question
of normal data, and the management of normal data. Based
on the above functions, the customer service terminal can
be divided into the following modules: health data measure-
ment module, antidata management module, user manage-

ment module, and health data synchronization module four
parts. The division of client software is shown in Figure 3
below.

(1) The Health Data Measurement Module. The module
obtains the user’s physiological data by calling the
IEEE11073 standard communication plug-in and
various health devices to create connections

(2) Health Data Management. Statistical analysis of user
health data and draw a data graph, allowing users to
observe their health trends directly

Client software

User Management Health data
measurement

Health data
synchronization

Health data
management

Figure 3: Client module partition diagram.

(a) Original image (b) Edge detection image

Figure 4: Edge detection diagram.

Table 1: Comparison of recognition results by different methods.

Method Comprehensive accuracy

PCA+ SVM 87.1%

PCA+RF 85.4%

PCA+CNN (this article) 96.8%
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(3) Synchronization of Health Data. Home health system
client and remote data center connect through the
network, upload, or download health data

(4) User Management Module. Manage user’s personal
information, call the user when landing, if you have
not saved the account password, you can register
new users, use ID card identification module to col-
lect user information, users can also register and
modify their own information

4. Discussion

4.1. Identity Card Image Preprocessing and
Recognition Analysis

4.1.1. Image Processing of Identity Card. In order to have a
more intuitive understanding of the edge detection algorithm
proposed in this paper, we carry out two groups of experi-
ments: the first group is to experiment with the algorithm
in the case of no noise, and the second group is to experiment
with the algorithm in the case of noise. The way of adding
noise is to add 5% Gauss noise and 2% salt and pepper noise
at the same time. The experimental results are shown in
Figure 4.

Because Laplacian operator has good positioning perfor-
mance, the gradient of real edge pixels can be increased by
multiplying with Sobel operator, while the gradient of other
pixels is weakened. Therefore, the edge detection algorithm
based on gradient multiplication will have better accuracy

87.10%
85.40%

96.80%

78.00
80.00
82.00
84.00
86.00
88.00
90.00
92.00
94.00
96.00
98.00

%

PCA+SVM PCA+RF PCA+CNN (this article)

Comprehensive accuracy

Figure 5: Comparison of recognition results of different methods.

Figure 6: Recognition result diagram.

Figure 7: Health monitoring result chart.
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than the edge detection based on first derivative, and the edge
extracted by this algorithm is generally better than the edge
detection based on first derivative. The result of edge detec-
tion based on derivative is finer and more complete. Com-
pared with the edge detection algorithm based on second
derivative, this algorithm has obvious advantages in
antinoise.

4.1.2. Identity Card Image Recognition and Analysis. The rec-
ognition results of the algorithms and comparison algo-
rithms used in this paper are shown in Table 1 and
Figure 5. Random forest is a forest built randomly by multi-
ple decision trees, and there is no correlation between each
decision tree. For the recognition problem that can be solved
by a single decision tree, it undoubtedly causes serious waste
of resources without improving the results. Therefore, the
design of this experiment is more reasonable for the resource
overhead in smartphone environment. In conclusion, com-
pared with the existing research methods and applications,
the proposed method has been improved, and the recogni-
tion accuracy of basic behavior has also been improved. In
a word, this method improves the accuracy and reduces the
complexity, achieves the desired purpose, and proves the
effectiveness of the proposed method. The recognition accu-
racy and resource utilization are good, and the identification
of identity cards can be achieved.

4.2. Implementation of Main Functions of the System. The
user can choose photos saved on the phone or use the camera
on the phone to take photos. After shooting, you can auto-
matically enter the photo clipping interface. Here, you can
choose different proportions to tailor, cut out the background
outside the frame of the ID card, cut out the photos on the
identity card, and choose the tailoring. First of all, the system
does the preprocessing and denoising of the ID card image
and then identifies the text on the image. First, use the font

library of the system to identify it, then recognize it with
the font library that you have trained, and the result is shown
in Figure 6.

After the mobile client connects with the health testing
instrument, the data of the uploaded blood pressure is
received. After analyzing the data of the XML format, the
values of systolic blood pressure, diastolic pressure, average
pressure, pulse, and measurement time are obtained. The
blood pressure is calculated and compared and shown in
the app measurement interface as shown in Figure 7.

In the main interface selection and cloud synchronization
function, will download the recent eight measurement data
or upload the new data collected by the mobile client. If the
user chooses the function of healthy change trend at the main
interface, it will synchronize data from the cloud and draw
the trend line chart, for example, select the history blood
pressure trend chart and display the result as shown in
Figure 8.

5. Conclusions

(1) In order to better address the areas of text and por-
trait in the image of identity, image preprocessing is
carried out, such as greying, duplication, improving
image, and filtering to effectively separate useful areas
of identity information

(2) In the aspect of ID card character recognition, we
design the function modules of image preprocessing,
character segmentation, feature extraction, and char-
acter recognition. In this paper, we use uniform grid
feature, rough periphery feature, and hog feature to
describe character image and use CNN to classify
character image. In view of the characteristics of car-
rying information on ID card, we design different
character recognition methods. Classifier classifies
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and recognizes different information on ID card,
which greatly improves the speed of character
recognition

(3) Design and implement the development of client and
server under Android platform. The client program
calls the core part of IEEE11073 standard imple-
mented in this paper through JNI, receives and parses
the health data of medical equipment, stores the data
into the local database of mobile phone, and displays
the health data of users in the way of graph statistics.
At the same time, users can synchronize the data of
local to remote centers to better realize the cross-
device use of the client system

Data Availability

There is no data available to support this article.
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There are more and more popular investment fund projects in the continuous economic development; the prediction and
performance continuity become hot topics in the financial field. Scholars’ enthusiasm for this also reflects the domestic fund
primary stage progress, and there is a huge application demand in China. The prediction of fund performance can help
investors to avoid risks and improve returns and help managers to learn more unknown information from the prediction for the
sake of guide market well and manage the market orderly. In the past research, the traditional way is to use the advantages of
neural network to build a model to predict the continuous trend foundation performance, but the author found that the
traditional single neural network (NN) algorithm has a large error value in the research. With the discussion, the particle swarm
optimization (PSO) algorithm is added to the radial basis function (BRF) neural network, and PSO is conditioned to optimize
and improve the RBF NN combining the advantages of both sides; a new set of PSO-RBF neural network security fund
performance prediction method is summed up, which optimizes the structure and workflow of the algorithm. In the research,
the author takes the real data as the reference and compares the prediction results with the traditional method RBF and the
improved PSO-RBF. In the prediction results of the continuous trend, the highest value, and the lowest value in the period of
the security fund performance, the new PSO-RBF has a good prediction in the fund performance prediction, and its accuracy
rate is greatly improved compared with the traditional method Sheng, with good application value, and is worth popularizing.

1. Introduction

Since the establishment of investment fund, the fund indus-
try has developed rapidly. The scale is getting bigger and big-
ger and more and more varieties; it has greatly improved the
structure of investors and played an increasingly stable and
healthy evolution historical securities. Although domestic
fund has made considerable progress in the past eight years,
compared with the mature western market, the scale is still
small. At present, there are more than 8000 kinds of funds
in the US financial market, far higher than the number of
listed company, while there are 642 in China. Investment
funds have great potential in China [1].

The sustainability of fund performance refers to the phe-
nomenon that a better fund will perform relatively well ear-
lier in the future, while a worse fund will perform relatively

poorly in the future, which is often called “strong often
strong, weak often weak.” By concept, suppose the investor
can identify early excellent performance of the fund and
continuous performance, can be purchased these capital
and holdings them after a period, so as to obtain the above
average excess return. Similarly, poor performance can be
avoided if investors are able to identify funds with poor
early and sustained performance and avoid investing in
them. From this point of view, performance sustainability
characteristics are undoubtedly as important as fund per-
formance itself.

Final performance of security forecast is very central link
to promote sustainable development of security fund. In a
mature market, it means a lot for buyer, manage company,
and function supervision to predict fund performance scien-
tifically and objectively. Helping the buyer, through the
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analysis of security market, we can get the accurate informa-
tion of fund investment effect, adjust the investment strategy
in time, and make the right investment choice. For fund
management companies, scientific evaluation of their fund
performance can not only give a quantitative evaluation
of specific performance to each fund manager but also
determine the advantages and disadvantages of investment
strategies, summarize successful experience, improve the
deficiencies, and improve the management level of the com-
pany. For regulators, they can formulate various relevant pol-
icies and regulations based on scientific security performance
and management effect. Since the 1990s, the in-depth
research on the prediction, optimization, and control of the
financial system, as well as the extensive application of infor-
mation and control theory and technology in the current
financial problems, have brought challenges to the develop-
ment of financial engineering. Financial forecast is an impor-
tant part of financial engineering. For financial investors, it is
difficult to explain the inherent laws of stock price, return,
and risk of financial derivatives by using the traditional time
series prediction technology. In recent ten years, neural net-
work theory has gradually become a powerful tool for non-
linear dynamic system prediction and modeling. From the
origin to now, the research and application of artificial neural
network have entered a mature stage, and the application
field is also expanding. At present, NN is mainly used for
price prediction, trend, and rise of the stock market, with rel-
atively high prediction accuracy [2, 3].

By simulating the structure of human neurons, neural
network has a strong ability of self-learning, self-organiza-
tion, and memory. It can predict the future development
trend of stock price according to the historical data and rele-
vant information of stock market. RBF NN is an infinite
approximation and outstanding goodness of fit. Hence, RBF
NN can be used as stock price prediction with high complex-
ity. In this article, the basic principle of RBF NN is described
in detail, and the gradient descent for RBF NN algorithm is
analyzed. In the initial stage of global search, PSO is proved
to be fast and effective. Based on the advantages and disad-
vantages of the two algorithms, this mentioned in the article
hybrid computing method combines PSO calculation
method and RBF algorithm exercise of front NN weight,
which is called PSO-RBF computing method. Mixed calcula-
tion method not only uses the powerful global search power
PSO algorithm but also uses the powerful search ability in
the range of RBF calculation method. Case study of security
performance of PSO-RBF NN, in this paper, discusses the
basic concepts and structural characteristics of RBF and
PSO. For different optimization algorithms, an optimization
algorithm based on RBF neural network and particle swarm
optimization algorithm is proposed. The working process
and principle are introduced in detail, and the actual data
are compared. In the comparative study, we find that the
new calculation method is better than the traditional one
security fund performance prediction, and its accuracy has
been greatly improved. Experimental best results show that
improved algorithm for PSO-RBF NN has rich value in fund
performance research, and the model has a good application
prospect [4–6].

2. The Development and Research of Security
Fund Performance Prediction

2.1. The Concept and Characteristics of Security Investment
Fund. Fund refers to a method of collective investment shar-
ing benefits and risks. The funds of investors are centralized
through the funds of public issuance of shares, which are
entrusted by the fund custodian, management use, and con-
trol, and invested the remaining, other helpful market tools
of the fund holders.

Different countries have different names for fund, con-
sidered as “shared fund” in the United States; Britain and
Hong Kong are called “unit trust fund”; Japan and Taiwan
are called “Investment fund.”

Fund can rapidly develop into popular investment tools,
which is closely related to its own characteristics:

(1) Security investment funds are widely invested in dif-
ferent securities, which can fully disperse risks

Due to the limited funds, small- and medium-sized inves-
tors generally cannot reduce the risk through fully diversified
investment. And fund not only has the abundant capital
strength but also can fully disperse the investment in various
securities and realize the diversification of the asset portfolio.
This diversification reduces the risk faced by each investor.
Even if some securities have poor performance or even loss,
they can be made up by other securities with excellent perfor-
mance to achieve the purpose of dispersing investment risk.

(2) Security investment funds are managed by experts,
professional financial management, and collective
investment

The fund collects the funds of many investors, which are
handed over to professional institutions and invested in var-
ious financial instruments by professionals with solid profes-
sional knowledge and rich investment experience. At the
same time, investors can also decide the amount of invest-
ment according to their own economic situation. Although
each investor does not invest much capital, because the fund
can collect a lot of investors’ funds, it rarely enters, controls
costs, and gives play to the advantage of capital scale.

(3) Security investment funds have good supervision sys-
tem and reasonable operation mode

The regulatory authorities strictly regulate fund industry
and require the fund to disclose sufficient, timely standard
message. In operation, foundation custodian keeps founda-
tion assets independently, which is conducive to the safety
of the fund assets. The principal supervises the purchase
and operation activities of the investment manager and con-
duct accounting and performance calculation for the fund
assets, which is conducive to protecting the interests of share-
holders [7, 8].

2.2. The Development Course and Current Situation of
Security Investment Fund in China. The fund established
before 1997 is called “old fund,” which mainly invests in
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industry, but actually is a direct investment fund. In the real
sense, security investment fund has experienced the develop-
ment stages of closed-end fund and open-end fund since
1998.

The second stage (from September 2001 to now): the
fund has entered an open development stage.

After 2001, China’s fund scale expanded rapidly, the
innovative varieties began to accelerate, and the supervision
of the fund industry continued to strengthen. By the end of
2007, 59 fund management companies had been established
in China, 9 of which had assets under management of more
than 100 billion yuan. The number of funds reached 345,
including 310 unrestricted form funds and 35 restricted form
funds. Open-end funds account for 90% of the total funds.
The total value of the fund is 3.28 trillion yuan. The asset per-
formance of the unrestricted fund is 3.04 RMB 100 million,
accounting for 92% total fund performance. Unrestricted
fund has become the mainstream of market evolution instead
of closed-end fund.

Despite China’s portfolio investment fund industry has
developed rapidly current stage, it is an emerging market
after all. Compared with the development of the history of
financial power more than 100 years, there is still a significant
gap. In order to ensure the further sustainable development
of financial market, many problems need to be solved to
coordinate the expansion of fund scale and asset manage-
ment level: to prevent the moral hazard number of fund
managers; to further improve the internal governance struc-
ture of fund management companies; to implement incentive
mechanism to weaken the frequent change of fund managers;
to increase financial innovation and change the fund portfo-
lio to be the same [9, 10].

2.3. Research on Fund Performance Forecast and Its
Influencing Factors.At present, there are few studies speaking
of performance prediction of direct domestic fund. Only the
prediction method based on Markov chain proposed by Liu
Tie thinks that according to the previous data of the fund,
the probability of fund performance falling in each interval
and the probability of fund performance falling in each inter-
val can be predicted. However, when the fund managers’
strength of stock selection is constantly studied, the impact
of fund and fund managers on fund performance changes,
such as some niche studies: to study the strength of fund
managers to choose stocks, although the basic T-M and H-
M models are adopted, but because the selected research
scope is different, there are great differences in the conclu-
sions. In recent years, continuous fund performance discus-
sion is very popular, but the results are different. Tang
Zhenyu made data analysis on the merger of small- and
medium-sized enterprises in China, June 1008, 2003, and
think the performance of domestic fund managers is sustain-
able. By analyzing the performance and risk sustainability of
equity funds and from 2004 to 2008, the mixed fund in
domestic unrestricted fund are in different performance mar-
kets; Yang found that only in 2004-2005, the risk-adjusted
fund performance can be sustained. When the market enters
the period of shock adjustment from bull market, the fund
performance appears reversal phenomenon, and the risk

has obvious continuity. With regard to the change of fund
managers, studies by domestic scholars such as Xiong Sheng-
jun, Yang Chaojun, and Xu Xiaolei show that the change of
fund managers in China has no impact on fund performance
[11, 12].

2.4. Application of Neural Network in Fund Performance
Prediction. The development of artificial intelligence pro-
vides a new method for fund performance prediction.
Among them, NN has a strong nonlinear property data pro-
cessing ability, which is very suitable for fund performance
prediction. BP NN is used to establish the fund performance
and guess the model. The data shows that the prediction
accuracy of BP NN is high and is better than that of tradi-
tional linear prediction model. But BP NN is easy to fall into
local optimum minimization and slow convergence, so BP
neural network is not the best fund prediction method. Com-
pared with BP NN, RBF NN is a better choice to predict the
performance changes of nonlinear funds. However, RBF
neural network itself has some disadvantages, such as slow
convergence speed and no global search ability [13, 14].
Therefore, RBF neural network is not the best method to pre-
dict fund performance. Sample data, the author of this paper,
a reasonably constructed index system for fund performance
change, is trained and tested by using the nonlinear process-
ing ability and PSO RBF NN has better overall search capa-
bility and sample data set. The BP NN and RBF NN are
fully avoided from slow speed and easy access to local mini-
mum dilemma in the process of predicting fund perfor-
mance, and the accuracy of fund sale performance
prediction is greatly improved [15–17].

3. Research and Methods

3.1. Particle Swarm Optimization Algorithm. PSO is a kind of
evolutionary computing technology, which originated from
the study of bird feeding. Now, it has been proved to be a
good optimization method. PSO calculation method can be
similar to an abstract scene. There is a piece of food in an
area, and many birds look for that piece of food randomly
in different areas. Where is the food? Birds do not know; they
only know the approximate distance of the food and how the
information is transmitted from one population to another,
so the problem of finding food has become that each bird
looks for food nearby. PSO has inspiration through the
model and uses optimization solved problems. The result of
every optimization problem in PSO can be understood as a
bird in search space, which is called “particle.” Particles can
fly in search space according to a certain trajectory and speed,
which is dynamically adjusted by their own speed and flight
information. Birds imagine a point without mass and volume
and develop it into n-dimensional space. The position of the i
th particle in space can be displayed by vector x = ðxi1, xi2,
⋯,xiNÞ. The speed of flight can be displayed by vector vi =
ðvi1, vi2,⋯,viNÞ. The best place in history is called personal
extremum. So far, all particles are in the most suitable posi-
tion; whole population is called global extreme value gbest.
In particle swarm optimization, all particles have corre-
sponding fitting the value is optimization function, and the
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individual extremum pbest and global extremum gbest are
determined by the minimum fitting value of each particle
[18–20].

3.2. Application Research Status. For the first time, the PSO
calculation method is applied to the optimization of nonlin-
ear continuous functions and the training of neural networks.
Eberhart uses particle swarm optimization to analyze
tremors, such as Parkinson’s disease. Yoshida et al. optimized
various discrete continuous variables through PSO to control
the output stable voltage of nuclear power unit. Robinson
et al. use PSO calculation method optimization of profile
wave horn antenna, compared the optimization effect with
genetic algorithm, and studied the feasibility of their hybrid
application. Ciuprina proposes intelligent PSO (intelligent
PSO) to optimize the size of the solenoid coil. Abido uses
PSO calculation method to solve the most typical problems.
In China, more and more scholars also pay attention to the
application of the algorithm, which shows a good application
prospect of multiobjective optimization, data classification,
data gathering, pattern identification, telecom service quality
management, process planning, signal processing, intelligent
machine control, decision reference, and true and false iden-
tification system identification [21–23].

3.3. RBF Neural Network

(1) Introduction to the structure of RBF NN

RBF NN consists of three parts. The nonlinear mapping
is completed as shown below.

f n Yð Þ = s0 + 〠
n

q=1
sqφ y‐uq

�
�

�
�

� �
, ð1Þ

where Y ∈ Kn is the write in vector and φð•Þ is a nonlinear
ability of K+ → K . Generally, Gaussian function is adopted:

φ Y‐Uq
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�
�
2

σ2q

 !

: ð2Þ

wi is the weight, ci and σi are the data sets and base abil-
ity, and h is the coding of centers.

RBF neural network needs to determine two kinds of
parameters: unique center ci and width σi basic function
and intermediate value h, one remaining connection weight
between write in time and bury time. Here, ci and width σi
basic functions and number of centers h are determined;
the internet weight value output is linear when it is written
in, but obtained by the least square method. Therefore, the
determination of ci, width σi, and number of centers h is
the construction of the core of RBF NN [24–26].

(2) The determination of the number of centers of basic
functions

The kernel subtraction clustering method is kind the
optimal calculation method of confirming the number of
basic function centers. In this paper, we consider normalizing

the data into P numerical value (Y1, Y2,⋯, Yp) in the n
-dimensional space of the unit hypercube. First, we give the
degree value of numerical concentration point Yq by formula
(1) [27, 28]:
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After calculating the degree of aggregation each data
point, the point with the highest degree of aggregation
selected becomes a hub, and its density index is recorded as
Dc1. Update the aggregation degree formula of each numeri-
cal point (2):

Dq =Dq‐〠
p

q=1
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After updating each aggregation level, select another clus-
ter center and modify the aggregation level again. Repeat this
to solve the maximum density index Dmax of the current very
small relative to the initial maximum density index, that is,

Dmax
Dc1

< λ: ð5Þ

The number of aggregation cores is the number of basic
function cores.

3.4. PSO Algorithm Principle. PSO calculation method was
proposed by Eberhart and Kennedy in 1995. It is an evolu-
tionary computing technology that simulates the flight and
foraging behavior of birds and seeks the optimal solution
through cooperation among individuals. Suppose the search
space is n dimension. The number of particles is y, and the
orientation of the ith particle in y-dimensional space is y =
ðyq1, yq2,⋯,yqhÞ, and the speed is indicated as vq = ðvq1, vq2,
⋯,vqhÞ. All particles contain an adaptive value determined
using update function to master the best position pbest and
current position yq it finds at present. Each particle masters
the best position the entire population found successfully.
Post of each particle is changed according to formulas (3)
and (4) [29–31].

vk+1qd =w × vkqd + η1 × rand ðÞ × pqd‐ykqd
� �

+ η2 × rand ðÞ × pgd‐ykqd
� �

,
ð6Þ

yk+1qd = ykqd + vk+1yd , ð7Þ

where vkqd are d-dimensional flight components speed in the

kth iteration ith particle; ykqd is the d-dimensional composite
member ith in the particle orientation in the kth iteration; pgd
best position is the component of D group; pid is the dth

4 Wireless Communications and Mobile Computing



dimension best position member particle I; rand ðÞ is the ran-
dom number of randomly generated [0,1]; η1, η2 is the spe-
cific gravity factor; S for weight. The solution of S is (5):

s = smax‐
smax‐smin
Nummax

×Num, ð8Þ

where smax and smin are larger and smaller values of s;
Nummax and Num are the maximum and current iterations,
respectively.

3.5. Learning Algorithm of RBF Neural Network Based on
PSO

(1) Encoding and function of PSO calculation method

In particle swarm optimization, particles correspond to
dissolvable, so the particle value includes the core value and
width of the basic function, particle speed, and sensitivity.
If there arem centers, eachm is K , then the particle’s position
is m × ðT + 1Þ dimension, and the corresponding particle
velocity should also be m × ðT + 1Þ dimension. In addition,
there is another fitness [32, 33]. The coding structure of par-
ticles is as follows:

J11 J12 ⋯ J1Tσ1 ⋯ J21 J22 ⋯
f ðyÞ
V1V2 ⋯ Vm × ðT + 1Þ
J1Tσ1 ⋯ Jm1 Jm2 ⋯ JmTσm
The goal of NN exercise is to find the parameters that

make the mean square error the minimum, so the reciprocal
of the error chosen becomes a fitness ability. Comfort ith
individual is:

f i =
1
Ri

, ð9Þ

Ri =
1
N
〠
N

k=1
yk‐y∧kð Þ2: ð10Þ

(2) Calculation method steps

Step 1. Collect exercise members.

Step 2. The kernel number of the basic function is determined
by clustering the members with kernel subtraction.

Step 3. Initialize the number of particles swarm.

Table 1: Relative error value of average value of RBF neural network for fund performance prediction.

Frequency 1 2 3 4 5 Mean value

Average relative error of test 0.0921 0.0921 0.1069 0.0753 0.0780 0.0953
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Figure 2: Comparison analysis of PSO-RBF neural network
prediction and real fund performance results.
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Figure 1: Comparative analysis of RBF neural network algorithm and fund actual performance.
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Step 4. For each particle, compare its fitness with that of the
best position it experiences, and update pid if it is better.

Step 5. Compare the comfort of each particle of the best posi-
tion experienced by the population; if better, update pgd .

Step 6. Adjust the speed and position of particles.

Step 7. Repeat steps 4 to 6 until the calculation requirements
are met.

Step 8. Take the decoding value of the best position experi-
enced by the packet as the structural the value of RBF NN,
and then, learn.

Step 9. Stop the operation.

4. Experiment and Analysis

In order to further verify that the neural network based on
PSO has a good ability fund income estimate, this experiment
selects performance of a fund for 5 months as a case study. In
this paper, RBF and PSO-RBF are used to predict the perfor-
mance of a fund in five months, and PSO-RBF algorithm is
used to predict the trend of the highest and lowest perfor-
mance of the fund, so as to study the reliability and accuracy
of this research method.

4.1. RBF Algorithm Prediction. The input value is a single vec-
tor, which is taking the closing performance of a fund as the
input variable exercise radial basis function-based NN and
then using the trained network to predict the next time’s fund
performance. The results are shown in Figure 1.

Table 2: Relative error value of average value of PSO-RBF neural network for fund performance prediction.

Frequency 1 2 3 4 5 Mean value

Average relative error of test 0.0162 0.0246 0.0248 0.0231 0.0176 0.0215
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Figure 3: Comparison analysis of the real results of PSO-RBF neural network prediction and the highest fund performance.

Table 3: Relative error value of the average value predicted by PSO-RBF neural network for the highest value of fund performance.

Frequency 1 2 3 4 5 Mean value

Average relative error of test 0.0158 0.0176 0.0169 0.0183 0.0265 0.0196
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Figure 4: Comparison analysis of real results of PSO-RBF neural
network prediction and minimum fund performance.
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Through the analysis of Table 1, it can be concluded that
the RBF neural network algorithm is feasible in theory, but
there are some errors in the example analysis. The experi-
ment according to evaluation error is 9.53% five times, and
the highest and lowest values are 10.69% and 7.8%. The error
is relatively large, which obviously does not meet the require-
ments in practical application and does not reach the accuracy
required in this paper. Because there are such problems in the
prediction only by RBF neural network, we need to improve
and optimize the algorithm on this basis.

4.2. Prediction of Improved POS-RBF Algorithm. Figure 2
shows the optimization calculation method in PSO-RBF
NN. According to the prediction data, we get the consistency
between the prediction results and the real data storage trend.
In addition, we can see from the relative error table of the
average value of the performance forecast in Table 2 that in
the five experiments, the error values of 1.62%, 2.46%,
2.48%, 2.31%, and 1.76% are, respectively, obtained, and
the error average value is 2.15%. This result is very accurate
compared with most of the current prediction methods,
and it is a big research difficulty to reduce the error value
within 3 percentage points. Especially for the above-
mentioned RBF neural network single algorithm want to
compare has made obvious progress, its accuracy is worthy
of promotion and use.

4.3. Prediction of the Highest Value of Fund Performance by
Improved POS-RBF Algorithm. Through the analysis of
Figure 3, we have seen the comparison results of PSO-RBF
NN and simple RBF NN algorithm for the prediction of the
continuous performance of security funds. Obviously, the
optimized and improved algorithm has greater advantages
and greatly improves the accuracy. For the sake of further
verifying program effect of PSO-RBF NN algorithm in fund
performance, we take half a year as a cycle to predict the
highest value of fund performance.

According to the data in Table 3, the optimization algo-
rithm using PSO-RBF neural network can predict the trend
of the highest value of fund performance, with small error
with the actual results. The lowest relative error value of the
five tests is 1.58%, and the average relative error is also kept
within 2%. The error is small and can be widely used.

4.4. Prediction of the Highest Value of Fund Performance by
Improved POS-RBF Algorithm. Different from the prediction
of the highest value of fund performance, the change of the
decline and the lowest value of fund is often more compli-
cated, which also involves more influencing factors. To verify
PSO-RBF NN in the most unfavorable environment of fund
performance prediction, based on an example, we also pre-
dict the minimum performance of a fund in a half-year cycle
for five cycles. Figure 4 is a comparative analysis of the pre-

dicted results and the actual performance. Through Table 4,
we calculated the relative error value and the average value
of the five tests, which are the same as the results of the above
tests. The optimization algorithm using PSO-RBF also
achieved good results in the prediction of the lowest value,
and the average value was also controlled within 2%, which
fully proves the feasibility and superiority of this research
method in the prediction of fund performance.

5. Conclusions

The trend of security fund performance is generally restricted
by many factors, such as politics, market environment, and
business strategy. But in disorder, it can also find the hidden
rules, and with the help of neural network, it can predict the
sustainable trend of fund performance. For example, the RBF
neural network introduced at the beginning of this paper is
widely used in the financial field and has a good research
method for the performance and sustainability of the fund.
In this paper, after exploring the structure and workflow of
the traditional algorithm, PSO is improved on its basis, and
a new PSO algorithm based on RBF is obtained. In the spe-
cific study of PSO-RBF, we find that although the prediction
solution of RBF is consistent with the actual numerical trend,
there is a large error value, and the latest PSO-RBF algorithm
can improve this point very well; no matter in accuracy and
stability, there is a big breakthrough. In the prediction of
the sustainable performance of security funds, the accuracy
of the prediction results of the highest value and the lowest
value is controlled within 2%. Generally speaking, the perfor-
mance estimation PSO-RBF NN model in this paper is good,
but the current research is still in its infancy. I believe that in
the next in-depth research, this method will also improve its
application value, which is worth popularizing security fund
performance prediction model.
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With the development of digital information technology, digital products have been integrated into people’s lives. The advent of the
era of big data and the application of artificial intelligence have greatly accelerated this process. However, the increasingly high-end
technology of these digital products brings more and more complex operations. The use and operation of these digital products
have become a huge problem for the elderly who have a low level of acceptance of digital products or even a little out of touch.
The purpose of this article is to study the influence of synesthetic design of digital senior products based on big data on the
development of digital senior products. This article first understands the current problems in the development of digital elderly
products and the design concepts and design processes of these digital elderly products through questionnaire surveys and
market research. Then, this article analyzes the importance of synesthesia design for digital product design for the elderly
through literature research and related product design cases. Then, this article combines the application of big data technology
and complex intelligent system to carry out the synesthesia design of digital elderly products, the most important of which is to
use the image recognition technology of complex intelligent system and intelligent voice interaction technology to achieve the
synesthesia effect of these product designs. Finally, this paper uses the mathematical model of maximum utility and some
statistical methods to analyze the effect of the product synesthesia design experiment in this research. Studies have shown that
synesthesia design can maximize the utility of digital products for the elderly. This result is more than 95% confident in
statistical analysis. Therefore, synesthesia design plays an important role in the popularization and development of digital
elderly products in the elderly consumer groups.

1. Introduction

1.1. Background and Significance. Today’s society is rapidly
entering the stage of population aging. The food, clothing,
housing, and transportation of the elderly have become a
social issue that cannot be ignored. Digital products and ser-
vices for the elderly have also entered a new stage of develop-
ment. In the era of big data, digital products are popular
among young consumers. With the application and develop-
ment of big data and artificial intelligence, digital products
have begun to take new steps towards the elderly. Different
from the traditional digital products for the broad masses
of young people, digital products for the elderly need to take
into account the different sensory experiences of the elderly
and the special psychological emotions of the elderly. The
five senses of vision, hearing, touch, smell, and taste of the
elderly are weakened with age and decline in body organ

functions. Therefore, the synesthesia design of digital prod-
ucts for the elderly has become an important factor in the
development of digital products for the elderly.

The application of big data and complex intelligent sys-
tems can better realize the synesthesia design of digital
elderly products. At present, the development of digital
elderly products is encountering huge difficulties [1, 2]. The
most important reason is that these digital elderly products
are still difficult to use and operate for the elderly and cannot
meet the real needs of the elderly. Studies have proposed that
interactive, personalized, and emotional design of digital
products for the elderly should be based on the physical
and psychological characteristics of the elderly, and digital
product design should be carried out from the perspective
of emotional care for the elderly. This design concept and
method fully consider the emotional appeal of the elderly
and provide caring and warm services for the elderly [3, 4].
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However, due to the complex and profound psychological
emotions of the elderly, and lack of a large amount of data
support, the accuracy of emotional analysis and grasping
for the elderly is not high, so the application is not wide.

1.2. Related Research at Home and Abroad. For digital prod-
uct design in the era of big data, a lot of research and discus-
sions have been conducted at home and abroad, and
considerable achievements have been made. Lin et al. con-
duct empirical research on the concept of sustainable devel-
opment product design from the perspective of big data
through experiments on designing digital products combined
with big data and market sales surveys. Studies have shown
that sustainable development is an important scientific and
reasonable product design concept in today’s era [5]. How-
ever, due to the single product of experimental design, it can-
not represent all digital product design situations. Li et al.
studied digital products and service models in the era of big
data and optimized the design of some free digital product
samples. Experiments have proved that consumers have a
higher degree of acceptance for free digital products [6]. This
is the psychological function of consumers, but consumers
simply use them and do not trust these free products. Kong
carried out digital media product design based on human-
computer interaction technology, which is an important
application of artificial intelligence in digital product design
[7]. This research is of great significance for the realization
of human-computer interaction. But for some special con-
sumer groups such as young children and the elderly, there
are limitations such as difficulty in truly realizing human-
computer interaction. Su et al. proposed a model for auto-
matically interpreting synthetic metaphors, which can learn
the semantic knowledge of features and simulate cross-
modal semantic similarity to achieve cross-type synesthetic
connections between the same perceptual methods [8]. How-
ever, although this model can consider semantic knowledge
and reflect cross-modal relationships, it cannot further clas-
sify and apply these cross-modal relationships.

In foreign countries, the research on big data and synes-
thesia has penetrated various fields. Hagtvedt and Brasel con-
ducted three eye movement experimental studies on the
comprehensive cross-modal correspondence between sound
frequency and color brightness. Studies have shown that this
comprehensive cross-modal correspondence between sound
frequency and color brightness can automatically guide
visual attention [9]. It is a pity that the research results have
not been applied to product design. Nagaraj et al. introduce
new digital and physical tools to identify internal and even
team internal patterns of the design process. These digital
tool products can evolve into multiple forms to meet the
needs of different designs in the design process [10]. How-
ever, because these digital tool products are highly targeted,
it is difficult to popularize the majority of user groups.
Through experiments, Neckar and Bop found that word
color associations are closely related to psychopathological
symptoms such as anxiety, depression, mental retardation,
and traumatic stress symptoms. Experiments have shown
that this is caused by an abnormal experience in another
unstimulated way caused by stimulation of one sensory or

cognitive pathway [11]. To put it simply, it is a neuropsycho-
logical disease caused by synesthesia, just like what people
call “the wrong line of nerves.” Lipscomb proposed the prod-
uct synesthesia design based on the perception process, espe-
cially the cross-mode experience, and evolved from the
discussion of cross-mode influence to a higher-level product
design cognitive process [12]. The flaw in the digital product
design for the elderly is less applications.

1.3. Related Work and Innovations in This Article. This paper
proposes a synesthetic design concept for digital elderly
products based on big data, using the parallelism of the five
senses of the elderly to synesthesia design for digital elderly
products [13, 14]. In the design process, this research uses
the data mining technology in big data and the image recog-
nition and intelligent voice interaction technology of com-
plex intelligent systems to realize the synesthesia effect of
the product and bring convenience to the elderly to use dig-
ital products [15, 16]. In the market analysis of synesthesia
design for digital products for the elderly, this article also
conducts market research and statistical analysis. Through
the utility maximization model in product economics and
mathematics, the utility of the synesthetic design of digital
elderly products and the popularity of elderly consumers
are analyzed. The synesthesia design of digital products for
the elderly is to design the product functions in parallel
through the synesthesia of some senses. For example, for
old people with poor eyesight, they try to transform the visu-
alization into the form of sound, and for the forgetful elderly,
they are reminded to take medicine on time through the
combination of auditory and visual sensory perception.

2. Research Method of Synesthetic Design of
Digital Products for Elderly

2.1. Utility Maximization Model of Digital Product Design for
Elderly. Whether it is a physical product or a virtual digital
product, the concept and goal of its product design are insep-
arable from the realization of maximum utility. In the synes-
thesia design of digital elderly products, in order to maximize
utility, it is necessary to understand the relationship between
the quality and demand of digital elderly products. The so-
called utility maximization is the process by which con-
sumers meet part of their needs to the maximum extent
through the purchased products under their existing condi-
tions [17]. This is the basic means for the product to attract
consumers to buy, and it is also the use value that the product
must have. In the utility maximization model of digital
elderly products, it is assumed that elderly consumers buy
digital products at the selling price and the quantity pur-
chased, respectively, as N and S. Before purchasing the prod-
uct, the disposable income of the elderly is P; after purchasing
the product, the remaining asset isD. According to the theory
of utility maximization model, the income constraint condi-
tions of elderly consumers can be obtained as shown in

D = pn + s: ð1Þ

According to the abovementioned constraints and the
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knowledge of utility maximization, the utility function ω of
the digital products purchased by the elderly consumers
can be obtained, where f represents the use value of the dig-
ital elderly products:

ω = ω f , n, sð Þ: ð2Þ

Therefore, starting from the economic conditions of the
elderly consumers and the use value of the digital products
purchased, we can see that the utility maximization model
of digital elderly products is shown in

max ω f , f n, sð Þ,
pn + s =D:

(
ð3Þ

In the synesthesia design process of digital products for
the elderly, the above constraints need to be lifted according
to the actual situation and the needs and interests of the
elderly. That is, the income restriction conditions of the
elderly are substituted into the utility function of digital
products. According to Cobb Douglas’s utility number the-
ory, a reference coordinate system that is easy to analyze
can be selected. The utility function of digital products can
be written in the form of equation (4), where μ is the A4 ref-
erence coordinate system and λ, α, and β are all parameters
greater than 0 in the reference coordinate system [18, 19]:

ω f , n, sð Þ = ω f , n,D − pnð Þ = μf αnβ + λ D − pnð Þ,
μ > 0, λ > 0, 0 < α < y, 0 < β < 1:

(
ð4Þ

After obtaining the utility function of digital elderly
products, since the quality, product price, and product quan-
tity of similar products on the market are single, elderly con-
sumers can only purchase one of these products to obtain its
use value. Therefore, in order to maximize the utility of dig-
ital products purchased by elderly consumers, the number of
products must meet the first-order condition in

∂ω
∂n

= μβf αnβ−1 − λp = 0: ð5Þ

According to the first-order constraint conditions in (5),

the optimal purchase quantity n and the actual expenditure
pn of digital products for the elderly consumers under the
optimal purchase quantity can be obtained:

n = μβ

λp

� �1/1−β
f α/1−β,

pn = μβ

λ

� �1/1−β
f α/1−βp−α/1−β:

8>>>><
>>>>:

ð6Þ

Substituting formula (6) into formula (4), the utility func-
tion in the utility maximization model of digital elderly prod-
ucts can be obtained as shown in

ω f , n,D − pnð Þ = μ 1 − βð Þ μβ

λ

� �1/1−β
f α/1−βnα/1−β + λD: ð7Þ

When the disposable income D of the elderly consumers is
constant, according to the utility function and the partial deriv-
ative of the multivariate function, formula (7) can be obtained:

−
∂ω
∂n

= μα
μβ

λ

� �β/1−β
f α+β−1/1−βnα/1−β: ð8Þ

Utility reflects the extent to which elderly people meet their
needs and interests by consuming digital products or services. It
most directly reflects the use value of the product. Therefore, the
utility of consumers buying products is closely related to the use
value of the products. The use value of a product is actually the
ratio of product quality to price. According to the relationship
between product use value and quality and price and the partial
derivative knowledge of multivariate function, the constraints
that need to be met to maximize utility can be obtained:

f = m
n
, ∂f
∂m

= 1: ð9Þ

According to the constraint condition of formula (9), the
partial derivatives of the utility function ω of digital elderly
products with respect to product quality m and sales quantity
n are calculated to reflect the correlation between them:

It can be obtained ∂ω/∂m > 0, ∂ω/∂n < 0 through the cal-
culation and verification of the above formula. Therefore,
when the disposable income of elderly consumers is certain,

the utility function of elderly consumers is positively corre-
lated with the quality of digital products they buy and nega-
tively correlated with the price of digital products. In other

∂ω
∂m

= ∂ω
∂f

∗
∂f
∂m

= μ∂
μβ

λ

� �β/1−β
f α+β−1/1−βnα/1−β > 0,

∂ω
∂n

= ∂ω
∂f

∗
∂f
∂n

+ ∂ω
∂n

= −μ
β − 1
λ

� �β/1−β
∗ αf α+β−1/1−βn−1/1−β + βf α/1−βn−α/1−β
� �

< 0:

8>>>><
>>>>:

ð10Þ
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words, the improvement of the quality of digital products can
promote the demand for digital products of the elderly. The
main content of this article is to improve the quality of prod-
ucts through synesthesia design of digital products for senior
citizens combined with big data.

2.2. Data Mining of Synesthetic Design of Digital Elderly
Products. Because most of the elderly have a very vague under-
standing of digital products, such as the use of smart phones,
when the elderly use digital products brought by electronic
devices such as smart phones, they do not know how to obtain
the products and services they need or are interested in
through operations. The application of big data and artificial
intelligence has brought new opportunities to solve this prob-
lem. In this paper, the Apriori algorithm of big data is used to
realize the data mining of synesthetic design of digital elderly
products, and based on this, the association interest degree
model is established. The core idea of the Apriori algorithm
is to filter the collected data iteratively according to Boolean
association rules. It is a data mining algorithm based on recur-
sive thinking. The specific workflow of the Apriori algorithm
is to first scan the database and count the occurrence times
of each data set or item in the database, generate a frequent
itemset from these data sets, and then generate a candidate
itemset through a Boolean operation. Then, repeat the above
steps to generate a new frequent itemset and candidate itemset
each time, and search until candidate itemsets cannot be gen-
erated [20, 21]. The Apriori algorithm generates a large num-
ber of frequent itemsets and candidate itemsets during data
mining, and the generation of Boolean association rules for
screening does not involve the participation of elderly con-
sumers. Therefore, this method of digital product data mining
not only consumes huge resources but also has low efficiency
in data mining, making it more difficult to meet the real needs
and hobbies of elderly users. The interest degree association
model improves the way of generating Boolean association
rules in the Apriori algorithm. The interest association rule
is to use the Boolean association rules generated by existing
data mining and use mathematical statistics to screen the asso-
ciation interest degree to obtain the value of the association
interest degree. Its calculation formula is as follows:

corr x, yð Þ = p x, yð Þ
p xð Þp yð Þ =

p y ∣ xð Þ
p yð Þ : ð11Þ

The numerator and denominator in the above formula are
the probability of the corresponding data set, where pðy ∣ xÞ
represents the probability of data set y appearing in the case
of data set x and corrðx, yÞ reflects the degree of correlation
between data set x and data set y; the larger the value of corr
ðx, yÞ, the closer the connection between the data sets, and
the strong association rules of the interest degree corrðx, yÞ
≤ 1 that can be removed accordingly, which can better cater
to the needs and interests of users.

2.3. Application of Image Recognition Technology in
Synesthesia Design of Digital Products for Elderly. For the
elderly, the biggest obstacle to the use of digital products is the
understanding and operation of product functions. Even with

today’s highly intelligent mobile phones, computers, and other
digital product devices that have implemented graphical opera-
tion interfaces, it is still not possible for the elderly to quickly
learn to operate and use them. Therefore, combined with com-
plex intelligent system technology, this paper uses image recog-
nition technology, especially face recognition technology, to
facilitate the elderly to use digital elderly products. For example,
with the design of a sticky note phone, the elderly only need to
click on the corresponding face avatar tomake a call whenmak-
ing a call, without having to enter a lengthy phone number.

In order to recognize images, especially human faces, to
realize the synesthesia design of senses such as vision and
hearing of elderly products, this paper adopts the commonly
used Haar-like feature extraction method in face recognition
and improves on this basis. This feature extraction method is
to find out the three-dimensional position coordinates of
similar gray-level distribution in the image based on the prin-
ciple of gray-level similarity, so as to determine the data fea-
ture points of the selected image [22, 23]. But this method is
more suitable for feature extraction of static pictures, and the
running time and resources consumed in the process of
selecting images are too much, so this article uses the method
of an integral graph in mathematics to improve it. In the
selected image, this paper uses T to represent the sample of
feature learning, and the integral graph of similar gray distri-
bution position ðx, yÞ is as follows:

tt x, yð Þ = 〠
x′≤x,y ′≤y

t x′, y′
� �

, ð12Þ

where ttðx, yÞ represents the sum of pixels in a similar gray-
scale distribution area, and its specific calculation formula is
shown in equation (13), where lðx, yÞ represents the gray-
scale sum of the similar gray-scale distribution position ðx,
yÞ on the ordinate:

tt x, yð Þ = tt x − 1, yð Þ + l x, yð Þ: ð13Þ

Initialize the sum of gray levels lðx, yÞ and the sum of
pixels ttðx, yÞ of the similar gray-level distribution area,
respectively, and then perform feature extraction on the
extracted image once to obtain the integral image of the simi-
lar gray-level distribution and then obtain the feature data
information of the picture. The improvement of the integral
map to the Haar-like feature extraction method reduces the
computational complexity of feature extraction and effectively
reduces the running time and resources consumed by the algo-
rithm. The calculation formula of the gray sum is shown in

l x, yð Þ =〠
y′≤y

t x, y′
� �

= l x, y − 1ð Þ + t x, yð Þ: ð14Þ

2.4. Application of Intelligent Voice Interaction Technology in
Synesthesia Design of Digital Products for Elderly. In the past
digital product design for the elderly, it is still difficult to pop-
ularize and promote electronic equipment products such as
mobile phones and computers that are already very intelligent
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for young people. Although the digital products and services
brought by these devices have simple voice communication
functions, such as voice assistants, the elderly still have greater
difficulties in using them. For example, a mobile phone voice
assistant is more like a one-way communication between a
machine and the elderly for the elderly, and the language of
the elderly is often not recognized correctly due to factors such
as confusing accents and illegible words, thus providing the
real needs of the elderly.

The intelligent voice interaction technology used in this
paper is similar to the image recognition technology, which
uses feature extraction to identify the real demands of the
elderly [24, 25]. On this basis, this article further introduces
the concept of synesthesia design and the application of com-
plex intelligent systems, through the study of visual images
and even the psychological and emotional research of the
elderly and the synesthesia design combined with the voice
assistant to solve the traditional voice assistant’s difficulty in
identifying the real demands of the elderly problem.

3. Experiment on Synesthetic Design of Digital
Products for Elderly

3.1. Research Object. This research experiment is mainly
aimed at the synesthetic design of digital elderly products.
In this experiment, this article carried out digital products
for the elderly such as mobile phones, radios, televisions,
computers for the elderly, electronic notebooks, medication
aids, electronic alarm clocks, and other digital products for
the elderly in leisure and entertainment, communication,
medical care, and daily assistance.

For example, in view of the difficulty of dialing on mobile
phones of the elderly, synesthesia can be designed through
the face and voice. The elderly only need to follow the avatar
and voice prompts to make a call without entering a number.
This study sets up a controlled experiment to investigate and
analyze the market sales of digital products of universal
design and digital products for the elderly through synesthe-
sia design and the use of the elderly. This article uses a ques-
tionnaire survey to study the opinions of the elderly on these
digital products. In this experiment, the elderly volunteers
who volunteer to participate in the study are required to have
the experience of purchasing digital products and also pay
attention to the protection of the privacy of these elderly vol-
unteers and the safety of the use of digital products. In this
questionnaire survey, a total of 120 questionnaires were dis-
tributed, of which 100 were valid questionnaires, and the
effective response rate of the questionnaire reached 83.3%.
In order to exclude the influence of other factors, this con-
trolled experiment requires that the basic functions of the
designed digital elderly products be consistent. Except for
the synesthesia design of the product, the quality of the prod-
uct and other indicators are at the same level.

3.2. Experimental Design. After understanding the current
problems in the design and development of digital elderly
products and related research results through literature
research and questionnaire surveys, this study conducted a
synesthesia design experiment of digital elderly products

based on big data. This experiment is divided into four steps.
First, collect information and ask the designers of digital
elderly products about the design concepts and basic pro-
cesses of these products. Then, select companies that volun-
tarily participate in the experiment and research in the
design and production of digital elderly products, and set
up a synesthesia design group and a control design group
to design digital elderly products. Among them, the synesthe-
sia design group adopts the latest big data and complex intel-
ligent systems and other technologies for synesthesia design
of digital products, while the control design group is based
on general digital product design for all consumer groups.
Then, this study takes six months’ sales as a cycle to under-
stand the impact of synesthesia design of digital products
for the elderly on the market, and the relevant experimental
personnel investigate and analyze the sales situation and
market popularity of these products. Finally, through the
utility maximization model and statistical knowledge, the
market research situation is statistically analyzed.

3.3. Market Research Data Statistics. In this experiment, SPSS
22.0 is used for data analysis. For the experimental results, the
LSD method and Dunnett’s method are used for variance anal-
ysis. The accuracy and error of the test results are up to α = 0:05.
α can represent all significant levels between 0 and 1. In the data
of the whole experimental group, excluding the influence of
other factors, analyze the data under the change of single factor
and compare with the average value, and then conduct an error
test. For a group of experimental data, the number of data at a
factor level to be studied is recorded as m, and the error is
MSE; then, the LSD test formula is as follows:

W =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
MSE

1
mi

+ 1
mj

 !vuut : ð15Þ

In the experiment, according to the different degrees of free-
dom of the variables, if you want to test the difference between
the experimental combination of the group k and the control
group, Dunnett’s method is generally used for the test. It is a
special form of the LSD method, and the formula is as follows:

Dunnett =
�Xk − �X0

s2E
, s2E =MSe

1
mi

+ 1
mj

 !
: ð16Þ

Among them, �Xk represents the data mean of the experi-
mental group in group k, �X0 represents the mean of the exper-
imental data of its control group, andMSe represents the mean

Table 1: Factors influencing the elderly not buying digital products.

Influencing factors Number Proportion Average IL

No entity 43 35.83% 36.43% 0.4437

Not safe 65 54.17% 53.55% 0.5438

Inconvenient operation 72 60.83% 61.22% 0.8375

Like to buy in store 37 30.83% 31.62% 0.3564

Others 19 15.83% 16.33% 0.2133
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square error. This test method allows multiple comparisons of
the mean differences between multiple experimental groups
and a control group, used in this study to verify the conclusions
drawn from the experimental results.

4. Discussion on Synesthetic Design
Experiments of Digital Products for Elderly

4.1. The Reasons Why the Elderly Do Not Choose to Buy
Digital Products. In order to understand the purchase of dig-
ital products by the elderly, this article uses a questionnaire to
analyze some of their basic consumption and the reasons
why they do not choose to buy digital products. The specific
situation of this survey is shown in Table 1. In the survey of
the reasons why 120 elderly consumers are unwilling to buy
digital products, 72 elderly consumers indicated that they
are unwilling to buy digital products because of difficulty in
operation 60.83% of the survey group. This is mainly due to
the fact that the operation of traditional digital products
relies on a certain cognitive basis for digitization and the abil-
ity to read related texts. It can be seen that the synesthesia
design of digital elderly products can effectively improve
and solve this problem. In Table 1, IL represents the influence
of no physical products, low safety, difficult operation, like to
buy products in physical stores, and other reasons on the
purchase mode and products of the elderly.

According to the survey in Table 1, this article studies and
understands the specific process of how elderly users use dig-
ital elderly products to obtain the required service experi-
ence. As shown in Figure 1, the interaction process between
digital products and the elderly is mainly realized through
the perception of the five senses. The behaviors and cognition
of the elderly are conveyed through sight, smell, hearing,
touch, and taste and obtain digital products and services that
they need or are interested in through various electronic
devices. In the past, digital products are generally designed
to provide digital products and services for elderly users

and therefore rely on the active perception and operation of
elderly users.

4.2. The Influence of Digital Elderly Products under Different
Designs on the Purchasing Desire of the Elderly. This paper
studies the influence of synesthetic design and traditional
universal design of digital products for the elderly on the pur-
chase desire of the elderly through comparative experiments.
Here, we mainly introduce the logo design and audio-visual
function design of digital products. As shown in Figure 2, this
article compares and analyzes the influence of synesthetic
design on the purchase desire of the elderly from the color,
form, three-dimensional texture of the logo of digital elderly
products, and the use of audio-visual equipment, sound, and
material. As can be seen from the figure, digital products for
the elderly with synesthesia design are obviously more popu-
lar with the elderly. As shown in the figure, among the factors
that affect the purchase desire of the elderly, the texture and
operation of the product, which account for 95.6% and
92.5%, respectively, are the most important factors.

4.3. Sensual Weakening Disability Ratio of the Elderly and the
Utility of Digital Elderly Products under Different Designs. In
order to study the sales and development of digital products
for the elderly, this article first investigates the types of prod-
ucts that elderly consumers mainly buy and the ways and
designs of these products. As shown in Table 2, for food,
clothing, electronic products, phone bills, water and electric-
ity recharges, and other products, elderly consumers tend to
go to physical stores to buy instead of buying digital products
or obtaining digital services such as online shopping and
recharging through digital products.

According to the survey in Table 2, this article further
investigates the sensory weakness of elderly people of differ-
ent ages and genders and the utility of using digital elderly
products. As shown in Figure 3, with the increase of age, both
elderly men and elderly women have different degrees of dis-
ability. This has created more and more serious obstacles to
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Figure 1: The interaction process between the five senses of the elderly and digital elderly products.
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the use of digital elderly products and also restricted the
development of digital elderly products. It can be seen from
Figure 3 that before the age of 60, the utility of products
designed by the middle-aged and the elderly for whether
there is synesthesia design is between 25% and 35%. After

the age of 60, the utility of digital products for the elderly with
synesthesia design is rapidly improving, reaching more than
95% for the centenarians, which is of great help to them.
Under this circumstance, it can be seen that the utility of
synesthesia-designed digital products for the elderly is

Table 2: Types of products purchased by seniors.

Product type Number Proportion Average Utility

Foods
Digital product 8 6.67% 7.12% 33.6%

Physical product 25 20.83% 22.65% 54.2%

Clothes
Digital product 11 9.17% 10.13% 25.4%

Physical product 49 40.83% 41.25% 62.5%

Electronic product
Digital product 26 21.67% 20.87% 42.5%

Physical product 35 29.17% 30.12% 68.7%

Recharge
Digital product 39 32.5% 31.26% 66.9%

Physical product 33 27.5% 28.09% 56.6%

Others
Digital product 37 30.33% 29.97% 44.3%

Physical product 22 18.33% 19.98% 37.6%
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continuously improving for the elderly with increasing age,
while the utility of traditional digital products in these elderly
people is rapidly decreasing with age.

4.4. The Recognition and Ease of Use of Digital Elderly
Products under Different Designs by the Elderly. Regarding
the convenience brought by the synesthetic design of digital
products for the elderly, this article mainly analyzes the rec-
ognition of these products by the elderly, especially the sound
and color. As shown in Figure 4, this article intercepted the
survey results of 10 elderly people in the questionnaire for
analysis. Among these 10 elderly users, their perception of
digital products with synesthesia design is significantly
higher than that of digital products without synesthesia
design, and the ease of use of digital products with synesthe-
sia design is also higher. It can be seen from Figure 4 that the
digital products for the elderly after synesthesia design are
obviously more popular with the elderly, and with the growth
of age, synesthesia design plays an increasingly prominent
role in the market of digital elderly products.

5. Conclusions

This paper investigates the current domestic digital product
design and sales for the elderly, discovers some problems in
the development of digital products for the elderly, and pro-
poses the concept of applying big data and complex intelli-
gent systems for synesthetic product design. For the sales of
digital elderly products, this article adopts the method of
quantitative model analysis to compare and analyze the sales
data of digital elderly products in the past ten years. Find out
the factors affecting the development of digital elderly prod-
ucts from the changes in the sales volume of digital elderly
products and the questionnaire survey of elderly consumers.
In the survey results, this article found the following prob-
lems in the development of digital elderly products. First,
the elderly are deeply affected by the development of infor-
mation technology, such as network fraud, and are more con-

cerned about the safety of digital products. Second, in the
process of using these digital products, it is difficult for the
elderly to learn how to use and operate these products. Third,
in the past, digital products for the elderly were designed
according to a certain aspect of the needs of the elderly, and
it is difficult to popularize all elderly consumer groups.
Fourth, there are still obstacles to the interaction between
digital elderly products and elderly consumers. Even smart
voice assistants and various image operation interfaces can-
not truly realize the human-computer interaction between
elderly consumers and digital products.

In response to the above problems, a research on synes-
thesia design of digital elderly products based on big data is
proposed. Through synesthesia design, it can effectively solve
the obstacles to the use of digital products and the inconve-
nience in daily life caused by the weakened senses of the
elderly. For example, compared to the traditional string and
semigraphical interface of DOS and Windows, the elderly
computer stores the main functions in the module through
the synesthetic design, so that the elderly originally need to
go through visual and brain operations. Transformed into
tactile operation, there are also automatic medicine boxes,
etc., which can prompt the forgetful elderly to take medicine
on time. This is the convenience brought by synesthesia
design to the elderly consumer groups.

To sum up, the research on synesthesia design of digital
elderly products based on big data has brought great conve-
nience for the elderly to use digital products, which has far-
reaching research significance and important market applica-
tion value. Due to the lack of in-depth knowledge of product
synesthesia design and the complicated application of artificial
intelligence technology, this research still has major limita-
tions. For example, in addition to the five senses of the elderly,
the synesthetic design of digital elderly products can also take
into account the emotional and psychological state of the
elderly. However, because the psychology and emotion of the
elderly are deep and complex, and there is no large amount
of experimental data to prove, this article does not consider
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the emotional care design of digital elderly products. I hope
that the future can extend the “mind” synesthesia on the basis
of this research on digital product design for senior citizens.
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Cruise tourism is an emerging tourism industry. Under the current online consumer market, expanding the number of online
customers is an important consideration for the sound development of cruise tourism, starting from the reality of cruise travel,
integrating life cycle theory, demand theory, and network consumption behavior theory, defining the evolution model of
customer life cycle, using system dynamics for simulation analysis to discover the dynamic changes in the number of cruise
travel online customers in different life periods. The analysis of the simulation results found that at different stages of the life
cycle evolution of cruise travel network customers, travel demand is comprehensively affected by various factors such as basic
needs, novelty, offline experience, Internet word-of-mouth, and information quality. The number of potential customers first
accelerates and then declines. The trend is flat, the number of waiting customers is normally distributed over time, and the
number of existing customers and lost customers tends to stabilize after an accelerated increase. The simulation results with
word-of-mouth factor as the test function show that the model has good robustness and sensitivity. The number of waiting
customers is sensitive to changes in word-of-mouth impact factors, and the number of existing customers has not increased
significantly. Finally, summarize the development strategies of cruise tourism from the perspective of life cycle: increase the
promotion of cruise tourism network and expand the range of potential customers, highlight the characteristic orientation of
cruise tourism differentiation, induce waiting for customers to pay online, improve the quality of cruise tourism experience and
maintain existing customer loyalty, and optimize the quality of travel information on the online platform to attract lost
customers to turn back.

1. Introduction

Cruise ships in foreign countries can be traced back to the
beginning of the 19th century and have a history of more
than a hundred years, but they are new things in China and
belong to the field of emerging industries [1]. Previous stud-
ies believe that the market for innovative products is mainly
driven by supply and demand, and the latter is obviously a
more effective way of emerging industries to diffuse in the
face of consumer demand [2]. As a capital and technology-
intensive innovative product, cruise ships have a large initial

purchase investment and high subsequent operation and
maintenance costs. The sustainable development of cruise
tourism is full of high risks. Only after a period of rapid
development with a certain scale of customer groups and
the formation of scale effects in the cruise tourism market
can the uncertainty of the future development of cruise tour-
ism be effectively reduced. Consumers face the new form of
cruise tourism, from understanding to acceptance, familiar-
ity, and then exit, presenting a phased life cycle evolution
process. Customers in different life cycle stages have different
levels of understanding of cruise ships and different travel
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experiences, which will generate different travel needs
accordingly. At different stages of the life cycle, it provides
customers with cruise travel services corresponding to their
needs, that is, on the basis of meeting the basic travel needs
of first-time customers, and then providing higher-level
travel services, can we attract as many loyal customers as pos-
sible to participate in cruise travel.

An international market survey of cruise travel shows
that customers participating in cruise travel are satisfied with
the overall product as high as 98%. Among them, the satisfac-
tion of travel intermediary channels is 89%. Cruise travel has
the highest satisfaction among all types of tourism projects.
Both the customer satisfaction rate and the revisit rate get
the highest scores [3]. Cruise travel has such a high satisfac-
tion rate and return rate, which has a lot to do with the cruise
ship’s ability to provide different levels of travel services.
Cruise travel has such factors as leisure atmosphere, exotic
destinations, entertainment and food on board, status sym-
bols, and cruise appearance. It can meet the travel needs of
customers at different levels.

Emerging industries cater to the trend of individualization
and diversification of consumer demand and become the inev-
itable choice for major countries in the world to cultivate new
kinetic energy for economic growth [4]. Under the macro-
background of China’s “Strategy for a Powerful Maritime
Power” and the “Maritime Silk Road Strategy” of the 21st cen-
tury, the cruise tourism industry has shown rapid develop-
ment. The number of tourists has shown exponential growth
for many years, which has become a driving force for China’s
economic development and tourism industry expansion. By
2016, after a decade or so of rapid development, the number
of Chinese cruise travel customers surpassed Germany to rank
second in the world. However, compared with the national
population base, the market penetration rate has not exceeded
0.2%, which is much lower than the global average of 3.03%.
The Chinese cruise tourism market still has huge potential
and room for growth. How to make full use of various cruise
tourism promotion channels, provide cruise tourism products
that meet customer needs, and continue to cultivate loyal cus-
tomers is the direction of future efforts. The current cruise
travel market promotion includes traditional channels and
online channels. According to relevant statistics, the current
penetration rate of cruise travel Internet channels is close to
60%. It will continue to grow in the future [5]. Therefore, in
the process of expanding the scale of the cruise travel market
through online channels, relevant companies must consider
the changes in the needs of online customers in different life
cycles and take reasonable countermeasures according to the
stages of the evolution of the life cycle of online customers
[6, 7]. This article selects online customers as the research
object, uses demand theory and life cycle theory, combines
the differences between online consumption and traditional
consumption, and constructs demand-led system dynamics
for the life cycle evolution process of cruise travel online cus-
tomers from initial stage to maturity to exit Model, and per-
form simulation analysis to evaluate the demand and
quantity change characteristics of online customers in the life
cycle evolution process, so as to provide enlightenment for the
maintenance of cruise travel online customers.

2. Literature Review

2.1. Current Status of Cruise Tourism. In the beginning,
cruise ships were mainly high-end social venues involving
the social elites and the wealthy. They met both leisure and
social needs. After more than 40 years of rapid development,
the customer structure of the cruise industry has undergone
significant changes, and it has become a tourism project
widely participated by the general public for the purpose of
satisfying leisure. It is one of the fastest growing and most
effective tourism projects in the modern tourism industry
[8]. Cruise tourism is positioned as a new tourism industry
in China, and national and regional incentive policies for
cruise tourism and cruise construction have been introduced
one after another. The number of cruise travel trips has con-
tinued to grow rapidly. From a total of 100,000 trips in 2006,
the number of trips increased rapidly to more than 2 million
in 2016, an annual increase of about 70%. Since 2015, the
State Council has issued a number of policy documents on
promoting the development of cruise tourism, encouraging
companies to develop and build cruise ships, and granting
15-day visa exemption to international passengers entering
the country via cruise ships. In 2017, six departments includ-
ing the Ministry of Transport and the National Tourism
Administration jointly issued the “Several Opinions on Pro-
moting the Integrated Development of Transportation and
Tourism,” proposing to promote the construction of cruise
ports and increase cruise travel routes. China has continu-
ously introduced cruise tourism development policies,
strengthened support for the cruise industry, and provided
guidance from ports, infrastructure, and visa concessions
for inbound tourists [9]. China cruise tourism ushered in a
policy dividend period.

Faced with the rapid development of cruise tourism, cit-
ies such as Shanghai, Xiamen, and Shenzhen regard cruise
tourism as a key emerging industry and take cruise home-
ports as their urban development positioning. The mainland
city of Wuhan plans to build a homeport for inland cruises
based mainly on the Yangtze River mainline tourism. How-
ever, as a new form of tourism, there are still many problems
in China cruise tourism [10]. First of all, as an emerging
industry, the number of cruise travel customers, the partici-
pation structure of business entities, and the degree of com-
petition are all undergoing dynamic changes. There are
risks such as technological uncertainty, strategic uncertainty,
and rapid cost changes from high to low. The characteristic is
that only by closely tracking the changes in customer
demand and quantity and ensuring that the number of cruise
travel customers maintain a certain scale can various risks be
effectively reduced [11]. Secondly, the current Chinese cruise
travel is completely occupied by international cruise compa-
nies, and local cruise companies are still in the embryonic
stage. They need to accumulate experience in cooperative
agency, ticket sales, ship management, and customer man-
agement, especially around the dynamic changes in customer
demand. Travel customer discovery, cultivation, and value
mining are all facing knowledge gaps. Finally, China’s cruise
tourism promotion and sales model is dominated by “char-
tered ships,” which is different from the “one-to-one” service
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model of European and American cruise markets that meets
individual needs. The charter model with Chinese character-
istics shows price competition and low-end services. Prob-
lems such as unclear rights and responsibilities have
seriously damaged the brands of charter parties and cruise
companies. Customers cannot experience the “high-end
image” of cruise travel, which has a negative impact on the
growth of cruise travel customers. Under the influence of var-
ious unfavorable factors, for a certain period of time in the
future, the number of international cruise ships and the num-
ber of cruise tourists will experience negative growth, and in
the long term, it will show a slow growth trend [12, 13].

2.2. Demand Theory in the Life Cycle. The life cycle theory
was first proposed by Hill and Hansen at the end of the
1930s. Taking the life cycle of life as a reference, the evolution
process of things is divided into different stages such as birth,
growth, maturity, and decline. Later scholars combined with
specific objects to propose customer life cycles, product life
cycles, and enterprise and industrial life cycles [14]. The cus-
tomer life cycle is based on the business relationship estab-
lished by the enterprise and the customer and is divided
into four evolutionary periods according to the characteris-
tics of the business relationship in different periods: relation-
ship establishment period, relationship growth period,
relationship maturity period, and relationship degradation
period. During the development of the customer life cycle,
customer needs and customer value will also change dynam-
ically due to changes in business relationships. In the process
of continuous transformation from the customer’s first pur-
chase to short-term customers to loyal customers, customers’
judgment criteria for products and services are becoming
more and more objective and rational. Customer needs
develop from curiosity and cost to a solid relationship of
dependence, and customer value will also occur from appear-
ance, peak to disappearance [15]. When companies imple-
ment important decisions such as strategic planning, major
policies, and performance appraisal, if they only use tradi-
tional customer value evaluation indicators such as market
size and maintenance costs and ignore the dynamic value of
customers based on life cycle and demand changes, then
the company’s operations countermeasures will have a
short-term tendency, thus deviating from the company’s
long-term value maximization goal.

The hierarchy of needs theory believes that all human
behaviors are to meet certain needs, and after satisfying the
lowest-level needs, human behaviors will begin to shift to
higher-level needs. Therefore, in the dynamic evolution pro-
cess of the customer life cycle, demand plays an important
guiding role. After the first stage needs are met, more
advanced needs will guide consumers into the next stage of
the life cycle. In the mature period, customer needs are rela-
tively stable and can bring the greatest value to the enterprise,
but every stage of the customer’s life cycle is indispensable.
With the dynamic evolution of the customer’s life cycle, with
changes in customer demand as the core, the relationship
between the enterprise and the customer follows a certain
evolutionary law under the comprehensive influence of vari-
ous factors, and the form of external development manifests

as the development from one state to another [16]. The rela-
tionship establishment period is the first stage of the evolu-
tion of the customer’s life cycle. Customers and companies
begin to tentatively contact each other and do not know each
other well. Driven by the customer’s curiosity for products or
services, they have a desire to buy and become potential cus-
tomers, and they begin to collect information and data, com-
paring and selecting the products or services of enterprises.
The relationship growth period is the second stage of the life
cycle. The relationship between the company and the cus-
tomer develops rapidly. After the first stage of comparison,
the customer makes a decision whether to purchase, thereby
realizing customer value. For customers in the growth
period, companies should continue to increase marketing
investment and guide customers to make purchase deci-
sions through price factors and brand factors. The maturity
period marks the development of the relationship between
the customer and the enterprise to the highest level. Cus-
tomers have continuous consumer demand for the products
or services provided by the enterprise and show a certain
degree of loyalty.

2.3. The Theory of Customer Consumption Behavior under
the Network Environment. The round-the-clock convenience
and easy accessibility of online channels make it a trend for
consumers to inquire, compare, and select cruise tours and
complete online bookings through website platforms. Com-
pared with traditional channels, the characteristics and
influencing factors of Internet channels have both common-
alities and differences. The commonality is that the customer
needs of the two channels have an experienced process from
unfamiliar to familiar to emerging products and, then, to exit,
showing the characteristics of the phased evolution of the life
cycle; the difference is that customer needs in online chan-
nel to purchase products through online platforms are not
only affected by website popularity and word-of-mouth
but also by user reviews and cost-effectiveness. Traditional
marketing theory believes that customer consumption
behavior is mainly divided into goal-oriented and shopping
experience. Goal-oriented is task-driven, characterized by
focusing on efficiency, rationality, and caution. Consumers
hope to buy what they want as soon as possible and do
not care about the amusement and pleasure of the purchase
process. The shopping experience type is just the opposite.
Customers focus on the various experiences of the purchase
process, such as surprise, participation, and the meaning of
the product. Therefore, buyers often make purchase deci-
sions based on intuition rather than rational and rational
consumption behavior.

Online consumption behavior can also be divided into
goal-oriented and shopping experience. Compared with tra-
ditional customers, goal-oriented online customers spend
more time thinking and do not make purchase decisions as
quickly as traditional customers; experiential online cus-
tomers visit websites with different characteristics according
to their hobbies, like to interact with people who have com-
mon hobbies through social media, and actively participate
in online shopping evaluation [17]. In China’s online con-
sumer market, young and middle-aged rational consumers
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occupy an absolute proportion. Online customers have a pro-
cess of thinking about online product search. Since there is
no face-to-face communication, online consumers have
enough time to compare product performance, price, and
quality. Therefore, whether it is a target customer or an expe-
riential customer, in the online environment, the rational
motive occupies a larger proportion. Related studies have
found that compared with traditional consumption models,
online customers have a very high churn rate. If they can
reduce the exit rate of online customers and extend their life
cycle, it will significantly increase corporate profits [18]. Pre-
vious models for predicting customer purchasing behavior
include probabilistic model groups based on past transaction
behaviors and optimization models based on data mining
and structural risk minimization [19].

3. Construction of Online Customer Life Cycle
Evolution Model

Previous studies have suggested that China’s cruise tourism
has entered a period of slow development after rapid devel-
opment, but there is a lack of systematic research on solu-
tions, and there are relatively few studies that predict the
development of cruise tourism from the combination of life
cycle, demand theory, and network customer characteristics.
It provides space for this research. System Dynamics (System
Dynamics abbreviated as SD) is a method system for study-
ing the dynamic behavior of information feedback systems,
which is based on feedback control theory and computer
simulation technology [20]. According to the stage division
of the customer life cycle theory, combined with the needs
of cruise travel online customers and consumption behavior
characteristics, the cruise travel online customer life cycle is
divided into four periods: potential customers, waiting for
customers, existing customers, and lost customers, construct-
ing the evolution model of the online customer life cycle and
conducting system dynamics simulation analysis.

There is a big difference between the online customers of
cruise travel and traditional customers. The former has the
inherent advantages of obtaining information and can easily
obtain abundant travel information. Its purchase decision is a
process of repeated comparison. Each stage has a long-time
span, and there is sufficient time to consider the pros and
cons of each tourism format. The first is the evolution process
from potential customers to waiting customers. Affected by
the gradual improvement of living standards, people with a
certain stable income, who like leisure travel and have the
ability to purchase online become potential customers of
cruise travel, whether they decide to buy and become waiting
customers, are affected by the comprehensive influence of
service reputation, service value, competitors, product per-
formance, and the number of existing customers, as well as
the word-of-mouth communication of experienced cus-
tomers. Although the life cycle evolution of the first stage is
comprehensively affected by various factors, potential cus-
tomers are choosing cruise travel for the first time. Whether
they decide to purchase becomes a waiting customer is
mainly affected by basic travel needs. Therefore, once a cer-
tain factor reaches a degree of satisfaction, they will take the

next step. The evolution of waiting customers to existing cus-
tomers is the most critical transformation process in the life
cycle. Waiting for customers to make a payment decision
after deciding whether to approve cruise travel after deciding
whether to purchase on the cruise travel network is mainly to
see whether they compare different travel products. The
more travel products you are prepared to pay for, the more
unique the cruise travel can be found. Finally, there is the
evolution process from existing customers to lost customers.
This is not only affected by the offline experience of cruise
travel but also by the branding and information quality
improvement brought by the investment of cruise travel web-
sites. This stage is about whether customers can maintain
their loyalty. On the basis of satisfying basic travel needs, they
need to provide customers with higher-level and more com-
plex needs, including social needs, respectful needs, and qual-
ity needs. Since online customers rely more on website
information, the return of lost customers is closely related
to website satisfaction. During the evolution of the cruise
travel online customer life cycle stages, from potential cus-
tomers to the evolution of existing customers, companies
can only evolve to the next stage after satisfying the specific
needs of customers. If the needs at this stage are not met,
the evolution of the customer life cycle will end. Therefore,
cruise companies need to take distinctive service measures
for customers in different life cycle stages and constantly pro-
mote potential customers to develop into waiting customers
and, then, develop into existing customers, in order to form
a certain scale of cruise travel customer groups.

The system dynamics simulation model is established
based on the causality analysis. The main variables include
state variables, rate variables, auxiliary variables, and con-
stants. State variables include potential customers, waiting
customers, existing customers, lost customers, revenue, and
products in use; the rate variable is a quantity of differential
nature, indicating how fast the accumulation effect changes,
including purchase rate, completion rate, churn rate, and
order rate. Auxiliary variables are diversified in form and
are the amount of information in the system dynamic model.
In this model, it is the most variable; constants are important
parameters that determine the system structure [21]. The
system dynamics model of the evolution process is shown
in Figure 1. The settings and key variable values are in
Table 1.

4. Results and Countermeasures

4.1. Potential Customers and Wait Customers. The system
dynamics software, Vensim PLE, is used to construct a simu-
lation model. The data used comes from cruise travel cus-
tomer data on a travel network platform, and other data
comes from empirical data or industry standards [22]. Since
it mainly analyzes the evolution of the life cycle of online cus-
tomers, it selects landmark variables such as potential cus-
tomers, waiting customers, existing customers, and lost
customers and analyzes the simulation results of their num-
ber changes. In the initial stage of the simulation, all con-
sumers who are interested in traveling are considered
potential customers, so it is assumed that the number of
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potential customers in the initial stage is the maximum.With
the evolution and development of the customer life cycle,
changes in the number of different types of customers show
unique characteristics. As potential customers of cruise travel
turn to waiting customers and then to existing customers, the
number of potential customers has always been in a down-
ward trend, experiencing an accelerated decline to a gentle
process, and the evolutionary trajectory presents a steep
exponential decline, as shown in Figure 2.

The evolutionary dynamics of waiting customers are
more complicated. It can be seen from Figure 3 that waiting
customers are characterized by smooth growth before the
first wave peak. After reaching the maximum value, they will
show a wave-like decline and will stabilize after an acceler-
ated decline. The direct influencing factors of waiting for cus-
tomers include purchase rate, return rate, completion rate,
the number of products purchased per customer, and the
total number of unpaid orders, among which the purchase
rate, return rate, and the number of products purchased per
customer increase the number of waiting customers, while
the completion rate led to a reduction in waiting customers.
The direct reason for the change in the waiting customer
curve is caused by the difference between the purchase rate
and return rate and the completion rate. If the difference is
positive, the number of waiting customers increases, and
the curve shows an upward trend; if the difference is negative,
the number of waiting customers decreases, and the curve

shows a downward trend, resulting in complex changes in
the waiting customer curve.

4.2. Existing Customers and Lost Customers. Existing cus-
tomers are important customers of cruise travel, and the rela-
tionship between customers and the company is in the best
condition. The goal of cruise travel companies is to maintain
a certain number of scale stability through the rapid increase
of existing customers. Figure 4 shows the overall growth of
existing customers, from the initial slow increase to exponen-
tial growth, and, finally, stabilized the rapid growth period
from the 20th to the 140th month, about a 10-year cycle.
The simulation results are consistent with the judgment of
the cruise industry news. Although existing customers have
maintained a slow growth, they have gradually stabilized.
The direct influencing factors of the existing customers are
the churn rate and the completion rate. The completion rate
changes from large to small and, finally, approaches the
churn rate gradually, making the difference between the
two from large to small, and finally to zero, so existing cus-
tomers show an S-shaped growth.

In-depth analysis of the three curves in Figure 4, it is
found that the difference between the completion rate curve
and the churn rate curve is exactly in line with the slope of
the existing customer curve. The completion rate is from
greater than the churn rate to equal, and the current cus-
tomer’s quantity has stabilized after S-shaped growth.
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Wait
customers
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customers

Lost
customers

Customer paid
not submitted

Product in
use

Return paid 
not submitted

Purchase rate Completion rate

Return rate

Contact rate

Number of potential
customer contacts

Word-of-mouth
impact factor

Number of contancts between
potential customers and

experienced ones

Market share of
experienced customers

Total market

Experienced
customers

Average
customer life

Return rate index

Number of products
purchased per customer

Price impact factor

Average product
life

New customer
order rate

Customer sales rate Scrap rate

Return customer
sales rate

Sales delay Sum paid not
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customers> <Wait customers>

Customer life
impact factor

Competitor impact
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Site satisfaction

Service quality

Expected service
quality investment
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service quality cost

Expected information
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Website function

Expected website
function investmentActual website

function investment

Actual information
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Information quality
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per order
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Actual service quality
invsetment

<Existing
customers>
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Product performance
impact factor

Sales rate

<Sales rate>

Return customer
order rate

Churn rate

Figure 1: System dynamics model of cruise travel online customers.

Table 1: Settings and key variable values.

Settings and variables Value Settings and variables Value

Initial time 0 Price impact factor 0.6

Final time 200 Sales delay 1

Time step 0.25 Single customer service quality cost 0.9

Contact rate 50 Individual customer interaction costs 1.5

Competitor impact factor 0.5 Agent commission rate 0.2
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Figure 5 shows that the evolution trajectory of lost customers
presents an elongated S-shaped curve, and the final state also
tends to be stable. Return rate and lost rate directly affect the
rate of change of lost customers, and others are indirect fac-
tors. The curves of the lost rate and the return rate are similar
to the shape of the lost customers, all of which are elongated
S-shaped, but the lost rate is always greater than the return
rate and tends to be equivalent in the later stage of the simu-
lation. The difference between the lost rate and the return
rate is always greater than zero, and the rule that the differ-
ence changes from large to small determines that the number
of lost customers continues to increase, and it shows an elon-
gated S-shaped growth. The simulation results show that lost
customers always exist. While the rapid growth of wait cus-
tomers and existing customers, if cruise travel and website
service quality cannot keep up with the substantial increase
in the number of customers, lost customers will show an
accelerated growth trend. Therefore, online sales platforms,
cruise tourism companies, and travel agencies need to work
closely together to provide high-quality services to meet the
needs of existing customers, while increasing the number of
waiting customers and existing customers, while reducing
the number of lost customers [23].

5. The Impact of Word-of-Mouth Test Function

In order to obtain more information from the simulation
model and the feedback system described by it, especially to
discover the different guiding effects of requirements, the test
function is used to conduct different types of perturbation
experiments on the model and analyze the response charac-
teristics of the model parameters in different periods. The
influencing factors of the evolution of the customer life cycle
of cruise travel network include competitors, product perfor-
mance, services, prices, sales rates, and average customer life.
Various factors are inherently manifested in the satisfaction
of different needs, and affecting the purchase rate, comple-
tion rate, the lost rate, and return rate led to the dynamic evo-
lution of the customer life cycle. Website competitors,
website product performance, and network product prices
have a positive impact on the purchase rate. Perturbation
experiments on the model can select one or a few of the key

variables to achieve the goal. Word of mouth and investment
costs affect both the lost rate and return rate and play a vital
role in the life cycle evolution system. Therefore, it selects
word-of-mouth influence factors for model testing and ana-
lyzes the implications of countermeasures.

5.1. The Impact of Word-of-Mouth on Waiting Customers.
First, it uses the step function to output the word-of-mouth
impact factor. Assuming that the word-of-mouth impact fac-
tor = 0.005, the output of the step function is 0:005 + STEP
(0.001, 20). The meaning of the word-of-mouth factor step
output is that the customer life cycle of the cruise travel net-
work at the 20th month of evolution, the website platform
began to improve its reputation, and it will continue. The
main methods of improving word-of-mouth include general
competitive strategies such as product price reduction and
preferential activities, or high-quality competitive strategies
such as improving the quality of tourism information, choos-
ing international excellent cruise ships, and cooperating with
authoritative media. It can be seen from Figure 6 that the
peak of waiting customers starts from the 20th week and
immediately increases due to the influence of the word-of-
mouth influence factor. The peak appearance time is
advanced from t = 110 to t = 80, and the later impact is coun-
terproductive, which shows that the word-of-mouth factor
cannot always affect the increase in the number of waiting
customers. This phenomenon shows that waiting customers
to cruise travel is the basic travel demand and changes in
potential or direct influencing factors will immediately lead
to customers purchase decisions. The word-of-mouth factor
is more sensitive to the impact of each stage of the life cycle,
but the role played by each stage of the life cycle is different.
With the rapid increase in the number of potential customers
converted into waiting customers, the order processing
capacity of the website platform and the reception capacity
of cruise travel are facing challenges. Therefore, for the web-
site platform and cruise companies, they need to make coun-
termeasures before improving the word-of-mouth factor.
Otherwise, even if a large number of potential customers
are converted into waiting customers, the expected goals will
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Figure 2: Potential customer simulation results.
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Figure 3: Wait customers simulation results.
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not be achieved due to insufficient order processing capacity
and cruise ship passenger capacity.

5.2. The Impact of Word-of-Mouth Step Function. From
Figures 4 and 6, it can be seen that, compared to the word-
of-mouth impact factor = 0.005, on the same life cycle time
axis, if the word-of-mouth impact factor is increased, the
evolutionary trajectories of existing customers and lost cus-
tomers will move upward. It is above the original trajectory,
but the upward movement of the curve has not waited for
the increase of customers. The waiting customers of the
cruise travel network increase, and the existing customers
may not increase by the same amount, and there is a time
delay. First of all, potential customers choosing cruise travel
includes curiosity needs and basic travel needs, but waiting
customers have a wealth of information about cruise travel,
there is a higher level of service needs, and at the same time,
as the number of existing customers increases, the volume of
lost customers will increase accordingly. Therefore, it is par-
ticularly important to maintain the quality of service and
even improve the quality of service when the existing cus-
tomers increase. Secondly, although waiting customer sub-
stantially increase, the order processing capacity and cruise
reception capacity have not been improved accordingly.
Therefore, for website companies and cruise companies,
when a large number of potential customers became waiting
customers, the existing customers did not increase by the
same magnitude or even greater increase. In this case, we
must carefully analyze the reasons and, then, develop a tar-
geted strategy. If it is the result of insufficient order process-
ing capacity, it is relatively easy to solve, as long as the website
system is upgraded and the cruise number is increased. How-
ever, if it is because the higher service needs are not met, it
will be more complicated, because whether it is a website
platform or a cruise tour, the service level is the performance
of the enterprise gradually fixed after long-term operation,
and the service quality is easy to decline. It can be difficult
to maintain or improve. The reasons for service quality
may come from different aspects for different customers.
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Figure 4: Existing customers simulation results.
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Figure 5: Lost customers simulation results.
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This requires detailed and comprehensive research and inter-
views for lost customers and classification solutions. Obvi-
ously, this is a systematic and long-term process.

5.3. The Impact of Word-of-Mouth Pulse Function. The pulse
function is an interval jump output, which can test the influ-
ence of a sudden change of a factor on the system. Assuming
the word-of-mouth influence factor = 0.005, the pulse output
of the word-of-mouth influence factor is 0:005 + 0:001∗
PULSE TRAIN (20, 10, 50, 200); its management meaning
is as follows. The cruise travel network platform improves
word-of-mouth in various ways, and the 20th month lasts
for 10 months. After 50 months, the value of word-of-
mouth impact factor increases again and lasts for 10 months.
This means that the operator will organize a similar activity
every 40 months to improve word-of-mouth until the end
of the 200th month, and each time the word-of-mouth
impact factor is increased to 0.006. The specific situation is
shown in Figure 7, which shows that every time the organiza-
tion’s word of mouth is improved through various activities,
there will be a peak in booking behavior, leading to a surge in
the number of waiting customers, but the peak of waiting
customers lacks continuity and will fall as the word-of-
mouth value drops. Further analysis of Figure 7 found that
by repeatedly and intermittently using various methods to
improve word-of-mouth, existing customers will not have
peak fluctuations like waiting customers. The number devel-
opment trajectory is only a slight smooth upward shift and
loss. The development trajectory of the number of lost cus-
tomers has basically remained unchanged, indicating that
the indirect improvement of word-of-mouth has a slight pos-
itive effect on the increase of cruise customer visits.

The enlightenment is that website platforms and cruise
companies take intermittent measures to improve the organi-
zation’s reputation, waiting customers reach peak accord-
ingly, existing customers have a slight smooth upward
movement, and the lost customers are basically unchanged.
The impact of word of mouth on cruise travel customers is
effectiveness and timeliness at the beginning of the cycle,

and the intermittent effects that appear in the later period will
gradually decrease until it no longer affects. Therefore, only
in the initial stage can we establish and maintain the continu-
ity of online reputation and service reputation in order to
have a profound impact on increasing the number of cruise
tourists. Whether it is a website platform or a cruise com-
pany, it should pay attention to the importance of the contin-
uation of the initial reputation and ensure the continuity of
service quality in all links of website service, image display,
and cruise travel [24].

6. Conclusion

This paper uses the system dynamics method to construct the
life cycle evolution process of cruise travel network customers
and has passed themodel test and rationality test of simulation
software. Under extreme conditions and sudden changes in
word-of-mouth variables, the changes produced by the model
and the actual system behavior are consistent, and the reason
for the change can be found, indicating that the simulation
model established in this paper can simulate the life cycle pro-
cess of cruise travel network customers. The simulation results
of the model and the response analysis of the test function
found that the cruise travel online customers showed different
quantitative characteristics in the potential stage, waiting
stage, current stage, and lost stage of the life cycle, and the evo-
lutionary development of potential customers, waiting cus-
tomers, and lost customers is significantly affected by online
travel information, while existing customers are mainly
affected by the real experience of cruise travel. In order to
increase the number of existing customers of cruise travel,
cruise travel-related companies should promote the evolution
of potential customers, waiting customers and lost customers,
and adopt different countermeasures for customers in differ-
ent life cycle stages: potential customers adopt promotional
strategies and waiting customers to adopt Motivation strate-
gies, existing customers to maintain strategies, and lost cus-
tomers to take back strategies.

(1) Potential customers are people who are potentially
interested in cruise travel. The simulation model
finds that the size of the potential group has a direct
impact on the number of existing customers. Judging
from the experience of international market develop-
ment, young and middle-aged people are the back-
bone of cruise tourism consumption. The future
development of China’s cruise tourism customer base
should focus on the active cultivation of young and
middle-aged groups. This requires that in the process
of cruise tourism promotion, attention should be
paid to the advantages of strong penetration of online
channels and rich tourism information, especially the
role of online channels in attracting young and
middle-aged groups. Relevant business entities can
conduct in-depth cooperation with well-known com-
prehensive websites and brand-based tourism profes-
sional websites and maximize the scale of potential
customers by expanding the scope of publicity,
increasing the intensity and accuracy of promotion
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(2) Cruise tourism has a long history of development
abroad, but it is a new thing in China. The evolution
from potential customers to waiting customers, in
addition to considering consumption level, online
shopping experience, and customer reputation, more
attention should be paid to stimulating customer
curiosity and basic tourism needs. After a ten-year
period of rapid growth in cruise tourism, the next
step in its development is not only to attract new cus-
tomer groups through service quality improvement
but also to improve the quality of website platform
information and continue to increase the scope of
publicity that reflects the new characteristics of cruise
tourism, attracting lost customers look back

(3) From the model’s response to the test function, it can
be seen that waiting customers are more sensitive to
changes in the word-of-mouth impact factor, but fre-
quent and intermittent use of the word-of-mouth
factor can only bring about a short-term increase in
the number of orders, no fundamental change in
the number of existing customers. What really
attracts existing customers to stay and lost customers
to return is the reputation of the website and the
quality of cruise travel services. Continuous website
investment is the foundation for maintaining the
high-quality operation of online channels. Therefore,
the selection of network partners is the key to ensur-
ing high-quality online reputation

(4) After more than ten consecutive years of rapid devel-
opment, China’s cruise tourism has entered a period
of stable development, and the number of trips and
the number of cruise ships calling at has stagnated or
even declined. The simulation results confirmed that
under the existing countermeasures, the rapid devel-
opment period of China’s cruise tourism market is
about 10 years, which is consistent with the actual sit-
uation. However, China has a huge population base,
and the annual number of trips of millions of people
is still low compared with developed countries. The
resident penetration rate of cruise tourism is only a
fraction of that of developed countries. Therefore, it
should take differentiated countermeasures for online
customers in different life cycles: the publicity strategy
of potential customers, the incentive strategy of wait-
ing customers, the retaining strategy of existing cus-
tomers, and the returning strategy of lost customers,
China’s cruise tourism market will usher in a new
round of development climax

From the perspective of life cycle, the cruise travel net-
work customer development process is essentially a time-
varying system. The driving mechanism of the same indi-
vidual customer in different life cycle stages may change,
and further analysis is needed. Moreover, the development
process of cruise travel network customers is in a dynamic
process. When conducting simulation research on it, some
variables and parameters should be paid attention to. Sub-

sequent research should improve the predictive effective-
ness of the model and need to adjust model variables
and parameters appropriately.
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The TVPS146’s digital video processor is used for digital video processing and image output on digital signal processing (DSP)
ports. The following is a summary of the field programmable gate array (FPGA) features and programming principles. FPGA is
designed by the ping-pong operation, including serial to parallel conversion design, pipeline operation, and data interface
synchronization. A dance video screenshot analysis microsystem is composed of it and video dynamic image processing. Finally,
according to the number of dance culture performance institutions based on the internet from 2014 to 2018, the development
strategy of dance culture and creativity based on the internet is put forward. The results show that the image sharpness of the
video screenshots processed by the system is improved, and the effect of enhanced processing is achieved compared to the
unprocessed video screenshots. In addition, after the video screenshot processed by the system is compressed, some details are
lost and the outline of the image is blurred. The combination of internet immediacy, mass, grassroots, and interactivity can
accelerate the development of China’s dance culture and creative industry and provide an effective practical foundation for
innovation in the development of art and culture.

1. Introduction

With the rapid development of China’s economic level, peo-
ple’s demands for spiritual levels are increasing, and the
manifestation of spiritual levels is undoubtedly the creative
development of art and culture. Since China’s Beijing Olym-
pic Games shows the art stage with national characteristics to
the world, electronic technology of different scientific and
technological levels has been added to the stage design of
the Spring Festival Gala every year, which perfectly combines
sound effect and equipment [1, 2].

Since the conference on the reform of the cultural system,
the state has demanded to improve the process of socialist
cultural construction [3]. After the implementation of the
spirit of the plenary session of the Central Committee, Chi-
nese culture comes to a valuable golden period of develop-
ment. In the east of the world, there is a cultural China
with standardized market, scientific management, vigorous
creation, and consumption [4]. Since then, various places in
China have carried out the reconstruction of cultural facilities
and the development of art and culture creative industries.

The development of dance art is an important part of it. All
kinds of high and new technologies are applied to the con-
struction of dance industry, thus promoting the rapid devel-
opment of China’s dance culture and creative industry [5, 6].
At the same time, the development of world cultural industry
becomes intenser and intenser. As a part of dance art, drama
develops rapidly in its industrialization process. The Broad-
way drama industry has developed into a core American art
and culture creative industry that can keep pace with the
Hollywood film industry and American record industry.
The drama industry in the west end of London has made
London the “capital of drama” and the cultural and creative
center of the world [7–9]. The prosperity and development
of the drama industry shows that dance art can form a crea-
tive industrialization road and lays the foundation for the
creative development of Chinese dance industry.

When dancers constantly summarize their own road
experience and carry out practical exploration on dance cre-
ative industrialization, it is particularly important to vigor-
ously study the technology and equipment related to the
creative development of Chinese dance industry [10]. Since
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the 16th National Congress of the Communist Party of China
decided to prosper the cultural industry, it has become a
social consensus to develop the cultural industry creatively
and rapidly. Dance is one of the oldest arts in human society.
To make dance develop well in the world pattern of eco-
nomic globalization, and continuously give play to its artistic
creativity and charm, it is inevitable to take the road of indus-
trialization [11, 12]. However, the late start of domestic cul-
tural industry mode and the lack of outstanding talents and
cutting-edge art and technology level hinder the develop-
ment of domestic dance culture and creative industry.

Based on this, this exploration focuses on the research of
cutting-edge technology in the dance culture and creative
industry. Based on the field programmable gate array
(FPGA) and dynamic image acquisition technology, a dance
video image real-time processing system is proposed to ana-
lyze dance video in real time [13]. This system is flexible, con-
venient, and universal and belongs to the high-performance
digital image acquisition and processing system. At the same
time, constructive proposals for the future development of
dance culture and creative industry are proposed based on
the ideal height of establishing a high standard of the dance
industry and the practical development of the dance culture
and creative industry. I am. It provides a theoretical basis
for the development of the dance culture and creative indus-
tries, which have certain leadership and practical importance.

2. Method

2.1. Dance Video Dynamic Image Processing Technology.
First, the input and acquisition of video dynamic image are
performed. Analog processing and A/D conversion are used.
In this exploration, Phase Alteration Line (PAL) video is
used. After the switch selection of the input video is imple-
mented, the signal is processed by simulation, automatic gain
control, and A/D conversion. The resolution of the converted
data is 10 bit, and the A/D conversion channel can receive the
unified phase-locked loop (PLL) clock (in (25MHz-
30MHz)). Figure 1 shows analog processing and A/D con-
version. In factor analysis, the weight of each major factor
is not determined and is determined by the percentage of
the major factor that determines uterine change.

Then, digital video processing is performed. In this
exploration, the digital video processor of TVPS146 is used.
The processor can process many kinds of video formats
and analyze the processing flow of the dance video processing
circuit. In the video processing circuit, the output of A/D
receives the digital dance video, performs Y/C separation,
completes the chroma demodulation of the National Televi-
sion Systems Committee (NTSC)/PAL, and enhances the
luminance-bandwidth-chrominance (YUV) signal. The 10-
bit dance video signal is multiplied by the subcarriers in the
integral regulator to form a color difference signal. The U
and V signals enter the low-pass filter to generate bandwidth
that can be utilized [14]. Five adaptive comb filters [15] sep-
arate the U and V signals from Y and derive them. Then, the
chroma and brightness are debugged to generate signal W.
Furthermore, the output format of the chip can be 20-bit
4 : 2 : 2W or 10-bit 4 : 2 : 2W. Figure 2 shows the flow. With

certain performance improvements, there are new require-
ments for general adaptability and specific adaptability. The
main problem with basketball gymnastics in Japan is that
there are too many regular gymnastics, special gymnastics
are not covered, and the obtained physical condition cannot
be used for special gymnastics.

Human motion tracking based on template matching
currently primarily uses error metrics between two matching
pixel blocks. There are three main error metrics based on
block matching: an error metric based on a cross-
correlation function and a normalized mean square and
finally, the image output. When the image is output through
DSP port, the output interface of the video terminal is
needed. The output interface consists of an online video dis-
play processor and a video encoder [16]. An online video dis-
play processor can display not only two different video
windows and two different on-screen display (OSD) win-
dows but also one video window, one OSD window, and
one other attribute window. The frequency of video decoder
in D/A conversion is 55MHz, which can output video and
audio in many formats such as NTSC/PAL. The output video
signal can be directly transmitted to the monitor after D/A
conversion to complete the output display. The maximum
communication delay that the user can tolerate under the
cloud and fog architecture is guaranteed, and the user’s
request is processed within the acceptable communication
delay.

2.2. Function Analysis of FPGA. The maximum communica-
tion delay that the user can tolerate under the cloud and fog
architecture is guaranteed, and the user’s request is processed
within the acceptable communication delay. FPGA is the
core part of the system control and image processing and
plays an important role. FPGA needs to carry out logic con-
trol, image preanalysis, image data storage control, and com-
munication with DSP for image acquisition.

After the system is powered on, FPGA automatically
loads the program through external electrically erasable pro-
grammable read-only memory (EEPROM). After receiving
the instruction from DSP, FPGA starts to work, receives the
imported image data signal, and separates the effective data
according to its own working principle, to realize the control
of image acquisition. The collected data are denoised, cor-
rected, and enhanced, and the image data is converted to
the YUV format. The processed data are exported to the
external synchronous dynamic random access memory
(SDRAM) through the SDRAM read-write control. SDRAM
needs to be initialized before normal reading and writing.
SDRAM can be initialized after being powered on for a
period of time. The time required for this process cannot be
determined, which is determined by the equipment used,
usually 100μs; then, the Precharge command is transmitted
to SDRAM. After Precharge is carried out in all pages, the
SDRAM is refreshed. The purpose of refresh is to enable
SDRAM to be configured normally. In this configuration,
SDRAM can perform automatic Precharge, and the clock
delay value depends on the dataset of SDRAM. The number
of clock delays in this exploration is 3. The initialization pro-
cess needs to comply with the parameters of the dataset of the
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SDRAM chip. Otherwise, the normal initialization cannot be
completed, which will directly make the subsequent SDRAM
unable to read and write normally [17].

The decisive factors of SDRAM reading and writing con-
tent are DSP and image acquisition control module [18]. Its
read-write control module mainly transmits the collected
image data to SDRAM and reads the upper computer param-
eters written into SDRAM by DSP. To make the read-write
speed reach the fastest level, SDRAM controller is equipped
with two 256 × 2 bit random access memory (RAM), both of
which are in the FPGA. Its working speed is very fast. At the
same time, the ping-pong operation is used to greatly improve
the data transmission rate in FPGA. The law must be able to

effectively protect the interests of investors and creditors, to
contribute to the establishment and maintenance of good eco-
nomic order, and thus to ensure the smooth and efficient oper-
ation of the financial system. A well-developed credit system
can not only effectively reduce the cost of information collec-
tion but also reduces the negative choice and moral hazard
caused by information asymmetry and reduces the occurrence
of financial gaps and financial crises.

2.3. FPGA Programming Principles. In this study, the princi-
ple of designing a system is that the system belongs to a hard-
ware system. However, the FPGA design must consider how a
single board completes module task assignments, the type of
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Figure 1: Video dynamic image simulation processing and A/D conversion.
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Figure 2: Digital video processing flow.
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algorithm suitable for use with the FPGA, and the capabilities
it provides. This indicates that the system must have the
proper placement of global macros such as clock domain
and execution speed.

In general, the functional modules with high real-time
requirement and high frequency can be realized by the FPGA/-
complex programmable logic device (CPLD). Compared with
CPLD, FPGA is more suitable for the design of wide scale, high
frequency, and large number of registers. Compared with
PLD’s rich combinational logic, FPGA’s triggers are very rich.
In terms of FPGA design ideas, the use of four common design
ideas can maximize the use efficiency [19].

(1) Ping-pong operation

The ping-pong operation can be often applied to data
stream control and processing. Figure 3 shows the classic
ping-pong operation mode [20].

The ping-pong operation processing steps are as follows.
First, input the data stream. The input data selection

module divides the data stream into two different data buffer
areas. The data buffer area can hold any storage module and
commonly used storage unit such as dual-port RAM, single-
port RAM, and first input first output (FIFO).

Second, in the first buffer cycle, the imported data stream
is cached to the first data buffer module. In the second buffer
cycle, the input data selection unit is switched to cache the
input data stream to the second data buffer module. At the
same time, the data of the first cycle cached by the first data
buffer module is transferred to the data stream operation
and processing module after specific selection.

Third, in the third buffer cycle, the imported data stream
is cached to the first data buffer module by switching the data
again, and the cache data of the second data buffer module is
switched through the “input data selection unit” to reach the
“data stream operation processing module” to complete the
operation and processing. From the first step to the third
step, the cycle is carried out.

The core feature of the ping-pong operation is to switch
through “input data selection unit” and “output data selection
unit” according to a certain rhythm and send the buffered data
stream to the “data stream operation processing module” at a
stable speed to complete the operation and processing. The
ping-pong operation module belongs to a whole, and the mod-
ule’s input data stream and output data streamwill not produce
any pause, so it is very suitable for pipeline processing of data
stream. Therefore, the ping-pong operation is usually applied
to the pipeline algorithm to realize seamless buffering and pro-
cessing of data. Another characteristic of the ping-pong opera-
tion is that it can save buffer interval. Using the ping-pong
operation, only two RAM which can buffer one time slot data
need to be defined. If data are read from another RAM while
data is written to one RAM and sent to the processing unit
for processing, the capacity of each RAM is only 256 bits.

(2) Design of series to parallel conversion

Serial to parallel conversion is an important skill in the
FPGA design, a common way of data stream processing,

and a direct embodiment of the idea of area and speed
exchange. There are many ways to realize serial to parallel
conversion. The selected registers and RAM can complete
the sorting and quantity requirements according to the data.
In the ping-pong operation diagram, DPRAM is used to
complete the serial to parallel conversion of the data stream.
Because of the use of DPRAM, the data buffer area can be
opened very large. For a small number of designs, the register
can be used to complete the serial to parallel conversion. If
there is no special requirement, a synchronous timing design
can be used for the conversion between serial and parallel.

(3) Pipeline operation

The pipeline proposed in this exploration refers to a
design idea of processing flow and sequential operation
[21], which is not the design idea used to optimize timing
in application-specific integrated circuit (ASIC) design. Pipe-
line processing is a common design method in high-speed
design. If the processing flow of a design is divided into sev-
eral steps, and the whole data processing is “single flow,”
there is no feedback and iterative operation. Moreover, the
output of the previous step is the import of the next step, so
it is necessary to consider using the pipeline design method
to improve the working frequency of the system. Its basic
structure is as follows. All the operation steps divided prop-
erly are connected in a single flow direction. The biggest
characteristic and requirement of pipeline operation is that
the processing of data stream in each step is continuous in
time. If each operation step is simplified and assumed to start
with a trigger, the pipeline operation can be regarded as a
shift register group, and the data stream flows through the
trigger in sequence. Finally, the work of each step is com-
pleted. The key point of the pipeline design is the proper
arrangement of the whole design sequence and the reason-
able division of each operation step [22, 23].

(4) Data interface synchronization

First, if the beat of the input data and the processing clock
of the current chip have the same frequency, the master clock
of the current chip can be used to complete the register sam-
pling and the synchronization of the input data. Second, if
the input data is not synchronized with the processing clock
of the current chip, especially when the frequency does not
match, the synchronization of the input data can be realized
only by using the processing clock to carry out register sam-
pling for the input data twice. The register is used to sample
the data in the asynchronous clock domain twice, which can
effectively prevent the unstable propagation of the data state
and make the data processed by the later stage circuit effec-
tive. However, this method cannot guarantee that the data
sampled by two-stage registers is correct, and there will be a
certain amount of wrong data. Therefore, it is only applicable
to functional units that are not sensitive to a small number of
errors [24, 25]. In order to avoid wrong sampling in the asyn-
chronous clock domain, RAM and FIFO are usually used to
realize data conversion in the asynchronous clock domain.
The buffer unit used most is DPRAM. In the input port, the
upper clock is used to write data, and the current level clock
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is used to read data at the output port. Thus, it is very conve-
nient to implement the data exchange between asynchronous
clock domains.

Finally, data exchange is carried out. The video data
transmission methods between FIFO and DSP in FPGA are
usually software query, interrupt data, and enhanced direct
memory access (EDMA). Software query consumes too
much central processing unit (CPU) resources, while inter-
rupt data transmission can save a lot of CPU time, but it can-
not play an appropriate EDMA resource. The development
foundation of EDMA is direct memory access (DMA), which
can convert data between different storage spaces without
CPU. DM6437 in this exploration can provide 64 indepen-
dent EDMA channels. The priority of the channel can be
programmed. Without the participation of CPU, high-
speed data transfer between on-chip memory, on-chip
peripherals, and external storage space is realized. Therefore,
in order to reduce the burden of CPU and exert the powerful
external data transmission ability of DM6437, the video
image acquisition unit sends out a EDMA transmission
request and establishes an EDMA channel to complete the
transmission of video data from FIFO to LZSRAM and
SDRAM.

3. Results and Discussion

3.1. System Image Analysis Results. The system proposed in
this exploration captures the image of dance video. After
debugging, the outputs are shown in Figures 4–6.

Figure 4 is the original video screenshot without any pro-
cessing, Figure 5 is the image processed by the system, and
Figure 6 is the image after 10 times compression after the sys-
tem processing. Compared with Figure 4, the sharpness of
the image in Figure 5 is improved, and the effect of the
enhancement process is obtained. Compared to Figures 4

and 5, some details are lost in Figure 6 and the outline of
the image is quite blurry.

Image compression will cause loss to the file, so some
details will be lost. According to the results of image output,
the system proposed in this exploration can achieve the opti-
mization of video image and achieve the ideal level.

3.2. The Number of Dance Culture and Creative Performance
Institutions Based on Internet. According to the data of the
State Statistical Bureau, the number of internet-based dance
culture and creative performance institutions is shown in
Figure 7.

Figure 7 shows that from 2014 to 2018, the number of
state-owned and collective dance performance institutions
remains at a certain number, basically unchanged, while the
dance performance institutions based on the internet show
a growing trend. Especially after 2016, the growth rate
increases significantly. The internet is characterized by
immediacy, massiveness, grassroots, and interactivity. The
dissemination of dance content and dance resources on the
internet platform not only enhances the vitality of dance art
but also provides materials for dance content producers,
which helps to stimulate the creative inspiration and creative
power of producers.

For consumers of dance products, the internet platform
provides them with convenient channels for retrieval, com-
parison, selection, payment, and sharing. In terms of
retrieval, comparison, and selection, the network platform
enables them to quickly obtain all-round dance product
information and lock in the required products according to
their own needs; the payment function saves time and cost
for consumers’ purchase and payment, and it is more conve-
nient to obtain dance products or dance experience at the
most favorable price through “shop around.” By sharing an
internet platform, consumers often gather in specific

Input data selection unit

Data buffer module 1 Data buffer module 2

Select MUX

Output data stream selection unit
select MUX

Data stream processing
module 

Figure 3: Ping-pong operation steps.
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communities or sites for communication. This is also the
spread of dance products. For dance product promoters,
the internet platform is a cheap, convenient, and efficient
promotion platform. Compared to manual promotions,
internet platforms help eliminate complex intermediate
links, save costs, and accelerate promotions. It is also an

internet-based development strategy for dance culture and
creativity [26].

4. Conclusion

This study uses the main processor DM6437, which is suit-
able for single-channel video processing systems, as the main
chip. First, stage video dynamic image processing is per-
formed. Then, use the ping-pong operation to design the
FPGA. This includes serial to parallel conversion design,
pipeline operations, and data interface synchronization.
You can complete fast external data exchange and data
manipulation. The proposed architecture is flexible and has
strong generality. It can be modularized to improve the effi-
ciency of the algorithm. In addition, the short development
cycle makes it convenient for system maintenance and
upgrades. The system can capture and process dynamic
images of video. The sharpness of the obtained image is
improved, the image quality is greatly improved, and the
internet can be widely used.

At the same time, according to the increasing number of
dance culture performance institutions based on the internet
from 2014 to 2018, the development strategy of dance culture
and creativity is put forward. The dance content and dance
resources are spread on the internet platform, providing con-
sumers with convenient retrieval, comparison, selection, pay-
ment, and sharing channels, so that they can gather in a
certain community or site for communication, and quickly
obtain all-round dance product information, and lock in
the required products according to their own needs. Con-
sumers can get dance products or dance experience at the
most favorable price. Moreover, the internet platform pro-
vides a low-cost, convenient, and efficient promotion plat-
form for promoters. It not only enhances the vitality of
dance art but also provides materials for dance content pro-
ducers, which helps to stimulate the creative inspiration
and creative power of producers. Compared with manual
promotion, the internet platform eliminates the complex
intermediate links, saves the cost, and thus speeds up the

Figure 4: Original video screenshot.

Figure 5: Video screenshot after system processing.

Figure 6: Compressed image.
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promotion speed. Due to personal and time reasons, there
are still some deficiencies in this exploration. The dynamic
acquisition speed and image output quality of the dance
video are not well controlled, which is the focus of the
follow-up study and needs to be further improved.

Data Availability

No data were used to support this study.
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Because of its creditor’s rights, equity, and options, convertible bonds have been developed rapidly since its emergence and have
become one of the main tools in the financial market. One of the core problems of convertible bonds is pricing. The research on
the pricing model of convertible bonds in China is relatively late. Most of them use foreign technologies, but they are quite
different from the actual situation in China, and most of the models are characterized by a single factor. Therefore, this paper
puts forward the nonarbitrage pricing model in the stock market and the application of the finite element numerical solution in
the value of convertible bonds. The biggest innovation of this paper is to design a combined pricing model by using the model
of nonarbitrage pricing theory and finite element numerical solution. The model combines the advantages of the nonarbitrage
pricing theory and finite element numerical solution, and through the design of this paper, the model effectively improves the
calculation accuracy and is suitable for most of the current market environment. While improving the comprehensive
performance of the pricing model, it also simplifies the calculation methods and steps. In order to further verify the actual effect
of the pricing model in this paper, the traditional binary tree model is taken as the experimental contrast object, including the
comparative analysis of the market price and the theoretical price of the convertible bond, the comparative experiment of the
prediction effect between the model and the binary tree model, and the analysis of the relative price error of the convertible
bond. The results show that the comprehensive performance of the pricing model in this paper is significantly better than the
traditional binary tree model. This study has achieved ideal results and can be widely recommended.

1. Introduction

A convertible bond is a kind of corporate bond. The holder
has the right to convert the bond into a certain number of
common shares of the issuing company within a certain
period of time. With the nature of creditor’s rights, stock
rights, and options, it is a kind of financial derivative invest-
ment product with ingenious design and strong vitality,
which is often called a convertible bond. Convertible bonds
were first issued in the United States in the mid-19th century
and have experienced a long process of development. In the
1970s, convertible bonds began to develop rapidly. At pres-
ent, it has become one of the main financing and investment
tools in the world stock market. In Asia, the financing
amount of convertible bonds has exceeded that of stock

financing, and in Europe, the financing amount of con-
vertible bonds has been close to half of that of stocks.
China’s convertible bond market began in the early
1990s. After a period of downturn, especially in 2002,
the issuance of convertible bonds fluctuated, and the situ-
ation deteriorated further. In a short period of half a year,
the sales of convertible bonds reversed significantly. In
2003, the issuance of convertible bonds was sluggish. A
total of 16 convertible bonds were issued in the whole
year, raising an accumulated amount of 18.15 billion yuan,
which exceeded the financing scale of allotment shares in
that year, and became one of the main means of refinan-
cing for listed companies. The unique charm of convert-
ible bonds is gradually recognized by more investors, and
the convertible bond market is generally bullish.
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Before the mid-1970s, the theoretical research of convert-
ible bonds mainly focused on the establishment of the basic
concept of a convertible bond, the determination of conver-
sion price, and the adjustment method. Due to the backward-
ness of theoretical methods and research tools, most of the
work is limited to the characterization of the value character-
istics of convertible bonds, which cannot be discussed in
depth. Since the mid-1970s, the research on convertible
bonds has entered a stage of rapid development. In modern
research, option pricing theory and technology have been
greatly expanded, mainly reflected in the pricing model,
research object, and numerical simulation. In the pricing
model, the restrictive assumptions in the derivation of the
original option pricing formula are relaxed. In modern
option pricing, the interest rate can be stochastic, the stock
price process cannot be a geometric Brownian motion, and
the price process can include jump, transaction cost, and div-
idend payment. Almost all financial products can be included
in the option pricing framework. In terms of numerical sim-
ulation, the rapid development of the computer provides
material guarantee for the numerical simulation of financial
product pricing, and the development of some computing
technologies provides technical support for numerical simu-
lation. Finite difference method, grid method, and finite ele-
ment method have been widely used in the pricing of
financial products. In this process, the pricing of convertible
claims is no exception. But at the same time, the pricing
models of convertible bonds are mostly single factor models,
and there are many deficiencies. Therefore, this paper puts
forward the nonarbitrage pricing model in the stock market
and the application of the finite element numerical solution
in the value of convertible bonds.

First of all, this paper studies the basic theory and core
concepts of the convertible bond and pricing model.
Through the research, this paper believes that the convertible
bond is one of the most important financial instruments,
which plays an important role in China’s financial market
and economic development. Then, in view of the shortcom-
ings of the existing convertible bond pricing model, this
paper innovatively proposes a combined pricing model
which combines the nonarbitrage pricing theory and the
finite element numerical solution. Based on the theory of
nonarbitrage pricing, the model defines the market as a
one-dimensional standard Brownian motion and recalculates
the value of the company. According to the characteristics of
the existing market, this model also fully considers the con-
trol of credit risk and makes a detailed and clear division of
the upper limit and lower limit of arbitrage. According to
the preliminary calculation results, the finite element numer-
ical method is used to optimize and calculate the total value
of bonds. Through a series of optimization operations, the
model can effectively improve the calculation accuracy. In
order to further verify the actual effect of the pricing model
in this paper, a number of practical examples including the
comparative analysis of the market price and theoretical
price of convertible bonds, comparative experiment of the
prediction effect between this model and the binary tree
model, and analysis of the relative price error of convertible
bonds are given. Through the analysis of experimental data,

we can see that the calculation results of this pricing model
are more accurate than the traditional binary tree model,
and the calculated results are more in line with the actual
market value [1–3].

The second part of this paper introduces the related
research, the third part gives the basic concept and theory
of the article, the fourth part discusses and gives the pricing
model based on nonarbitrage and the finite element method,
the fifth part explains the effect of the method proposed in
this paper, and the sixth part summarizes the full text.

2. Related Works

The pricing model of foreign convertible bonds first
appeared in the 1960s. In this period, the theory holds that
the price of convertible bonds is equal to the larger value
between the value of convertible bonds as ordinary bonds
and the discounted value of convertible bonds at a certain
time in the future. The emergence of the Black-Scholes’
option pricing theory and the rapid development of com-
puter technology in 1973 have fundamentally changed the
development of convertible bond pricing theory. The con-
vertible bond pricing theory has been mature after more than
30 years of development.

Due to the development of the pricing theory of convert-
ible bonds in foreign countries, the research of convertible
bonds in China is based on the reference of foreign models,
combined with the actual situation of China, such as the
design of various terms or numerical methods. Zhang [4]
used Monte Carlo simulation and the finite difference
numerical method to price the redemption terms and
redemption terms of domestic convertible bonds and ana-
lyzed the impact of these two terms on convertible bonds.
Zhao et al. [5] use the finite difference method and binary
tree method to solve this problem. Based on the pricing
model of convertible bonds, this paper analyzes the impact
of these two terms on convertible bonds under random inter-
est rates. This paper discusses five factors that affect the pric-
ing of convertible bonds, establishes a two factor pricing
model based on the stock price and interest rate, and makes
an empirical test of airport convertible bonds. It is found that
the convertible bonds in China are not sensitive to the change
of interest rate, which leads to some technical problems such
as large calculation error and inaccurate trend prediction and
analysis. Therefore, this paper proposes a combination of
nonarbitrage theory and finite element method to improve
the pricing accuracy of the model.

3. Basic Theory and Core Concepts of
This Paper

3.1. Definition of Convertible Bonds. On March 25, 1997, the
Securities Commission of the State Council issued the
Interim Measures for the administration of convertible com-
pany bonds. Among them, Article 3 defines convertible
bonds as follows: convertible corporate bonds refer to corpo-
rate bonds issued by issuers in accordance with legal proce-
dures and can be converted into stocks within a certain
period of time in accordance with agreed conditions. The
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issuers here include domestic listed companies and joint
stock limited companies established after the overall or par-
tial restructuring of key state-owned enterprises.

Like ordinary bonds, convertible bonds have several ele-
ments, such as face value, coupon rate, and maturity. The
coupon rate of convertible bonds is mainly determined by
the market interest rate level, enterprise credit rating, and
issuing conditions. Generally speaking, the higher the market
interest rate, the higher the coupon rate, and the lower the
enterprise credit rating, the higher the coupon rate. Other
issuing conditions will also affect the coupon rate, for exam-
ple, the redemption clause limits the upper limit of investors’
income, and the coupon rate can be appropriately increased.
The repurchase clause protects the investors’ income,
increases the financial burden and risk of the issuing com-
pany, and can appropriately reduce the coupon rate. At the
same time, it should be noted that the coupon rate of convert-
ible bonds is lower than that of ordinary bonds with the same
maturity and credit rating and sometimes even lower than
the bank deposit interest rate of the same period. Due to
the existence of convertible options, convertible bonds have
the characteristics of bonds, stocks, and options. These
options include equity conversion, that is, the right of inves-
tors to convert convertible bonds into common shares of the
company at a certain price within a certain period of time
according to the agreement. Put back right refers to the right
of investors to sell convertible bonds back to the company at
a certain price under certain conditions. Redemption right
refers to the company’s right to redeem convertible bonds
in accordance with the agreement under certain conditions.
The right to reduce the conversion price refers to the right
of the company to reduce the conversion price under certain
conditions [6, 7].

3.2. Value Analysis of Convertible Bond.A convertible bond is
a kind of hybrid bond; the coupon rate is generally lower than
the corresponding period bond. Investors are willing to
accept lower interest rates because they attach more impor-
tance to the option of converting bonds into corporate
shares. When the stock market of the issuing enterprise per-
forms well and the stock price continues to rise, the convert-
ible bond holder can convert the convertible bond into the
common stock of the company at the conversion price lower
than the current stock price and obtain the conversion
income. If the stock price of the enterprise is low, investors
will choose to hold the bond to obtain stable interest income
or recover the investment principal on schedule. It not only
has the characteristics of ordinary bonds but also has the
characteristics of equity. For standard convertible bonds, it
gives investors the lowest return in the form of value, that
is, the value of ordinary interest-bearing bonds composed
of bond coupon payment and principal repayment at matu-
rity. At the same time, when the stock rises to a certain level,
that is, when the stock value reaches a certain level, investors
also have the right to convert to the common stock of the
issuer.

The option value of convertible bonds refers to the right
of a convertible bond holder to purchase corresponding stock
at any time before the maturity of the convertible bond. If

he/she is willing and meets the conditions, he/she can con-
vert the convertible bond into stock. Due to the value of
options, the actual value of convertible bonds is always
higher than the bottom line before maturity. The differ-
ence between the market value of convertible bonds and
the bottom-line value is the call right value and option
value of stocks [8, 9].

3.3. Nonarbitrage Pricing. In the process of pricing financial
assets, the nonarbitrage pricing method is not only a com-
mon pricing method but also one of the most basic principles
in pricing theory.

Strictly speaking, arbitrage means that in the process of
trading financial assets, traders can obtain risk-free returns
without initial investment. However, if the market is effec-
tive, the market price must be adjusted according to arbitrage
behavior and return to equilibrium. This is the nonarbitrage
pricing principle. We can apply the nonarbitrage pricing
method to term pricing from another perspective. The idea
is as follows: in an efficient market, without arbitrage oppor-
tunities, investors can build a risk-free portfolio, including
derivative positions and underlying asset positions. By
adjusting the investment ratio of the underlying asset and
the derivative asset, the long-term profit (or loss) of the
underlying asset can offset the short-term loss (or profit) of
the derivative. This principle actually represents an equilib-
rium condition between the expected yield of the derivative
securities, the expected yield rate of the underlying security,
and the risk-free interest rate. The binary tree pricing model
of convertible bonds is a successful application of this princi-
ple [10–12].

3.4. Brief Introduction of Finite Element Method. The uni-
form finite element method is a numerical approximation
method combined with the variational method or weak for-
mulation method. The following structure is the same in
any d dimensional space: for example, for a weak formula
formed in an infinite dimensional function space V , the fol-
lowing structure is the same:

V =H1 Ωð Þ = w ∈ L2 Ωð Þ: ∇w ∈ L2 Ωð Þd
n o

: ð1Þ

It consists of finite dimensional subspace Vh of V , such as
continuous piecewise affine function space on some triangles,
and problem test function space when Vh replaces V . In the
simple finite element method, the space V is established as
follows:

(1) The region is divided into nonoverlapping elements
with simple fixed shape. Examples include one-
dimensional spacing, two-dimensional triangles or
quadrangles, three-dimensional tetrahedrons,
prisms, or hexahedrons. Usually, the element set is
an unstructured mesh, called triangulation

(2) The maximum dimension k of the polynomial
approximation of the selected element
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(3) Vh consists of functions in V and is restricted by the
highest degree of polynomials less than k

The programming of this method has certain similarity
in each dimension, but the grid generation of different lati-
tudes is very independent [13–15].

4. Pricing Model Based on No Arbitrage and
Finite Element Method

4.1. Establishment of Nonarbitrage Pricing Model. Suppose
ðΩ, F, fFtg, PÞ is a complete probability space with flow.
One dimensional standard Brownian W = ðWt , 0 ≤ t ≤ TÞ
motion is defined on it. It is assumed that the flow fFt ,
0 ≤ t ≤ Tg is generated by Brownian motion and satisfies
the general conditions.

4.1.1. Hypothesis

(1) There are three types of financial instruments contin-
uously traded in the market. These three financial
instruments are stocks, convertible bonds, and cash
market accounts. Risk free rate r > 0

(2) Determine the time periods T and 0 < T <∞

(3) Assuming that the asset value of the company at t is
Xt , the asset value of the company consists of the
equity value and the convertible bond value, where
Dt is the market value of a single convertible bond
at time t, assuming that the convertible bond is a sin-
gle bond, only to ensure that all debts are immedi-
ately convertible, and St is the total value of the
stock at t

(4) Convertible bonds are not callable

(5) Shareholders receive δSt and δ ≥ 0 dividends
continuously

(6) The bondholder pays interest continuously at the
interest rate α > 0

(7) If the bondholder does not choose to convert before
T , then T and min ðXT , LÞ are obtained, where L is
the face value of the convertible bond

Since the market is complete, we know that there is an
equivalent martingale measure Q ~ P from the nonarbitrage
pricing principle. Under the equivalent martingale measure
Q, the stock price discount + cumulative dividend discount
and convertible bond price discount + accumulated interest
discount are all local martingales. Under the risk neutral
probabilityQ, the value of the company satisfies the following
stochastic differential equation:

dXt = rXtdt − αdt − δStdt + σXtdw
∗
t : ð2Þ

σ is the constant volatility and fW∗
t , 0 ≤ t ≤ Tg is the

Brownian motion with medium risk Q.

4.2. Credit Risks.Now consider a convertible bond with credit
risk. This paper uses the default risk model to deal with the
credit risk of convertible bonds. Suppose the default risk rate
½ti−1, ti� and λi for a period of time; when the company
defaults, the bondholder can only get a surface part and
finally assumes the recovery rate i, that is, the ratio of the
bond price to book value ξi.

If there are risk-free zero-coupon bonds with different
maturities in the financial market, the price is called fpð1Þ,
pð2Þ, pð3Þ,⋯, pðnÞg, while the price of risk-free zero-
coupon corporate bonds with different maturities is fDð1Þ,
Dð2Þ,Dð3Þ,⋯,DðnÞg; thus, the term structure of the risk-
free interest rate can be obtained. If the recovery rate ξi is
known, the default risk rate λi of the bond can be obtained
from it. The specific analysis process is as follows:

If the one-year risk-free interest rate is r0 and the risk
interest rate is r∗1 , then there are

e−r
∗
1 = 1 ⋅ 1 − λ1ð Þ + ξ1 ⋅ λ1½ �e−r0 : ð3Þ

When calculating λ1, we can get λ2 from the above for-
mula. By analogy, we can get the default rate fλ1, i ≥ 1g of
each bond.

4.3. Arbitrage Cap.When the price of the CSI 300 stock index
futures is overestimated to a certain extent, arbitrageurs in
the market can carry out arbitrage by selling futures contracts
and buying a stock portfolio. Arbitrageurs will adopt this
strategy: first, sell the price of the CSI 300 stock index futures
contract for the next month or quarterFtandtand purchase
the stock portfolio based on the sample weight of the CSI
300 index in the Shanghai and Shenzhen stock markets;tis
the current air ticket purchase of a package of stocksSt . Then,
funds and investors need to borrow money from banks to
transfer the trading cost μFt of the stock index futures con-
tract, the margin ηFt , and the price t of the CSI300 futures
contract. The transaction cost θSt of the stock portfolio is
separately calculated at time t on time St to obtain the risk-
free loan interest rate.

When the contract of CSI 300 index futures matures, it
will be delivered in cash. On the expiration date of the con-
tract, the arbitrage operator will deliver the stock portfolio
in the futures exchange, sell it in the stock market, and carry
out arbitrage by using the unreasonable price at the t
moment. This strategy allows investors to receive cash deliv-
ery from futures at any time, return margin sell stock port-
folios and complete transactions, and obtain stock interest
and the final value of the fund at any time. At the same
time, they need to repay the principal and interest on the
bank loans.

4.4. Lower Limit of Arbitrage. If the price of the Shenzhen
Shanghai 300 stock index futures contract is obviously
undervalued, we can use the method of buying a stock index
futures contract and selling a stock portfolio to carry out
reverse arbitrage. Investors first buy the CSI300 Stock Index
Futures t according to the price Ft and then short the stock
index futures contract t of the stock portfolio, income St ,
and cash payment. The stock portfolio includes the
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transaction cost μFt of the futures market, the margin ηFt ,
and the transaction cost St of the futures contract. The stock
portfolio will receive the bank deposit income at time t
according to the risk-free interest rate and withdraw the
deposit interest and principal on the maturity date θSt of
the CSI 300 contract.

Similar to the arbitrage strategy mentioned above, assets
Ft − ST are paid when they are due and delivered in the stock
index futures market T , and the margin ηFt is returned from
the stock index futures market. On the T maturity date, the
investor receives St from 300 shares purchased from the
Shanghai and Shenzhen stock markets in the amount of ð1
+ θÞST , during which the investor does not hold shares.
Therefore, in contrast, after losing the cycle, his stock portfo-
lio should receive dividends, subtracting the final value of
opportunity cost DT in calculating the final cash flow.

4.5. Finite Element Numerical Solution of the Model. In this
paper, we use the finite difference method to estimate the
price of convertible bonds, that is, to solve the governing
equation of the pricing model of convertible bonds. There-
fore, the pricing problem of convertible bonds must be lim-
ited in a limited region. In this paper, the infinite region of
the pricing problem is divided into a bounded region: take
sufficiently large s and R values and assume that they are
the upper bounds of the stock price and interest rate, respec-
tively. Obviously, this assumption is reasonable. The areas of
pricing problems are truncated, such as

s, r, tð Þ = 0, S½ � × 0, R½ � × 0, T½ �: ð4Þ

If Ω = ½0, S� × ½0, R�, then the region is Ω × ½0, T�.
The governing equation of the pricing model is derived as

follows:

∂V
∂t

+ rs
∂V
∂s

+ 1
2

∂2V
∂s2

σ21s
2 + ∂2V

∂r2
w2 + 2 ∂

2V
∂s∂r

ρσ1sw

 !

− rV + p max ns 1 − η∗ð Þ, R∗Bð Þ + η∗s
∂V
∂s

− V
� �

= wλ − u + pλ1ð Þ ∂V∂r :
ð5Þ

The conditions of the equation on domain ðs, r, tÞ = ½0,
S� × ½0, R� × ½0, T� are as follows:

(1) At the expiration of the contract, the value shall be
the greater of the face value and the exchange value

(2) When the company’s share price is high enough,
investors will definitely consider converting bonds
into stocks

(3) When the stock price of the company is very low, the
value of the bond can be equal to the value of the
ordinary bond regardless of the repurchase
conditions

(4) When the market interest rate is large enough, bond
investors will consider selling. Therefore, the value
of bonds can be considered as zero without consider-
ing the conditions of redemption and repurchase. If
the bonds meet the conditions for redemption or
resale, the value shall be the redemption or resale
price

(5) When the interest rate tends to zero, the value of the
bond is difficult to determine. Only when the interest
rate tends to zero, the partial derivative of the bond
value to interest rate will be limited

4.6. Total Value of Convertible Bonds. According to the above
value calculation method, the option price including the
value of each period of convertible bond can be obtained.
According to the nonarbitrage pricing algorithm, the follow-
ing model can be established to price the convertible bond.

(1) On the terminal node, the value of bonds is as
follows:

max Vo, VBð Þ, ð6Þ

where the stock price VO is the conversion value of the bond
at maturity, expressed as the stock price multiplied by the
conversion ratio at maturity. VB is the net value of the bond
at maturity, equal to the sum of the face value of the bond and
the final interest.

(2) At the intermediate node, the value of the bond is

max VB, Vc, Vp, Vr , Vo

� �
, ð7Þ

where VB is the value of the basic terms of the bond, Vc is the
value of the bond’s redemption period, Vp the value of the
bond’s repurchase clause, and Vr is the value of the bond’s
modification clause, that is, the value of the bond without
considering other additional terms. All the values here need
to be converted into the corresponding value of the whole
bond according to the face value and conversion price of
the bond. According to the reverse calculation algorithm,
the value of each node is calculated in turn, and the theoret-
ical value of each bond is finally obtained.

Table 1: Sample information of convertible bonds.

Name and research number of convertible bonds Listing date

Brother convertible bond (A) 2017-12-27

Guozhen convertible bonds (B) 2017-12-25

Shengyi convertible bonds (C) 2017-12-11

Crystal bonds (D) 2017-12-12

Jichuan convertible bonds (E) 2017-11-29
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5. Case Analysis

5.1. Sample Selection. This part of the research sample is com-
posed of five convertible bonds listed in 2017 and still in trad-
ing, and the research range is from January 2, 2018, to
November 30, 2018, excluding 2118 sample points after stat-
utory holidays, closing date of convertible bonds, and closing
date of benchmark stocks. The selected convertible bonds are
shown in Table 1.

5.2. Comparative Analysis of Market Price and Theoretical
Price of Bonds. It can be seen from the comparison results
in Figure 1 that, in general, the theoretical value of convert-
ible bonds in China is overestimated, but the gap between

the theoretical value and the market price is small, and the
model fitting is good. Although the value of some convertible
bonds has been underestimated for some time, the theoretical
value of convertible bonds has been underestimated. Take
Guozhen convertible bonds as an example. Before the sus-
pension of Guozhen convertible bonds in July 2018, the com-
pany’s operating performance was not good. In mid-August,
the stock price suddenly fell, leading to the theoretical value
of the Guozhen convertible bond falling below the market
price since mid-August. Among them, Brother convertible
bonds and Shengyi convertible bonds are closer to the theo-
retical price, and the model fitting effect is better. Overall
analysis shows that the market price trend predicted by the
model is similar to the theoretical price.
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Figure 1: Comparative analysis of market price and theoretical price of convertible bond.
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Figure 2: Comparative analysis of the impact of term structure of interest rate on convertible bond pricing.
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5.3. Influence of Term Structure of Interest Rate on
Convertible Bond Pricing. On the basis of the pricing model
in this paper, we use the model and cubic spline to estimate
the theoretical value of the convertible bond and compare it

with the market price and fixed interest rate results, as shown
in Figure 2. It can be seen from the analysis results in Figure 2
that the theoretical value of convertible bonds estimated by
the model is slightly higher than that estimated by the cubic
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Figure 3: Comparison of the prediction results between the model of this paper and the binary tree model.

Table 2: Statistical results of relative error calculation.

Name and research number of convertible bonds Maximum value Minimum value Average value

Brother convertible bond (A) -0.1625 -0.0472 -0.1041

Guozhen convertible bonds (B) 0.0714 -0.0011 0.012

Shengyi convertible bonds (C) -0.1118 -0.0014 -0.0614

Crystal bonds (D) 0.1251 0.0007 0.0974

Jichuan convertible bonds (E) -0.0852 0.0048 -0.0214

Maximum
Minimum value
Average value
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Figure 4: Analysis of experimental results of relative price error of convertible bonds.
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polynomial spline model and is closer to the market price
than that estimated by the cubic polynomial spline model.
The main reason is that the risk-free interest rate calculated
by the index model is greater than the risk-free interest rate
calculated by the spline function model in the short term.
In addition, it can be seen that the estimation results of the
fixed interest rate and the estimation trend of the model are
very stable. Because the change of the risk-free interest rate
is very small in a short time, the static risk-free interest rate
can be used to replace the dynamic risk-free interest rate.
The results show that the pricing model in this paper has
higher accuracy.

5.4. A Comparative Experiment on the Prediction Effect of the
Model and the Binary Tree Model. In order to test the predic-
tion effect of the model, it is compared with the traditional
binary tree model. The simulation results of five kinds of con-
vertible bonds are shown in Figure 3.

According to the result analysis in Figure 3, except for
Jichuan convertible bonds, the error values of the other four
convertible bonds are smaller than the traditional binary tree
model, and the error values of Jichuan convertible bonds are
all within 3%. Generally speaking, the combination pricing
model in this paper is closer to the actual market value than
the traditional binary tree model. Therefore, this paper con-
siders that the combination pricing model studied in this
paper is superior to the traditional binary tree model in fore-
casting ability and can replace the traditional binary tree
model.

5.5. Analysis of Relative Price Error of Convertible Bonds. It
can be seen from the statistical results in Table 2 and
Figure 4 that the volatility significantly reduces the relative
price error of pricing after the model is modified. From the
maximum value of the relative price error, except for the
Guozhen convertible bonds which did not decline, the rest
fell. From the minimum value of the relative price error,
except for the Brother convertible bonds, the other relative
price errors are decreasing. From the average value of the rel-
ative price error, the Guozhen convertible bonds increased
and the rest decreased. The average relative price error of
the five convertible bonds is -0.0113, that is, the simulated
price is 1.32% lower than the market price. But the relative
price error of the five convertible bonds is -0.0213, that is,
the simulated price is 2.15% lower than the market price.
From the overall results, the calculation error is relatively
small, and the effect of error improvement is obvious.

6. Conclusions

The financial market is an important part of economic devel-
opment, which plays an important strategic role in national
development. Because of its own advantages, convertible
bonds play an important role in the economic activities of
various countries. The research on convertible bonds in
China is relatively late. In the late 1970s, convertible bonds
developed rapidly in China. Although the scale of convertible
bond trading in China is very large and the development
trend is good, there is little research on the pricing model

of convertible bonds. At present, most of the domestic pric-
ing technology is used abroad, but due to the different market
conditions, the calculation accuracy is not high. The research
on the application of the nonarbitrage pricing model and the
finite element numerical solution in the value of convertible
bonds proposed in this paper, to a certain extent, makes up
for the lack of research in this field. The pricing model stud-
ied in this paper is based on the nonarbitrage pricing theory
and finite element numerical solution. These two methods
are one of the mainstream pricing theories at present, and
their combination design is the biggest innovation of this
paper. The combination design improves the traditional pric-
ing model of single factor deficiencies, but also further
enhances the accuracy of the pricing model. In the final com-
parative experiment, the traditional binary tree model is
taken as the main contrast experimental object. Through
the analysis of experimental data, the pricing model based
on the nonarbitrage pricing theory and finite element numer-
ical solution is significantly better than the traditional binary
tree model in the calculation error value and market develop-
ment trend prediction analysis, and the comprehensive per-
formance has been significantly improved.
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With the gradual development and improvement of the financial market, financial derivatives such as futures and options have also
become the objects of competition in the financial market. Therefore, how to make the most favorable and optimized investment
and consumption when options are included? It has become a problem facing investors. Aiming at the optimal investment problem
of investors, this paper studies the calculation of an optimal investment strategy in stochastic differential equations in financial
market options on the basis of fuzzy theory. Now, stochastic calculus has become an important branch of stochastic analysis,
finance, control, and other fields. The study of introducing stochastic differential equations is mainly to solve the stochastic
control problem, which is the principle of the stochastic maximum. In finance, some hedging or pricing problems of contingent
rights can eventually be transformed into a series of stochastic differential equations. Based on the historical data of five aspects
of bank deposits, bonds, funds, stocks, and real estate of four listed insurance companies, the paper analyzes the optimization
strategy of the capital investment of listed insurance companies based on the investment yield of the domestic investment
market. According to the final results, the historical proportion of bank deposits of the superior company is 27%, and the
optimal proportion given by the model is 25%; the total proportion of funds and stocks is 15%, and the optimal proportion of
funds analyzed in the model is 20% and the optimal proportion of stocks is 10%. Therefore, the final results show that the
investment efficiency of listed insurance companies can actually increase investment in stocks and funds and reduce the
proportion of bank deposits to obtain greater investment returns.

1. Introduction

1.1. Background Meaning. In the era of economic globaliza-
tion, the important position of finance in the economy has
been further highlighted. The issue of optimal investment
and consumption of financial derivatives in the financial
market has always been a hot issue in the current financial
investment market, as well as a problem that investors have
been paying attention to. The main problem of finance is
resource allocation. Time and random uncertainty are the
key factors that affect investors’ financial and economic
behavior in the financial market. Scholars across multiple
disciplines and policy makers frommultiple institutions have
been looking for economic, political, and institutional foun-
dations to improve the strength of the financial market [1].
Therefore, in random financial markets, there is research
on how market participants (individuals or institutions) treat

limited wealth or resources which will be allocated to various
(financial) assets, such as stocks, cash accounts, bonds, and
capital market consumption, so as to achieve timely optimal
allocation of resources to achieve reasonable cash flow and
risk/return characteristics to meet the financial needs of mar-
ket participants. Its main content is to maximize the use of
investors’ interests as the decision criterion to obtain the
optimal investment portfolio and optimal consumption plan
for the wealth distribution of participants. Econometrics,
financial econometrics, mathematical finance, and empirical
financial methods have made significant contributions to
the study of financial econometrics. Derivatives include
market-based stochastic volatility model estimation, the fine
structure of equity index option dynamics, and multifactor
Wishart option pricing based on stochastic volatility, etc.
[2]. Option, as one of the derivative securities in the financial
market, is the same as any other derivative product. Its value
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depends on the underlying securities. For example, the value
of stock options depends on the stock price, which has always
been at the forefront of research in financial mathematics.
The stochastic differential equation has become a very prac-
tical tool in the financial field, especially in the problem of
optimal investment in options.

The purpose of this paper is to consider the optimal
investment strategy of options in the financial investment
market under the premise of an incomplete market closer
to the actual situation, so that investors can maximize their
investment benefits. Therefore, on the basis of previous
studies, this paper uses stochastic differential equations to
calculate the dynamic index of financial market options on
the basis of fuzzy theory, gives the expression of the optimal
investment strategy in an incomplete market, and studies the
optimal investment solution in the case of options.

2. Proposed Method

2.1. Related Work. Wang et al. studied several linear qua-
dratic optimal control problems of the forward and backward
stochastic differential equations of the mean field [3]; this
control problem is different from the existing literature on
the optimal control of the mean field stochastic system, and
it has more applications; a closed-form optimal solution
can be obtained under detailed conditions. Yang and Zhao
applied it to the special type of forward and backward sto-
chastic differential equations (FB-SDE) that appeared in
finance and stochastic control and provided convergence
analysis for the recently proposed multistep scheme [4], but
this method is more difficult to solve. Tardelli uses reverse
stochastic differential equations (BSDE) and filtering tech-
niques to study stochastic control problems [5], but this
method has certain limitations; it requires a sequence of
functions that converge to a value function. Wang et al. use
the method and Monte Carlo method to study the optimal
investment problem of DC pension under inflation and loss
avoidance [6], but this method has a large amount of calcula-
tion and slower improvement in accuracy. Li et al. studied the
optimal investment strategy based on derivatives based on
the asset-liability management (ALM) problem of the
mean-variance criterion in the presence of random volatility
[7]. Xu et al. use the dynamic programming method to dis-
cuss the best investment and reinsurance policies of an insur-
ance company with a classic earnings process [8], but this
method has prominent spatial contradictions and difficult
data storage. Kim and Lee used the Black–Scholes–Merton
model to study the best investment using real option valua-
tion and fuzzy logic [9], but the derivation process of this
model is unacceptable. Ibrahim studied the three-stage
investment ratio and the impact of key factors on the real
option investment threshold [10]. Wang and Huang use a
multiple jump-diffusion (MJD) model to provide an optimal
asset allocation strategy that can improve risk management
performance in the face of financial crises [11]; this model
requires careful analysis of the optimization process.

This article applies theoretical research and experimental
research, adopts a combination of quantitative and qualita-
tive theoretical and numerical calculation methods, and uses

a variety of calculation methods, such as theoretical analysis,
mathematical modeling, analytical subtraction, and numeri-
cal calculation. Based on the dynamic optimal investment
strategy, we conduct more systematic and in-depth research
and discussion. Moreover, this article contains basic theories
such as financial economics, financial mathematics, financial
stochastic analysis, modern securities investment, and sto-
chastic differential equations, which can analyze the prob-
lems of this article in a more comprehensive and detailed
manner. In the research of this article, the only information
that investors can obtain is the information generated by
asset prices, and the unobservable process will be modeled
by stochastic differential equation models [12].

2.2. Stochastic Differential Equation. Stochastic differential
equation (SDE) is now an important branch of mathematics.
Since its development, it has been gradually improved after
many scholars’ research and discussion. Stochastic differen-
tial equation theory inherits many ideas and methods in
deterministic theory. Its research content includes existence
and uniqueness, constraints, solution evaluation, solution
stability and branching, and martingale and Markov proper-
ties in stochastic analysis. Stochastic differential equations
can be used to obtain the autocorrelation function of the out-
put noise voltage and other solution statistics such as the
mean and variance [13]. In recent years, due to the profound
mathematical and physical background of stochastic stability
and the stochastic branch, many researchers have paid great
attention to it, and it has become an important part of the
theoretical research of stochastic dynamical systems. At pres-
ent, although stochastic stability has obtained more theoreti-
cal results, it is still very small compared with the stability
theory of deterministic equations, and there are still many
unsolved problems. The theoretical system needs to be fur-
ther improved and perfected. The research on stochastic sep-
aration theory is based on stochastic stability and is still in its
infancy, especially for high-dimensional and time-delay dif-
ferential systems.

Stochastic differential equations are usually ordinary dif-
ferential equations, whose coefficients are random variables
and differential equations driven by random processes.
Stochastic differential equations can be used to describe var-
ious natural phenomena, economic phenomena, financial
phenomena, etc. These phenomena have a similarity, that
is, reducing the input to continuous, very fast random oper-
ations, that is, using a Brown as the system driving force. The
formula of stochastic differential equation is generally

dξt = A t, ξtð Þdt + B t, ξtð ÞdBt , ð1Þ

where Aðt, ξtÞBðt, ξtÞ is a given function, with more spe-
cific and normal characteristics; this stochastic differential
equation can be integrated to get its integral formula:

ξt = ξ0 +
ðt
0
A t, ξtð Þdt +

ðt
0
B t, ξtð ÞdBt: ð2Þ

So it is also called a stochastic integral equation, where
the first integral is the integral using the time parameter as
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a regular function, and the second integral is the Ito integral,
and ξ0 is a random initial value independent of Brownian
motion fBt : t ≥ 0g.

Stochastic differential equations can be divided into
many types, of which backward stochastic differential equa-
tions are widely used in finance. In option pricing, the back-
ward stochastic differential equation (BSDE) has a wide
range of applications, and the Black-Scholes model is one of
the classic pricing models [14]. First, consider simple deter-
ministic systems and ordinary differential equations. In order
to solve specific results, first give a definite solution condition
for the solution within a period of time. When 0 ≤ t ≤ T ,
there is a positive condition that gives the definite solution
condition at the initial time t = 0. To ordinary differential
equations,

dx tð Þ = f x tð Þð Þdt,
x 0ð Þ = x0:

(
ð3Þ

Then, we consider the backward ordinary differential
equation and still give the definite solution condition. The
backward ordinary differential equation based on the fixed
solution condition at the end time t = T is as follows:

dW tð Þ = g W tð Þð Þdt,
W Tð Þ =WT :

(
ð4Þ

Then, we consider the complex nondeterministic system,
use BðtÞ to represent Brownian motion, and assume that
there are d mutually independent interference sources, that
is, we use d to represent the dimension and still give the
initial conditions when t = 0 and get the positive Stochastic
differential equation:

dx tð Þ = f x tð Þð Þdt + σ x tð Þð ÞdB tð Þ,
x 0ð Þ = x0:

(
ð5Þ

We use η to denote the fixed value at T , and WðtÞ and
HðtÞ are two adaptation processes that represent the back-
ward stochastic differential equations that can be obtained
in the initial state according to the law of motion of the differ-
ential equation:

−dW tð Þ = g W tð Þ,H tð Þð Þdt −H tð ÞdB Tð Þ,
W Tð Þ = η:

(
ð6Þ

2.3. Fuzzy Logic. Fuzzy logic is developed on the mathemati-
cal basis of fuzzy set theory founded by Professor L.A. Zadeh
of the Electrical Engineering Department of the University of
California, Berwick. Fuzzy theory refers to the application of
the basic concepts of imprecise sets or adhesion functions,
which are mainly divided into five branches: fuzzy
mathematics, fuzzy logic and artificial intelligence, fuzzy
systems, uncertain information and theory, and fuzzy deci-
sion-making.

In the real world, many uncertain technical rules are
expressed through physical rules (such as uncertain words
and languages), and the recent fuzzy reasoning mechanism
can solve this problem well. Uncertain finance is a new field
in which the risk process is described by the uncertain pro-
cess. Good uncertainty predicts that future economic activi-
ties, such as consumption, output, and investment, will
increase and are positively correlated with the valuation ratio,
while bad uncertainty predicts that economic growth will
decline and depress asset prices [15]. Uncertainty and com-
petition will have an important impact on the value of invest-
ment projects [16]. The existence of inevitable uncertainty
brings some difficulties to the numerical processing of opti-
mization tasks [17]. In finance, the current technical analysis
using fuzzy theory is mainly through assigning different
input variables and parameters to the fuzzy system. For
example, T. Chavarnakul and D. Enke constructed a neuro-
fuzzy inference system with trading volume as input variables
and then used genetic algorithms to adjust the membership
functions of the input variables in the inference system,
thereby building a multi-intelligent algorithm for securities
trading system; T. Anbalagan and S.U. Maheswari used tech-
nical indicators Simple Moving Average (SMA), Moving
Average Convergence/Divergence (MACD), and Relative
Strength Index (RSI) as input variables of the fuzzy
decision-making system for decision-making; for A.D.
Ijegwa et al., MACD, RSI, Stochastic Oscillator (SO), and
Balance Volume (OBV) indicators are used as the input var-
iables of the fuzzy decision system to determine the trading
time; and G. Rubell Marion Lincy and C. Jessy John use less
used earnings per share (EPS) information, as well as closing
prices, profit fluctuations, and investor risk behavior, as input
variables. Finally, three different fuzzy systems of buying,
selling, and holding are established, and decisions are made
based on the fuzzy decision values obtained by the three
fuzzy systems. However, if a large number of secondary indi-
cators are selected as input variables, duplication of informa-
tion and calculation troubles may occur.

2.4. Option. Options are financial products derived from
underlying securities, which refer to the right to buy or sell
financial products or futures contracts at an agreed price
within a specified time limit. Options are important financial
derivatives, and their risk management characteristics have
been widely accepted by investors [18]. The first batch of
option transactions in history was only used for physical
commodities and precious metals, and they were all spot
options. Subsequently, the emergence of the world’s first
option house caused a huge change in the option trading
market, which brought trading options into a new stage of
fully integrated and standardized management. Standardized
functions make the transaction process simple, and the
exchange also guarantees the final performance. The emer-
gence of exchanges introduced optional transactions from
over-the-counter trading to on-exchange trading, which led
to a sharp increase in the trading volume at the bottom of
the transaction; the standardization of option contracts
increased market liquidity, improved transaction efficiency,
and reduced transaction costs. Options are the right of the
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buyer and the obligation of the seller. Options have the fol-
lowing characteristics: (1) the buyer must pay the seller cor-
responding fees to obtain the right, (2) the buyer obtains
the right on a specific date or within a specific time period
in the future, (3) the purchase or sale of the item in the future
is specific, and (4) the price of the basic material purchased or
sold by the option buyer in the future is predetermined. The
buyer can choose whether to implement it and can flexibly
choose according to the price of the expired asset.

The most important feature of option trading is to allow
the holders of expected rights to have a certain degree of flex-
ibility in decision-making so that they can flexibly use the
possibility of various changes in the financial market and
control market risks such as interest rates and exchange rates
to maximize the percentage, without losing potential profit
opportunities. A call option is the right to purchase an asset
at the current fixed price at a specific time in the future, not
a burden. A put option is the right to sell an asset at a prede-
termined price at a specific time in the future, but if the trad-
ing option shows an asymmetric ability, it is impossible to
predict the analyst’s suggestion to modify the underlying
stock [19]. From a different perspective, options are divided
into many types, such as European options and American
options. European options are delivered at a specified future
time T , and American options are delivered at any time
before time T . The European call parity condition is used
to estimate the preexercise premium for US currency options
traded on the Philadelphia Stock Exchange [20]. For Euro-
pean stock purchase options, the holder has the power, but
is not obliged, to sell the stock at a specific price in the future
T time, for example, sell the stock for 10 yuan. If the stock
price rises by more than 10 yuan at time T , the holder of
the call option will buy the stock for 10 yuan. If the price is
less than 10 yuan, then it will obviously give up the imple-
mentation of the agreement (no obligation to pay for dam-
ages), then the price of the right is zero.

Option pricing is an important field of financial research
[21]. At present, there are mainly the following methods for
option pricing:

(1) Black-Scholes Option PricingMethod. At time 0, the values
c and p of European call and European put options that do
not pay dividends are

c = SN d1ð Þ − Ke−rTN d2ð Þ, ð7Þ

p = Ke−rTN −d2ð Þ − SN −d1ð Þ, ð8Þ

d1 =
ln S/Kð Þ + r + σ2/2

À Á
T

σ
ffiffiffiffi
T

p , d2 = d1 − σ
ffiffiffiffi
T

p
: ð9Þ

Among them, NðxÞ is the distribution function of the
standard normal distribution; S and K are the current stock
price and execution price, respectively; r is the risk-free inter-
est rate; and σ is the asset volatility rate. When the number of
options to be calculated is small, this method is more conve-
nient, but it can only calculate the analytical solution of Euro-
pean options and cannot be applied to American options.

(2) Binomial Tree Option Pricing Method. In this model, the
effective period of the option is divided into several equal cell
intervals, and the duration of each small period is Δt = T/n.
Taking European call options as an example, the option
value is

f =
∑n

i=0 n!/ n − ið Þ!i!ð Þpi 1 − pð Þn−i max Suidn−i − X, 0
� �

1 + rð Þn :

ð10Þ

If other factors (such as transaction taxes) are not
taken into account, then if a lucrative option is not
redeemed before the expiry date, it will definitely be
redeemed on the expiry date. For an option, we can set
its intrinsic value. Assuming that A represents the strike
price and XT represents the price of the underlying asset
at the expiry date, the intrinsic value of the long call
option is defined as

max XT − A, 0ð Þ: ð11Þ

This means that if XT > A, the option will be executed;
otherwise, the option will not be executed. Similarly, the
intrinsic value of a put option is defined as

max A − XT , 0ð Þ: ð12Þ

This means that if XT < A, the option will be executed;
otherwise, the option will not be executed. But no matter
what, the intrinsic value of options is nonnegative.

For an option, whether it is profitable, in addition to con-
sidering the intrinsic value of the option, the purchase period
of the option should also be considered. For call options, sup-
pose the price of each option is Y , and by the intrinsic value
of the call option, the buyer’s income per share of the call
option is

max XT − A, 0ð Þ − Y =
−Y , XT ≤ A,
XT − A − Y , XT > A:

(
ð13Þ

The seller’s return per call option is

Y −max XT − A, 0ð Þ =
Y , XT ≤ A,
−XT + A + Y , XT > A:

(
ð14Þ

Similarly, the corresponding formula can be obtained for
put options.

2.5. Optimal Investment Strategy. The research on the opti-
mal investment strategy was first mentioned in Markowitz’s
“Securities Portfolio Theory.” He used the mean variance
model to describe the risk of insurance companies. Samuel-
son extended his model and used the principle of stochastic
dynamic programming to obtain an optimal investment
strategy. Later, after the research and promotion of many
researchers, the optimal investment strategy model was

4 Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

gradually improved and widely used in the financial
investment market. In addition, according to whether the
investment portfolio changes dynamically over time, the
investment portfolio can be divided into a one-period portfo-
lio model and a multiperiod portfolio model. The one-year
portfolio model means that investors keep their portfolio
unchanged from the beginning to the end of the period. If
it is believed that the one-period portfolio model cannot cope
with the rapidly changing market, then a dynamic multiper-
iod model is needed to simulate the portfolio problem. Mar-
tingale theory is also a powerful tool for studying optimal
investment problems. Previous scholars used the martingale
method and duality theory to conduct detailed research on
the investment problem of maximizing the utility function.
Using the martingale method, they studied the option pricing
problem in underdeveloped financial markets and discussed
the optimal investment with options. The problem of high-
dimensional optimal investment and consumption is difficult
to deal with, especially because it is difficult to characterize
the value function [22].

To study the optimal investment problem, the decision-
making between investors also influences each other. There-
fore, when considering this problem, we should start from
two aspects: the optimal investment choice of a single inves-
tor and the optimal investment choice of multiple investors.
The research of a single investor’s dynamic portfolio model
has produced a lot of research results. The collection of
investment opportunities determines the investment market
environment of the financial market facing investors and
therefore further determines the stochastic economic model
faced by investors and determines the type and quantity of
financial assets that investors can choose. Existing research
on the potential optimal consumption and investment port-
folio of two or more economic entities still has the following
problems to be solved: First, when defining investment cri-
teria, most models only consider the relative distance
between the investors’ respective wealth levels. Mathemati-
cally speaking, they usually directly target the relative dis-
tance between two levels of wealth. In addition, participants
mainly involve investors and virtual opponents of the
“market.”

3. Experiment Setup

3.1. Test Subject. This article uses stochastic differential equa-
tions and Markowitz’s model to calculate and analyze the
optimal investment strategies of listed insurance companies
in terms of fixed deposits, bonds, funds, stocks, and other fac-
tors of four listed insurance companies from 2015 to 2019.
The research mainly focuses on risk-free investment and risk
investment and establishes six variables: bank deposit yield,
treasury bond yield, fund yield, stock yield, and real estate
investment yield to solve the company’s optimal investment
strategy.

3.2. Experimental Data

3.2.1. Bond Investment. The investment in bonds of listed
insurance companies mainly includes government bonds,

financial bonds, and corporate bonds. The yield of bond
investment is higher than that of bank deposits, and its risk
is lower than that of stock investment. Regardless of whether
it is government bonds, financial bonds, or corporate bonds,
there are corresponding credit entities. As a guarantee, under
certain risk control, insurance companies can obtain stable
investment income satisfactorily, maintain insurance funds,
and increase value. It is to an insurance company the best
investment option. The bond investment proportions of the
four listed insurance companies from 2015 to 2019 are shown
in Table 1.

According to the data in Table 1, the bond investment
proportion of listed insurance companies has a downward
trend, but it is basically stable at about 50%. Bond investment
has become the preferred investment channel for insurance
companies to maintain and increase their value.

3.2.2. Stock Investment. Since the China Insurance Regula-
tory Commission clearly stated that insurance funds can be
directly invested in the stock market, investors in many
insurance companies have rushed because of the high rate
of return that stocks can obtain. Table 2 shows the propor-
tion of the four companies’ investment in stocks.

It can be seen from the data in the table that the share of
stock investment of the four companies fluctuates and fluctu-
ates greatly each year. But in the end, the company’s average

Table 1: Bond investment proportion table.

Year
Company

A
Company

B
Company

C
Company

D
Average
value

2015 0.69 0.59 0.59 0.53 0.6

2016 0.66 0.57 0.46 0.52 0.55

2017 0.55 0.57 0.43 0.52 0.52

2018 0.47 0.50 0.51 0.50 0.495

2019 0.41 0.45 0.46 0.47 0.45

Table 2: Proportion of stock investment.

Year
Company

A
Company

B
Company

C
Company

D
Average
value

2015 0.045 0.047 0.014 0.01 0.029

2016 0.084 0.076 0.06 0.073 0.073

2017 0.063 0.055 0.043 0.051 0.053

2018 0.074 0.08 0.037 0.06 0.063

2019 0.08 0.085 0.04 0.047 0.063

Table 3: Fund investment proportion table.

Year
Company

A
Company

B
Company

C
Company

D
Average
value

2015 0.0561 0.0341 0.0641 0.0297 0.046

2016 0.0423 0.0297 0.0415 0.0531 0.042

2017 0.0416 0.0258 0.0721 0.0251 0.041

2018 0.0347 0.0372 0.0591 0.0463 0.044

2019 0.0619 0.0395 0.0362 0.0347 0.043
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investment ratio was basically stable at around 0.063.
Although the share of listed insurance companies is small,
they have a greater impact on investment returns and invest-
ment robustness. In addition, the incomplete development of
the author’s country’s capital market has made the guesses of
insurance companies more serious. In the past two years, the
capital market has fluctuated frequently, and frequent reports
of insurance funds have undoubtedly become the hottest
topic in the capital market recently.

3.2.3. Fund Investment. As an important part of the financial
market, funds have become an important participant in asset
allocation. They are matched with a large amount of insur-
ance funds, with a long term and continuous stability. They
have optimized the asset allocation of listed insurance com-
panies and improved the long-term stability of investment
returns, playing an active role in diversifying investment
risks. Table 3 shows the proportion of the investment of the
four listed insurance companies in the fund.

According to the fund investment proportion data in
Table 3, it can be seen that the average investment proportion
of insurance companies in funds is basically around 0.04. The
proportion of investment funds of listed insurance compa-
nies is relatively low and needs to be improved. Mutual funds
can bring higher return on investment for listed insurance
companies. The rate of return on investment and the rate
of return on the market are positively correlated: when stocks
are expected to grow, listed insurance companies can choose
funds with higher risk factors to obtain higher rates of return.
When the stock market is expected to fall, you can choose a
mutual fund with a lower risk factor to reduce risk. The listed
insurance company chooses the appropriate amount of cap-
ital investment according to the risk tolerance and market
risk level.

4. Discussion of Result

4.1. Risk-Free Investment Income. This article regards bank
deposits and government bonds as investment risk returns
of listed insurance companies. The value of treasury bonds
is determined by the stock market based on the weighted
value of treasury bonds issued by listed companies, which
can reflect the overall fluctuations in the bond market; bank
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deposits are based on the current deposit interest rate on the
official website of the Bank of China from 2015 to 2019, 3
months, 6. The sum of monthly, 1-year, 2-year, and 3-year
fixed interest rates and agreed deposit rates finds the average
return on deposit rates for each year. The upper and lower
limits of interest rates are popular interest rate derivatives
in financial markets [23]. Finally, the data of treasury bonds
and bank deposits are sorted and calculated to get a risk-
free investment income chart as shown in Figure 1.

According to the graphical trend in Figure 1, it can be
seen that the yield of government bonds is much higher than
the yield of bank deposits, and the demand yield of bank
deposits is the lowest; the three-year yield from 2015 to
2019 is higher than the two-year yield and the one-year yield.
The annual yield of bank deposits is basically stable. The
order of high and low is as follows: three-year yield> two-
year yield>one-year yield> six-month yield> agreement
yield> three-month yield>demand deposits.

4.2. Risk Investment Yield. The venture capital in this article
mainly includes corporate bonds, capital, stocks, and real
estate. Select corporate bonds are based on the weighted
Shanghai Stock Exchange bond issuance ratio. The selected
fund is the Shanghai Stock Exchange Mutual Fund Index,
which reflects the price change index of the capital market;
the stock is the Shanghai Composite Index, and its stock sam-
ples are all listed stocks, including A shares and B shares.
According to the data of the opening and closing prices of
each index in 2015-2019, the annual average return rate of
each risk asset is calculated as shown in Figure 2.

It can be seen from the trend of risk investment yield in
Figure 2 that the investment yield of real estate is rising year
by year, and it is predicted that there will be an upward trend
in the next few years; the investment yield of stocks fluctuates
the most, with the highest risk, reaching below -10% at the
lowest. The yield of funds and corporate bonds has gradually

stabilized in 2018, basically stabilizing between 5% and 10%.
The investment yield of the fund is higher than the corporate
bond yield and stock yield after 2018.

4.3. Optimal Investment under Different Risks and Returns.
Due to the restrictions of the China Insurance Regulatory
Commission, insurance companies have established a major
asset supervision ratio for their insurance funds. The bank
deposit limit ratio is 5% or more, the total investment ratio
of funds and stocks is limited to 30% or less, the real estate
investment ratio is limited to 30% or less, and the investment
ratio of government bonds and corporate bonds is unlimited.
Using the above data, we calculate the mean and variance of
each investment through the Solver function and get the
optimal investment strategy of listed insurance companies.
The specific data trend is shown in Figure 3.

From the empirical results of the effective investment
portfolio of listed insurance companies in Figure 3, it can
be seen that as the rate of return continues to increase, the
risks faced have also increased, which is more in line with
the principle of negative correlation between risk and rate
of return. As the yield increases, the percentage of bank
deposits in the portfolio gradually decreases, while the per-
centage of capital and corporate bonds gradually increases
as the yield increases. Since the total investment limit of
funds and stocks cannot exceed 30%, the best combination
can be achieved when the rate of return is 5.5% and the fluc-
tuation is 0.0139. At present, the bank deposit investment
ratio is 23%, government bond investment ratio is 6.5%,
funds account for 20.7%, corporate bonds account for
18.8%, stocks account for 9.3%, and real estate investment
account for 21.8%. It can be concluded from empirical anal-
ysis that bank deposits are a necessary and important invest-
ment field for listed insurance companies in the game of risk
control and returns. In addition, they can increase their
investment in corporate bonds and funds.
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4.4. Analysis of Optimal Investment Strategy. In the actual sit-
uation, the investment channels of listed insurance compa-
nies are not limited to these six categories, and the risk
asset investment rate of return in this article is determined
based on the average value of each risk index of the Shanghai
Stock Exchange. The investment yields of risk assets selected
in the application of insurance capital investment are differ-
ent, and the deviation between theory and reality will bring
errors to the accuracy of the empirical results. The historical
investment ratio of listed insurance companies is shown in
Figure 4.

According to the historical investment proportion data of
listed insurance companies in Figure 4, it can be seen that the
total investment proportion of funds and stocks is 11%, but
the optimal investment proportion of funds obtained by the
analysis of the model results is 20.7%; the optimal investment
of stocks accounted for 9.3%. This shows that in fact, the
investment efficiency of listed insurance companies can be
improved by increasing the allocation of capital and stock
investment, but since the control of the regulatory ratio
reduces the actual investment income, under certain risk
control, listed insurance companies can appropriately
increase the allocation equity in order to obtain a higher
return on investment.

5. Conclusions

In recent years, due to the development and improvement of
the financial market, people are full of great interest and
enthusiasm in financial investment, financial transactions,
and other businesses, especially the transactions of financial
derivatives. People have invested a lot of assets and energy
in the transactions of financial derivatives, especially in

financial transactions with options. However, investment
transactions in this area have great benefits and also have
great risks. Therefore, how to make investors obtain greater
benefits with less risk is a problem that everyone has been
discussing all the time.

This paper calculates the optimal investment strategy
based on the historical investment yields of the four listed
insurance companies in various aspects and the function of
the data. The investment efficiency of listed insurance com-
panies can be improved by increasing capital allocation and
stock investment. The China Insurance Regulatory Commis-
sion’s control of the investment regulatory index actually
reduces the assessment of the actual investment efficiency
of insurance companies. As a leader in the insurance indus-
try, listed insurance companies need to hedge risks. The sta-
bility of investment in the insurance industry requires listed
insurance companies to invest to cover costs and achieve sur-
pluses. This requires listed insurance companies to have a
strong market crisis and investment opportunities. Under
specific risk management and control, they can increase
owners’ equity. The distribution of assets is expected to have
a higher return on investment. The two Brownian motions in
the investor’s surplus process and the risky asset price pro-
cess are related, and they describe the correlation or depen-
dence between the insurance market and the financial
market [24].

In today’s world of continuous financial fluctuations [25],
financial markets are developing rapidly, financial innova-
tions are constantly emerging, financial services have entered
the era of big data, digital financial decision-making has
become a trend, and quantitative investment and data-
based algorithmic transactions have been widely imple-
mented abroad. The research is biased towards theoretical
research, and the conclusions drawn are consistent with
economic intuition. In the next step, we will conduct more
in-depth theoretical and empirical research on the best
high-frequency trading strategies and asset pricing based on
high-frequency data in the financial market.
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We use Machine Learning (ML) to study firms’ joint pricing and ordering decisions for perishables in a dynamic loop. The research
assumption is as follows: at the beginning of each period, the retailer prices both the new and old products and determines how
many new products to order, while at the end of each period, the retailer decides how much remaining inventory should be
carried over to the next period. The objective is to determine a joint pricing, ordering, and disposal strategy to maximize the
total expected discounted profit. We establish a decision model based on Markov processes and use the Q-learning algorithm to
obtain a near-optimal policy. From numerical analysis, we find that (i) the optimal number of old products carried over to the
next period depends on the upper quantitative bound for old inventory; (ii) the optimal prices for new products are positively
related to potential demand but negatively related to the decay rate, while the optimal prices for old products have a positive
relationship with both; and (iii) ordering decisions are unrelated to the quantity of old products. When the decay rate is low or
the variable ordering cost is high, the optimal orders exhibit a trapezoidal decline as the quantity of new products increases.

1. Introduction

Due to the scarcity of resources and the advance of technol-
ogy, both academia and practice have highlighted the signif-
icance of value deterioration, focusing on perishables as a
central issue. Many previous studies on perishable products
focused on food items (e.g., meat, poultry, produce, dairy,
and bakery products), pharmaceuticals (e.g., drugs and vita-
mins), and cut flowers; this paper studies perishables caused
by the replacement of high-tech products, such as laptop
computers and telephones, have an increasingly short life
cycle due to rapid advances in science and technology and
thus exhibit perishable characteristics. It is more convincing
to study the joint dynamic ordering and pricing of high-
tech products in multiperiods than traditional static pricing.
According to a survey conducted by China Youth Daily in
April 2018, 71.8% of respondents changed their mobile
phones at least once every two years and 42% said that their
still in use digital products should be updated in a higher
frequency.

Managing perishables remains a significant but open
issue for industry and academia. A key feature of perishable
inventory systems is that each product has its own finite
shelf-life; retailers may even have an inventory of a single
product with a wide variety of ages on the same shelf. There-
fore, the biggest challenge may stem from matching the
supply of variously aged perishable goods with the diversity
of customers’ demand. For instance, some customers like
high-quality products while others prefer low prices.
Retailers could thus do more to ensure that the quantity of
new products meet the demands of consumers with quality
sensitivity while discounting older products to attract con-
sumers with price sensitivity when considering the dynamic
demand competition between different ages’ products, with
the purpose of maximizing their profits. For example, when
Apple introduces new mobile phones, it will continue to sell
old phones at low prices; when the car launches a new model,
the old model will continue to sell at a reduced price. How
should these retailers dynamically develop joint ordering
and pricing strategies when considering the purchase
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behavior of heterogeneous consumers and dynamic demand
substitution between different ages’ products in a multiper-
iod? However, many studies have neglected the impact of
the number of old products carried into the next period on
joint strategy with assuming that all remaining valuable old
products are entered to the next period or all are discarded.
This paper will verify the optimal dynamic data of old prod-
ucts carried into next period as well as the optimal dynamic
ordering and pricing strategy in a multiperiod when different
ages’ products sale simultaneously. Further, this paper is
aimed at answering the complicated questions as follows.
How should retailers make a trade-off between decreasing
order quantity to reduce ordering costs and increasing quan-
tity to accrue a greater share of profit? How should retailers
make a trade-off between discarding valuable old products
and swallowing new products’ profits?

Specifically, we consider two different types of products,
new and old, each with its own set of qualities, being sold
simultaneously in a given period. The retailer must vary the
quantity and price of the two products to maximize long-
term revenue when considering dynamic demand competi-
tion, positive lead time, fixed ordering cost, and inventory
holding cost. In addition, we introduce a consumer utility
function to develop a demand model that considers customer
purchase behaviors and build our Markov decision model to
obtain an optimal strategy, including the decision actions
selected for each state that can maximize the total expected
discounted profit over an infinite horizon. Then, we origi-
nally develop a reinforcement learning algorithm, Q learning,
which can solve optimal strategies more effectively without
the state transition probability. Finally, we analyze changes
to the optimal strategy under different parameters and then
present management implications corresponding to our
numerical experiments. We find that by incorporating the
number of old products carried into the next period in the
decision-making, retailers have greater flexibility and more
decision options. Although each strategy presents complex
features, the Markov decision-making model has a more
comprehensive reference value.

The remainder of the article is structured as follows. In
Section 2, we review the related literature. Section 3 describes
the cost and demand models (the latter based on the vertical
differentiation model in Moorthy, 1988) and develops the
final model based on Markov decision processes. In Section
4, we use the Q-learning algorithm to analyze the model’s
optimal strategy; the characteristics of which are illustrated
through numerical analyses. Finally, Section 5 presents man-
agerial implications and offers directions for future research.

2. Literature Review

The literature on ordering and pricing strategies for perish-
able inventories is substantial, while very few studies com-
bine ordering, pricing, and disposal policies in a single
model validating different ages’ products sold in the same
period. Hence, the literature streams most relevant to our
research concerns involve (i) inventory control for perish-
ables, (ii) dynamic pricing for perishable inventories, and

(iii) customer behavior modeling for ordering, pricing, and
other controls.

The research on inventory control for perishables
involves two types of perishability: random and fixed life-
time. Fixed lifetime models were pioneered by Nahmias
and Pierskalla, who considered inventory control for perish-
ables with a two-period lifetime and discussed the optimal
ordering strategy within a finite period without a detailed
solution [1]. When a product’s lifetime is longer than two
periods, ordering strategies involving old products have com-
plex, nonlinear structures. This approach was developed by
Fries and Nahmias, but both of these studies involve trade-
offs: lost sales in the former and delayed deliveries in the
latter [2, 3]. Researchers therefore sought more effective
heuristic strategies to solve these problems. Nandakumar
and Morton studied a heuristic ordering strategy for multili-
fetime perishables based on a discrete time-inventory model.
He proposed and verified a heuristic strategy for retailers to
determine the upper and lower bounds of order quantity
[4]. Li et al. studied joint replenishment and clearance sales
for perishables under a general finite lifetime and a last-in-
first-out (LIFO) issuing rule. They found that optimal
strategies can be characterized by two product-inventory
thresholds and proposed that products with different lifetime
remainders be sold at clearance sales [5]. When considering
fixed ordering costs and lead time constraints, inventory
strategies are likely to have to be adaptable, as retailers face
a trade-off between the frequency and quantity of orders
based on cost. Coelho and Laporte introduced the joint
replenishment and inventory control of perishable product,
while considering inventory holding costs, disposal costs,
they modeled the problem under general assumptions as a
MILP and solved it exactly by branch and cut [6]. Berk and
Gürler used the Markov decision process to develop their
model and evaluated it using the (Q, r) strategy. In this way,
they were able to study ordering strategies’ various parame-
ters for multilifetime perishable products with positive lead
time, allowing for lost sales [7]. Chao et al. developed an
approximation algorithm for perishable inventory systems
with positive lead times and finite ordering capacities, show-
ing that their model admits a theoretical worst-case perfor-
mance under positively correlated demand processes [8].
Our study builds on this work to focus on perishable inven-
tory systems with a fixed lifetime, positive lead time, and
fixed ordering costs. However, it is insufficient to study only
the inventory control problem for perishables. Ordering and
pricing strategies influence each other, and it is necessary to
incorporate both into the decision-making process to maxi-
mize the retailer’s revenue.

There is a rapidly growing stream of literature on
dynamic pricing and inventory control for perishables. Feng
studied an optimal replenishment model with dynamic
pricing and quality investment for perishable products, and
the dynamic optimization model is proposed to maximize
the total profit per unit time and solved on the basis of
Pontryagin’s maximum principle [9]. Kaya and Polat investi-
gated the problem of jointly determining the optimal pricing
and inventory replenishment strategy for a deterministic per-
ishable inventory system, in which demand is both time and
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price dependent. Their model also determined the optimal
point to adjust prices in relation to the optimal price and
the optimal order quantity [10]. Rabbani et al. discussed opti-
mal dynamic pricing and replenishment policies for items
that exhibit deterioration in both quality and physical quan-
tity, where the selling price was defined as a time-dependent
function of the initial price and discount rate [11]. When the
decision cycle involves more than two periods, the joint
pricing and inventory control solutions become extremely
difficult. Only a few studies limitedly address this issue. Li
et al. considered a dynamic joint pricing and inventory
control problem for a perishable product over an infinite
horizon, assuming a linear price-response demand model
with backlogging and zero lead time. They characterized
the optimal strategy’s structure as having a two-period
lifetime and developed a base-stock/list-price heuristic for
stationary systems with multiperiod lifetimes [12]. Li et al.
proposed a stationary structural policy consisting of an
inventory order-up-to level, state-dependent price, and
inventory-clearing decisions and developed a fractional pro-
gramming algorithm to compute the optimal policy in an
infinite-horizon lost-sales case, in which the retailer does
not sell new and old inventory at the same time [13]. Chen
et al. analyzed joint pricing and inventory control problem
for a perishable product with a fixed lifetime over a finite
period when different ages’ perishables sale simultaneously,
but they uniformly priced them [14]. All these papers still
have not developed model validation of consumer behaviors
and the competition between new and old products.

Finally, our study relates to research that models cus-
tomer behaviors in the context of ordering, pricing, and other
controls. The consumer utility function in Smith et al.
provides a reference for dealing with vertical differentiation
between different ages’ perishables [15]. Ferguson and
Koenigsberg studied a two-period joint pricing and inventory
control problem, addressing the impact of competition
between new and old inventory in a secondary period [16].
Akçay et al. considered a dynamic pricing problem over a
finite selling horizon, in which the firm has an initial inven-
tory of multiple substitutable and perishable products. They
modeled the multiproduct dynamic pricing problem as a sto-
chastic dynamic program, analyzing its optimal prices with
an integrative model of consumer choice that was based on
linear random consumer utilities [17]. Sainathan cited
consumer utility functions to describe the utility evalua-
tions among different ages’ products. He determined the
retailer’s optimal procurement and pricing strategies for
different ages’ perishable products over an infinite horizon
using a Markov decision problem [18]. Chew et al. deter-
mined order quantities and prices for a perishable with a
multiple period lifetime, allowing substitution between dif-
ferent ages’ products. Specifically, they modeled demand
for different ages’ products as dependent on both their
own prices and the prices of substitutable products, i.e.,
products of “neighboring ages.” They used a stochastic
dynamic programming model to obtain the optimal joint
policy for a two-period lifetime; however, they failed to
provide a specific method for products that have lifetimes
longer than two periods [19].

In summary, although there are many studies on perish-
able inventories, there is a research gap that addresses both
dynamic demand substitution and joint ordering, pricing,
and disposal strategy for different ages’ products in a multi-
period, also lacking of precise algorithms to gain the optimal
strategy. On this basis, our contribution to bridge the existing
research gap involves the following: (i) we incorporate the
number of old products carried to the next period into the
joint strategy to better cope with consumer preferences and
dynamic demand substitution, with the purpose of maximiz-
ing the retailers’ profits when considering fixed order cost
and inventory holding cost, which is not included in
Sainathan [18]; (ii) we develop the Q-learning algorithm
rather than dynamic programming or value iteration to solve
the Markov model and gain the multiperiod optimal strategy.
This algorithm can obtain a stable optimal policy effectively,
including the actions of all states, after being trained without
the state-transition probability and current expected return.
Some results from multiple numerical experiments can pro-
vide theoretical guidance to retailers’ daily decisions.

3. Model

We consider a retailer who sells a perishable product with a
two-period lifetime over an infinite horizon. The retailer
has a chance to order in each period, and the lead time is
one period. At the beginning of each period, the retailer
observes the initial inventory, which includes both old prod-
ucts from the previous period and new products, and decides
how many new products to order for the next period. The
total number of old and new products on the shelves at any
given time cannot exceed the retailer’s capacity. The retailer
then decides the prices for the new and old products. There
are N customers in each period, whose arrival follows a
Poisson distribution. Each customer purchases up to one
product to maximize utility based on price and quality sensi-
tivity, which follows 0-1 uniform distribution. Because the
two products are vertically differentiated, the retailer loses
more from trying to sell old products due to their lower price.
Hence, the retailer faces a trade-off between product spoilage
and demand substitution and thus must take into account the
optimal number of old products carried into the next period.
The objective of the retailer is to maximize the total expected
discounted profit over an infinite horizon. The notations and
decisions defining the model are provided in the next
sections.

3.1. Notations. λ: average number of arrivals,
N : total number of arrivals in each period following a

Poisson distribution,
I: the capacity on shelf,
cf : fixed ordering cost,
cv : ordering cost per unit,
cI : inventory holding cost per unit,
τn: the new product quality,
τo: the old product quality,
θ: customer’s quality sensitivity following 0-1 uniform

distribution,
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otr : the number of old products remaining at the begin-
ning of period t,

nt : the number of new products available at the beginning
of period t,

gt : gt ∈ f0, 1g, gt = 1 if the retailer ordered in period t,
otherwise gt = 0,

Ut
mn: them customer’s utility for new products in period t,

Ut
mo: them customer’s utility for old products in period t,

xtmn: them customer’s purchase of new product in period t,
xtmo: them customer’s purchase of old product in period t,
dtn: the demand of new product in period t,
dto: the demand of old product in period t,
Ct : total cost in period t,
Rt : net profits in period t.

3.2. Decisions. qt : the order quantity in period t,
ots: the number of products unsold in period t and carried

over to period t + 1,
ptn: the price of new product in period t,
pto: the price of old product in period t.

3.3. Demand Model. Any customer who visits the retailer has
three choices—buy one old product, buy one new product, or
buy nothing. All customers make their decisions based on
utility and preference. Similar to Sainathan utility function
[18], let Ut

mn = θtm τn − ptn be the utility of a new product for
customer m, and Ut

mo = θtm τo − pto be the utility of the old
product.

If it meets two conditions, customer m will choose
product i:

Ut
mi =max

j=n,o
Ut

mj,

Ut
mi > 0:

8<
: ð1Þ

According to the above two conditions and granted that
the old product will be priced lower than the new product,
we can obtain the upper and lower bounds for each product’s
price:

0 < pto <min τo, ptn
� �

, 0 < ptn < τn: ð2Þ

There are six situations, and we discuss them
independently.

(1) When Ut
mn > 0 ≥Ut

mo orUt
mo > 0 ≥Ut

mn, customer m
will only purchase new products (or old products)
and buy nothing if they are out of stock

(2) When Ut
mn ≥Ut

mo > 0, customers prefer to purchase
new products and buy old products if the new
products are out of stock; otherwise, they buy
nothing. When Ut

mo >Ut
mn > 0, customers prefer

to buy old products and purchase new products
when old products are out of stock; otherwise, they
buy nothing

(3) When 0 ≥Ut
mn ≥Ut

mo or 0 ≥Ut
mo >Ut

mn, customers
buy nothing

Then, after customer m makes a choice, there are three
cases:

(1) A new product was purchased (xtmn = 1, xtmo = 0)
(2) An old product was purchased (xtmn = 0, xtmo = 1)
(3) Nothing was purchased (xtmn = 0, xtmo = 0)

After all of the customers have made their decisions, the

demand for each product in the current period is Dtðdtn, dtoÞ
ðdtn =∑Nt

i=1x
t
in, dto =∑Nt

i=1x
t
ioÞ.

3.4. Cost Model. At the beginning of period t, the retailer
decides how many new products to order, qt . If the quantity
is 0, thengt = 0; otherwise, gt = 1. The product has a two-
period shelf-life, and its salvage value is zero at the end of sec-
ond period. The procurement lead time is assumed to be one,
such that units ordered in period t will be available for sale as
a “new” product in period t + 1. The retailer will also have to
decide the number of old products to be carried into the next
period, ots, and these products will generate inventory holding
costs cth = otscI . The total cost of the period is

Ct = gtcf + qtcv + cth: ð3Þ

The current net profit for the period is

Rt = dtnp
t
n + dtop

t
o − Ct: ð4Þ

3.5. Decision Model. Based on the previous two sections, we
used the Markov decision process to model the sales process
over an infinite horizon. At the beginning of period t, the
retailer’s states are Stðotr , ntÞ and actions are atðqt ; ots ; ptn, ptoÞ
ðots ≤min ðI − nt , otrÞ, qt ≤ IÞ. After all consumers make their
purchase decisions in that period, the remaining old products
are discarded directly because they have reached their
lifetime threshold and the remaining new products
become old products in the next period. The number of
old products remaining at the beginning of period t + 1
is therefore ot+1r = nt − dtn, and the number of new prod-
ucts in period t + 1 is the same as the previous order

Table 1: Parameter setting.

Parameter Value

Average number of arrivals λ = 12
Capacity on the shelf I = 15
Fixed ordering cost cf = 3
Ordering cost per unit cv = 3
Inventory holding cost per unit cI = 1
Discount factor γ = 0:9
New product quality τ1 = 20
Old product quality τ2 = 12
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quantity qt . Therefore, the retailer’s state in period t + 1
will be St+1ðot+1r = nt − dtn, nt+1 = qtÞ.

Let π be a strategy that involves the actions taken in each
state and Π the set of all strategies, i.e., π ∈Π. Let V be the
total discounted expected return when a certain strategy πj

is taken from a certain state St . Therefrom, we developed
the following result:

V St , πj

� �
= E Rt� �

+ γE Rt+1� �
+ γ2E Rt+2� �

+⋯ = 〠
∞

i=t
γi−tE Ri� �

: ð5Þ
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Figure 1: Basic model: optimal pricing.
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Equation (5) also has an equivalent expression, namely,
the Bellman equation:

V St , πj

� �
= E Rt� �

+ γ∙ 〠
St+1∈Φ

PSt→St+1,π j
∙V St+1, πj

� �h i
: ð6Þ

The optimal strategy π∗
St maximizes the value of state St ,

which is

V St , π∗
St

� �
=max

π∈Π
V St , π
� �

: ð7Þ

If the policy π ∗ holds for all states S ∈Φ, then π ∗ is the
optimal strategy for this model.

3.6. Solution Approach: Q-Learning Algorithm. In this paper,
the new product orders, the number of old products carried
into the next period, and pricing decisions are considered
an infinite discount Markov decision model consisting of
four main components: state set, action set, current expected
return, and state transition probability. The states and

actions of this model are Stðotr , ntÞ and atðqt ; ots ; ptn, ptoÞ,
respectively. The states and actions for qtand ots are discrete
and finite due to shelf-life constraints; furthermore, actions
related to pricing can also be regarded as discrete with a price
step. According to Puterman, when the state set and the
action set are finite and discrete and the discount factor sat-
isfies 0 < γ < 1, the infinite discount model has an optimal
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stationary strategy [20]; in other words, the optimal strategy
is only related to the states.

DP provides a number of methods for determining the
optimal strategy by calculating V ∗ and one π ∗, assuming
that Rt and PSt→St+1,π j

are known. One example is the value-

iterative solution that Sainathan uses [18]. Although this
method is intuitive, when the state action set is particularly
large (for example, there are a total of 256 states in the basic
model of this paper, and the largest number of possible
actions exceeds 400,000), this method is very complex and
unstable. Watkins and Dayan first proposed a Q-learning
algorithm, which does not require knowledge of the current
return and state transition probability and can determine
the optimal strategy more quickly when the states and action
spaces are large [21]. More recently, scholars have further
optimized the Q-learning algorithm to provide precise solu-
tions to more complex problems. Liang et al. used the deep
Q-learning (DQN) algorithm to generate the watermarked
positions adaptively and make some inspiration on the copy-
right protection issue of intellectual property (IP) circuit
resources of the electronic devices in IoT environment [22].
Zhou et al. proposed an improved anisotropic Q-learning
routing algorithm which can provide stable and dynamic
solutions for AGV routing [23]. In recent years, Q-learning
algorithm also has a good application in the field of opera-
tions management. Dittrich and Fohlmeister based on deep
Q learning developed a self-optimizing inventory control,
in which input is modeled as a state vector that describes
the current stocks and orders within the process chain, and
the output represents a control vector that controls orders
for each individual station [24]. In this study, we will develop

the Q-learning algorithm to find a joint optimal strategy for
perishable products.

Reinforcement learning methods evolved from animal
learning and parameter perturbation adaptive control theory.
The fundamental premise is that if an agent’s actions lead to a
positive environmental reward (enhanced signal), then the
agent will be more likely to take this action again in the
future. Q learning is an important algorithm in reinforce-
ment learning. It combines dynamic programming with
learning psychology to make the sequential optimization
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decision with delayed returns. The purpose of the rein-
forcement learning system is to obtain a strategy π, such
that the total discount returns ∑∞

i=0γ
irt+i will be maximized

(0 < γ < 1 is a discount factor, γ indicates the degree of hyper-
opia of the system; if the value is small, then the system pays
more attention to the recent actions; otherwise, it prioritizes
future actions). When the state transition probability and
current expected return function are unknown, the learning
system can gain the optimal strategy by only using informa-
tion contained in the training data for the immediate reward
Rt . The learning system usually does not estimate the envi-
ronment model; rather, it directly optimizes an iteratively
calculated Q function. Given a strategy π, Watkins and
Dayan defined the Q function as the mathematical expecta-
tion of the total discount reward when the state is st , the
action is at , and the subsequent strategy is π [21].

Qπ st , atð Þ = R st , atð Þ + γ〠
st′∈S

Pstst′ π stð Þ½ �Vπ st′
� �

: ð8Þ

The Q value is the expected discounted reward for exe-
cuting action at at state st and following policy π thereafter.
The object in Q learning is to estimate the Q values for an
optimal policy. It is straightforward to show that V∗ðsÞ =
max
a∈A

Q∗ðs, aÞ and that if a ∗ is an action at which the maxi-

mum is attained, then an optimal policy can be defined as
π∗ðsÞ = a∗. In Q learning, the agent’s experience consists of
a sequence of distinct stages or episodes. In the tth episode,
the agent observes its current state st , selects and performs
an action at , observes the subsequent state st′, receives an
immediate reward rt , and adjusts its Qt−1 values using a
learning factor βt according to the following.

Qt s, að Þ

=
1 − βtð ÞQt−1 s, að Þ + βt rt + γVt−1 st′

� �h i
if s = st and a = at ,

Qt−1 s, að Þ, otherwise,

8<
:

ð9Þ

where

Vt−1 s′
� �

=max
b

Qt−1 s′, b
� �n o

ð10Þ

is the best the agent thinks it can do from state s′. The initial
Q values, Q0ðs, aÞ, for all states and actions are assumed to be
given. In Equation (9), βt is the learning factor, which
controls the speed of learning. Larger βt indicate faster con-
vergence. However, excessively large βt may lead to noncon-
vergence. Watkins and Dayan showed that if a pair ðs, aÞ can
perform infinite iterations using Equation (9) under certain
conditions, then when t→∞, Qtðs, aÞ has probability 1 of
convergence toQ∗ðs, aÞ [21].

4. Numerical Studies and Observations

In this section, we provide an initial set of basic parameters
for the simulation and then adjust parameters to analyze
select features of the optimal policy. Through many numeri-
cal experiments, it is found that there are some regular
patterns that can reflect the intrinsic mechanism of the
model. Due to the limited space, only a set of representative
parameters are selected for specific analysis and discussion.
It is worth noting that the parameter settings in different
situations are determined by combining the actual and the
previous analysis principles to ensure the scientific results.
The simulation calculation is based on the VC program and
runs on the Windows platform.

4.1. Experiment Design. Table 1 shows the basic parameters
used in the simulation. To ensure the accuracy of our results,
we set the price step to 0.25. Finally, the average number ofQ
function iterations per model reached 1.5 billion and was
eventually stabilized.

Through the computer simulation calculation, the opti-
mal pricing strategy, the optimal number of old products car-
ried into the next period, and the optimal ordering strategy of
the basic model are given as Figures 1 and 2.
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Both figures’ characteristics suggest that there is an asso-
ciation between the optimal pricing and the number of old
products carried into the next period.

As shown in Figure 3, in the region where fnew + old ≤
ðLmax t = 8Þg (new represents the number of new arrivals
and old represents the number of remaining products), the
number of old products carried into the next period is not
affected by the number of new products; as such, the
remaining old products all carry into the next period. In the
area where fnew + old > ðLmax t = 8Þ, new ≤ ðLmax n = 7Þg,

the number of old products carried into the next period
increases as the number of new products decreases until the
number of new products exceeds eight, after which no old
products are sold. Therefore, the more intuitive conclusion
is that there is a product bound ðLmax tÞ. The retailer can yield
greater profit by adding the remaining old products to the
shelf when the number of new products does not exceed
Lmax t . The findings also show that new products will be sold
preferentially before old products when the potential
demand is limited. Moreover, the sizes of Lmax t and Lmax n
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affect performance across contexts (system parameters), as
we explain in greater detail in the following sections.

Based on our analysis of correlations between the optimal
pricing and the optimal number of old products carried into
the next period, we were able to draw some initial conclusions
about the optimal pricing of both new and old products.

(1) For new products, there are four conditions affecting
optimization:

First, when fnew + old ≤ ðLmax t = 8Þg, the relationship
between the new product’s optimal price and the number of
new and old products is negative.

Second, when fnew + old > ðLmax t = 8Þg, the new prod-
uct’s optimal price only decreases slightly as new arrivals
increase, but there is no relationship to the number of old
products remaining. In this region, the number of old prod-
ucts that get carried into the next period remains the same,
even as the number of old products changes. In general, a
reduction in substitute products will cause the product’s
price to rise, but we find that the product’s price declines as
the number of substitute products decreases; this indicates
that increases to the number of new products have a greater
impact on the price than the number of old products carried
into the next period.
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Figure 10: The optimal pricing and old product sales volume with an average arrival rate of 10.
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10 Wireless Communications and Mobile Computing



Third, when ðnew > 8Þ, only new products are sold.
Therefore, the new product price will decrease as the number
of new products increases.

Finally, when ðnew > 12Þ, the optimal price of new prod-
ucts remains basically unchanged. When the sales volume
approaches or exceeds the potential average number of
arrivals, no more benefits can be accrued. As such, we can
discern that discounts are not always beneficial.

(2) For old products, when fnew + old ≤ ðLmax t = 8Þg,
there is a negative relationship between the optimal
price, the number of products carried over into the
next period, and new product arrivals. But outside
of this region, there are no obvious relationships:
the old product pricing curve is generally smooth.
As with new products, the pricing of old products will
be affected both by the quantity of old products and
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by the number of substitute products. As such, the
result for this parametric setting suggests that the
impacts of quantity and pricing are the same. We

can therefore infer that new product quantity has a
greater effect on the price of new products than on
the price of old products, as shown in Figure 4
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Figure 5 shows the optimal order quantity and reveals
that new product order quantity has no relationship to the
quantity of remaining products. In the ðnew ≤ 7Þ area, the
optimal order quantity is 6, and in the ðnew > 8Þ region, the
optimal order quantity is 5, indicating that the expected
number of old products carried into the next period will
increase when there are too many new products.

Combined with the optimal number of old products
carried into the next period, the retailer faces a trade-off
between decreasing order quantity to reduce ordering costs
and increasing quantity to accrue a greater share of profit.

Through derivation, we find that within a certain range, the
probability distribution for different combinations of prod-
ucts can vary significantly, while the long-term expected
return for different combinations may also differ. If the total
number of products remains the same, the retailer can deter-
mine an appropriate ordering strategy by comparing the
marginal long-term expected return between old and new
product sales. However, it should be noted that long-term
expected return must be considered because product combi-
nations affect the state of the later period, which affects the
long-term discounted total value of the current period.
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Similarly, there is a relationship between order quantity,
new product quantity, and remaining product quantity:

qt = nt+1 ≥ ot+2r : ð11Þ

We conducted further analysis based on this relation-
ship. As shown in Figures 4–6, assuming that the state
is St ðnew = 13, old = 9Þ, the possible locations of the next
state are shown as solid circles according to the relation-

ship (11). After a finite number of periods, the system
state is only transferred within the dashed box in the
figure; further, we find that any initial state has this
property.

To better understand the characteristics of optimal strat-
egy, we simulated an optimal strategy for each period under
various parameters.

As Figure 7 shows, we found the order quantity to be
stable at six, but the price of new products changes within
a relatively limited range, and the old product’s price is
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Figure 18: The optimal pricing and old product sales volume with a 40% decay.
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also limited when sold. This suggests that (i) changes to
the states and strategies are limited, which provides a basis
for the retailer to enact some heuristic strategies (or fixed

strategies), and (ii) even if the scope of the state transition
is small, the retailer’s joint strategy still presents complex
features.
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4.2. Expected Customer Arrivals. This section discusses the
different characteristics of the optimal strategy for different
expected customer arrival rates.

As shown in Figures 8–11, the price of new or old prod-
ucts declines as the number of customer arrivals decreases.

Likewise, the optimal order quantity decreases with the
expected number of customers, as shown in Figures 12–15.

In summary, there is a positive correlation between the
optimal price of both new and old products and the expected
rate of customer arrivals, in addition to the optimal order
quantity. For the number of old products carried into the
next period, Lmax t and Lmax n decrease with the expected cus-
tomer rate, indicating that the retailer should give the old
product more shelf capacity to avoid losses when demand is
adequate but prioritize new product sales if the demand is
insufficient.

4.3. Product Quality Decay. Let β be the rate of perishable
decay when the period is over:

β = τn − τo
τn

: ð12Þ

We can draw the following conclusion from Figures 16–19.
First, given the optimal number of old products carried

into the next period in the above four figures, Lmax t and
Lmax n increase as the decay rate decreases. A decrease in
the decay rate correlates with a relative increase in the value
of old products’ quality such that old products have more
opportunities to be sold.

Second, the optimal pricing strategy exhibits the same
trend with the decay rate such that the area of the optimal
price (new + old ≤ Lmax t) and (new ≤ Lmax n) expands. In this
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area, the optimal prices (for both new and old products)
decrease as the number of products increases. Outside of this
region, product pricing will only be affected by the number of
new products because the number of old products carried
into the next period decreases when the decay rate is high.
In addition, the lower value of the old product has a negative
effect on its own price, namely, the lower the value, the lower
the price.

Figure 20 shows the optimal ordering strategy when the
decay rates are 80%, 60%, and 40%, respectively. When the
decay rate is either 80% or 60%, the optimal ordering strategy
remains at six. However, when we decrease the rate to 40%,
the characteristics are different (a detailed description
accompanies Figure 5).

When we reduced the decay rate to 20%, as shown in
Figure 21, the optimal ordering quantities in the ðnew ≥ 6Þ

region decrease as the number of newly arrived products
increases. This suggests that retailers will reduce current
ordering when the number of new products in the current
period is high and the decay rate is low.

4.4. Variable Ordering Cost per Unit. Variable ordering costs
include the purchase price of the new products, the shipping
costs, and other costs that are linearly related to the number
of new products. This section focuses on the relationship
between ordering strategies and adjustable ordering costs.

Figures 22–25 show the optimal ordering strategies when
the variable costs are 3, 5, 7, and 9, respectively. First, we
found the optimal ordering quantity to be unrelated to the
quantity of remaining products. Second, the optimal order-
ing quantity decreases, exhibiting a trapezoidal decline as
the variable unit cost increases. However, when the unit
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Figure 24: The optimal order quantity with an ordering cost of 7 per unit.
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Figure 25: The optimal order quantity with an ordering cost of 9 per unit.
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order cost is too high, the possible waste due to product per-
ishability also increases. In Figures 24 and 25, we found a case
in which the ordering is 0; this indicates that when the unit
order cost is too high, the retailer will try to sell the remaining
old products to avoid new orders.

5. Conclusion and Future Research

Given that few works researched on pricing and inventory
optimization for perishables considering multiperiod joint
strategies and consumer choice behaviors, this paper con-
ducts a simulation study centered on optimal joint strategy
especially when different ages’ products are sold simulta-
neously. In essence, this paper addresses such a problem
when retailers sale a single perishable with a two-period life-
time, they should dynamically determine the joint ordering,
pricing, and disposal strategy considering dynamic demand
substitution, in which customers substitute between the two
products when either new or old products are out of stock.
In particular, the retailer sets the prices for both the new
and old products and determines how many new products
to order and how many remaining products to carry into
the next period given demand uncertainty and diverse quality
preferences among customers in each period.

We used the Markov decision process to construct the
model, and the approach to seek the optimal strategy used
an up-to-date version of the Q-learning algorithm. The main
contribution of this paper is to utilize an accurate algorithm,
Q learning, to help the retailers make their joint ordering,
pricing, and disposal strategy in a time horizon allowing the-
oretically infinite periods. We initially apply a reinforcement
learning algorithm to the inventory field, and our results also
prove the efficiency of the Q learning through a large number
of numerical experiments.

We further summarize the key results and insights based
on our analysis as follows.

(1) We found that joint strategies of competing perish-
ables based on dynamic ordering and pricing can
yield more precise and targeted guidance for retailers.
Although each strategy presents complex features,
the decision-making model based on Markov deci-
sion processes has a general reference value. At the
same time, determining the number of old products
carried into the next period provides retailers more
decision options comparing to they only decide dis-
posal strategy, whether discard all valuable old prod-
ucts or enter all into the next period

(2) The optimal number of old products carried into the
next period is affected by Lmax t , the total quantity of
old products on shelves. All old products should be
carried into the next period until the total amount
of products reaches Lmax t . We found these determi-
nations to be positively related to the potential
demand and negatively related to the decay rate

(3) The pricing strategy involves several considerations:
(i) optimal pricing for both new and old products is
negatively related to the quantity of new and old

products given that the total quantity does not exceed
Lmax t ; otherwise, the optimal price is only negatively
related to the number of new products; (ii) the opti-
mal pricing of both new and old products is positively
correlated with the expected demand; and (iii) the
optimal pricing of new products is positively related
to the decay rate, but the optimal price of old prod-
ucts is negatively related to the decay rate

(4) Ordering decisions have complex characteristics:
(i) the order size is unrelated to the quantity of
remaining products but does have a positive cor-
relation with the number of potential consumers;
(ii) order quantities are not related to the number
of new products when the decay rate is high or
the variable ordering cost is low; however, the
optimal ordering quantities exhibit a trapezoidal
decline as the number of new products increases
and the decay rate is low or the variable ordering
cost is high

(5) In essence, our contribution to bridge the existing
research gap involved both dynamic demand substi-
tution and joint ordering, pricing, and disposal strat-
egy for different ages’ products within a multiperiod.
We analyzed the optimal strategy under different
parameters, by developing the Q-learning algorithm
rather than dynamic programming or value iteration
to solve the Markov model and gain the multiperiod
optimal strategy. This provides a basis for exploring
heuristic strategies and practical guidance for both
academia and practice

Possible extensions of this research involve relaxing some
of our assumptions, for example, by considering multiple
replenishments and price changes within a period or a
shelf-life of more than two periods. However, optimal solu-
tion still might be distorted due to any slight changes; as such,
a more balanced measure will be expected when weighing
between the model’s practicality and tractability.

Data Availability

We adopted digital simulation in this paper, so the basic
parameter setting is according to qualitative research of real
business; there is no underlying data in this study.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Authors’ Contributions

Jiangbo Zheng put forward the research topic, completed the
construction of the logical framework of the paper, and fin-
ished the primary writing. Yanhong Gan wrote the program
and got experimental data and finished conclusion analysis.
Ying Liang gave advice and guidance on the design of the
experiment and the framework of the paper and provided
administrative, technical, or managerial support. Qingqing

18 Wireless Communications and Mobile Computing



Jiang analyzed experimental data and explored valuable
experimental conclusions. Jiatai Chang had participated in
paper revision and polishing.

References

[1] S. Nahmias and W. P. Pierskalla, “Optimal ordering policies
for a product that perishes in two periods subject to stochastic
demand,” Naval Research Logistics, vol. 20, no. 2, pp. 207–229,
1973.

[2] B. E. Fries, “Optimal ordering policy for a perishable commod-
ity with fixed lifetime,” Operations Research, vol. 23, no. 1,
pp. 46–61, 1975.

[3] S. Nahmias, “Optimal ordering policies for perishable inven-
tory—II,” Operations Research, vol. 23, no. 4, pp. 735–749,
1975.

[4] N. T. E. Morton, “Near myopic heuristics for the fixed-life
perishability problem,” Management Science, vol. 39, no. 12,
pp. 1490–1498, 1993.

[5] Q. Li, P. Yu, and X. Wu, “Managing perishable inventories in
retailing: replenishment, clearance sales, and segregation,”
Operations Research, vol. 64, no. 6, pp. 1270–1284, 2016.

[6] L. C. Coelho and G. Laporte, “Optimal joint replenishment,
delivery and inventory management policies for perishable
products,” Computers & Operations Research, vol. 47,
pp. 42–52, 2014.

[7] E. Berk and Ü. Gürler, “Analysis of the (Q, r) inventory model
for perishables with positive lead times and lost sales,” Opera-
tions Research, vol. 56, no. 5, pp. 1238–1246, 2008.

[8] X. Chao, X. Gong, C. Shi, C. Yang, H. Zhang, and S. X. Zhou,
“Approximation algorithms for capacitated perishable inven-
tory systems with positive lead times,” Management Science,
vol. 64, no. 11, pp. 5038–5061, 2018.

[9] L. Feng, “Dynamic pricing, quality investment, and replenish-
ment model for perishable items,” International Transactions
in Operational Research, vol. 26, no. 4, pp. 1558–1575, 2019.

[10] O. Kaya and A. L. Polat, “Coordinated pricing and inventory
decisions for perishable products,” OR Spectrum, vol. 39,
no. 2, pp. 1–18, 2017.

[11] M. Rabbani, N. P. Zia, and H. Rafiei, “Joint optimal dynamic
pricing and replenishment policies for items with simulta-
neous quality and physical quantity deterioration,” Applied
Mathematics and Computation, vol. 287-288, pp. 149–160,
2016.

[12] Y. Li, A. Lim, and B. Rodrigues, “Note—pricing and inventory
control for a perishable product,” Manufacturing & Service
Operations Management, vol. 11, no. 3, pp. 538–542, 2009.

[13] Y. Li, B. Cheang, and A. Lim, “Grocery perishables manage-
ment,” Production and Operations Management, vol. 21,
no. 3, pp. 504–517, 2012.

[14] X. Chen, Z. Pang, and L. Pan, “Coordinating inventory control
and pricing strategies for perishable products,” Operations
Research, vol. 62, no. 2, pp. 284–300, 2014.

[15] S. A. Smith and N. Agrawal, “Management of multi-item retail
inventory systems with demand substitution,” Operations
Research, vol. 48, no. 1, pp. 50–64, 2000.

[16] M. E. Ferguson and O. Koenigsberg, “How should a firm man-
age deteriorating inventory?,” Production and Operations
Management, vol. 16, no. 3, pp. 306–321, 2007.

[17] Y. Akçay, H. P. Natarajan, and S. H. Xu, “Joint dynamic pric-
ing of multiple perishable products under consumer choice,”
Management Science, vol. 56, no. 8, pp. 1345–1361, 2010.

[18] A. Sainathan, “Pricing and replenishment of competing per-
ishable product variants under dynamic demand substitution,”
Production & Operations Management, vol. 22, no. 5,
pp. 1157–1181, 2013.

[19] E. P. Chew, C. Lee, R. Liu, K. S. Hong, and A. Zhang, “Optimal
dynamic pricing and ordering decisions for perishable
products,” International Journal of Production Economics,
vol. 157, pp. 39–48, 2014.

[20] M. L. Puterman, Markov Decision Problems, John Wiley &
Sons, 1994.

[21] C. J. C. H. Watkins and P. Dayan, “Q-learning,” Machine
Learning, vol. 8, no. 3-4, pp. 279–292, 1992.

[22] W. Liang, W. Huang, J. Long, K. Zhang, K. C. Li, and
D. Zhang, “Deep reinforcement learning for resource protec-
tion and real-time detection in IoT environment,” IEEE Inter-
net of Things Journal, vol. 7, no. 7, pp. 6392–6401, 2020.

[23] P. Zhou, L. Lin, and K. H. Kim, “Anisotropic Q-learning and
waiting estimation based real-time routing for automated
guided vehicles at container terminals,” Journal of Heuristics,
vol. 4, pp. 1–22, 2021.

[24] M.-A. Dittrich and S. Fohlmeister, “A deep q-learning-based
optimization of the inventory control in a linear process
chain,” Production Engineering, vol. 15, no. 1, pp. 35–43, 2021.

19Wireless Communications and Mobile Computing


