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Event extraction is an important research direction in the field of natural language processing. The current Chinese event
extraction field still suffers from errors in the pretraining and fine-tuning stages, inability to directly handle texts with more
than 512 tokens, and inaccurate event extraction due to insufficient semantic sample diversity. In this paper, we propose a
Chinese event extraction method RoformerFC (Roformer model with FGM and CRF) based on the Roformer model to address
the above problems. Firstly, our method utilizes the Roformer model based on rotary position embedding, which both
moderates the errors in the pretraining and fine-tuning phases and allows the model to directly handle texts with more than
512 tokens; then, the adversarial networks based on FGM (fast gradient method) are realized to increase the diversity of
semantic feature samples; finally, the classical CRF (conditional random fields) model is used to decode and identify the event
element entity and its corresponding event role and event type. On the short text DuEE dataset, the microP, microR, and
microF of our method improved 1.26%, 4.01%, and 2.68%, respectively, over the classical Chinese event extraction method
BERT-CRF. On the long text JsEE dataset, the microP, microR, and microF of our method improved 2.26%, 5.03%, and 3.72%,
respectively, over the classical Chinese event extraction method BERT-CRF.

1. Introduction

Natural language is a tool for human information exchange,
and the connection between language and communication is
inevitable. With the development of science and technology,
natural language will get more applications in communica-
tion networks. Event extraction [1] technique for natural
language processing is a key aspect of text processing, aiming
at structuring free text and facilitating research in areas such
as abstractive summarization [2] and information retrieval
[3]. Event extraction is usually divided into trigger word rec-
ognition and event element recognition, and in recent years,
trigger word recognition and event element recognition have
been recognized as a whole to avoid the wrong transmission
of the pipeline [4].

Compared with English, Chinese texts are characterized
by semantic ambiguity, complex word boundaries, and high-
dimensional sparsity [5]. Therefore, how to handle Chinese
text is the focus of Chinese event extraction. Word embedding
models or dynamic pretraining models are usually used to
learn the contextual semantic features of Chinese text. The
advantage of the word embedding model is that it is fast, but
suffers from the problem of multiple meanings of words. In
2018, Google released the dynamic pretraining model BERT
(Bidirectional Encoder Representation from Transformers)
[6], which dynamically generates word vectors for input text,
effectively eliminating the effect of polysemous words. How-
ever, the BERT model also has some problems, such as no
mask sign appears in the fine-tuning phase, making the error
between the pretraining and fine-tuning phases large and the
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model cannot directly handle texts with more than 512 tokens.
As the text length increases, the distribution of entities becomes
wider. Using pretrained models to learn text semantics, a lack
of semantic sample diversity occurs, resulting in low event
extraction accuracy.

Since the long text event extraction dataset is not available
in open source, we crawl nearly 10,000 military category news
texts frommajor news websites such as Xinhua, People’s Daily
Online, and NetEase in recent years and construct a Chinese
long text event extraction dataset JsEE.

In the current event extraction field, there are still the fol-
lowing problems, such as the error in pretraining and fine-
tuning stages. The pretraining model cannot process long text
directly, and fewer semantic feature samples are generated
according to the vocabulary. In this paper, a Chinese event
extraction method RoformerFC (Roformer model with FGM
and CRF) is proposed to address the above problem. Firstly,
the method uses a Roformer model based on Rotary Position
Embedding (RoPE) [7] to learn the contextual semantic fea-
tures of Chinese text, which not only moderates the errors in
the pretraining and fine-tuning stages but also allows themodel
to directly process texts withmore than 512 tokens. Then a per-
turbation is added in the embedding layer using fast gradient
method (FGM) [8] to increase the diversity of semantic feature
samples and enhance the effect of event extraction. Finally
decoding using conditional random field (CRF) identifies the
event element entities and their corresponding event roles
and event types.

The contributions of this study are as follows:

(1) Using the Roformer model based on RoPE to learn
semantic features of text, which both moderates the
errors in the pretraining and fine-tuning phases
and allows the model to directly process text with
more than 512 tokens

(2) Using the FGM approach to achieve adversarial
training which means adding perturbations to the
embedding layer to increase the diversity of semantic
feature samples, thus improving the Chinese event
extraction effect

(3) Constructing a Chinese long text event extraction
dataset JsEE

2. Related Work

The current event extraction task can be methodologically clas-
sified into pattern matching-based methods, feature extraction
engineering-based methods, and deep learning-based methods
[9]. Deep learning-based method is the dominant approach for
event extraction in recent years, as it provides a more compre-
hensive representation of the raw data. The main works are
found in Ding et al.’s study [10]. He proposed using bidirec-
tional long short-term memory (BiLSTM) model for learning
text feature information of semantics. Feng et al. [11] proposed
a model incorporating RNN (recurrent neural network) and
long short-term memory (LSTM) network for event extraction
with good results; Chen et al. [12] combined CNN (convolu-
tional neural network) and BiLSTMmodel to mine the hidden

relationship information between words. Although all the
above methods alleviate the problem of gradient explosion in
deep neural networks, they do not consider syntactic depen-
dency information in sentences. In recent years, researchers
have paid much attention to syntactic and semantic informa-
tion, and the main works are in Gao et al.’s study [13]. He pro-
posed a joint event extraction model, adding self-attention
mechanism to BERT to achieve the extraction of events from
TCM (traditional Chinese medicine) literature; Zhang et al.
[14] proposed an end-to-endmodel based on BERT to improve
the recognition accuracy of the elements belonging to each
event by sequentially introducing the event types output from
the antecedent layer and the entity embedding representation
in the element and role recognition of the model; Chen et al.
[15] proposed a financial event extraction method based on
the pretrained model (Efficiently Learning an Encoder that
Classifies Token Replacements Accurately) ELECTRA and lex-
ical features, which enhances the perception of model, fully
considering the original semantic information of the corpus
as well as lexical feature information; Chen et al. [16] proposed
a BERT-based event extraction model for news content, which
improves the effect of event extraction by adding a DGCNN
pooling layer. Xue and Huang [17] propose a generative adver-
sarial network (GAN) with simulated annealing algorithm
(SA-GAN), where the stagnation counter is introduced to
accelerate GAN’s the convergence speed.

In summary, although there have been numerousmethods
for event extraction based on the BERTmodel since its release,
most of them only take advantage of its learning capability
without considering the errors in the pretraining and fine-
tuning stages, the inability to directly handle texts over 512
tokens, and the lack of semantic diversity of samples.

3. Methodology

3.1. Model Framework. In this paper, we propose a Chinese
event extraction method RoformerFC based on Roformer
model. Firstly, the original corpus is divided according to
word granularity; then it is input to Roformer layer, and
the initial embedding of the text is obtained by word vectors,
sentence vectors, and position vectors; then perturbations
are added to the initial embedding by means of FGM to
obtain the final embedding; finally, the CRF is used to obtain
reasonable labeling results.

The framework of RoformerFC method proposed in this
paper is shown in Figure 1. It mainly includes the Roformer
layer, the FGM-style adversarial networks layer, and the CRF
layer. The specific functions and implementation of each layer
in the model will be described in detail in the next section.

3.2. Roformer Model. Roformer is a WoBERT model with
absolute position encoding substitution for RoPE. WoBERT
is a Chinese BERT model that continues to be trained using
MLM pretraining tasks based on the open source RoBERTa
[18] from HIT (Harbin Institute of Technology). RoBERTa
uses dynamic masks—each time a sequence is entered into
the model, a new mask pattern is generated. In the process
of continuous input of a large amount of data, the model will
gradually adapt to different mask strategies and learn different
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language representations, thusmoderates the errors in the pre-
training and fine-tuning phases. The Roformer model relies
on a new way of position encoding—RoPE.

The RoPE expressed as a complex number in the two-
dimensional case is shown in the following:

f q,mð Þ = qei Θ qð Þ+mθð Þ, ð1Þ

where q is the absolute position encoded vector, m is the
location of the q vector, Θ is the complex number operation,
θ = 10000−2/d , d is the dimensionality of the vector, and e is a
constant in mathematics with a value of about 2.71828.

According to the geometric meaning of complex multi-
plication, it can also be written in matrix form, such as the
following equation, which corresponds to the rotation of
the vector by a certain angle, so it is called “rotary position
embedding.”

f q,mð Þ =
cos mθ −sin mθ

sin mθ cos mθ

 !
q0

q1

 !
, ð2Þ

where q0 and q1 are two-dimensional vector representations of
the vector q. According to the operation rules of the matrix,
any even-dimensional RoPE can be expressed as a splice of
the two-dimensional case. The vector q is encoded in the abso-
lute position at position m. The vector q is multiplied by the
orthogonal matrixRm to obtainQ. The same operation is per-
formed on the absolute position encoded vector k at position n
to obtain K. By performing the attention operation on the
obtained Q and K, the obtained sequence contains the relative

position information, as the constants establish the following:

Rmqð ÞΤ Rnkð Þ = qΤRΤ
mRnk = qΤRn−mk: ð3Þ

Moreover, Rm is an orthogonal matrix, and according to
the paradigm preserving nature of orthogonal matrix, it does
not change the length of the vector, but only rotates the orig-
inal vector by a certain angle, so it does not change the internal
structure and stability of the model.

3.3. Adversarial Training Based on FGM Approach. Adversar-
ial training in deep learning and machine learning generally
has two meanings. One is to generate adversarial networks
to improve the learning ability of the model by increasing
the difficulty of model training, and the other is to care about
the robustness of the model under small perturbations. Due to
the relatively small amount of data annotation, our method
utilizes the FGM method to add perturbation to the embed-
ding layer, and the learning ability of the model is improved
by adding a certain number of negative samples. The input
of CRF is obtained by summing the perturbation Δx and the
word vector x after the sequence passes the Roformer model.
The formula for implementing adversarial training based on
the FGM approach is shown as

min
θ

E x,yð Þ∼T max
Δx∈Ω

L x + Δx, y ; θð Þ
h i

, ð4Þ

where T represents the training set for event extraction, x is
the word vector input, y is the element label, θ is the hyper-
parameter, Lðx + Δx, y ; θÞ is the loss value of a single sample,

Label1

T1

E1E[CLS] E2 E3 E4 En-3 En-2 En-1 En E[SEP]

Tn-1Tn-2Tn-3 TnT2 T3 T4

Label2 Label3 Label4 Labeln-3 Labeln-1 LabelnLabeln-2

C S

Pretreatment

……

[CLS] Tok 1 Tok 2 Tok 3 Tok 4 Tok n-3 [SEP]Tok n-2 Tok n-1 Tok n……

……

Roformer
layer

CRF
layer

……FGM
layer 

[CLS] [SEP]……

Original dataInput

Output

Figure 1: Schematic diagram of RoformerFC method framework.
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Δx is the adversarial perturbation added by means of FGM,
and Ω is the perturbation space. For each sample, the pertur-
bation Δx is added to x so that the larger the loss of individual
samples, the greater the error in the model prediction as much
as possible, thus improving the learning ability of the model.

Since the common way to reduce the loss is gradient
descent algorithm, our method uses gradient ascent to calcu-
late Δx. The reduction of interference loss enhances the
training difficulty of the model, which makes the ability of
model to learn deep semantic features of text increase, as
shown in the following equation, where θ is the hyperpara-
meter, x is the word vector input, y is the element label, Lð
x, y ; θÞ is the loss value of a single sample, Δx is the adver-
sarial perturbation added by way of FGM, and ∇x denotes
the gradient ascent calculation of x.

Δx = ∇xL x, y ; θð Þ: ð5Þ

If Δx is too large, most of the semantic features learned
by the model are wrong information, thus underfitting and
reducing the effect of Chinese event extraction. To prevent
Δx from being too large, the calculation is normalized as in
the following equation, and the activation function is sign.
sign means to divide those greater than 0 into 1 and those
less than 0 into -1.

Δx = sign ∇xL x, y ; θð Þð Þ: ð6Þ

Equations (5) and (6) are substituted into Equation (4)
to obtain the adversarial training formula based on the
FGM approach, shown as

min
θ

E x,yð Þ∼T L x + Δx, y ; θð Þ½ �: ð7Þ

3.4. CRF Model. In this paper, we use CRF to store the trans-
fer probabilities between element entities and use the Viterbi
algorithm [19] to find the shortest path for the transfer
matrix to obtain the sequence with the highest probability.
The probability value of the label sequence p1, p2,⋯, pn is
calculated using CRF for the input sequence vector q1, q2,
⋯, qn as in the following:

p y sjð Þ =
exp ∑i Wqi

CRFpi + b qi−1,qið Þ
CRF

� �� �
∑y ′exp ∑i W

qi′
CRFpi + b

qi−1′ ,qi′ð Þ
CRF

� �� � , ð8Þ

where pi is the input sequence, qi is the sequence of element
label, y′ denotes any sequence of element label, Wqi

CRF

denotes the hyperparameter of label qi, b
ðqi−1,qiÞ
CRF denotes the

bias of qi−1 from qi, and pðyjsÞ denotes the probability of
the corresponding label of the sequence. During the training
process, the maximum likelihood function of ðpi, qiÞ is opti-
mized by regularization, as shown in the following:

L = 〠
N

i=1
log p yi sijð Þð Þ + λ

2
θ2


 

, ð9Þ

where pðyijsiÞ is the probability value from the original
sequence to the model predicted sequence, and λ and θ are
regularization parameters.

3.5. RoformerFC Algorithm Implementation. The pseudocode
of the RoformerFC algorithm is shown in Algorithm 1, which
is applied to the short text DuEE dataset and the long text JsEE
dataset, respectively. The input is the original free text and the
hyperparameters to be used in themodel training, and the out-
put is the label of each word of the original free text. The set of
label can be used to know which event element entities the text
contains and their corresponding event roles and event types.
There are three keymodules in the algorithm: (i) the Roformer
model based on rotational coding is used to enable the algo-
rithm to directly process texts longer than 512 tokens, which
is step 4; (ii) the FGM is used to dynamically add perturba-
tions to the embedding matrix to improve the model robust-
ness, which is step 6; (iii) the CRF is used to calculate the
conditional probability of each character to improve the tag
recognition accuracy, which is step 7.

4. Experiment

4.1. Dataset

4.1.1. Short Text DuEE Dataset. The Baidu Event Extraction
Contest Dataset (DuEE) [20] is a public dataset released by
Baidu PaddlePaddle AI Studio in April 2020 in the Dataset
Hall, which was released to promote research in the field
of human-computer interaction and natural language pro-
cessing. DuEE contains 65 event categories with 213 event
element categories, a total of 14945 data, and the training
set, validation set, and test set are divided according to the
ratio of 8 : 1 : 1. As shown in Table 1, 5 types of event types
and their elemental framework are demonstrated.

By counting the 11,958 data in the training set, we found
that 91.89% of the data were less than 200 characters in length,
61.06% were less than 100 characters in length, 29.83% were
between 100 and 200 characters in length, less than 10% were
more than 200 characters in length, and the data with more
than 512 characters only account for 0.67%. In summary, the
DuEE dataset is rich in event types, but the text length is
mainly concentrated in the length of 100 characters or less.

4.1.2. Long Text JsEE Dataset. Through statistics, it is found
that the data length in Baidu DuEE dataset is short, so we
crawled nearly 10,000 military category news texts from
major news websites such as Xinhua, People’s Daily, and
NetEase in recent years, organized and labeled the Chinese
long text event extraction dataset JsEE. It includes 2 event
types and 16 event element categories. The event types and
event roles in this dataset are described below, along with
the rules for annotation and the results of the annotation.

The dataset is labeled with 2 event types: Military-
Multinational Joint Military Exercises and Military-Military
Exercises. Each event type contains 8 event roles: Start Time,
End Time, Country, Purpose, Exercise Name, Equipment, Mil-
itary, and Location. Start Time means the start time of the mil-
itary operation; End Time means the end time of the military
operation; Country means the specific name of the country
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participating in the military exercise or multinational joint mil-
itary exercise; Purpose means the purpose of the military oper-
ation; Exercise Name means the code name for a military
operation; Equipment means weapons used in military opera-
tions; Military means the name of a unit involved in military
operations; Location means the location of the exercise in mili-
tary operations.

Label according to the labeling rules of short text DuEE
dataset, a total of 817 data were labeled, and the training
set, validation set, and test set were divided according to
the ratio of 8 : 1 : 1. By counting the length of the single data
in the training set in the JsEE dataset, we found that the data
are generally longer than the DuEE dataset, where the text
length less than 100 characters accounts for only 0.15% of
the data. Most of the text length is between 200 characters
and 512 characters, occupying 69.08%, and the text length
greater than 512 characters accounts for 19.72%.

4.2. Environment Configuration and Parameter Setting. All
experiments in this paper are conducted in the same exper-
imental environment. The experimental environment con-
figuration is shown in Table 2.

The pretrained models for all experiments in this paper
use the base version and have the same hyperparameter set-
tings, which are shown in Table 3.

Roformer algorithm
Input: Dataset D, short text DuEE dataset N ⊂D, long text JsEE dataset P ⊂D, hyperparameters: Learning rate, maximum text length
(maxlen), training rounds (epochs), batch size (batch size), word vector dimension, CRF learning rate (crf_lr);
Output: Label set D′;
1) Initialization: Hyperparameters in the model
2) For each
3) If the item=1, 2,⋯, Tmax do
4) The original encoding of RoPE according to Eqs. (1) and (4) to obtain the encoding vector q1, q2,⋯, qm that can directly handle
n (n>512) tokens
5) Randomly select the batch size data from the dataset D, obtain the longest character length m in the data, and encode the data
into the Roformer model to obtain the vector matrix Eðbatch size,m,600Þ
6) Adding a perturbation Δx to Eðbatch size,m,600Þ according to Eq. (7) to obtain Eðbatch size,m,600Þ′ with negative samples

7) Calculate the conditional probability of each character according to Eq. (8)
8) End for
9) Until the maximum number of iterations Tmax is reached or the model converges
10) The shortest path is obtained by Viterbi algorithm, and the label set D′ is output.

Algorithm 1: RoformerFC algorithm processing process.

Table 1: Short text DuEE dataset partial event framework table.

Event type Event element framework

Product behavior-release Trigger, time, release product, release party

Organizational relations-join Trigger, time, joiner, organization joined

Disaster/accident-crash Trigger, time, place, number of deaths, number of injuries

Finance/trading-listing Trigger, time, place, listed company, financing amount

Finance/trading-sales Trigger, time, seller, transaction, sale price, acquirer

Table 2: Experimental environment configuration.

Environment name Experimental configuration

Operating system Ubuntu 16.04LTS

CPU Intel(R) Xeon(R) CPU E5-2603 v2 @ 1.80GHz

GPU GeForce GTX 1080Ti

Python version 3.6

Deep learning framework TensorFlow 1.14.0, Keras 2.3.1, Bert4Keras 0.11.1

Table 3: Model parameters.

Parameters Parameter value

Learning rate 0.00002

Maximum text length 600

Batch size 2

Epoch 20

Perturbation parameters 0.5
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4.3. Evaluation Criterion. In the sequence labeling task of nat-
ural language processing, the evaluation metrics are mainly
composed of three aspects, P value, R value, and F value. P
value is the precision rate, R value is the recall rate, and F value
is the comprehensive evaluation of precision rate and recall
rate. In this paper, we improve on it by finding the average
of multiple confusion matrices, which is called the microaver-
age judging metric, and the specific calculation process is
shown in the following:

microP =
TP

TP + FP
, ð10Þ

microR =
TP

TP + FN
, ð11Þ

microF =
2 ×microP × microR
microP + microR

, ð12Þ

where TP is the number of event element word levels for
which the model correctly predicts both event types and event
roles, FP is the number of event element word levels for which
the model incorrectly predicts event types or event roles, and
FN is the number of event element word levels for which the
model does not extract the correct event element. microP is
themicroaverage precision rate, which refers to the proportion
of correctly extracted event element entities to the extracted
element entities in the event extraction results. microR is the
microaverage recall, which refers to the proportion of correctly
extracted event element entities in the event extraction results
to the original manually annotated element entities. microF is
the combined evaluation of microaverage precision rate and
microaverage recall rate.

4.4. Experimental Results and Quantitative Analysis. In order
to verify the effectiveness of the RoformerFC approach pro-
posed in this paper, we conducted experiments comparing it
with the following models on the short text DuEE dataset
and the long text JsEE dataset, respectively.

(1) BERT-CRF [21] model. BERT is used to learn deep
semantic features of the text, and CRF is used to cap-
ture the dependency features between contextual
tags

(2) NEZHA-CRF model. NEZHA uses relative position
encoding instead of absolute position encoding and
can directly handle text with more than 512 tokens

(3) Roformer-CRF model. Roformer employs rotational
positional encoding, which means that it can directly
process text with more than 512 tokens, while mod-
erating errors in the pretraining and fine-tuning
phases

The experimental results on the short text DuEE dataset
and the long text JsEE dataset are shown in Table 4.

The following conclusions can be drawn from the exper-
imental results in Table 4:

(1) Comparing the performance of model BERT-CRF
and model NEZHA-CRF in the experiments illus-
trates that the absolute position encoding of the
BERT pretraining model cannot fully learn the text
semantics when the text length is larger than 512
tokens. In contrast, NEZHA uses relative position
encoding, which can handle texts with more than
512 tokens, and the NEZHA full-word mask strategy
effectively mitigates the problem of large discrepan-
cies between the pretraining and fine-tuning stages
and improves the extraction effect

(2) Comparing the performance of model NEZHA-CRF
and model Roformer-CRF in the experiment shows
that the Roformer model improves the extraction
effect better than NEZHA using dynamic mask strat-
egy and rotational position encoding

(3) The RoformerFC method proposed in this paper is
optimal in performance on two different length data-
sets. On the short text DuEE dataset, compared with
the model Roformer-CRF, the microP, microR, and
microF of our method were increased by 1.02%,
0.18%, and 0.59%, respectively; compared with
model NEZHA-CRF, the microP, microR, and
microF of our method were increased by 0.79%,
1.59%, and 1.19%, respectively; compared with the
model BERT-CRF, the microP, microR, and microF
of our method were increased by 1.26%, 4.01%, and
2.68%, respectively. On the long text JsEE dataset,
compared to the model Roformer-CRF, the microP,
microR, and microF of our method were increased
by 2.08%, 1.38%, and 1.72%, respectively; compared
with model NEZHA-CRF, the microP, microR, and
microF of our method were increased by 2.65%,
1.94%, and 2.29%, respectively; compared with the
model BERT-CRF, the microP, microR, and microF

Table 4: Experimental results. Unit: %.

DuEE JsEE
microP microR microF microP microR microF

BERT-CRF 75.82 71.79 73.75 71.08 65.87 68.38

NEZHA-CRF 76.29 74.21 75.24 70.69 68.96 69.81

Roformer-CRF 76.06 75.62 75.84 71.26 69.52 70.38

RoformerFC 77.08 75.80 76.43 73.34 70.90 72.10
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of our method were increased by 2.26%, 5.03%, and
3.72%, respectively

Compared with the first three groups of experiments, we
can draw a conclusion that compared with BERT and
NEZHA, Roformer reduces the errors in the two stages of
pretraining and fine-tuning and solves the problem that
the pretraining model cannot directly handle long texts.
Comparing the latter two groups of experiments, we can
conclude that FGM type perturbation increases the diversity
of semantic feature samples.

The experimental results fully corroborate the excellent
performance of the RoformerFC method proposed in this
paper in the Chinese event extraction task.

5. Conclusions

In this paper, we propose a RoformerFC Chinese event
extraction method based on Roformer pretraining model
and FGM-style adversarial training. Firstly, the method uses
rotated positional encoding of Roformer as a word vector
approach, which enables the model to directly learn deep-
level features of text semantics with more than 512 tokens;
secondly, perturbation is added to the embedding layer of
the model by means of FGM to increase the sample diversity
of semantic features; finally, CRF is used to capture the
dependency features among contextual tags, so as to infer
the sequentially reasonable label. The comparative experi-
ments on two different datasets show that the RoformerFC
method proposed in this paper has better performance in
Chinese event extraction, which verifies the effectiveness of
using the Roformer model with rotational positional encod-
ing to enhance the learning ability of text semantic features
and improving the learning ability of the model through
the FGM approach.
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The intelligent imaging sensors in IoT benefit a lot from the continuous renewal of deep neural networks (DNNs). However, the
appearance of adversarial examples leads to skepticism about the trustworthiness of DNNs. Malicious perturbations, even
unperceivable for humans, lead to incapacitations of a DNN, bringing about the security problem in the information
integration of an IoT system. Adversarial example detection is an intuitive solution to judge if an input is malicious before
acceptance. However, the existing detection approaches, more or less, have some shortcomings like (1) modifying the network
structure, (2) extra training before deployment, and (3) requiring some prior knowledge about attacks. To address these
problems, this paper proposes a novel framework to filter out the adversarial perturbations by superimposing the original
images with the noises decorated by a new gradient-independent visualization method, namely, score class activation map
(Score-CAM). We propose to trim the Gaussian noises in a way with more explicit semantic meaning and stronger
explainability, which is different from the previous studies based on intuitive hypotheses or artificial denoisers. Our framework
requires no extra training and gradient calculation, which is friendly to embedded devices with only inference capabilities.
Extensive experiments demonstrate that the proposed framework is sufficiently general to detect a wide range of attacks and
apply it to different models.

1. Introduction

The continuous upgrading of DNNs provides an opportu-
nity to efficiently process the enormous unstructured data
generated by the wide-spreading imaging sensors in IoT sys-
tems [1, 2]. However, recent studies [3–5] have shown that
deep neural networks (DNNs) are vulnerable to adversarial
attacks, which apply subtle and unperceivable perturbations
to input examples and can completely fool the deep learning
model. According to different attack settings, adversarial
attacks have developed various types of attacks, such as
white-box attacks [6] and black-box attacks [7]. There are
also attacks targeting different application scenarios, such
as face recognition [8] and natural language processing [9].
Such attacks seriously threaten the success of deep learning
in practice. The defense of adversarial examples is now an
important and pressing problem.

According to the manipulation objects, we divide the
mainstream defense methods into three categories: (1)

enhancing the robustness of deep learning models by modi-
fying the model itself, (2) detecting adversarial examples by
independent widgets, and (3) removing the perturbations
in adversarial examples directly. Adversarial training [3,
10–12] is now the state-of-the-art approach targeting to
enhance the robustness of deep models. This method works
well in the situation with prior knowledge about attacks yet
could fail when facing unknown attacks. Moreover, attackers
could deliberately design examples targeting the enhanced
models [13, 14].

Some studies are aimed at detecting whether the example
is adversarial or not before accepting its prediction label. For
example, Tao et al. make a hypothesis that DNNs should
rely on human-perceivable attributes alone to make deci-
sions. Even if the invisible attributes play a key role in boost-
ing the DNNs’ accuracy, they are vulnerable to hostile
attacks. They propose an attribute-steered model only based
on human-perceptible attributes and utilize the prediction
inconsistency between the proposed model and the original
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one to detect adversarial examples [15]. The authors of NIC
[16] regard the detection problem as an anomaly detection
problem. They use the clean examples to train a one-class
support vector machine (OSVM) to detect adversarial exam-
ples. However, both of the two detection approaches need to
modify the network structure and retrain.

Other studies propose to build denoisers to deal with
adversarial attacks. The denoisers could filter out the adver-
sarial noises and work as a robustness-enhancing compo-
nent for the original deep model. But more often, this
approach is directly employed as an adversarial example
detector. Feature squeezing [17] is an intuitive denoising
method by squeezing the feature space of input images.
But the performance highly depends on the quality of the
designed squeezing method. MagNet [18] and HGD [19]
propose to train the denoiser composed of an encoder and
a decoder to remove the substantial adversarial noises in
the pictures. Nevertheless, this kind of method may reduce
the quality of input pictures, which lowers the accuracy of
deep learning models. Training is still another tricky prob-
lem. To train a reconstructed network is a skilful and time-
consuming task, especially for images with high resolution.

The development of explainable artificial intelligence
(XAI) [20, 21] provides an opportunity to reconsider the
problem of adversarial examples. Class activation map
(CAM) technology, a visualization method on DNN inter-
pretability, has achieved some positive results [22–26].
Whichever the attack method it is, the essential purpose is
to divert the model’s decision-making attention by adding
disturbance to the input, leading to wrong predictions. Since
the attack changes the provenance of the model’s decision-
making, the visualized interpretation of adversarial examples
must be different, more or less, from that corresponding to
the normal ones. Therefore, the deviation or derivation
thereof could be the critical information to spot malicious
examples. Wang and Gong use the features exacted from
multilayer saliency maps to train a binary classifier for dis-
cerning adversarial pictures [27]. This route requires the
acknowledgment of attacks, like adversarial training. Ye
et al. propose to directly superimpose the Grad-CAM onto
the original image in a specific ratio to mitigate the adversar-
ial perturbations [28]. Yet, the direct addition of Grad-CAM
and the original image essentially shifts the mean of pixels
and changes the brightness of pictures, resulting in an
unnecessary loss of accuracy. Moreover, Grad-CAM itself
also has problems such as false confidence and the need
for the back-propagation interface (a detailed discussion in
Section 3.1.2).

This paper takes the interpretable visualization as the
efficient representation of the deviation between adversarial
examples and benign and proposes a novel framework for
adversarial example detection. Based on our analysis of the
influence of malicious examples on the target model, Gauss-
ian white noise is decorated by CAM to generate the mask,
which is then superimposed on the original image to denoise
the adversarial perturbations. Compared to the state-of-the-
art denoiser conducted in [28] based on XAI, a more logical
and reasonable method is employed to generate the mask.
Besides, a superior CAM, namely, Score-CAM, is utilized

to capture the target model’s attention more accurately and
to tutor the decoration of Gaussian noise. Overall, the
advantages of the proposed framework can be summarized
as follows:

(1) Based on the derivation with explicit semantic mean-
ing, we directly use the random white noise decorated
by Score-CAM to eliminate adversarial features, mak-
ing the proposed framework more explainable

(2) Only inference is needed to compute the Score-
CAM, independent of the computation-intensive
back-propagation, making the proposed framework
friendly to the deploy environments such as intelli-
gent imaging sensors

(3) Since the detection results are determined by the
prediction inconsistency before and after denoising,
the framework can work as an independent compo-
nent without modifying the original DNN structure
or extra training

(4) The proposed framework is inspired by the common
characteristics of various adversarial attacks. It
applies to different attacks without extra data or prior
knowledge about attacks, which lowers the deploy-
ment costs and broadens the applicable scenarios

Extensive experiments are conducted over several repre-
sentative attack algorithms toward different DNN models.
The experimental results show that our approach can always
achieve the highest prediction accuracy and detection suc-
cess rate. The potential of applying XAI to solve complex
adversarial example detection problems is exhibited.

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the related works about deep learning
interpretability and adversarial example detection. In Sec-
tion 3, the idea to design the detection framework is dis-
cussed, and then, the details of the proposed method are
brought out. Experiments in Section 4 verify the effective-
ness of the framework. Finally, Section 5 presents our con-
clusions and prospects.

2. Background and Related Works

2.1. Interpretability of Deep Learning. Deep learning has
achieved great success in many fields [2, 29]. Nevertheless,
the end-to-end learning method, which optimizes a large
number of parameters through the back-propagation of
losses, is similar to a “black box.” It means that deep learning
models lack transparency and interpretability. This is a sig-
nificant drawback in many applications, where the rationale
of models’ decisions is a requirement for trust. Although we
have built algorithms with extremely high accuracy, we can
only get model parameters with unclear meaning in the
end. In other words, the deep model itself contains knowl-
edge, but humans cannot understand it. We want to know
(in our way) what knowledge the model has learned from
the data to make the final decision. Hence, the interpretabil-
ity of deep learning is of great significance to artificial
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intelligence. On the one hand, it is an essential means to
evaluate the safety of artificial intelligence. On the other
hand, it is also conducive to accelerating the promotion of
artificial intelligence applications.

Zhou et al. proposed CAM [30], one of the most repre-
sentative interpretability approaches. CAM is essentially a
heat map that depicts the attention information of deep
learning models. They found that the weights of the classifi-
cation layer, i.e., the fully connected (FC) layer after the
global average pooling (GAP) layer, were highly correlative
to the corresponding categories. Therefore, they propose to
use the information contained in the GAP-based structure
to derive CAM. In their definition, CAM is the linear
weighted sum of the activation maps. For example, consider
the structure that an FC layer follows a GAP layer. Let Ak
denote the k-th channel of activations inputted to the GAP
layer. Wc denotes the weight vector of the last FC layer with
respect to class c, and its k-th element is represented by
Wc½k�. The CAM of class c is defined as

LcCAM =〠
k

αck Ak, ð1Þ

where

αck =Wc k½ �: ð2Þ

Based on the above definition, the calculation of CAM
depends on the specific structure of the FC and GAP layers.
Therefore, a deep model without a GAP layer needs to be
modified and retrained. Moreover, the last convolution layer
is generally of small size. The CAM must always be resized
to the same shape as the input image, leading to coarse spa-
tial information after interpolating.

Grad-CAM generalizes CAM to other models without
GAP layers. The core idea of Grad-CAM is to represent
the fusion weights, α, by gradients. Since the calculation of
gradient is independent to GAP layers, Grad-CAM is appli-
cable in any layer. Consider a convolution layer l and a class
of interest c. The prediction probability of class c is denoted
as Yc. Let Al denote the activations of layer l, while Al

k is the k
-th channel. The spatial shape of Al

k isw
l × hl, wherewl and hl

are, respectively, the width and height of the l-th layer in the
model. The Grad-CAM, denoted as LcGrad−CAM, is defined as

LcGrad−CAM = ReLU 〠
k

αckA
l
k

 !
, ð3Þ

where

αck =
∂Yc

∂Al
k:
: ð4Þ

The fusion weights αck are defined by the element-wise par-
tial derivatives of Yc with respect to Al

k. ReLU is adopted to
remove the negative values. Grad-CAM is applicable not only

for classification problems but also for other models in which
the activation function can be derived.

2.2. Adversarial Example Detection. The goal of adversarial
example detection is to judge if an input image is malicious.
On the basis of whether to modify the input examples, exist-
ing works can be divided into two categories: (1) statistics-
based and (2) denoiser-based.

2.2.1. Statistics-Based Approaches. Adversarial examples are
aimed at distorting the output of their target model. Since
a model commits decision divergence with high probability
when facing a malicious example, there must be a statistical
difference, in the example itself or the process of decision-
making, between adversarial examples and the corresponding
benign ones. The main idea of statistics-based approaches is to
design measurable metrics for the statistical differences
between adversarial and benign examples and make them as
significant as possible. However, this kind of method needs
some prior information, more or less. Nicolae et al. find that
the adversarial examples have more significant reconstruction
errors compared to the clean ones [31]. They take advantage of
CapsNet [32] to reconstruct the input image and train it with
L2 loss between the input and the reconstructed image. After
training, the reconstruction errors of most adversarial exam-
ples are more significant than a threshold. This method works
on MNIST, Fashion MNIST, and SVHN. However, for the
examples with a low distortion level, its result is not satisfac-
tory. NIC [16] treats the detection task as a one-class classifi-
cation (OCC) problem. It utilizes a one-class support vector
machine (OSVM) model to classify the input images. Addi-
tional classification layers connecting to the internal layers of
the original model are trained first to extract extra features,
with which theOSVM can be learned. Thismethod only needs
benign examples for training, requiring no information about
attack algorithms.

2.2.2. Denoiser-Based Approaches. The basic idea of
denoiser-based approaches is to filter out the possible adver-
sarial noise in the image, without destroying the original
semantic information. MagNet [18] uses a reconstruction
network to detect adversarial examples, which is similar to
[33]. The difference is that the reconstruction network is a
combination of an encoder and a decoder. After training
the reconstruction network, the reconstructed image and
the original image are simultaneously fed into the target
model. Then, the Jensen-Shannon divergence (JSD) between
the prediction logits of the two images is calculated. If the
JSD goes beyond a certain threshold, the input image is con-
sidered an adversarial example. The experimental results of
MagNet performed well on small sample size datasets, such
as MNIST and CIFAR-10. However, Russakovsky et al.
found that MagNet failed on ImageNet [34]. They propose
a high-level representation guided denoiser (HGD) [19] for
large images and achieve state-of-the-art results on Ima-
geNet. Xu et al. propose the state-of-the-art denoiser feature
squeezing [17]. The authors consider that the oversized
input feature space is redundant for image classification.
They propose to squeeze the feature space to reduce
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unnecessary information. Three methods are employed for
denoising: squeezing color bits, median smoothing, and
nonlocal smoothing. We believe that the essence of fea-
ture squeezing is to disrupt the original pixel distribution
with minimal destruction of the original semantic infor-
mation. However, the performance depends on artificially
designed filters. Ye et al. propose a detection framework
[28] based on Grad-CAM [22]. In [28], the Grad-CAM
of the input image is superimposed onto the input image
itself with a particular ratio to generate an emphasized
image IE :

IE = I + θ ∗ LcGrad−CAM: ð5Þ

I represents the input image and θ is a hyperpara-
meter. LcGrad−CAM is calculated by formula (3).

Then, the original input image and the emphasized
image are simultaneously fed into the same deep model
to compare their prediction labels. If the prediction results
are not the same, the original input image is considered
malicious.

3. Adversarial Example Detection

In this section, we first explore the problem of deep learning
models from the perspective of adversarial attack and
defense. Based on the discussion, the design philosophy of
our work is put forward. Then, the reasons why Score-
CAM is chosen are discussed. At last, the algorithm frame-
work and its running procedure are described.

3.1. Design Philosophy

3.1.1. Denoising Motivation. Noise in a specific range in
images usually has no harm to the performance of DNNs.
There are already mature skills to enhance the robustness
of DNN models, including data augmentation, transfer
learning, and dropout. A DNN model can be trained to work
well in various scenarios with different noise levels.

However, the situation is different for adversarial exam-
ples. One of the primary principles of attack methodology is
to impact the final output as much as possible by using the
slightest change to the input. The level of adversarial distor-
tion will accumulate along with the depth, which has been
proved by some previous studies [1, 17, 24, 26]. Slight as
the malicious perturbation is, adversarial examples are sensi-
tive to even low-level random noises.

Based on the above discussion, an instinctive idea is to
cover the perturbations with random noise. However,
superimposing the whole image by random noise with no
difference in intensity may cause unnecessary information
loss. Therefore, adding appropriate noise with the slightest
affection to the benign examples’ accuracy becomes the
key to the problem. CAM provides a superior solution for
this problem.

CAM is designed for deep learning interpretability, mak-
ing it a suitable tool to reflect the inside activation state. It
reveals the internal information of deep models by visualiza-
tion method. Given an input image and a class of interest,

CAM draws the heat map that indicates the contribution
of each area (in the input image) to the prediction score.
In other words, it reveals the spatial activation level of a cho-
sen layer. For an unsoiled picture, CAM correctly displays
the activation state w.r.t. the ground truth label. For a malig-
nant image that tutors the target model to make a wrong
classification decision, the deliberate alteration will change
the neurons’ activation mode in the target model. Based on
the mistakenly predicted class, CAM will capture the abnor-
mal activation of neurons and express it through the heat
map. Figure 1 shows the juxtapositions of CAMs from some
benign examples and their corresponding adversarial
examples. The visualization results before and after being
polluted by adversarial perturbations are displayed in three
groups: input images (Figures 1(a) and 1(b)), Grad-CAM
(Figures 1(c) and 1(d)), and Score-CAM (Figures 1(e) and
1(f)). It demonstrates that from the perspective of no matter
Grad-CAM or Score-CAM, the model’s interesting areas are
manipulated by the unperceivable modifications in the
input. For example, Figures 1(c) and 1(e) show that the
attention of the model is on the area of the main objects (a
boy in a go-kart) when the input is original images. But
adversarial noises switch the hot zone to the background
(Figures 1(d) and 1(f)). Hence, we can exploit the difference
of the intermediate information between the unstained and
the antagonistic examples to trim the random noise imposed
on the detected examples.

We propose to denoise the adversarial perturbations by
superimposing the input image with random noise weighted
by CAM in the spatial dimension. More specifically, a ran-
dom Gaussian noise matrix of the same size as the input
example is first generated. Afterward, the noise is dot prod-
uct with the CAM. Finally, the input image (not sure
whether clean) is covered by the noise edited by CAM. Con-
sequently, the region with a higher activation level is embed-
ded with higher-level noise after the above transformation.
For benign examples, noise covered in the interested area,
where the most potential features are located, may lead to
a partial loss of information. Nevertheless, the primary
semantic information cannot be wrecked if the noise level
is controlled to a certain level. The model can still take
advantage of the information in the denoised image to make
decisions. In contrast, if the input is a poisoned example, the
predicted class differs from the ground truth label. CAM will
draw the heat map based on the wrong class, where the acti-
vated area is different from the area with the wealthiest
semantic information. Hence, the edited noise trimmed by
the heat map may slightly affect the original area with
semantic information. But the distribution of the adversarial
perturbations could be distorted more severely. Meanwhile,
note that they are deliberately designed to be as small as
possible.

The first line in Figure 1 can be a more intuitive example
to explain our motivation. As depicted in Figure 1(e), Score-
CAM accurately sketches the bird’s contour that contains
the wealthiest semantic information. If the input is a clean
example (Figure 1(a)), the random noise will cover the bird’s
area in line with the result (Figure 1(e)). The decorated noise
only hinders the classification slightly based on the previous
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discussion. In contrast, as for the adversarial example
(Figure 1(b)), the attack algorithm switches the high-light
zone to the pixels of grassland (shown in Figure 1(f)).
When this contaminated example is fed into our frame-
work, the background region is full of emphasized Gaussian
noise. Nevertheless, the principal entity, a bird, is barely
influenced because we trim the noise’s value according to
the Score-CAM.

Section 3.2.1 will hand out a more detailed description of
the proposed detection framework.

3.1.2. Choice of CAM.Most methods for extracting CAM are
based on gradient. However, gradient-based methods have
flawed characteristics and disadvantages to reveal the real
attention of DNN models. First, for a DNN model with
dozens of layers, gradient vanishing caused by activation
functions cannot be ignored. For example, there is the
inconsistency of gradient caused by the flat zero-gradient
interval in the ReLU function, one of the most used acti-
vation functions. The inconsistency could bring about
high-frequency spatial noises while computing the output

gradient for an internal activation map. Second, the gradi-
ent is likely to conduct false confidence due to gradient
saturation. The area highlighted by the gradient does not
always contribute proportional confidence to the result.
This phenomenon is discovered by [26]. Last but not least,
most real-world deployment environments, e.g., edge com-
puting environments [35], cannot support the gradient
computation of deep models. Moreover, neural network
quantization is also widely utilized for deep model deploy-
ment, resulting in higher complexity and more significant
error in computing gradient. The above facts mean that
gradient-based techniques, like Grad-CAM, are not univer-
sally applicable.

Score-CAM [26] adopts gradient-free method to design
the fusion weights, i.e., α. It introduces the concept of
channel-wise increase of confidence (CIC) to measure the
importance of the activation map in each channel. It utilizes
the image masked by the activation in each channel to com-
pute CIC. The linear sum of activations weighted by CIC is
further calculated. Given a DNN model and a class of inter-
est c, the function Yc = f ðXÞ takes an image X and outputs a

(a) (b) (c) (d) (e) (f)

Figure 1: Visualization results: (a) original image; (b) adversarial example; (c) original Grad-CAM; (d) adversarial Grad-CAM; (e) original
Score-CAM; (f) adversarial Score-CAM.
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scalar Yc that represents the output probability for class c.
Let Al denote the activation of the l-th convolutional layer,
and Al

k denotes the k-th channel of Al. The Score-CAM of
class c is formulated by two steps:

(1) Computing CIC

Considering a known baseline input Xb, the contribution
of Al

k towards Y
c is defined as

C Al
k

� �
= f X ·Hl

k

� �
− f Xbð Þ, ð6Þ

where

Hl
k = norm Up Al

k

� �� �
: ð7Þ

In this paper, Xb is a zero matrix with the same size of X.
UpðAl

kÞ denotes upsampling Al
k to the same spatial size as

original input X. norm ð∙Þ is a min-max normalization func-
tion that limits the raw activation values in ½0, 1�.

(2) Computing Score-CAM

In the process of calculating Score-CAM, CðAl
kÞ is the

weighted mask for k-th channel. By applying the weighted
masks to the original activation maps, we can get the
Score-CAM:

LcScore−CAM = ReLU 〠
k

C Al
k

� �
·Al

k

 !
: ð8Þ

The ReLU function is used for the disturbance of irrele-
vant pixels on the activation map.

In the experiments conducted by [26], Score-CAM per-
forms better than Grad-CAM [22] and Grad-CAM++ [23]
in no matter the visualization of the heat map or the quan-
titative evaluation. The visualized results of these two CAM
methods are depicted in Figure 1. Figures 1(c) and 1(e),
respectively, show the results of Grad-CAM and Score-
CAM. Score-CAM can always highlight the main objects
and suppress the noise in the background area, while
Grad-CAM obtains the inaccurately activated heat map on
most occasions. Combining the above analysis, we believe
that Score-CAM can play a better role than the methods
based on the gradient in the adversarial defense.

3.2. Detection Framework Design

3.2.1. Detecting the Adversarial Examples. At present, we
have obtained the activated map containing the attention
information of the model. The next question is how to use
this information to distinguish out the vicious examples.

Our approach is to denoise the adversarial perturbations
with decorated noise. We depict the detection framework in
Figure 2.

The computation process of the denoised image I∗ from
an original image I can be formulated as:

I∗ = I +N · LcScore−CAM: ð9Þ

First, we generate a noise matrix N with the same shape
as I. Then, we compute the weighted noise by dot-
multiplying the noise matrix N and the Score-CAM of I
w.r.t. the class of interest c, i.e., LcScore−CAM. In this paper,
we adopt the class with the highest predicted probability as
the class of interest, and the Score-CAM is default resized
to the same shape as the input image and the noise matrix.
Last, the weighted noise and original image are added to
generate a new image I∗ called edited image. Here, we
directly trim the pixel values beyond [0,255]. We utilize ran-
dom Gaussian noises with zero mean value and an adjust-
able standard deviation σ.

This method introduces randomization to the defense
side to lower the possibility of being bypassed by targeted
malicious attacks. Besides, it does not shift the mean value
of the original pixels’ distribution and does not severely
degrade the prediction accuracy of the models.

The last part of the detection framework is the mecha-
nism of result determination. Based on the discussion in Sec-
tion 3.1, noise with a limited level only weakly affects the
recognition of the benign example. On the contrary, weak
noises can lead to the failure of adversarial perturbations
since they are designed to be as unperceivable and tiny as
possible. The prediction results of the original image I and
the edited image I∗ will be compared to judge if I is adver-
sarial. If the two images correspond to different prediction
labels, the original image I is determined an adversarial
example. On the contrary, consistent prediction of the two
images hints at a clean example.

3.2.2. Setup for Score-CAM. Different attack algorithms
behave differently in altering input pictures and manipulat-
ing cells. Some adversarial algorithms such as Linf attacks
limit the magnitude of changed pixels rather than pixel
numbers. Malicious examples tend to activate large numbers
of neurons abnormal to the actual labels. By accumulating a
considerable amount of tiny deviations, qualitative change
happens and the prediction label changes. On the contrary,
L0 attacks limit the number of pixels modified. They tend
to exploit a few amplifier paths and lead to a decisive change
in deeper layers. Most attacks exploit both aforementioned
ways, such as L2 attack, which constrains the total change
using the Euclidean distance to produce more unperceivable
perturbations. For both Linf and L0 attacks, the shallow
layers in the target model often do not accumulate signifi-
cant adversarial disturbances. The drastic changes may
occur in a deeper layer. Therefore, shallow layers are not
the ideal targets for extracting CAM in our work.

In the process of calculating Score-CAM, activation
maps are upsampled to the same spatial size as the input
image. After that, the resized activation maps will be used
as the mask onto the input image. However, it is a “first-
line therapy” to reduce the spatial size along the inference
direction when designing a convolution network. For
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example, the size of activation maps in the last convolution
layer of ResNet50 is 7∗7 while inputting an image with the
size of 224∗224. According to formula (8), the output size
of Score-CAM is dependent on the spatial size of the l-th
layer’s activation map. So, the size of Score-CAM is usually
smaller than the input image. However, the Score-CAM
will be resized to the shape of the input image according
to formula (9) by using the interpolation algorithm (near-
est-neighbor interpolation in our implementation). There-
fore, the spatial information is too coarse for extracting
Score-CAM if we use the activation map from the very
deep layers.

After the above discussion, we can conclude that the
layers in the middle of a model are most appropriate for
our framework. The specific layer names and the size of
the activation maps are listed in Table 1. We also conduct
an ablation experiment to verify our inference in Section 4.3.

4. Evaluation

In this section, we conduct experiments to evaluate the effec-
tiveness of the proposed detection framework.

4.1. Implementation Details

4.1.1. Dataset and Models. We conduct experiments on
ILSVRC2012 samples from ImageNet [34], one of the most
representative colored image datasets for computer vision
tasks. Several prevalent DNNs are chosen as the target
models, including ResNet50, ResNet101, DenseNet201,
Xception, and InceptionV3. They are recently the most pre-
vailing architectures and are used as backbone networks in
all kinds of computer vision tasks, such as face recognition,
semantic segmentation, and object detection. The pretrained
model weights and preprocessing API come from Keras.

Original imageScore-CAM

Random noise Weighted noise

+

Edited image⁎

Deep
model =

Original label

Edited label⁎

Benign

Adversarial

No

Yes

×

Figure 2: Detection framework based on Score-CAM-decorated noise.

Table 1: Details of target models.

Models
Attack success rate (%) Model accuracy

(%)
Layer name for

CAM
Activation
shapeBIM (Linf ) PGD (L2) PGD (L1) FGSM (Linf ) CW (Linf ) CW (L2)

ResNet50 93.34 92.28 91.07 93.19 90.32 92.05 68.08
conv3_block4_

out
28∗28∗512

ResNet101 92.05 89.76 88.70 93.19 91.42 88.70 69.98
conv3_block4_

out
28∗28∗512

DenseNet201 94.15 92.44 96.01 92.30 92.15 91.97 74.49 pool3_relu 28∗28∗512

Xception 91.83 90.76 90.63 89.75 94.78 92.50 77.52
block4_

sepconv2_act
37∗37∗728

InceptionV3 92.68 94.26 91.05 90.34 95.72 88.90 76.28 mixed2 35∗35∗288
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Eight-bit images are converted to float matrixes. Afterward,
the alterations in our experiments are directly conducted
on these matrixes with restricted values from 0 to 255.

4.1.2. Attack Setup. The adversarial examples are generated
based on the images which are correctly classified by the tar-
get models from ILSVRC2012-val. For each target model
and each attack algorithm, we select 500 successful adversar-
ial examples and the corresponding original images as the
test data.

In other words, every detection experiment is conducted
on a test set containing 500 benign examples and 500 corre-
sponding adversarial examples.

Our experiments are conducted with several representa-
tive white-box adversarial attack algorithms: FGSM [3], BIM
[36], PGD [10], and CW attacks [6]. Attacks with different
norms are also taken into consideration. In this paper, we
adopt untargeted attacks for our experiments.

Low-level disturbance for adversarial examples is one of
the development targets. To avoid generating coarse adver-
sarial image examples, we tune the hyperparameters of
attacks carefully and keep the attack success rate around
90%. We adopt the implementations from the ART library
[31]. The details of the attacks and target models are listed
in Table 1.

4.2. Adversarial Example Detection. Table 2 shows the exper-
imental results on adversarial example detection of the pro-
posed method (weighted noise (WN) with Score-CAM,
written as Score-CAM+WN for abbreviation) versus the
state-of-the-art method (emphasized image (EI) with
Grad-CAM, written as Grad-CAM+EI for abbreviation)
proposed by Ye et al. [28]. For the completeness of the
experiment, we also introduce two other ablation experi-
ments, i.e., Score-CAM+EI and Grad-CAM+WN. The
hyperparameter σ denotes the standard deviation of Gauss-

ian white noise employed only in WN, and θ is the propor-
tion of CAM emphasized to an image used only in EI.

For all the above methods, editing the input examples
disturbs the original pixel distributions, leading to accuracy
degradation on the original benign examples. This accuracy
is called Original Samples Prediction Accuracy (OSPA). In
our experiments, OSPA is 100% when the hyperparameter
σ or θ equals zero. It is because the chosen examples are
not edited at this time, and all of them can be correctly clas-
sified. OSPA will decrease along with the increase of σ or θ.
To fairly compare the effectiveness of different approaches,
OSPA is adjusted to 90% (±0.5%) for different experiments
by tuning σ or θ of the corresponding method.

The experiments consist of 30 groups: 6 attacks ∗ 5
models. The left-most column shows the attack name and
its norm type. For example, CW (L2) indicates the Carlini
and Wagner attack with L2 norm. The top row shows the
names of the six target models. We demonstrate three values
for each experiment: hyperparameter, adversarial example
accuracy (adversaries’ accuracy), and detection success rate
(success rate). The detection success rate is the percentage
of the examples with different prediction labels before and
after being edited in 500 adversarial examples. Adversarial
example accuracy is the prediction accuracy of adversarial
examples after being denoised.

Since random noises are introduced into the detection
framework, the results are not the same for each time.
Therefore, 10-fold testing is applied in the WN method.
For each experiment introducing random noises, the final
result is the average value of 10 times repeat.

As shown in Table 2, except for the FGSM attack, the
detection success rate of the proposed method reaches more
than 60% in most cases. When facing FGSM attacks, there is
a drop in the success rate. We believe that the FGSM attack
is relatively coarse. So greater distortion level (greater step
size) is needed to maintain the attack success rate of 90%.

Table 3: Defense performance comparison between layers.

Layer name
Activation
shape

BIM (Linf ) PGD (L2)
Hyperparameter

(σ)
Adversaries’
accuracy

Success
rate

Hyperparameter
(σ)

Adversaries’
accuracy

Success
rate

conv1_relu 112∗112∗64 33.28 47.97% 57.40% 25.82 45.80% 53.64%

conv2_block3_out 56∗56∗256 31.54 51.38% 59.67% 27.89 47.54% 55.28%

conv3_block4_out 28∗28∗512 31.86 53.28% 62.48% 30.83 50.80% 58.97%

conv4_block23_out 14∗14∗1024 23.67 50.24% 56.59% 22.24 50.38% 57.24%

conv5_block3_out 7∗7∗2048 26.14 37.97% 44.63% 19.95 38.06% 43.62%

Table 4: Comparison of different OSPA.

BIM (Linf ) PGD (L2)
Hyperparameter (σ) OSPA Adversaries’ accuracy Success rate Hyperparameter (σ) OSPA Adversaries’ accuracy Success rate

113.83 59.75% 51.60% 86.01% 113.73 60.00% 51.54% 85.38%

88.92 70.06% 57.18% 82.76% 83.96 70.06% 57.12% 82.18%

54.32 80.31% 61.96% 76.38% 51.42 80.13% 60.32% 73.46%

31.86 90.04% 53.28% 62.48% 30.83 89.94% 50.38% 58.97%

18.66 95.09% 36.69% 42.70% 19.00 94.87% 37.50% 42.12%
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To maintain the attack success rate of 90% in our experi-
ments, greater step size is adopted and higher-level distortion
is added. The decorated weighted noises with the same σ or θ
could not decompose the adversarial perturbations.

The very noticeable point is that the proposed method
(Score-CAM+WN) achieves a higher success rate than the
baseline (Grad-CAM+EI) in almost all the cases. Even in
the experiments where the proposed method has poorer per-
formance (CW (L2) and Xception), its gap to the best is
insignificant. It proves that the proposed method is more
sensitive to adversarial examples. Score-CAM always per-
forms better by comparing the results of the same CAM type
but the different superimposing methods. By comparing the
results of the same superimposing method but different
CAM types, WN always performs better. The data of adver-
sarial examples accuracy shows a similar pattern.

Considering that no training is carried out before
deployment, the proposed method achieves quite impressive
results. Furthermore, it works for different attacks and vari-
ous models, demonstrating its generality.

4.3. Choice of Layer. In this section, we validate the analysis
and discussion about different layers in Section 3.2.2. Activa-
tions from different layers are utilized to generate Score-
CAM. Furtherly, the images are edited by WN. ResNet101
is chosen as the target model. The adversarial examples are
produced by BIM (Linf ) and PGD (L2), as described in
Table 1. Five layers are picked out for this evaluation. Each
layer is the output of the last one in the bottleneck blocks
with the same shape. For example, there are four bottleneck
blocks with an output shape of 28∗28∗512: conv3_block1 to
conv3_block4, and conv3_block4 is the last one.

As shown in Table 3, conv3_block4_out with the output
shape of 28∗28∗512 performs best. The defense results rise first
and then descend along with the reduction of the spatial size.
It is fully in line with our previous analysis in Section 3.2.2.

Another noticeable phenomenon is that σ descends with
shrinking spatial size, in general. Since we keep the OSPA at
90% for all experiments, this phenomenon indicates that a
lower noise level is needed to maintain OSPA when using
Score-CAM with a smaller spatial size.

4.4. The Trade-Off between OSPA and Success Rate. In this
section, we provide a survey of the relationship between
OSPA and detection success rate. The adversarial examples
are still produced on ResNet101 by BIM (Linf ) and PGD
(L2). The attack configuration is the same as described in
Table 1. As shown in Table 4, our method reaches more than
a 42% success rate at the OSPA of 90% for both BIM and
PGD attacks. The success rate improves along with the
descend of OSPA. However, the accuracy of adversarial
examples first increases and then decreases. Decorated noise
added to contaminated images can mitigate the adverse
effects of adversarial perturbations. Hence, the adversaries’
accuracy increases first. However, DNN can only filter out
random noise within a certain limit. When the noise power
is too large, the original semantic information will be
wrecked. This leads to a drop in the adversaries’ accuracy.

5. Conclusion

In this paper, we propose a gradient-independent adversarial
example detection framework based on the technique of
deep learning interpretability. Based on the discussion, we
conclude that adversarial examples are sensitive to random
noise while clean ones are not. We cover the perturbations
with decorated random noise by taking advantage of this
property. The random noise is decorated based on the
example-wise Score-CAM to emphasize the area where the
target model really focused and to eliminate unnecessary
accuracy loss. Extensive experimental results show that the
proposed framework can always achieve the highest predic-
tion accuracy and detection success rate compared with pre-
vious works. We further make ablation experiments to
explore the impact of Score-CAM from different layers and
find that the middle layer of models is most suitable to
extract Score-CAM. In addition, we also investigate the
trade-off between clean data accuracy and detection success
rate. We believe that our framework can be easily updated
when more accurate and efficient saliency map methods
emerge.
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