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3Department of Physics and Mathematics, Universidad de Alcalá, Alcalá de Henares, Spain
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Channel bonding is a technique first defined in the IEEE 802.11n standard to increase the throughput in wireless networks by
means of using wider channels. In IEEE 802.11n (nowadays also known as Wi-Fi 4), it is possible to use 40MHz channels
instead of the classical 20MHz channels. Although using channel bonding can increase the throughput, the classic 802.11
setting only allows for two orthogonal channels in the 2.4 GHz frequency band, which is not enough for proper channel
assignment in dense settings. For that reason, it is commonly accepted that channel bonding is not suitable for this
frequency band. However, to the best of our knowledge, there is not any accurate study that deals with this issue thoroughly.
In this work, we study in depth the effect of channel bonding in Wi-Fi 4 dense, decentralized networks operating in the
2.4 GHz frequency band. We confirm the negative effect of using channel bonding in the 2.4 GHz frequency band with 11
channels which are 20MHz wide (as in North America), but we also show that when there are 13 or more channels at hand
(as in many other parts of the world, including Europe and Japan), the use of channel bonding yields consistent throughput
improvements. For that reason, we claim that the common assumption of not considering channel bonding in the 2.4 GHz
band should be revised.

1. Introduction and State of the Art

)e huge increase of wireless devices competing for the
limited wireless bandwidth [1] has attracted the attention of
researchers, since it is an increasingly complex problem.
Especially in the case of the 2.4GHz band, where a greater
number of devices and protocols coexist, and in dense,
decentralized settings such as residential buildings, we find
very inefficient bandwidth usage situations [2]. )e com-
munity is addressing this challenge in a twofold manner.
Some researchers focus on new standards and specifications
for high-efficiency wireless local area networks (HEWs) [2].
Others, however, focus on improving the centralized or
decentralized coordination of devices and networks using
the existing standards.

In the latter case, channel assignment techniques aim to
optimize the distribution of channels among the transmit-
ting devices, thus decreasing interference and increasing
throughput [3–8]. An additional possibility, which exists
since the IEEE 802.11n standard (Wi-Fi 4), is the use of
channel bonding, which consists of using channels that are
wider than the standard 20MHz to achieve higher perfor-
mance (higher bandwidth would allow for higher trans-
mission rates, thus increasing throughput). A number of
channel bonding techniques have been proposed in the
literature for the different IEEE 802.11 standards [9–11]. We
are especially interested in the standard IEEE 802.11n in the
2.4GHz band. However, the general consensus is that using
channel bonding in the 2.4GHz band is not beneficial, since
the interference due to the use of wider overlapping channels
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jeopardizes the theoretical advantage of having higher
maximum bit rates [12]. Consequently, most studies assume
other bands such as the 5GHz band [13–16], and the more
recent ones generally assume dynamic channel bonding
schemes for the 802.11ax standard [11,17].

Nevertheless, in our opinion, the possibilities of static
channel bonding in the 802.11n 2.4GHz have not been
properly analyzed in the literature. Since most of the papers
mentioning the limitations of channel bonding in this band
directly focus on other bands or technologies (i.e., the
2.4GHz band is not the focus of the paper), they either state
these limitations as a matter of fact, not citing any study to
back up the claim [18] or cite other papers which, in turn,
state such limitations without the backup of an academic
study [12,15,16,19]. )ere are some references to industrial
white papers such as [20], but there the North American 11-
channel 802.11 spectrum is assumed, although there are
many regions in the world (e.g., Europe or Japan) where
more channels are available. Furthermore, some studies
directly assume the use of orthogonal channels, and
therefore they do not consider interferences between adja-
cent channels [21], or they use only one wireless station
(STA) per access point (AP) [10], while it has been shown
that both interference between adjacent channels and STA
number and precise placement may have a significant effect
on throughput [22]. Taking this into account, we believe that
the aforementioned consensus about the goodness of
channel bonding in the 2.4GHz band should be revised, as it
is based on former studies [23–25] that concluded that
channel bonding causes more harmful problems than it
solves but these studies do not represent the density of
current Wi-Fi networks.

In this paper, we study the effect of channel bonding in
dense, decentralized Wi-Fi 4 scenarios, such as a residential
building. )e paper contributions can be summarized as
follows:

(i) We describe a graph-based scenario model for Wi-
Fi 4 dense decentralized networks, using realistic
indoor signal propagation and interference models,
as well as the precise location and interference
between all wireless devices (both access points
(APs) and stations (STAs)), in order to compute the
throughput. To the best of our knowledge, this is the
first time that such an accurate model is used in the
context of channel bonding (Section 2).

(ii) We provide a three-dimensional realistic setting for
a decentralized Wi-Fi 4 deployment in a residential
building. For this setting, we generate 60 scenarios
for different STA densities and placements (Section
2.1).

(iii) We conduct an in-depth evaluation with the
aforementioned model and setting, first for the
classic 11-channelWi-Fi 4 settings (as in, e.g., North
America) and then for 13-channel Wi-Fi 4 (as in,
e.g., Europe) (Sections 2.3 and 2.4).

Our results show that, on average, the use of channel
bonding in an 11-channelWi-Fi 4 setting yields a decrease in

performance, although there may be some clusters of STAs
reaping significant benefits at the expense of the others,
which yields fairness concerns. )is essentially matches the
premises and conclusions in the consensus about channel
bonding so far. However, for the 13-channel setting, our
results show a consistent advantage of using channel
bonding, contrary to the previous belief. )e potential
fairness issues remain, which opens interesting avenues for
future work as we discuss in Section 4.

2. Wi-Fi 4 Network Model

2.1. Wi-Fi Networks. IEEE 802.11 networks, commercially
known as Wi-Fi, are the most widespread technology to
deploy wireless local area networks (WLANs). AlthoughWi-
Fi networks can operate in ad hoc and infrastructure modes,
in this work we focus on the infrastructure mode, as it is the
most widely used. In this operating mode, all the commu-
nications occur between access points (APs) and their as-
sociated stations (STAs), so if two STAs want to
communicate to each other, this communication must go
through an AP.

One of the main features of Wi-Fi networks is that this
type of networks operates in unlicensed frequency bands.
Among these frequency bands, we can highlight the spec-
trum around 2.4GHz and the spectrum around 5GHz.
Although the 5GHz band offers higher bandwidth and
throughput, the 2.4GHz is still the most widely used fre-
quency band due to its better coverage and its compatibility
with more legacy equipment. To overcome the limitations in
bandwidth, Wi-Fi standards have proposed the use of wider
frequency channels, which is called channel bonding. More
specifically, IEEE 802.11n (Wi-Fi 4) proposes the use of
40MHz channels instead of the classic 20MHz ones. Later
standards open the possibilities of channel bonding to other
bands and wider channel widths, up to 160MHz. In this
paper, we will focus on the Wi-Fi 4 standard in the 2.4GHz
band.

2.2. Graph Modeling. To evaluate the effect of channel
bonding in dense Wi-Fi networks, we make use of graph
models that accurately represent the peculiarities of this type
of networks. In fact, our models represent a set of inde-
pendent Wi-Fi networks spatially distributed and modeled
using geometric graphs. A graph can be defined as a set of
vertices V and a set of edges E between them,
E⊆ (u, v)|u, v ∈ V{ }. In our case, we consider geometric
graphs, because the spacial positions of both APs and STAs
(which will be the two kinds of vertices in our graphs) have a
strong influence in the performance of the network [22]. In
our graph model, we will also have two types of edges, one
type representing the association between STAs and APs and
the other type representing the interfering signals between
wireless devices of different networks. To model interfer-
ences, we use an activity factor to account for the fact that
STAs and APs do not transmit continuously, and we assume
higher ψ for APs. Although in this paper we consider 3D
graphs, for the sake of an easier visualization, Figure 1 shows
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a 2D example of the Wi-Fi layout for a single floor of a
building, composed of 8 flats, 8 APs (one AP per flat), and 24
STAs (3 STAs per AP). We represent the APs as green circles
and the STAs as black squares. Regarding edges, black
segments represent the associations between APs and STAs,
while red segments represent the interfering signals.

We have made use of a graph-based model for the fol-
lowing reasons. Although we have used discrete event sim-
ulators in the context of wireless networks in the past [26], we
have noted that those papers that study denseWi-Fi networks
using simulation are difficult to replicate, especially because of
the effect of the interferences between adjacent channels [27],
which are not negligible at all in denseWi-Fi settings. For that
reason, we chose a graph model that can capture a high
number of Wi-Fi network features (not with the precision of
simulation models) but is faster and easier to replicate and to
use by other researchers for comparison.

2.3. Propagation, Interferences, SINR, and 0roughput
Computation. Once we have the graph that represents the
Wi-Fi layout, we must define how we can compute the
achieved throughput for each STA. First of all, it is important
to emphasize that the geometry of the problem defines the
distances of the different Wi-Fi elements, so with a proper
propagation model, we will be able to compute the received
signals from the different Wi-Fi elements, being either the
desired signal or, mostly, interferences. As we focus on
indoor Wi-Fi environments (dense Wi-Fi networks are
usually indoor networks), we have used the propagation
model defined by the ITU-R in the Recommendation
P.1238-10 [28], as it assumes that STAs and APs are in the
same building, which will be our testing scenario. Moreover,
the ITU-R propagation model also considers losses across
different building floors. In [28], propagation losses (in dB)
are defined by

Ltotal � 20log10 f − 28 + Nlog10 d + Lf(n), (1)

with f being the frequency expressed in MHz, N the dis-
tance power loss coefficient, d the distance in meters, and
Lf(n) the floor penetration factor when signal goes across n

floors. For the 2.4GHz frequency band, [28] defines N � 28
in residential environments, although it is admitted that
propagation through walls increases this value considerably.
)erefore and according to [29], we have considered N � 28
when d< 16 meters and N � 38 for d≥ 16 meters. Finally,
according to [28], the losses across two floors when using
concrete are 10 dB, so we have considered Lf(n) � 10n.

After computing the propagation losses, we can compute
the signal power (expressed in dBm) received by an AP or
STA i from another Wi-Fi element j as

P
j⟶ i
r � P

j
t + Gj + Gi − Ltotal, (2)

where P
j
t represents the transmission power of j (in dBm)

and Gj (or Gi) stands for the transmission (or reception)
antenna gain (in dB).

Next, we explain how we compute in the model the
interferences received at a device i. In general, a device i will
receive interferences from all the transmitting devices in
the whole network, excepting from the devices that belong
to its same cluster, as their communications are coordi-
nated and do not interfere. Note that a cluster defines the
set made by an AP and all its associated STAs.)e power of
the interfering signal received at device i from device j

(Ij⟶i) will be the power of the received signal from j, i.e.,
P

j⟶ i
r . However, the interference will only be relevant to

the device i to the extent that there is an overlap between
the spectrum masks (in the frequency domains) as the
communications between devices from the same cluster are
coordinated and do not interfere. )e model accounts for
this overlap by means of parameter κ. If both channels are
the same, we will consider a total overlap and κ � 1. On the
contrary, if both channels do not collide in the spectrum
(orthogonal channels), we will have κ � 0. Finally, if both
channels partially collide, we will consider values of κ
ranging from 0 to 1. In addition, we must also consider that,
to account for the interference produced from device j to
device i, device j is not making use of the spectrum
continuously, from a temporal point of view. )at behavior
is considered by means of the activity factor ψ introduced
in Section 2, which can be either ψAP or ψSTA depending on
whether the interfering source is an AP or a STA, re-
spectively. In a sense, factor ψ represents the CSMA/CA
(Carrier Sense Multiple Access with Collision Avoidance)
behavior of Wi-Fi networks. Some works [30] have
modeled it as a Continuous Time Markov Chain (CTMC),
concluding that when a STA or AP wants to transmit a
packet with probability PSTA (or PAP, respectively), it will
succeed with probability Ps. For that reason, ψAP can be
computed as ψAP � PAP · Ps, and, equivalently,
ψSTA � PSTA · Ps. As an AP is expected to transmit with a
higher probability than STAs, PAP >PSTA, and therefore
ψAP >ψSTA. In summary, we can compute the interference
produced by a device j to a device i (Ij⟶i), in a linear scale,
by considering the power of the received signal (P

j⟶ i
r ),

the frequency overlap of their transmission/reception
channels (κ), and the activity factor that accounts for the
fraction of time during which the interference is being
produced (ψ):

Figure 1: Example of Wi-Fi networks modeled with a graph.
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I
j⟶i

� P
j⟶ i
r · ψ · κ. (3)

From the computation of the desired signal and all the
interferences, for a specific STA, it is straightforward to
compute the Signal-to-Interference-plus-Noise Ratio
(SINR), as it is the quotient of the received power of the
signal from its associated AP divided by the sum of the
power of all the interfering signals plus the thermal noise.
Note that the thermal noise depends on the channel
bandwidth, so we consider its value to be −101 dBm for
20MHz channels and −98 dBm when using channel
bonding (with 40MHz channels).

Finally, to compute the downlink throughput perceived
by a STA, we must use the SINR together with the mod-
ulation and coding scheme (MCS) used. Depending on the
SINR, Wi-Fi 4 [31] defines a specific MCS to be used, which
in turn determines the throughput achieved by the STA. As
the SINR is higher, it is possible to use modulations with a
higher number of bits per symbol and coding schemes with
less redundancy. )ese predefined MCSs, together with the
throughput of each MCS for 20MHz and 40MHz channels,
as defined in the standard [31], are shown in Table 1.
Moreover, the table also shows the different SINR thresholds
that determine the use of a specific MCS, according to [32].

2.4. Channel Assignment. One of the main configuration
challenges in Wi-Fi networks is the choice of the channel to
operate in, as defined in Section 1. )ere have been many
works [3,33–35] focused on channel assignment for different
Wi-Fi networks. However, channel assignment in uncoor-
dinated Wi-Fi networks is usually based on a local decision
based on using the channel where the perceived interference
power is minimal [36], so this will be the channel assignment
technique considered in this work. More specifically, in the
channel selection algorithm, we have considered that each
AP periodically scans the spectrum and chooses the channel
where it detects the minimum power of interfering signals.
)is procedure operates asynchronously among the APs
changing the order in which the different APs scan the
environment. Note that this channel selection procedure
represents the usual situation when a user sets up his/her AP
leaving the channel selection to a decision of the AP, typ-
ically using the option called “Auto” instead of forcing the
use of a specific channel. Moreover, as is commonly accepted
and as has been suggested in previous works like [22], we
restrict the possible channels to be used to the orthogonal
channels, so they do not interfere with each other. However,
the width of the 2.4GHz in North America does not allow to
use two 40MHz channels that are totally orthogonal (i.e.,
nonoverlapping), so we have considered a case where there is
some interference between the most separate channels in the
spectrum. )is will be described in detail in Section 3.3.

3. Performance Evaluation

In this section, we provide an in-depth evaluation of channel
bonding inWi-Fi 4 when operating in the 2.4GHz frequency
band. After a description of the real-world model we have

considered, we perform a validation of the model using the
well-known ns-3 simulator [37]. )en, we study channel
bonding in two different settings. First, we consider the
spectrum that can be used in North America, consisting of
11 channels with 20MHz width each. For the sake of
simplicity, we will name this setting 2.4 GHz USA. Second,
we consider the setting where there are 13 possible channels
in the frequency band, as in many parts of the world in-
cluding Europe. We will name this last setting 2.4 GHz
Europe. Finally, we conduct an analysis of fairness when
using channel bonding.

3.1. Experimental Setting. )e evaluation of channel
bonding has been performed in a three-dimensional re-
alistic setting that represents a five-floor residential
building. )is scenario is a typical example of a dense
uncoordinated Wi-Fi 4 network. )e dimensions of the
building are 40 × 30 × 15 meters (respectively, length,
width, and height; thus, each floor has a height of 3meters).
Each floor has 8 different flats in a 4 × 2 arrangement.
Regarding the distribution of Wi-Fi networks, we consider
that each flat has a single AP and a number η of STAs
attached to that AP. Note that all the STAs from a flat are
attached to the AP from the same flat, which can be the
closest AP or not. Moreover, we have considered a wide
range of density of STAs in this setting, ranging from η � 1
STA per AP to η � 12 STAs per AP.)e position of each AP
and associated STAs is limited to its flat, with its position in
the x- and y-axis being randomly distributed according to a
uniform distribution. However, in the z-axis, each AP and
each STA is randomly distributed with a normal distri-
bution with a mean of 1.5 meters and a standard deviation
of 0.5 meters, bounded to the limits of the floor. To sum up,
all the scenarios under study consist of 8 × 5 � 40 flats and
their corresponding 40 APs and a number of STAs ranging
from 40 (when η � 1) to 12 × 40 � 480 (when η � 12).
Finally, for each specific layout, we have considered 5
different settings to account for the randomness in the
deployment of the differentWi-Fi elements, for a total of 60
scenarios. Figure 2 shows a graphical representation of two
of the scenarios under study, where, for the sake of clarity,
we only show the association between APs and STAs.

Finally, Table 2 defines the values used for the main
parameters needed to compute the throughput, which in all
cases are typical or reasonable values.

3.2. Model Validation. For validation purposes, in this
section we include a comparative evaluation of the results
obtained using our proposed model with respect to the
equivalent results obtained using a discrete event simulator.
More specifically, we have chosen the well-known ns-3
simulator [37]. )e reference setting for this validation
consists of a single AP and a single STA (attached to that AP)
positioned at different distances. As our model computes the
highest reachable throughput that a STA is able to obtain, in
the simulator we have considered a greedy traffic source that
emits UDP datagrams with a rate higher than the maximum
throughput that the technology permits. To make the results
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comparable, we have used in ns-3 the same indoor propa-
gation model, i.e., ITU-R P.1238-10, and we have configured
theWi-Fi manager in the simulator according to the settings
used in our experiments.

)e validation of our model has been conducted in a
two-step procedure. First, at the physical level, we compare
the received SINR, as is shown in Figure 3. We can see that
both curves totally coincide, validating that our model and
the ns-3 simulator obtain the same SINR. As a second step,
we study the throughput obtained by the STA with our
model and the simulator, as is shown in Figure 4. In that
figure, we notice that the shapes of the curves coincide in
both cases. However, there is a clear offset between both

curves. )is behavior is due to the fact that our model
measures the physical throughput, while ns-3 computes the
throughput at the application layer (usually called goodput),

(a) (b)

Figure 2: Examples of scenarios. (a) η� 4. (b) η� 8.

Table 2: Summary of parameters.

Parameter Value
Pt 30mW
Gt 0 dB
Gr 0 dB
ΨAP 0.5
ΨSTA 0.1

Table 1: Relation between MCS, SINR, and throughput in Wi-Fi 4 with mandatory 800 ns guard interval (GI) [31].

MCS index Modulation scheme Coding rate )roughput for 20MHz (Mbit/s) )roughput for 40MHz (Mbit/s) SINR range
(dB) [32]

0 BPSK 1/2 6.5 13.5 [6.8, 7.9)
1 QPSK 1/2 13.0 27.0 [7.9, 10.6)
2 QPSK 3/4 19.5 40.5 [10.6, 13.0)
3 16-QAM 1/2 26.0 54.0 [13.0, 17.0)
4 16-QAM 3/4 39.0 81.0 [17.0, 21.8)
5 64-QAM 2/3 52.0 108.0 [21.8, 24.7)
6 64-QAM 3/4 58.5 121.5 [24.7, 28.1)
7 64-QAM 5/6 65.0 135.0 > 28.1
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Figure 3: SINR obtained by our proposed model and by the ns-3
simulator.
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with the difference between both values being the overhead
introduced by the different layers of the protocol stack. )at
is the reason of measuring a higher throughput in ourmodel,
although both throughput measures coincide.

3.3. Channel Bonding in the 2.4 GHz USA Frequency Band.
In this section, we evaluate the effect that channel bonding has
on the throughput perceived by users when they operate in the
2.4GHz frequency band with 11 nonorthogonal channels,
which is the situation occurring in North America. In this
setting, when using 20MHz channels, there are three different
orthogonal channels, being channels 1, 6, and 11. However,
since the spectrum band goes from 2401MHz to 2473MHz, we
cannot use two different 40MHz orthogonal channels.
)erefore, by placing one 40MHz channel in the lowest part of
the spectrum and another 40MHz channel in the highest part,
both channels will collide in the frequency band between 2433
and 2441MHz. For that reason, we have considered that the
interference index (κ) when using two 40MHz channels in the
2.4 GHzUSA frequency band is (2441− 2433)/40� 0.2. In other
words, both channels, as they cannot be orthogonal, collide with
a factor of κ � 0.2, producing interferences to each other. Fi-
nally, for the sake of completeness, we have also considered the
situationwherewe only use one 40MHz channel in the 2.4GHz
USA frequency band, since this is the only possibility for totally
orthogonal channels in this setting. Figure 5 shows the average
downlink throughput and 95% confidence intervals that users
can achieve when we consider either three orthogonal 20MHz
channels, two (nonorthogonal) 40MHz channels, or one or-
thogonal 40MHz channel. For each value of η, the average
throughput has been computed averaging the five different
deployments that we have considered for each value of η and
running 10 executions for each of those five deployments. )e
rationale for performing 10 runs for each setting is that channel
assignment technique used (as described in Section 3.4) is not
deterministic (except when we make use of a unique 40MHz

channel). As it could be expected, the achieved throughput
decreases as the density of STAs (η) increases.Moreover, results
show that, on average, in the 2.4 GHz USA frequency band, it is
not recommended that channel bonding is used, as the gain that
can be obtained by using channels with a higher bandwidth has
a lower effect than that of having a fewer number of orthogonal
channels, even when the density of users is low (η � 1). Ad-
ditionally, we can also conclude that it would be better to use
two 40MHz channels (although they are not completely or-
thogonal) than to use only one 40MHz channel.

Now, we perform a more in-depth analysis of the
throughput that STAs can achieve individually. In Table 3 we
show, for the different densities of STAs (η) under con-
sideration, the percentage of STAs that increase (+), keep the
same (�), or decrease (−) their downlink throughput when
using channel bonding with two nonorthogonal 40MHz
channels, compared to the situation where three orthogonal
20MHz channels are used. Moreover, the table also shows
the average increase (or decrease) in throughput for the
STAs that get better (or worse) performance when using
channel bonding with two 40MHz channels. Inspecting
Table 3, we observe that the percentage of STAs that improve
their throughput is lower than the percentage of STAs that
get a worse throughput, even with the lowest density of
STAs, where only 26.5% of STAs fare better in terms of
bandwidth and 65% fare worse. )is confirms the common
belief that, in dense scenarios, it is not recommended that
channel bonding is used in the 2.4 GHz USA frequency
band. In addition, Table 3 shows that, even when the ma-
jority of STAs get a worse throughput, the average gain for
the “improving” STAs is higher than the loss for the “losing”
STAs, which can create fairness issues and misalignment of
incentives in network management for these settings. Since
the use of channel bonding is local to APs, the managers of
some of the networks could unilaterally decide to transmit in
40MHz channels at the expense of the networks nearby.
Even for those networks which, on average, “lose”
throughput by using channel bonding, the fact that when the
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Figure 4: )roughput obtained by our proposed model and by the
ns-3 simulator. Note. )e model gives throughput at the physical
layer, while the simulator measures goodput (application layer
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Figure 5: Comparison of average throughput in the 2.4 GHz USA
frequency band.
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load in the neighboring networks is low, the effective
throughput is higher (because of using more bandwidth)
may make managers choose to use channel bonding, thus
hampering average performance for the network.

We now perform a similar analysis for the comparison of
the gain of using one 40MHz channel with respect to using
three 20MHz orthogonal channels (Table 4). As expected,
the use of only one 40MHz channel is not recommendable,
and the number of users that can improve their throughput
is very low, ranging from 8% (η � 1) to 2.73% (η � 10). We
see again that the average throughput increase for “winning”
STAs is higher than the decrease for “losing” STAs, but this
difference is not as remarkable as in the case of two non-
orthogonal 40MHz channels.

Finally, Figures 6 and 7 show a ridge plot to evaluate the
difference in the throughput that each STA can obtain when
using two nonorthogonal 40MHz channels instead of three
orthogonal 20MHz channels (Figure 6) or one 40MHz
channel instead of three orthogonal 20MHz channels
(Figure 7). Note that both figures represent the probability
density functions expressed as a Kernel Density Estimation
(KDE). In both figures, we observe that the number of STAs
that decrease their throughput when using channel bonding
(the area to the left of the vertical line at 0) is higher than the
number of STAs that improve their throughput (the area to
the right). Moreover, the tail on the right side of each KDE is
longer than the tail on the left side, reflecting that there are
STAs which greatly increase their throughput with channel
bonding. Finally, inspecting the figures as the density of the
Wi-Fi scenarios increases (i.e., moving vertically from
bottom to top), we conclude that channel bonding in the 2.4
GHz USA frequency band is even a worse choice when the
density of the Wi-Fi network increases.

3.4. Channel Bonding in the 2.4 GHz Europe Frequency Band.
In this section, we perform a similar evaluation to the one
provided in the previous section, but now focusing on the
2.4 GHz frequency band where there are at least thirteen

20MHz channels available, as in most of the world and in
particular in Europe. In this case, it is possible to use two
40MHz orthogonal channels, so we will compare two
situations: using two orthogonal 40MHz channels and
using three orthogonal 20MHz channels. Figure 8 shows
the average downstream throughput achieved by STAs in
both situations. As opposed to the behavior of the 2.4 GHz
USA frequency band, in this 2.4 GHz Europe frequency
band, the average throughput achieved increases when
using channel bonding. Although the advantage of using
channel bonding diminishes with the density of STAs (η),
it is always advantageous even in the more dense
scenarios.

Table 3: Percentage of STAs that increase (+)/keep (�)/decrease
(−) their throughput (and average increase/decrease) using channel
bonding with two nonorthogonal 40MHz channels in the 2.4 GHz
USA setting.

η
% STA Increase/decrease

(Mbps)
+ � − Increase Decrease

1 26.50 8.50 65.00 20.29 −13.27
2 23.75 7.75 68.50 20.42 −12.49
3 21.83 9.50 68.67 19.00 −12.36
4 18.38 9.25 72.38 19.79 −11.84
5 17.90 11.10 71.00 20.02 −11.56
6 15.83 13.08 71.08 17.59 −11.90
7 16.29 14.36 69.36 17.70 −11.08
8 14.75 13.88 71.38 17.51 −10.45
9 13.56 15.83 70.61 17.31 −10.89
10 12.95 17.40 69.65 17.66 −10.89
11 12.64 18.45 68.91 15.95 −11.05
12 12.67 18.88 68.46 17.15 −10.48

Table 4: Percentage of STAs that increase (+)/keep (�)/decrease
(−) their throughput (and average increase/decrease) using channel
bonding with one 40MHz channel in the 2.4 GHz USA setting.

η
% STA Increase/decrease

(Mbps)
+ � − Increase Decrease

1 8.00 8.50 83.50 23.38 −19.57
2 7.25 7.75 85.00 24.07 −17.13
3 6.17 9.50 84.33 22.51 −17.27
4 5.13 9.25 85.63 21.63 −17.11
5 4.70 11.10 84.20 22.60 −16.89
6 4.33 13.00 82.67 17.40 −16.23
7 4.00 14.21 81.79 20.47 −16.06
8 3.31 13.81 82.88 19.12 −15.15
9 3.17 15.78 81.06 19.46 −15.26
10 2.70 17.30 80.00 20.46 −15.07
11 2.73 18.36 78.91 14.88 −14.98
12 2.83 18.88 78.29 16.74 −14.81
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Figure 6: Density of the throughput gain of using channel bonding
with two 40MHz channels in the 2.4 GHz USA setting.
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Table 5 shows the number of STAs that are able to increase
their throughput when using channel bonding. In general, for
the lowest values of η, the percentage of STAs that increase
their throughput is higher than the percentage of STAs that
decrease it, but this is not true when the density of STAs
increases. Furthermore, the average throughput gain of those
STAs that improve their throughput is remarkably higher
(around 19 to 23Mbps) than the decrease of those STAs that
get a worse throughput (around 6.5 to 9Mbps).

Finally, in Figure 9, we show the KDE of the difference in
the throughput perceived by STAs when using channel
bonding, where we can remark the longer tails on the right of

the different curves, which shows that the gain of using
channel bonding for the “winning” STAs is higher than the
loss in throughput for the “losing” ones. Taking this into
account, we can conclude that, even when there are a
nonnegligible number of STAs that decrease their
throughput when using channel bonding, the high increase
in an important fraction of STAs makes channel bonding in
the 2.4 GHz Europe frequency band worth using.

3.5. Study of Fairness. After the study of the throughput and
the incentives that STAs can obtain by using channel
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Figure 8: Comparison of average throughput in the 2.4 GHz
Europe frequency band.

Table 5: Percentage of STAs that increase (+)/keep (�)/decrease
(−) their throughput (and average increase/decrease) with two
orthogonal 40MHz channels in the 2.4 GHz Europe setting.

η
% STA Increase/decrease

(Mbps)
+ � − Increase Decrease

1 55.00 8.50 36.50 23.52 −9.03
2 45.75 7.75 46.50 22.42 −8.20
3 44.33 9.33 46.33 20.48 −7.33
4 41.38 9.25 49.38 20.25 −7.24
5 41.30 11.10 47.60 19.77 −6.72
6 34.33 13.08 52.58 20.68 −7.05
7 35.36 14.21 50.43 19.93 −6.59
8 32.31 13.94 53.75 20.31 −6.10
9 32.11 15.72 52.17 18.99 −6.56
10 28.50 17.40 54.10 19.50 −6.38
11 31.14 18.23 50.64 18.39 −6.66
12 28.96 18.88 52.17 19.03 −6.48
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Figure 7: Density of the throughput gain of using channel bonding
with one 40MHz channel in the 2.4 GHz USA setting.
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Figure 9: Density of the throughput gain of using channel bonding
with two orthogonal 40MHz channels in the 2.4 GHz Europe
setting.
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bonding in different regions, we complete the analysis of
channel bonding by studying the fairness of the perceived
throughput of the different STAs.)e focus is to determine if
channel bonding has an effect on fairness. )e performance
parameter used to measure fairness is the well-known Jain’s
fairness index [38], defined by

f(x) �


n
i�1 Thi 

2


n
i�1 Th

2
i

, Thi ≥ 0, (4)

with Thi being the downlink throughput perceived by STA i.
Jain’s fairness index is able to measure the “quality” of the
service experienced by the different STAs. If all STAs obtain
the same throughput, the fairness index is equal to 1. As the
disparity increases, the fairness index goes down to 0, when
the system clearly favors selected few users over the rest.

In Figure 10, we show the fairness for the different settings
under study. Note that each value of a curve is the average value
of the 5 different settings and 10 different executions. Results
show that the best fairness is obtained when using three or-
thogonal 20MHz channels.)is result is due to the fact that the
range in throughput is higher when using channel bonding
than when not using it. In other words, STAs using channel
bonding can obtain a throughput from 0 to 135Mbps, while
the upper value decreases to 65Mbps when channel bonding is
not in use. For this reason, the disparities between STAs when
using channel bonding can be higher. )e fairness obtained
when using two 40MHz channels is higher in the USA setting
than in the Europe setting.)erefore, we can conclude that the
advantage in throughput that can be obtained when using two
40MHz channels in the 2.4 GHz Europe frequency band is at
the expense of increasing the disparity between the through-
puts obtained by the different STAs.

4. Conclusions

Channel bonding is a technique proposed in Wi-Fi networks
since the standard IEEE 802.11n (Wi-Fi 4) to use wider
frequency channels to be able to obtain higher throughputs.

However, its use is usually discouraged in the 2.4GHz fre-
quency band, since it only allows for two 40MHz orthogonal
(or almost orthogonal) channels. However, we found a
number of limitations in previous studies on the matter, so we
revised that belief for dense, uncoordinated Wi-Fi 4 envi-
ronments. Our study confirms the previous consensus that it
is not advisable to use channel bonding in the 2.4GHz fre-
quency band with 11 channels which are 20MHz wide (as in
North America). However, contrary to the usual assumption,
we show that the use of channel bonding with 40MHz
channels in the 2.4GHz frequency band with 13 or more
20MHz channels (the one used in many parts of the world,
including Europe) results in an improvement of the average
throughput achieved by STAs. Moreover, we show that, even
when the number of STAs that decrease their throughput is
not negligible, the improvement in throughput experienced
by the “winning” STAs is much higher than the decrease in
throughput experienced by the “losing” STAs. Hence, channel
bonding is worth using not only from the perspective of
getting a higher sum of throughputs for the network, but also
from the perspective of STAs.

As the decision of using channel bonding lies in the AP
but the benefits are for STAs, as a future work, we plan to
shift to the STAs (therefore to the users) the decision of
whether to use channel bonding or not, since these are
ultimately the ones impacted by such decisions. Such a
possibility will let us reach more democratic, client-centric
configurations, with which we intend to address the fairness
issues usually related to channel bonding. Finally, we want to
explore the effects of dynamic channel bonding in the
2.4GHz band, since it could significantly increase the ad-
vantage of using channel bonding techniques in Wi-Fi 4.
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channel bonding in next generation cellular networks:
methods and challenges,” IEEE Network, vol. 28, no. 6,
pp. 34–40, 2014.

[19] D. A. Marenda, G. M. Suranegara, S. Qamar, R. Hakimi, and
E. Mulyana, “Emulating software-defined wireless network:
bicasting scenario,” in Proceedings of the 2017 3rd Interna-
tional Conference on Wireless and Telematics (ICWT),
pp. 76–80, Palembang, Indonesia, July 2017.

[20] CISCO, 802.11ac: 0e Fifth Generation of Wi-Fi, Cisco System
Technical White Paper, CISCO, San Jose, CA, USA, 2018.

[21] L. Xu, K. Yamamoto, and S. Yoshida, “Performance com-
parison between channel-bonding and multi-channel csma,”
in Proceedings of the 2007 IEEEWireless Communications and
Networking Conference, pp. 406–410, Hong Kong, China,
March 2007.

[22] J. M. Gimenez-Guzman, I. Marsa-Maestre, D. Orden,
E. de la Hoz, and T. Ito, “On the goodness of using orthogonal
channels in WLAN IEEE 802.11 in Realistic Scenarios,”
Wireless Communications and Mobile Computing, vol. 2018,
Article ID 5742712, 11 pages, 2018.

[23] Texas Instruments, Wlan Channel Bonding: Causing Greater
Problems than it Solves, Texas Instruments, Dallas, Texas,
USA, 2003.

[24] R. Chandra, R. Mahajan, T. Moscibroda, R. Raghavendra, and
P. Bahl, “A case for adapting channel width in wireless
networks,” ACM SIGCOMM Computer Communication Re-
view, vol. 38, no. 4, pp. 135–146, 2008.

[25] V. Shrivastava, S. Rayanchu, J. Yoonj, and S. Banerjee, “11 n
under the microscope,” in Proceedings of the 8th ACM SIG-
COMM Conference on Internet Measurement, pp. 105–110,
Greece, 2008.

[26] J. Martinez-Bauset, J. Gimenez-Guzman, andV. Pla, “Optimal
admission control in multimedia mobile networks with
handover prediction,” IEEEWireless Communications, vol. 15,
no. 5, pp. 38–44, 2008.

[27] A. M. Voicu, L. Lava, L. Simić, and M. Petrova, “)e im-
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[34] C. Camacho-Gómez, I. Marsa-Maestre, J. M. Gimenez-
Guzman, and S. Salcedo-Sanz, “A coral reefs optimization
algorithm with substrate layer for robust wi-fi channel as-
signment,” Soft Computing, vol. 23, no. 23, pp. 12621–12640,
2019.

[35] I. Marsa-Maestre, E. de la Hoz, J. M. Gimenez-Guzman,
D. Orden, and M. Klein, “Nonlinear negotiation approaches
for complex-network optimization: a study inspired by wi-fi
channel assignment,”Group Decision and Negotiation, vol. 28,
no. 1, pp. 175–196, 2019.

[36] M. Achanta, “Method and apparatus for least congested
channel scan for wireless access points,” US Patent App, 2006.

[37] G. F. Riley and T. R. Henderson, “)e Ns-3 Network Sim-
ulator,” in Modeling and Tools for Network Simulation,
pp. 15–34, Springer, Berlin, Germany, 2010.

[38] R. K. Jain, D.-M. W. Chiu, and W. R. Hawe, “A quantitative
measure of fairness and discrimination,” Eastern Research
Laboratory, Digital Equipment Corporation, Hudson, MA,
USA, 1984.

Wireless Communications and Mobile Computing 11



Review Article
Signal Propagation Models in Soil Medium for the Study of
Wireless Underground Sensor Networks: A Review of
Current Trends

Frank Kataka Banaseka ,1,2 Ferdinand Katsriku,2 Jamal Deen Abdulai,2

Kofi Sarpong Adu-Manu ,2 and Felicia Nana Ama Engmann 2

1Department of Information Technology, University of Professional Studies, Accra, Ghana
2Department of Computer Science, University of Ghana, Legon, Ghana

Correspondence should be addressed to Frank Kataka Banaseka; frank.banaseka@upsamail.edu.gh

Received 10 September 2020; Revised 6 March 2021; Accepted 10 March 2021; Published 5 April 2021

Academic Editor: Ivan Marsa-Maestre

Copyright © 2021 Frank Kataka Banaseka et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Radio signal propagation modeling plays an important role in the design of wireless communication systems. Various models have
been developed, over the past few decades, to predict signal propagation and behavior for wireless communication systems in
different operating environments. Recently, there has been an interest in the deployment of wireless sensors in soil. To fully
exploit the capabilities of sensor networks deployed in soil requires an understanding of the propagation characteristics within
this environment. This paper reviews the cutting-edge developments of signal propagation in the subterranean environment.
The most important modeling techniques for modeling include electromagnetic waves, propagation loss, magnetic induction,
and acoustic wave. These are discussed vis-a-vis modeling complexity and key parameters of the environment including electric
and magnetic properties of soil. An equation to model propagation in the soil is derived from the free space model. Results are
presented to show propagation losses and at different frequencies and volumetric water content. The channel capacity and the
operating frequency are also analyzed against soil moisture at different soil types and antenna sizes.

1. Introduction

Wireless sensor networks are increasingly being used in new
applications such as soil and underwater. Such networks are
also being used in open underground tunnels and mines
mainly to facilitate communication in transport systems
and also for safety requirements in mines [1]. This calls for
the use of innovative communication techniques in their
realization. The wireless underground sensor network
(WUSN) is thus one of such emergent areas that have gained
the attention of many researchers [2–7]. WUSNs can be
defined as a network of wireless devices operating in a subter-
ranean environment. The devices may either be buried at a
particular depth in soil or be positioned within an enclosed
open underground space such as underground mines and
tunnels [2]. The use of WUSNs opens up new possibilities
for underground monitoring and communication. Capabili-

ties of WUSNs that make them attractive for use include
timely data collection, concealment, easy deployment in
hazardous areas, reliability, and coverage of large geographic
areas. Research in the area of WUSNs in the past has focused
on the deployment of networks in open subterranean envi-
ronments such as coal mines, subways, or sewer systems
[8]. Even though such networks are set up underground,
the medium through which communication takes place is
still air. The channel characteristics for underground sensor
networks and terrestrial sensor networks do however reveal
a lot of similarities. The terrestrial WSNs are assumed to
operate in unbounded free space whilst WUSNs on the other
hand operate in the air but are bounded or confined by soil.

An emerging area of WUSNs is one in which sensor
nodes are completely buried in soil and communication takes
place within the soil medium (WUSN-BS). These WUSN-
BSs have several applications, including monitoring of soil
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physical properties for precision agriculture and sports [3].
Additionally, WUSN-BS can be used to detect soil contam-
ination in mining areas or refuse dumpsites. Furthermore,
WUSN-BS has military and security applications including
intrusion detection, detection of troupe movement, and
border patrol.

In this paper, the latest development in signal propaga-
tion modeling related to the soil is reviewed. The most
important modeling techniques used for propagation in the
soil are described. Channel performance measures such as
path loss and channel capacity as well as some research
challenges are also discussed. They are discussed in terms
of modeling complexity and required information on the
environment including properties of soil.

2. Related Work

Earlier work has shown that EM techniques for modeling
signal propagation may still apply to soil environments [2,
3, 6, 9, 10]. To the best of our knowledge, there is little
research work on the channel characterization of EM waves
in this environment. The magnetic induction (MI) method
is another transmission technique that has been used for
short-range communication in soil. As far as underground
mines and tunnels are concerned, the use of EM waves
has proven to be the most appropriate choice for the
characterization of wireless signal propagation, since the
medium is still air [2].

The literature on propagation in soil has been growing an
indication of the increased interest in the area. It has been
suggested that wireless communication through soil may be
modeled as EM wave transfer through a transmission line
[11]. In [12], the electromagnetic field principles of a dipole
in a conducting half-space are analyzed over the frequency
range from 1 to 10MHz. In [13], the principles of the
surface-penetrating radar are reviewed and an overview of
the empirical attenuation and relative permittivity values of
various materials, including soil, at 100MHz is also pre-
sented. In another study, it was shown that the soil composi-
tion has significant effects on the ground-penetrating radar
(GPR) detection of landmines [14]. A project on glacier
monitoring using a network of buried sensors in Norway is
presented in [8]. The sensor network in this project is
intended to measure the parameters of ice caps and glaciers
using sensors beneath the glaciers. The base stations are
connected to two wired transceivers 30m below the surface
to avoid wet ice. Using very high transmit powers, communi-
cation takes place between the underice sensors and the base
stations aboveground. It is observed that part of the signal
travels through the glacier and part through the air. To guar-
antee the safety of mine workers, wireless sensor networks
are increasingly being used to monitor underground mines.
In this case, the signal propagation takes place in an open
bounded area [1, 7, 15, 16]. In another project where a
sensor network is used in a sewer system, a manhole cover
is converted into a slot antenna. This established communi-
cation between sensors underground and the aboveground
nodes through radiation from the manhole cover [17]. Once
again, although the system is set up underground, the com-

munication is performed through the air. In similar works
[10], the characteristics of the wireless channel in tunnels
are investigated. In another related work [18], the largest
residential water management project in Europe is
described. The project deployed a sensor network used to
gather information for inspection and cleaning systems in
a sewer system.

WUSN was also used for increasing the efficiency of oil
recovery processes. In this case, millimeter-scale sensors
and antennas are deployed within confined oil reservoir
fractures, which necessitates the sensor nodes operating in
the terahertz range [19].

In [20], WUSNs have been used to characterize radio
transmission between underground buried pipes and a base
station using multilayer media. This is to identify the range
of operating communication frequencies having lower
energy loss, lower bit error rate, and power needed to transfer
packets that carry data through the media.

In a more recent study, the complex refractive index
model-Fresnel (CRIM-Fresnel) and the modified Fruis are
considered the two electromagnetic signal attenuation
models used to evaluate the signal strength in soil medium.
These models were reviewed, and a methodology was devel-
oped to perform an experimental measurement of electro-
magnetic signal attenuation in the laboratory. Measured
results from the laboratory are compared with the estimated
values computed from the propagation loss models. A signif-
icant difference between the models and estimated values is
established from the comparison [21].

In agriculture, IoUT is envisaged to provide total field
autonomy and enable more efficient food production
solutions through not only in situ monitoring and self-
reporting capabilities (soil moisture, salinity, temperature,
etc.) but also the interconnection of existing field machinery
like irrigation systems, harvesters, and seeders [22, 23].
Enabling communication technologies for the Internet of
underground things (IoUT), network issues, and localization
techniques are presented in [24]. These enabling technologies
include EM wave transmission, MI systems, acoustic wave
transmission, wired networks, visible light communication
(VLC), and mud pulse telemetry (MPT) communication
systems for oil and gas monitoring.

To prolong the lives of energy-hungry sensor nodes in
wireless sensor networks, energy management schemes have
been proposed in the literature to keep the sensor nodes alive.
This is to make the network operational and efficient. These
energy management schemes include energy harvesting,
energy transfer, and energy conservation [25, 26].

In [27], a new wave number model is proposed using the
combination of the Peplinski principle and multiple scatter-
ing in soil medium. The new wave number is used in the
computation of the path loss. The path loss is modeled based
on the absorption due to permittivity and multiple scattering
from obstacles in soil. The path loss is then analyzed against
distance at two typical IoT frequencies of 433MHz and
868MHz. This work also showed the effect of VWC on the
path loss for two proportions, 5% and 50%.

Table 1 presents a summary of the contributions of some
selected current research work on WUSNs and IoUT.

2 Wireless Communications and Mobile Computing



3. Electromagnetic Propagation through Soil

The propagation characteristics of EM in soil differ signifi-
cantly from other media. This may be attributed to the prop-
erties of the soil medium which is characterized by a high
attenuation factor due to high absorption and multipath
losses. EM wave transmission depends largely on the dielec-
tric constant of the material. In most cases, smaller dielectric
constant values yield better transmission conditions. Soil is a
dielectric material made up of air, water, and bulk soil [2].
Higher air composition and porosity in the soil promote
the better performance of EM wave propagation [3]. In con-
trast, a high percentage of volumetric water content greatly
impedes communication.

3.1. The EMWave Transmission and Attenuation in Soil. The
received signal strength or the attenuation of EM waves
depends mostly on the physical properties of the soil. These
properties including density, volumetric water content, and
mineral content play important roles in determining the
attenuation properties for the transmitted EM waves. Valu-
able information on the physical properties of the medium
as well as the properties of the transmitted EM wave can be
obtained from the received signal strength. The main
contributing factor to the EM wave attenuation in the soil
is the volumetric water content (VWC) of the soil [31]. The
variation of the dielectric constant of the soil is determined
as a function of its components [9]. The EM wave attenua-
tion in the soil is characterized by the attenuation constant,
α, and the phase shift constant β. The propagation constant
or the wave number k is expressed as [32]

k =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μεω2 + iμσω
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In the above, σ is the electric conductivity, ε is permit-
tivity, μ is the magnetic permeability of the soil, and ω is
the angular frequency of the EM wave.

The additional received power losses may be attributed to
the porosity of the medium, water content, pore fluid
conductivity, and soil fabric. These losses are directly linked
to soil properties such as the electric conductivity (σ),
permittivity (ε), and the magnetic permeability (μ) as well
as the angular frequency (ω) of the EM wave.

The electrical conductivity of soil varies widely depend-
ing on the soil type and moisture content [33].

The relative permittivity of soil arises from the interac-
tion of the electromagnetic field with charge in the form of
electric dipoles and free monopoles within the soil. Polar
molecules like water absorb energy from the electric field
while becoming orientated with the field. Water has a strong
relative permittivity of 80 as compared to 1 for air and 5 for
quartz [34]. Thus, the water content in soil strongly influ-
ences the permittivity of the soil [35]. The permittivity of a
material can be expressed as [4]

ε = 1 + χeð Þε0,
ε = εrε0,

ð3Þ

Table 1: Summary of the contributions of some current related works.

Reference Contribution Year

[27]
A newwave numbermodel is proposed using the Peplinski principle +multiple scattering in soilmedium. The path loss
is modeled based on the absorption due to permittivity and multiple scattering from obstacles in soil. The path loss is
then analyzed at two typical IoT frequencies of 433MHz and 868MHz for two proportions of VWC, 5% and 50%.

2021

[22, 28]
An IoUT architecture has been proposed to provide a total field autonomy in agriculture and to enable more efficient
food production solutions through in situ monitoring, self-reporting capabilities (soil moisture, salinity, temperature,

etc.), and the interconnection of existing field machinery like irrigation systems, harvesters, and seeders.

2018,
2020

[29, 30]
An acoustic-based wireless data transmission system was proposed where sensing data was transmitted over 30m

distance through soil medium.
2017,
2018

[25, 26]
To prolong the lives of energy-hungry sensor nodes in wireless sensor networks, energy management schemes are

proposed to keep the sensor nodes alive. This is to make the network operational and efficient. These energy
management schemes include energy harvesting, energy transfer, and energy conservation.

2018,
2021

[20]
WUSNs are used to characterize radio transmission between underground buried pipes and a base station using

multilayer media. This is to identify the range of operating frequencies having lower energy loss, lower bit error rate,
and power needed to transfer packets that carry data through the media.

2017

[21]

The complex refractive index model-Fresnel (CRIM-Fresnel) and the modified Fruis considered the two EM signal
attenuation models for evaluating the signal strength in soil medium were reviewed, and a technique was developed to
perform an experimental measurement of EM signal attenuation in the laboratory. Measured results are compared
with the estimated values computed from the propagation loss models. A significant difference between the models

and estimated values is established from the comparison.

2019
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where χe is the electric susceptibility of the medium, εr is the
relative permittivity, and ε0 is the permittivity of free space.
The magnetic permeability of most geologic materials is the
same as that of a vacuum, and it is assumed that the relative
magnetic permeability for these materials is 1. But the value is
different for soils that have high iron content.

3.2. EM Wave Transmission Models in Soil. EM wave
transmission through soil can be modeled based on Friis’
free space propagation equation, where a tweaking factor is
included to account for additional losses in the soil medium.
The power of the received signal, Pr in free space, is modeled
as [36]

Pr = PtGtGr
λ

4πd

� �2
, ð4Þ

where Pt is the transmit power, Gr and Gt are the gains of the
receiver and transmitter antennas, d is the distance separat-
ing sender and receiver antennas, and λ is the EM wave-
length. In decibels, Equation (4) will be expressed as [37]

10 log Prð Þ = 10 log PtGtGr
λ

4πd

� �2
" #

, ð5Þ

10 log Prð Þ = 10 log Ptð Þ + 10 log Gtð Þ
+ 10 log Grð Þ + 20 log λ

4πd

� �
,

ð6Þ

Pr = Pt + Gr +Gt − LP, ð7Þ

Lp = L0 + Ls  in dBð Þ, ð8Þ

where L0 is the path loss in free space and Ls is the additional
path loss accounting for the propagation in soil. The free
space path loss can be directly derived from Equation (8),
without the additional path loss with Ls = 0 as [36]

L0 = 10 log Pt
Pr

� �
= −10 log GtGr

λ

4πd

� �2
" #

: ð9Þ

Ignoring antenna gains, i.e., Gr =Gt = 1, Equation (6) is
reduced to

L0 = 10 log Pt
Pr

� �
= 20 log 4πd

λ

� �
: ð10Þ

The computation of the additional path loss Ls is per-
formed by considering the following differences of EM wave
propagation in soil compared to that in the air:

(i) The wavelength is different based on the difference
in signal velocity

(ii) Based on the signal frequency, the wave amplitude
will be different

(iii) Color scattering and delay distortion are caused by
the correlation of the phase velocity with the
frequency in the soil

Hence, the additional path loss Ls in the soil can be
expressed as the addition of two components

Ls = Lα + Lβ, ð11Þ

where Lα (dB) is the transmission loss due to the attenua-
tion constant α and Lβ is the attenuation loss due to the
phase shift constant β. Consequently, considering that
the wavelength in the soil is λs = 2π/β and that of free
space is λ0 = c/f ,

Lβ = 20 log λ0
λs

� �
, ð12Þ

where β as previously defined is the phase shift constant,
c = 3 × 108ms−1, and f is the operating frequency.

Substitute the expressions of λs and λ0 into Equation (12)
and simplify

Lβ = 154 − 20 log fð Þ + 20 log βð Þ: ð13Þ

SinceLαis the transmission loss caused by attenuation
with attenuation constantα, it can be expressed asLα = e2αd

derived from the electric field equation. When expressed in
decibel, it is given by

Lα = 20 log 4πλ0ð Þ: ð14Þ

Consequently, when we substitute Equations (13) and
(14) into Equation (11), the path loss of an EM wave in the
soil Lp is expressed as follows:

Lp = 6:4 + 20 log dð Þ + 20 log βð Þ + 8:69αd: ð15Þ

It can be seen from Figure 1 that lower frequencies are
required for adequate communication in soil medium. How-
ever, reducing the operating frequency below 300MHz will
increase the antenna size, which can also prevent practical
implementation of WUSNs. It is a fact that most wireless
underground sensor boards like MICA2 operate within
300–400MHz range. A suitable operating frequency range
between 300 and 900MHz will be appropriate for preserving
small antenna sizes [3, 34]. This is to ensure that the sensors
remain discrete, a property that is particularly useful for
security applications. Figure 1 shows the graph of the path
loss, Lp in decibels as a function of distance d in sandy soil

with ε′ = 4:5 and ε} = 0:1for different values of operating fre-
quency, f . It can be seen that the path loss increases with
increasing distance, d, as anticipated. Furthermore, the
increase in the operating frequency, f , leads to the increase
of the path loss. This analysis motivates the need to operate
at lower frequencies in soil medium. This confirms the fact
that the path loss is far lower for communication in free space
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as compared to communication in soil medium. This is due
to the additional path loss Ls, which is a function of the atten-
uation constant α and the phase shift constant β as men-
tioned earlier. In Figure 2, we show the effect of volumetric
water content (VWC) on the path loss for values of the
VWC between 5 and 25%. The path loss increases consider-
ably with higher proportions of VWC and with the increase
in distance. In Figure 3, the path loss increases even further
with the increase of the frequency. A path loss increase of
roughly 30 dB is possible with a VWC increase of about
20%. This effect is particularly important since water content
not only depends on the location of the network but also
varies during different seasons.

3.3. Underground to Above the Ground Model. The higher
permittivity of soil compared to that of air results in reflec-
tion and refraction of signals that are incident to the soil-air
interface. More specifically, signals can penetrate through
the soil-air interface only if the incident angle is small. For
underground to above the ground (UG2AG) propagation,
only the waves with a small incident angle θi will transmit
to air, as shown in Figure 4. In other words, for the UG2AG
channel, the waves propagate vertically in the soil and resem-
ble a new source at the air-soil interface.

Generally, WUSNs are deployed at depths that are less
than 50 cm [38]. For the UG2AG link, due to proximity to
the earth surface, a part of the EMwaves propagates from soil
to air, then travels along the soil-air interface, and enters the
soil again to reach the receiver [39]. These EM waves called
lateral waves are a major component of the underground
channel. The three major contributors to the received signal
strength include the direct, reflected, and lateral waves which
are shown in Figure 4. The arrival time in nanoseconds of
each of the three major waves contributing to EMwave atten-
uation in soil: the direct wave, the reflected wave, and the lat-
eral wave, is expressed as [39]

τd =
δs
Sw

� �
+ 2 L

Scox

� �
,

τr = 2 δs
Sw

� �
+ 2 L

Scox

� �
,

τl = 2 δs
Sw

� �
+ δa

c

� �
+ 2 L

Scox

� �
,

ð16Þ

where δs is the distance traveled by the wave in the soil, L is
the length of the coaxial cable attached to the antenna, Scox
is the speed of wave the coaxial cable calculated with the
refractive index of 1.2, Sw is the speed of the wave in soil, δa
is the distance traveled by the wave in the air, and c is the
speed of light (c = 3 × 108m/s).

For above the ground to underground (AG2UG) chan-
nel, the refracted angle is near to zero and the propagation
in the soil is also vertical. The attenuation loss due to the
difference in the wavelength of the signal in soil Lβ, which
is also called the refraction loss for the AG2UG link, can
be found as [40]

Lβ = 20 log ns cos θi + cos θt
4 cos θi

� �
, ð17Þ

where θi is the incident angle, θt is the refracted angle, and ns
is the refractive index of soil, which is given by

ns =
ε′2 + ε}2
� �1/2

+ ε′
2

0
B@

1
CA

1/2

, ð18Þ

with ε′ and ε} being the real and imaginary parts of the
dielectric constant in soil.
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For the AG2UG link, we consider the maximum path loss
where the incident angle θi ⟶ 0 and θt ⟶ 0. Hence, Lβ in
Equation (17) can be approximated as

Lβ = 20 log ns + 1
4

� �
: ð19Þ

For the UG2AG link, the signal propagates perpendicu-
larly from a higher density medium to a lower density one.
Hence, we consider that all energy is refracted and Lβ = 0.

4. Channel Capacity of EM Wave in Soil

During a wireless transmission in soil medium between the
transmitter and receiver sensor nodes, the channel capacity
is expressed as

C = B log2 1 + S
N0B

� �
, ð20Þ

where B is the system bandwidth, S is the received signal
strength (RSS) at the receiver, and N0 is the noise power
density. It is worth noting that the RSS is affected by the
antenna return loss, which is given by

SdB = Pt + 10 log10 1 − 10− RLdB/10ð Þ
� �

− Lp, ð21Þ

where Pt is the transmitter power, RLdB is the antenna return
loss, and Lp is the path loss in soil. It should be noted that all
interferences are reduced to the thermal noise which is
considered to be constant [41, 42].

The channel capacity and the operating frequency against
soil moisture in sandy soil and clay soil are shown in
Figures 5. The channel capacity in sandy soil estimated at
94.22 kbps for VWC = 10% is much higher than that of clay
soil estimated at 52.86 kbps for the same proportion of
VWC. In other words, sandy soil channel capacity is 78.2%
higher than that of clay soil. Meanwhile, for VWC = 40%,
the channel capacity of sandy soil is estimated at 307.8 kbps,
which is 181.6% higher than that of clay soil estimated at
109.3 kbps. This performance is due to lower path loss in
sandy soil [28, 41]. The soil type cannot be changed in prac-
tice; nevertheless, the antenna size could be modified and this
can affect the behavior of the channel capacity. Figure 6
shows the frequency and the channel capacity against soil
moisture for two different types of soil and at different
antenna sizes of 60mm, 100m, and 140mm.

5. Propagation through the Soil Using
Magnetic Induction

A lot of work has been done in the area of underground mag-
netic induction (MI) communication. Two main deployment
schemes can be identified: the direct MI transmission and the
MI waveguides. The direct MI transmission has no relays
deployed between sensor nodes. In comparison to the tradi-
tional wireless relaying concepts, the MI transmission solu-
tion has a lower path loss in the near and relatively far
regions of transmission. As a result, the transmission range
can greatly be improved compared to the EM wave-based
approach for WUSNs [36]. Figure 7 shows the path losses
of the MI system and EM wave system against the transmis-
sion distance at different VWC in soil [43]. It can be seen that
the path loss of the MI system is a log function of the distance
and the path loss of the EM wave system is a linear function
of the distance. As expected, the EM wave system path loss
increases vividly as VWC increases. At VWC = 1% when
the soil is very dry, the path loss of the EM wave system is
lower than that of the MI system. But after sufficiently long
distances, MI systems achieve lower path loss. At VWC = 5%
when the soil is moderately wet, the path losses of both sys-
tems are the same. It can also be observed in the near
region (between 0.3m and 3m) that the EM wave system
has a smaller path loss. In the relatively far region (a dis-
tance greater than 3m), the MI system shows a smaller
path loss than the EM wave system. When the soil is very
wet, i.e., at VWC = 25%, the path loss of the EM wave
system is considerably greater than that of the MI system.
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Table 2 presents the comparison of the three most
common technologies of wireless sensor networks used
for the implementation of IoUT.

5.1. Direct Magnetic Induction Propagation Models. Since all
signal mappings involved inMI transmission are linear, a lin-
ear channel model should be adopted. The waveguide may be
viewed as a chain of circuits made up of capacitors, resistors,
and inductors. The capacitance of the capacitor is chosen to
make each circuit resonate at frequency f0 [2].

The effect of eddy currents leads to an exponential
decrease of the field strength with the transmission distance.
Hence, the loss factor G can be expressed as [4]

G = exp −
r
δ

� �
, ð22Þ

where δ is the skin depth, which depends on the signal fre-
quency, conductivity, and permittivity of soil. In a two-

dimensional space, the polarization factor is expressed as [6]

J = 2 sin θtð Þ sin θrð Þ + cos θtð Þ cos θrð Þ, ð23Þ

where θt and θr are the transmitting and receiving angles,
respectively.

Direct magnetic induction propagation is the process
where signals are transmitted and received through the use
of a coil of wires. Figure 8 shows two coils in communication,
where at is the radius of the transmitting coil, ar the radius of
the receiving coil, and r is the distance between the transmit-
ter and the receiver [2].

The important signal propagation effects such as attenu-
ation, signal reflections, and frequency splitting in the direct
MI communication channels can be expressed as a path loss
function [5].

5.2. Propagation Model Using Magnetic Induction Waveguide.
A diagram of an MI waveguide with a transmitter, a receiver,
and (k − 1) relays is shown in Figure 9.

The magnetic induction waveguide structure as shown in
Figure 9 is made up of a transmitter circuit with a voltage
source Ut , a receiver circuit with a load impedance ZL, and
(k − 1) passive relays. These circuits are placed at equal
distances between the transceivers. Each circuit includes a
magnetic antenna, a capacitor with capacitance C, an induc-
tor with inductance L, and a resistor with resistance R.

5.3. Interference in Magnetic Induction Propagation. In direct
MI transmission WUSNs, the sources of interference in the
circuits of the nearby devices including the transmitter can
be ignored due to a high path loss [5], such that only the
interference produced in the receiver circuit needs to be
taken into consideration. According to MI waveguide perfor-
mance evaluation, the received interference power at the load
impedance is necessary but thermal noise is assumed to be
the dominant source of interference [35]. It is worth noting
that this interference is caused by the resistors in the relay
and the transceiver circuits. Meanwhile, the potential differ-
ence of the noise from resistor R in each relay is modeled as
a supplementary voltage source. The received noise power
at the load resistor is computed as the addition of the received
noise power caused by the copper resistance of the coils
including the transceiver coils and the received noise power
produced by the load resistor. This is performed according
to the superposition principle [4].

6. Acoustic-Based Wireless Transmission in
Soil Medium

A lot of research work has been done in wireless under-
ground communication systems based on acoustic wave
transmission to support many applications. Depending on
the signal generation, the acoustic-based techniques can be
categorized into passive and active kinds of techniques. In
the passive acoustic-driven technique, natural events such
as volcano explosions, nuclear explosions, and earthquakes
in the subterranean environment cause acoustic signals.
Then, sensors placed in this vicinity detect infrasonic signals
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which are useful for the prediction of natural disasters. This
technique can also be used to detect underground pipeline
leakage. In the active acoustic-driven technique, an artificial
explosion or vibration is used for the generation of signals
which are sent underground to estimate the properties of
reflection-based seismology. Acoustic waves are mostly used

for detection purposes in soil medium rather than for com-
munication. This is because of the low propagation speed of
these waves in the soil medium. In [29, 30], an acoustic-
based wireless data transmission system was proposed where
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Table 2: Comparison between IoUT communication technologies: EM, MI, and acoustic.

Parameters EM MI Acoustic

Transmission
range

Few meters In 10s of meters In 100s of meters

Attenuation High Low High

Interference High Low Medium

Installation
cost

Moderate Medium Medium

Data rate In bps In kbps In 10s of bps

Application
Agriculture, seismic exploration, intrusion

detection, buried pipeline monitoring (oil and gas,
water), downhole telemetry

Downhole telemetry
Seismic exploration, buried

pipeline monitoring,
downhole telemetry

Advantages
High data rate compared to acoustic systems, easy

to install, support multihop communication
The high data rate, low attenuation, and

support multihop communication

High data rate compared to
MPT systems, long
transmission range

Disadvantages
High attenuation and interference, limited

transmission range, and requires a large antenna

The orientation between coils is
required; limited transmission range

needs dense deployment

High attenuation and lower
data rate than EM and MI

Transmitter
coil

at
ar

r

𝛼

Receiver
coil

Figure 8: Direct MI transmission.
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sensing data was transmitted over 30m distance through soil
medium. In [44], a soil equation was derived for the propaga-
tion of acoustic waves in soil medium at the frequency of
16 kHz. Furthermore, acoustic waves at 900Hz frequency
was used for the estimation of the moisture content of the soil
[45]. Acoustic waves are also commonly used for downhole
telemetry purposes.

7. Research Challenges

WUSN promises a new future in agriculture, security, etc.,
but for us to derive those benefits, several challenges still need
to be overcome. Whilst underground tunnels have been
investigated in the past, very little is known about direct
propagation in soil medium. To realize the promised bene-
fits, a concerted effort is required on the part of researchers
to address some of the outstanding issues.

7.1. Challenges of WUSNs in Soil Medium Using EM Waves

7.1.1. Limited Communication Range. Research has shown
that the maximum attainable communication range and the
reliability of wireless links in the underground environment
are much more constrained as compared to over-the-air
wireless sensor networks. As a result of these factors, multi-
hop communication should be considered in the design of
WUSN topology.

7.1.2. Soil Properties. Soil properties have a direct influence
on the wireless sensor network performance. Transmission
quality is greatly hampered by the increase of water content
in the soil. So therefore, the design of network topology must
be robust enough to adapt to changes in channel conditions.

7.1.3. Topology Design. It is important to carefully examine
the composition of the soil at a specific location to adapt

the topology design according to the exact characteristics of
the soil channel at that location [2].

7.1.4. Depths of Buried Sensor Nodes. EM wave transmission
in soil medium is also affected by the changes in depths of
buried sensor nodes. With the effect of reflection in a two-
path channel model, there are fluctuations in the maximum
internode distance as the bury depth increases as shown in
Figure 10 [3]. Consequently, at various depths in the soil,
diverse ranges of transmission distance can be achieved.
Therefore, an optimal strategy for providing connectivity
and coverage is required to design a well-structured topology
that is adaptive to the effects of the channel.

7.1.5. Operating Frequency. Signal attenuation in soil has
been very well illustrated by the WUSN channel model, and
this is due to an increase in functional frequency. Studies
have proven that it is important to deploy wireless sensor
networks at low frequencies for efficient signal transmission.
Nevertheless, signal propagation at smaller frequencies will
lead to a trade-off between the antenna size and the fre-
quency. Figure 10 [3] shows the internode distance as a func-
tion of bury depth of sensor nodes at a specific operating
frequency. This graph describes the maximum sensor depths
mapped to a maximum internode distance. Base on the anal-
ysis of the graph, the deployment of wireless sensor networks
in the soil must be adapted to a specific operating frequency
of the sensors. It should also be noted that the performance of
transmission at low depths discloses the fact that using a
static frequency is not promoting the best performance for
WUSNs. Some other studies have suggested cognitive radio
techniques where adaptive operations could be applied to
wireless sensor networks in soil medium [14].

7.1.6. Environmental Conditions. Environmental circum-
stances are also a determining factor for wireless sensor net-
work quality. Climatic and seasonal alterations resulting in
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the variation of soil moisture content coupled with the effects
of soil type significantly affect the performance of the signal
transmission. So, therefore, environmental dynamics should
be taken into account during the design of protocols for wire-
less sensor networks in the soil. Cognitive techniques could
be applied for the design of environment aware protocols
that can adapt to functional parameters of the area of deploy-
ment. Besides, the direct impact and the dynamic nature of
the physical layer so far as transmission quality is concerned
make it imperative for new crosslayer design processes adap-
tive to the changes in the environment for wireless sensor
networks in soil [7].

7.2. Challenges of WUSNs in Soil Medium Using Magnetic
InductionWaveguide. The communication range of the mag-
netic induction waveguide technique which is around 10m is
still limited. This could be improved through further research
work. The magnetic induction method resolves the difficul-
ties of deploying sensor nodes with large antenna size and
dynamic channel situation encountered in the electromag-
netic wave transmission method. The path loss is also
reduced by half when using the magnetic induction tech-
nique in comparison to the EM wave transmission method.
Nevertheless, communication by multiple hopping among
sensor nodes remains relevant during the implementation
of the magnetic induction method. More so, there is the
need for the deployment of multiple relay coils between
the transmitters and receivers. It is worth noting that the
deployment of the coils in this setup is labor-intensive even
though the relay coils consume less energy and are cost-
effective. It is therefore important to take into account the
factors mentioned above during the structural design of the
network topology.

The magnetic induction waveguide also adopts a complex
three-dimensional structural network topology. As a conse-
quence, the relay coils in diverse communication networks
would affect each other in a three-dimensional space. Hence,
the necessity to develop a multiple-hop channel model in a
three-dimension network for the wireless communication of
sensor nodes in that kind of configuration [2].

8. Conclusion

A review of underground wireless channel models is pre-
sented. WUSNs can be modeled in soil medium taking into
account the properties of soil. Channel models for EM, MI,
and acoustic signal transmission through soil medium are
described. A comparative table of these transmission tech-
niques is also provided to establish the differences between
them. EM signal propagation in soil was analyzed based on
the path loss and channel capacity at a different volumetric
water content of the soil. It is concluded that EM signals
perform better at lower frequencies and in dry sandy soil.
MI waveguide is described as a wireless communication tech-
nique in soil medium for certain applications. Path loss
graphs for EM and MI have been provided to compare the
performance of these techniques in soil medium. It has also
been established that acoustic-based propagation is com-
monly used for detection purposes rather than communica-

tion purposes because of the low propagation speed of this
technique in soil. Some critical research challenges for
WUSNs are identified. An alternative approach that could
be suggested to improve upon the performance of such sys-
tems is to consider the use of small hollow tunnels, which
are buried in the soil. Such tunnels will have the advantage
of providing communication characteristics of the air
environment as such can help in overcoming some of the
challenges of direct communication in soil.
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In replace of human labor, wireless sensor networks (WSNs) are increasingly being utilized to perform structural health monitoring
of underground tunnel. Due to its complex environment, the deployment of sensor nodes poses a big challenge to related staff. How
to use the optimal number of sensor nodes deployed in the underground tunnel to obtain a satisfactory monitoring is our main
consideration. In this paper, we propose a deployment strategy based on the optimal index to provide guidelines for sensor node
placement. The objective of the strategy is to put sensor nodes in a proper site to gain maximum sensing information, thus
eliminating redundant sensor nodes as well as saving costs.

1. Introduction

Sensor node placement should meet two basic require-
ments: coverage and connectivity. Sensor nodes deployed
in a sensing field have the ability to sense and display
the full information of objects. Even if there appear many
kinds of holes such as coverage holes, routing holes, jam-
ming holes, and wormholes in a specified region of inter-
est, related sensor nodes depend on self-healing algorithms
to detect and recover these holes in order to achieve the
full coverage [1–3]. Moreover, sensor nodes are required
to communicate with each other, thus making the delivery
of the sensing information possible. A network is said to
be fully multihop connected if it has at least one wireless
multihop path linking each sensor node to each other sen-
sor node. Especially in the presence of sensor failures, a
network still remains connected relying on some connec-
tivity modes of WSNs [4–6]. Coverage and connectivity
together are two fundamental metrics to evaluate the per-
formance of WSNs [7, 8].

There is growing interest in deploying wireless sensors in
the underground tunnel to perform structural health moni-
toring including damage detection, crack detection, and
water leakage detection [9, 10]. However, a complex under-

ground environment brings a considerable difficulty in
deploying sensor nodes. Gupta et al. reviewed the follow-
ing optimization criteria for optimal placement of piezo-
electric sensors and actuators on a smart structure such
as maximizing modal forces/moments, maximizing degree
of controllability/observability, and minimizing spill-over
effects [11]. Nestorovic and Trajkov developed a general
approach to optimal actuator and sensor placement appli-
cable for beam and plate structures as well as other com-
plex geometries of structures, which has advantage over
modal truncation and mathematical criteria due to its
selection of the modes of interest [12]. Following the line
of this research, we expand the scenario from the beam
and plate structures to the underground environment. This
paper attaches importance to optimization criteria based
on H2 and H∞ norms, which are calculated for all possi-
ble candidate locations.

The remainder of this paper is organized as follows. Sec-
tion 2 points out sensor deployment issues existing in place-
ment process. Section 3 is concerned with the state space of
the underground tunnel. The optimal placement index is
derived based on the balanced model reduction of state space.
In Section 4, the placement case of the underground tunnel
based on the optimal placement index is proposed to gain
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insight into sensor node deployment. Finally, the paper is
concluded in Section 5.

2. Sensor Node Deployment Issue

A disk model is adopted that a sensor has a fixed sensing
radius, and sensing area is characterized by a regular disk
[13]. Furthermore, it is assumed that everything with this area
can be perfectly observed, and everything outside cannot be
measured by the sensors. If sensor nodes are densely deployed
in sensor field, sensing areas of sensor nodes are overlapped,
thus producing redundant reformation in WSNs (see
Figure 1(a)). On the other hand, if sensor nodes are sparsely
deployed in the sensor field, sensing areas of sensor nodes
are independent of each other, thus causing unsatisfactory
coverage (see Figure 1(c)). The purpose of optimal sensor
node is to achieve the maximum sensing information using
the minimum number of sensors deployed in sensor field.

Let S denotes the sensor area of a sensor, subscripts i and j
represent different sensors, and r the radius of sensor area,
Sðxi, yjÞ be spatial coordinates of sensor i. The three relation-
ships of sensor node deployment are expressed as follows:

Si ∩ Sj = Sc, if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2
r

< 2r

Si ∩ Sj = c, if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2
r

= 2r

Si ∩ Sj = φ, if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xj
� �2 + yi − yj

� �2
r

> 2r

,

8>>>>>>>>><
>>>>>>>>>:

ð1Þ

where Sc represents the overlapping region between two
sensor sensing areas, c represents the point of contact. Let
the whole area of an event area be Q, and the number of sen-
sors n should satisfy the following inequality:

n > Q
S
: ð2Þ

3. Theoretical Derivation

3.1. State Space of the Underground Tunnel. The equation of
motion of the underground tunnel can be approximately
expressed as follows:

M€q +Dd _q + Kq = F, ð3Þ

where M represents the mass matrix, Dd the damping
matrix, and K the stiffness matrix. The vector q contains all
node-wise control forces FC :

qT = uT1 ϕ1 u
T
2 ϕ2 ⋯ uTn ϕn

� �
: ð4Þ

The total load vector F is split for the purpose of the con-
trol design into the vector of external forces FE and the vector
of the control forces FC :

F = FE + FC = �E�f tð Þ + �B�u tð Þ = B0u, ð5Þ

where matrix B0 represents the input matrix, and vec-
tor u includes all model inputs. For the controller design
purposes, Eq. (3) is accompanied by the output equation
in the form

y = C0qq + C0v _q, ð6Þ

where in general case C0q represents the output dis-
placement matrix, C0v represents the output velocity
matrix, and q is the generalized displacement vector con-
taining all degrees of freedom. Solution of Eq. (3) is deter-
mined in the form q = φejwt by solving the eigenvalue
problem for a homogeneous case

det K − ω2M
� �

= 0, ð7Þ

where ωi is the ith natural frequency and φi is the ith
mode shape vector. The solution can be represented in the
matrix form by the matrix of natural eigenfrequencies Ω
and the modal matrix Φ.

Ω =

ω1 0 ⋯ 0
0 ω2 ⋯ 0
⋯ ⋯ ⋮ ⋯

0 0 ⋯ ωn

2
666664

3
777775,

Φ =

φ11 φ12 ⋯ φn1

φ12 φ22 ⋯ φn2

⋯ ⋯ ⋮ ⋯

φ1ndof φ1ndof ⋯ φ1ndof

2
666664

3
777775 = φ1 φ2 ⋯ φn½ �:

ð8Þ

The nodal model representation (3) is transformed
into a model in modal coordinates applying the following
modal transformation:

q =Φqm, ð9Þ

where qm represents the vector of modal degrees of
freedom or generalized modal displacements. Since the
mass and the stiffness matrix are symmetric and positive
definite, it can be shown that the mode shapes corre-
sponding to distinct natural frequencies are orthogonal
with respect to mass and stiffness matrix

ΦTMΦ =Mm = diag mið Þ,ΦTKΦ = Km = diag miωi
2� �
:

ð10Þ

After appropriate transformations taking into account
the orthogonality [13], the modal model is obtained in
the form of a system of decoupled equations under the
assumption of proportional damping in (4)

Dd = αM + βK: ð11Þ
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By appropriate selection of the state-space vector, the
state-space models of different forms can be obtained.
With the coordinate transformation in the state-space
form

x =
Ωqm

_qm

" #
, ð12Þ

_x = Ax + Bu

y = Cx +Du

(
: ð13Þ

Coefficient matrices are expressed as follows:

A =
0 Ω

−Ω −2zΩ

" #
, B =

0
Bm

" #
, C = Cmq Cmv

� �
,D = 0,

ð14Þ

where Ω2 =M−1
m Km, Z = diag ðζiÞ with ζi being the

damping ratio of the ith mode, Bm =ΦTB0, Cmq = C0qΦ,
and Cmv = C0vΦ.

Considering that flexible structures can be described in
terms of independent coordinates, the modal state-space
model can be expressed in terms of state-space realizations
ðAmi, Bmi, CmiÞ for each mode i, with the coordinate transfor-
mation corresponding to (12)

xi =
ωi _qm

qm

" #
: ð15Þ

Corresponding matrices in the realization ðAmi, Bmi, CmiÞ
are determined

Ami =
0 ωi

−ωi −2ξiωi

" #
, Bmi =

0
bmi

" #
, Cmi =

Cmqi

ωi
Cmvi

	 

:

ð16Þ

The elements of the realization ðAmi, Bmi, CmiÞ are used
for assessing the optimal sensor locations based on candidate
input/output transfer functions relating corresponding
sensor.

3.2. Balanced Model Reduction. It is well known that the gen-
eral modeling problem involves a tradeoff between complex-
ity and accuracy of models. Simple and accurate models have
the advantage over complex and inaccurate models in that
the former has more rich descriptive and predictive power
than the latter. So how to obtain a simple model with the
same properties as the original model is the core work of
model reduction.

Model reduction of large-scale dynamical systems has
received a lot of attention during the last two decades. It is
a crucial tool in reducing the computational complexity while
preserving the properties of the original systems. It has been
widely applied in many applications such as VLSI Circuits
and weather forecasting.

Model reduction for linear systems is well developed
based on several years of research work and intrinsic
properties of linear systems. While extended to nonlinear
systems, some considerations must be confronted. Thus,
model reduction for nonlinear systems is much more dif-
ficult than that for linear systems. The difficulty involved
in the model reduction for nonlinear systems comes from
the following two facts. One is that nonlinear systems
exhibit more complex behaviors than linear systems in
the sense that the reduced models for nonlinear systems
need to preserve much nonlinear properties. The other is
that it is hard to obtain a general and universal input-
output representation similar to the transfer function to
describe nonlinear systems. Lack of representation adds
the corresponding burden to the nonlinear system model
reduction work.

Model reduction via balancing is gaining popularity
because of its simple implement and clear presentation. Bal-
ancing is a well-known subject which dated back to a paper of
Moor with the aim of using it to cope with model reduction
[14]. If a linear system is in balanced form, the Hankel singu-
lar value acts as a tool to measure the influence of the corre-
sponding state component on the output and input energy. If

Si Sj

(a) Sensing area overlap

Radius Radius
Si Sj

(b) Sensing area contact

Si Sj

(c) Sensing area separation

Figure 1: Sensor node deployment.
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a Hankel singular value is relatively small, the impact of the
corresponding state component on the output and input
energy is small. Some state components corresponding to rel-
atively large Hankel singular value are regained, and some
others corresponding to relatively small Hankel singular
value are eliminated, thus forming a reduced-order model.
Here, a linear time-invariant system is illustrated to be famil-
iar with the balancing model reduction.

For a linear continuous invariant system, the state-space
form is given by Eq. (17).

_x = Ax + Bu

y = Cx

(
: ð17Þ

Reachability gramian and observability gramian which
correspond to the above system are given by Eq. (4), respec-
tively. If the system is stable and controllable, then the con-
trollability gramian has full rank. Likewise, if the system is
observable, then the observability gramian has full rank.

P =
ð∞
0
eAtBBTeAtdt

Q =
ð∞
0
eA

T tCTCeAtdt

8>>><
>>>:

: ð18Þ

The reachability gramian and observability gramian sat-
isfy the following Lyapunov equation given by (19).

AP + PAT + BBT = 0
QA + ATQ + CTC = 0

(
: ð19Þ

The balancing truncation as one of the methods for linear
system model reduction gains popularity due to the property
of easy use. Its aim is to find a transformation which makes
reachability gramian and observability gramian diagonal
and equal.

TPTT = TQT−1 =

σ1

σ2

⋱

σn−1

σn

2
666666664

3
777777775
, ð20Þ

where is σ Hankel singular value and T is a transforma-
tion matrix. The Hankel singular values are ordered in mag-
nitude in the diagonal line. Thus, the system is called in a
balanced form. This state-space realization is called a bal-
anced realization. The system is balancing in the following
two senses [15]:

(i) P and Q are in a diagonal form; and

(ii) P =Q, which means that the relationship between the
input-to-state behavior and the state-to-output
behavior is balanced

From the Hankel singular value, it is clear to obtain the
information that what states corresponding to the Hankel
singular value contribute more or less to the system behavior
than other states. So eliminate the states which have little
effect on the system behavior and retain the states which
influence input-output behavior at most, thus completing
the work of model reduction.

It can be shown that there exists a state-space transfor-
mation

�x = Tx: ð21Þ

Such that the transformed system given by

_�x = TAT−1�x + TBu = �A�x + �Bu

�y = CT−1�x = �C�x

(
: ð22Þ

It is more interesting to point out that gramians act as
a bridge between states and energy. The idea behind gra-
mians is that the singular values in the controllability gra-
mian correspond to the amount of energy applied to
systems in order to steer the states to the expected place,
and the singular values in the observability gramian refer
to the energy generated by the corresponding states.

3.3. Optimal Placement Index. Gawronski has given the
proofs for modes norm such as H2 norm of a single mode,
H2 norm of a structure, H∞ norm of a single mode, H∞
norm of a structure, and H2 and H∞ hybrid norm of a single
mode and a system [16]. H2 and H∞ hybrid norm of a single
mode is expressed as follows:

Gik k2,∞ ≅

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
r

j=1
Gi,j

�� ��2
2,∞ð Þ

vuut i = 1,⋯n: ð23Þ

Index i regards the ith mode, and in the case of the norm
for a whole structure, it should be omitted. Here, p represents
the number of sensors.H2 norm of the ith mode with a single
sensor corresponding to the kth position is given by

Gk
i

��� ���
2
=

Bmik k2 Ck
mi

�� ��
2

2
ffiffiffiffiffiffiffiffi
ζiωi

p : ð24Þ

Similarity, H2 norm of the ith mode with a single sensor
corresponding to the kth position is given by

Gk
i

��� ���
∞
=

Bmik k2 Ck
mi

�� ��
2

2ζiωi
: ð25Þ

4 Wireless Communications and Mobile Computing



The placement index is defined based on the H2 norm
and H∞ norm. For a clear overview, the placement indices
are arranged within appropriate placement matrices

N 2,∞ð Þ =

η11 2,∞ð Þ η21 2,∞ð Þ ⋯ ηk1 2,∞ð Þ ⋯ ηp1 2,∞ð Þ
η12 2,∞ð Þ η22 2,∞ð Þ ⋯ ηk2 2,∞ð Þ ⋯ ηp2 2,∞ð Þ

⋯ ⋯ ⋮ ⋯ ⋮ ⋯

η1i 2,∞ð Þ η2i 2,∞ð Þ ⋯ ηki 2,∞ð Þ ⋯ ηpi 2,∞ð Þ
⋯ ⋯ ⋮ ⋯ ⋮ ⋯

η1n 2,∞ð Þ η2n 2,∞ð Þ ⋯ ηkn 2,∞ð Þ ⋯ ηpn 2,∞ð Þ

2
666666666664

3
777777777775
,

ð26Þ

where each row corresponds to the ith mode and each
column to the kth sensor. For the objective function in

terms of the H2 norm, sensor (subscript s) placement indi-
ces are determined as the root mean square sum of the
column-wise elements

ηks =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
n

i=1
ηki

� �2
s

, k = 1,⋯, r: ð27Þ

For the objective function in terms of the H∞ norm,
the sensor placement index is the largest index over all
modes

ηks =max
i

ηki

� �
, i = 1,⋯, n, k = 1,⋯, r: ð28Þ
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3

1

1 3 5 7 9 11 13 15 17 19

Figure 2: Candidate locations for sensors.

Table 1: . Candidate locations based on the largest placement indices.

Mode H2 H∞ Observability index

1 (10,10) (10,10) (10,10)

2 (10,5), (10,6) (10,15), (10,16) (10,5), (10,6) (10,15), (10,16) (10,5), (10,6) (10,15), (10,16)

4 (10,4), (10,11), (10,18) (10,4), (10,11), (10,18) (10,4), (10,11), (10,18)

5 (5,6), (5,16) (15,6), (15,16) (5,6), (5,16) (15,6), (15,16) (5,6), (5,16) (15,6), (15,16)
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In order to draw comparison with the placement indi-
ces above, we introduce observability indices for the kth
sensor location given by

νi kð Þ = φT
i C

T
k Ckφi

φT
i φi

: ð29Þ

The placement indices including H2 norm placement
indices, H∞ norm placement indices, and observability
indices provide guidelines for sensor deployment in the
underground tunnel.

4. Optimal Sensor Placement in the
Underground Tunnel

4.1. Mesh Generation of the Underground Tunnel. Shanghai
underground tunnel belongs to shield tunnel. The sensor
nodes are distributed on the ring segments with 20m away
between each two cross sections. There exists at least one
routing node located on the cross section. The sink node is
located outside the underground tunnel with the minimal
average distance to each routing node, thus saving the energy
consumption during data transportation process. According
to the deployment principles, the grid cell of the under-
ground tunnel cross section is obtained using mesh genera-
tion. Each grid cell represents the candidate location for the
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Figure 3: Placement indices for the underground tunnel.
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sensor. The placement indices affect the deployment results.
The meshing of the underground tunnel cross section is rep-
resented in Figure 2. Here, the corresponding rows and col-
umns are numerated for a better preview.

4.2. Sensor Deployment in the Underground Tunnel. Each grid
cell has its specific two-dimensional coordinate expressed by
the row and the column shown in Figure 2. The placement
indices of all grid cells are computed, and the corresponding
largest values are selected to construct the table for candidate
locations shown in Table 1. The simulation results of mode
3 are the same as those of mode 2. So the corresponding results
of mode 3 are removed from Table 1.

It can be seen that qualitative representations of the place-
ment indices based on H2 and H∞ hybrid norm as well as the
observability index. The 3D bar diagrams of the placement
indices based on the observability index are shown in Figure 3.

Each maximum placement index has the highest peak as
shown in the 3D bar diagram. The grid cell corresponding to
the highest peak is the optimal location for a sensor deploy-
ment. The optimal locations for sensor deployment are not
the same under different modes. Moreover, the placement
location has no relationship with mode order. It was found
out that the placement condition is dominated by low order
modes. Our research is limited to the first five modes.

It is noted that the probability that a node will be
deployed in a candidate location where the placement index
is equal to 1, regardless of nodes specific distributions such
as Poisson distribution and exponential distribution.

5. Conclusion

In this paper, the optimization approaches for sensor node
placement for the underground tunnel are proposed, based
on balanced reduction of space state models. Based on H2
and H∞ norms, the optimal placement indices are obtained
to determine optimal positions from many candidate loca-
tions. The pursuit of optimal position is crucial for sensor
nodes to obtain maximal sensing information, thereby per-
forming a good monitoring of the underground tunnel.
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