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This special issue is inspired by a rapidly growing interest
in the research of magnetism and magnetic materials,
discoveries of novel magnetic materials, and recent progress
in the development of functional materials with improved
magnetic and magnetotransport properties. The research
is demanded by the last advances in technology and
engineering and greatly associated with the development
of advanced magnetic materials with improved magnetic
and magnetotransport properties. Certain industrial sec-
tors, such as magnetic sensors, microelectronics, security,
and energy-efficient magnetic refrigerators, demand cost-
effective materials with reduced dimensionality and desirable
magnetic properties (i.e., enhanced magnetic softness, giant
magnetic field sensitivity, large magnetocaloric effect, large
shape memory effect, etc.). In particular, the miniaturization
of modern magnetoelectronic devices tends to stimulate a
rapid development of nanoscale magnetic materials. How-
ever, the development of soft magnetic materials in different
forms of ribbons, wires, microwires, and multilayered thin
films still continues to attract significant attention from
the scientific community, as the discovery of the so-called
giant magnetoimpedance effect in these materials makes
them very attractive for a wide range of high-performance
sensor applications ranging from engineering, industry, to
biomedicine. In another research area, the development of
advanced magnetocaloric materials for advanced magnetic
refrigeration technology has also generated growing interest
among scientists. The majority of magnetic refrigeration
is to develop new materials that are cost effective and
possess high cooling efficiencies (i.e., large magnetocaloric

effect over a wide temperature range). In all cases, a
comprehensive understanding of the processing-structure-
property relationship in the fabricated materials is of critical
importance. Consequently, great efforts have been (and are
being) focused on systematic theoretical and experimental
studies with the overall aim of advancing our current
knowledge of the origins of the material properties related to
the existence of some special arrangements at the nanometric
scale and/or to the prevision of novel unusual macroscopic
properties.

This special issue aims to provide most up-to-date infor-
mation about recent developments in magnetic materials for
advanced technologies. It covers a wide range of experimen-
tal and theoretical works highlighting the following main
topics:

(i) soft magnetic materials and sensor applications,
(ii) magnetocaloric materials and magnetic refrigeration,
(iii) magnetic shape alloys and related applications,

(iv) amorphous and nanocrystalline magnetic materials
and applications,

(v) metamagnetism,
(vi) ferrites,

(vii) electrodynamics of heterogeneous media.

We hope this issue will stimulate further interest in magnetic
materials research.
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A microscopic framework to determine multipole ordering in f-electron systems is provided on the basis of the standard quantum
field theory. For the construction of the framework, a seven-orbital Hubbard Hamiltonian with strong spin-orbit coupling
is adopted as a prototype model. A type of multipole and ordering vector is determined from the divergence of multipole
susceptibility, which is evaluated in a random phase approximation. As an example of the application of the present framework, a
multipole phase diagram on a three-dimensional simple cubic lattice is discussed for the case of n = 2, where n denotes the average
f-electron number per site. Finally, future problems concerning multipole ordering and fluctuations are briefly discussed.

1. Introduction

Recently, complex magnetism in rare-earth and actinide
compounds has attracted much attention in the research
field of condensed matter physics [1-3]. Since in general,
spin-orbit coupling between electrons in 4 f and 5f orbitals
is strong, spin and orbital degrees of freedom are tightly
coupled in f-electron materials. Thus, when we attempt
to discuss magnetic ordering in f-electron systems, it is
necessary to consider the ordering of spin-orbital complex
degrees of freedom, that is, multipole. In fact, ordering of
higher-rank multipole has been actively investigated both
from experimental and theoretical sides in the research field
of strongly correlated f-electron systems [2, 3]. Moreover,
due to recent remarkable developments in experimental
techniques and measurements, nowadays it has been possible
to detect directly and/or indirectly the multipole ordering.
Note, however, that only spin degree of freedom often
remains, when orbital degeneracy is lifted, for instance, due
to the effect of crystal structure with low symmetry. In
order to promote the research of multipole phenomena, f-
electron compounds crystallizing in the cubic structure with
high symmetry are quite important. For instance, octupole
ordering has been discussed in the phase IV of Ce;Lag 3B
[4] and NpO, [3, 5-8] with cubic structure. As for NpO,,
recently, a possibility of dotriacontapole ordering has been
also pointed out [9, 10].

Here we emphasize that the study of multipole phe-
nomena has been activated due to the focusing research of
filled skutterudite compounds LnT4X;, with lanthanide Ln,
transition metal atom T, and pnictogen X [11]. Since these
compounds crystallize in the cubic structure of Tj point
group, they have provided us an ideal stage for the research
of multipole physics. Furthermore, many isostructural mate-
rials with different kinds of rare-earth and actinide ions have
been successfully synthesized, leading to the development of
systematic research on multipole ordering. In fact, recent
experiments in close cooperation with phenomenological
theory have revealed that multipole ordering frequently
appears in filled skutterudites. For instance, a rich phase
diagram of PrOs,Sb,, with field-induced quadrupole order
has been unveiled experimentally and theoretically [12—
14]. Furthermore, antiferro-I';-type higher multipole order
[2] has been discussed for PrRusPi, [15, 16] and PrFe,P,
[17-19].

Now we turn our attention to theoretical research on
multipole order. Thus far, theory of multipole ordering has
been developed mainly from a phenomenological viewpoint
on the basis of an LS coupling scheme for multi- f -electron
state. It is true that several experimental results have been
explained by those theoretical studies, but we believe that
it is also important to promote microscopic approach for
understanding of multipole phenomena in parallel with



phenomenological research. Based on this belief, the present
author has developed a microscopic theory for multipole-
related phenomena with the use of a j-j coupling scheme
[1, 20-22]. In particular, octupole ordering in NpO, has
been clarified by the evaluation of multipole interaction with
the use of the standard perturbation method in terms of
electron hopping [6-8, 23]. We have also discussed possible
multipole states of filled skutterudites by analyzing multipole
susceptibility of a multiorbital Anderson model based on the
j-j coupling scheme [24-29].

On the other hand, it is still difficult to understand
intuitively the physical meaning of multipole degree of
freedom due to the mathematically complicated form of
multipole operator defined by using total angular momen-
tum. As mentioned above, multipole is considered to be
spin-orbital complex degree of freedom. In this sense, it
seems to be natural to regard multipole as anisotropic spin-
charge density. This point has been emphasized in the
visualization of multipole order [6—8, 23]. Then, we have
defined multipole as spin-charge density in the form of one-
body operator from the viewpoint of multipole expansion of
electromagnetic potential from charge distribution in elec-
tromagnetism [30, 31]. Due to the definition of multipole in
the form of one-electron spin-charge density operator, it has
been possible to discuss unambiguously multipole state by
evaluating multipole susceptibility even for heavy rare-earth
compounds with large total angular momentum [30].

As for the determination of the multipole state, we have
proposed to use the optimization of multipole susceptibility
on the basis of the standard linear response theory. We have
analyzed an impurity Anderson model including seven f
orbitals with the use of the numerical renormalization group
technique and checked the effectiveness of the microscopic
model on the basis of the j-j coupling scheme for the
description of multipoles. We have also shown the result for
multipole susceptibility of several kinds of filled skutterudite
compounds. With the use of the seven-orbital Anderson
model, we have discussed field-induced multipole phenom-
ena in Sm-based filled skutterudites, [32] multipole Kondo
effect, [33] and multipole state of Yb- and Tm-based filled
skutterudites [34]. We have also discussed possible multipole
state in transuranium systems such as AmO, [35] and
magnetic behavior of CmO; [36].

From our previous investigations on the basis of the
multiorbital Anderson model, it has been clarified that the
multipole can be treated as spin-orbital complex degree of
freedom in the one-electron operator form. However, in
order to discuss the ordering of multipole, it is necessary
to consider a periodic system including seven f orbitals per
atomic site with strong spin-orbit coupling. The validity of
the model on the basis of the j-j coupling scheme can be
also checked by such consideration. Namely, for the steady
promotion of multipole physics, it is highly expected to treat
the multipole ordering in a seven-orbital periodic model by
overcoming a heavy task to solve the model including 14
states per atomic site.

In this paper, we define a seven-orbital Hubbard model
with strong spin-orbit coupling and explain a procedure to
define the multipole ordering by the divergence of multipole
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susceptibility from a microscopic viewpoint. For the eval-
uation of multipole susceptibility, we introduce a random
phase approximation. In principle, we can treat all the cases
for n = 1 ~ 13 on the same footing, but here we focus on
the case of n = 2 corresponding to Pr and U compounds.
As a typical example of the present procedure, we show a
phase diagram including quadrupole ordering in a three-
dimensional simple cubic lattice. Finally, we also discuss
some future problems such as superconductivity induced by
multipole fluctuations near the multipole phase.

The organization of this paper is as follows. In Section 2,
we explain each part of the seven-orbital Hubbard model
with strong spin-orbit coupling. For the reference of readers,
we show the list of hopping integrals among f-orbitals along
X, ¥, and z-axes through o, 7, §, and ¢ bonds. In Section 3,
we define the multipole operator as the complex spin-
charge degree of freedom in the one-electron form. Then,
we explain a scheme to determine the multipole ordering
from the multipole susceptibility. Here we use a random
phase approximation for the evaluation of the multipole
susceptibility. In Section 4, we show the results for the case of
n = 2 in a three-dimensional simple cubic lattice. We discuss
the phase diagram of the multipole ordering. In Section 5,
we discuss some future problems and summarize this paper.
Throughout this paper, we use such units as 7 = kg = 1.

2. Model Hamiltonian
The model Hamiltonian H is split into two parts as
H = Hkin + Hloca (1)

where Hyi, denotes a kinetic term and Hi,. is a local part for
potential and interaction. The latter term is further given by

Hloc = Hso + HCEF + HC) (2)

where H,, is a spin-orbit coupling term, Hcgr indicates
crystalline electric field (CEF) potential term, and Hc
denotes Coulomb interaction term. We explain each term in
the following.

2.1. Local f-Electron Term. Among the three terms of Hiq,
the spin-orbit coupling part is given by

Hy = A Z (m,o;m’,v’.fi:rnafim’ﬂ” (3)

i,m,o,m’,0’

where fie is an annihilation operator of f-electron at site
i, 0 = +1 (-1) for up (down) spin, m is the z-component
of angular momentum ¢ = 3, A is the spin-orbit interaction,
and the matrix elements are expressed by

mo
(m,g;m,g - 2 b
(4)
¢ :\/€(€+1)—m(m+o)
m+o,—0a;m,o 2 bl

and zero for other cases.
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Next we consider the CEF term, which is expressed as

HCEF = Z Bm,m'fijngfim’o) (5)

i,m,m’,o

where By, is the CEF potential for f electrons from the
ligand ions, which is determined from the table of Hutchings
for angular momentum ¢ = 3 [37]. For the cubic structure
with Oy symmetry, B, is expressed by using three CEF
parameters, By and Beo, as
B3,3 = B_3,_3 = 180B4o + 180B¢,
Byy = B__» = —420B4 — 1080Bgq,
Bl,l = B—l,—l = 60B4o + 2700B¢,
Bo,o = 360B4y — 3600Bg,
Bs_1 = B_3; = 60/15(B4y — 21Bgo),
Bz,,z = 300B4o + 7560B4¢.

Note the relation of By,
notation [38], we define

= B,y m. Following the traditional

Wx
F(4)’

W@ - Ixl)
Bso = T Fe)

By =
(7)

where W determines an energy scale for the CEF potential, x
specifies the CEF scheme for Oy, point group, and F(4) = 15
and F(6) = 180 for € = 3.

Finally, the Coulomb interaction term Hc is given by

Hy, = z ZImlmz,m3m4][izaloﬁjnzo/fimsa'fimm (8)

imy~my 0,0’
where the Coulomb integral I, i, msm, is expressed by

6

Imﬂn;,m;rm = ZFka(ml>m4)Ck(m2; ms). 9)
k=0

Here F* is the Slater-Condon parameter and ¢ is the Gaunt
coefficient which is tabulated in the standard textbooks of
quantum mechanics [39]. Note that the sum is limited by
the Wigner-Eckart theorem to k = 0, 2, 4, and 6. The
Slater-Condon parameters should be determined for the
material from the experimental results, but in this paper, for a
purely theoretical purpose, we set the ratio among the Slater-
Condon parameters as physically reasonable values, given by

FO:F?>:F*:F°=10:5:3:1. (10)

Note that F° is considered to indicate the scale of Hund’s rule
interaction among f orbitals.

2.2. Kinetic Term. Next we consider the kinetic term of
f electrons. When we discuss magnetic properties of f-
electron materials as well as the formation of heavy quasi-
particles, it is necessary to include simultaneously both
conduction electrons with wide bandwidth and f electrons

with narrow bandwidth, since the hybridization is essentially
important for the formation of heavy quasiparticles. In this
sense, it is more realistic to construct orbital-degenerate
periodic Anderson model for the theory of multipole
ordering in heavy-electron systems.

However, if we set the starting point of the discussion in
the periodic Anderson model, the calculations for multipole
susceptibility will be very complicated. Thus, we determine
our mind to split the problem into two steps: namely, first
we treat the formation of heavy quasiparticles and then, we
discuss the effective model for such heavy quasiparticles. If
we correctly include the symmetry of f-electron orbital, we
believe that it is possible to grasp qualitatively correct points
concerning the multipole ordering by using an effective
kinetic term for f electrons.

Based on the above belief, we consider the effective
kinetic term in a tight-binding approximation for f elec-
trons. Then, Hy;, is expressed as

t
Z tfn,m’fimofi*'am'ﬂ’ (11)

ia,m,m’,o

Hyn =

where t5, , indicates the f-electron hopping between m-
and m’-orbitals of adjacent atoms along the a direction. The
hopping amplitudes are obtained from the table of Slater-
Koster integrals, [40—42] but, for convenience, here we show
explicitly ¢}, ,,, on the three-dimensional cubic lattice.

The hopping integrals along the z-axis are given in quite
simple forms as

60 = (ffo),
=t = (ffn),
t2 =15, = (ff9),
t25 5 =15 =(ff¢)
and zeros for other cases. Here (f f€) denotes the Slater-

Koster integral through ¢ bond between nearest neighbor
sites. Note that the above equations are closely related to the

definitions of (f fo), (f fn), (f f8), and (f f¢).
On the other hand, hopping integrals along the x- and

y-axes are given by the linear combination of (f fo), (f fn),
(ff6),and (f f¢). We express £, ,, as

=2 (ffOEY,, (13)

13

(12)

where the coefficient E%, indicates the two-center integral
along a direction between m and m’ orbitals and ¢ runs
among 0, 77, §, and ¢. In Table 1, we show the values of E% ..
Other components are zeros unless they are obtained with
the use of relation of E¥,, = E%  =E* _, .

By using the experimental results concerning the Fermi-
surface sheets for actual materials, it is possible to determine
the Slater-Koster parameters, (ffo), (ffn), (ff6), and
(ff¢), so as to reproduce the experimental results. Namely,
the hopping integrals should be effective ones for quasipar-
ticles, as mentioned above. Here it is important to include
correctly the symmetry of local f orbitals in the evaluation
of hopping amplitudes, although the whole energy scale
will be adjusted by experimental results and band-structure
calculations.



TasLe 1: Coefficients E%,, along the x- and y-axes between f
orbitals of nearest neighbor sites. Note that in double signs, the
upper and lower signs correspond to the value along the x- and y-
axes, respectively.

m m' 1% s ) ¢

-3 -3 5/16 15/32 3/16 1/32
-3 -1 FVI5/16  FV15/32  =/15/16  +./15/32
-3 1 V15/16 —/15/32 —/15/16 V15/32
-3 3 F5/16 +15/32 F3/16 +1/32
-2 =2 0 5/16 172 3/16
-2 0 0 F/30/16 0 +./30/16
-2 2 0 5/16 -1/2 3/16
-1 -1 3/16 1/32 5/16 5/32
-1 1 ¥3/16 +1/32 F5/16 +5/32
0 0 0 3/8 0 5/8
3. Multipole Ordering

In order to discuss the multipole ordered phase from the
itinerant side, we evaluate the multipole susceptibility y by
following the standard quantum field theory. The multipole
susceptibility is defined by

T
x(@ive) = | dre™ (Xg(1)X!,(0)), (14)
where Xq denotes the multipole operator with momentum
q, v = 2nTn is the boson Matsubara frequency with an
integer n, T is a temperature, Xq(7) = ef"Xqe 7, and (- - - )
indicates the thermal average by using H. In the following,
we introduce the multipole operator and explain a method
to evaluate the susceptibility.

3.1. Multipole Operator. In any case, first it is necessary to
define multipole. As for the definition of multipole, readers
should consult with [30, 31], but here we briefly explain the
definition in order to make this paper self-contained. We
define X in the one-electron density-operator form as

X - Zpk)’ k)(q)> (15)
ky
where k denotes the rank of multipole, y indicates the

irreducible representation for cubic point group, and TA"}(,k) (qQ
indicates the cubic tensor operator, expressed in the second-
quantized form as

A (k,y)
T}(,k) (q) = Z ngym o' kmgfk+qm o’ (16)

k,m,o,m’y’

Here the matrix elements of the coefficient T are
calculated from the Wigner-Eckert theorem as [43]

o s bl

(jul ju'kq)

V2 +1 (17)
, oON/iri s O
><<]H|€ms§><]y |€msz>,

ma m'o’
Jotbot'sq
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where £ = 3,5 =1/2, j = € + 5, y runs between —j and j, g
runs between —k and k, G% is the transformation matrix
between spherical and cubic harmonics, (JM|] M']"M"")
denotes the Clebsch-Gordan coefficient, and ( jIIT(k)II j) is
the reduced matrix element for spherical tensor operator,
given by

2i+k+1
o) - & G

Note that k < 2j and the highest rank is 2 j. When we define
multipoles as tensor operators in the space of total angular
momentum J on the basis of the LS coupling scheme, there
appear multipoles with k > 8 for the cases of ] > 4, that is,
for2 < n < 4and 8 < n < 12, where n is local f-electron
number. If we need such higher-rank multipoles with k > 8,
it is necessary to consider many-body operators beyond the
present one-body definition.

Note that when we express the multipole moment as (16)
and (17), we normalize each multipole operator so as to
satisfy the orthonormal condition [44]

(18)

T{FED TR = 508, (19)

where 8, denotes the Kronecker’s delta.

3.2. Multipole Susceptibility. Now we move to the evaluation
of multipole susceptibility. In order to determine the coeffi-
cient py,(q) in (15), it is necessary to calculate the multipole
susceptibility in the linear response theory. The multipole
susceptibility is expressed as

K@) = > prykioky (@I PEys ()
ky,k'y’

where the susceptibility matrix is given by

Xky,k'y' (q) ivn = Z Z Tmfgf M3 03
my~my 01 ~0y (21)
X Xmio1my02,m303m404 (q’ Wn) Tmzaztmru
Then, y and py, are determined by the maximum eigenvalue
and the corresponding normalized eigenstate of the suscep-
tibility matrix equation (21).

In order to calculate actually the multipole susceptibility,
it is necessary to introduce an appropriate approximation. In
this paper, we use a random phase approximation (RPA) for
the evaluation of multipole susceptibility. For the purpose,
we redivide the Hamiltonian H into two parts as

H:H0+H1) (22)

where H, indicates the one-electron part given by Hy =
Hyin + Hyo + Hcer and H is the interaction part, which is
just equal to Hc in the present case. Then, we consider the
perturbation expansion in terms of the Coulomb interaction.

The susceptibility diagrams are shown in Figure 1 and
they are expressed in a compact matrix form as

2=20[1- 03] o[t +770] Lo (23)
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FiGUurg 1: Feynman diagrams for multipole susceptibility in the
RPA. The solid curve and broken line denote the noninteracting
Green’s function G and Coulomb interaction, respectively.

where U and J are, respectively, given by

Um] 01M02,M303M404 — Iml my,m3my 801 04 80253 > (24)

]mldlmzdz,m303m404 = I}ﬂ|m2,m4WI360'|U3 0204

and the dynamical susceptibility y'* is given by

(0)

Ximyo1maor,ms03my04 (q’ an)

7TZZGM1(71 myoy (k, iw,) (25)

x GO

my02,M303

(k+ q, iwy +ivy).

Here G(©) is the one-electron Green’s function defined by the
noninteracting part Hy.

In order to determine the multipole ordering, it is
necessary to detect the divergence of y at v, = 0. We cannot
evaluate the susceptibility just at a diverging point, but we
find such a critical point by the extrapolation of 1/ymax as
a function of U, where U indicates the energy scale of the
Slater-Condon parameters and ymax denotes the maximum
eigenvalue of susceptibility matrix equation (21) for v, = 0.
When we increase the magnitude of U, 1/ymax is gradually
decreased from the value in the weak-coupling limit. In
actual calculations, we terminate the calculation when 1/ymax
arrives at a value in the order of unity. By using the calculated
values of 1/ymax, we make an extrapolation of 1/ymax as
a function of U. Then, we find a critical value of U at
which 1/ymax becomes zero. As for the type of multipole and
ordering vector in the ordered phase, we extract such infor-
mation from the eignevectors of the susceptibility matrix
corresponding to the maximum eigenvalue. By performing
the above calculations, it is possible to find the multipole
ordered phase from a microscopic viewpoint in principle.

4. Results

In the previous sections, we have explained the model
Hamiltonian and the procedure to determine the type of
multipole ordering. We believe that the present procedure
can be applied to actual materials, but there are so many
kinds of materials and multipole phenomena. Here we show
the calculated results for the case of n = 2 concerning I's
non-Kramers quadrupole ordering, in order to see how the
present procedure works. The results for actual materials will
be discussed elsewhere.

4.1. CEF States. First we discuss the local CEF states in order
to determine the CEF parameter. We consider the case of

n = 2 corresponding to Pr’* and U*" ions. Since we discuss
the local electron state, the energy unit is taken as F°. As for
the spin-orbit coupling, here we take A/F® = 0.1. Concerning
the value of W, it should be smaller than A and we set W as
W/F® = 0.001.

In Figure 2, we show the CEF energies as functions of x.
As easily understood from the discussion in the LS coupling
scheme, the ground state multiplet for #n = 2 is characterized
by ] = 4, where ] is total angular momentum given by
J = |L — S| with angular momentum L and spin momentum
S.Forn =2,wefind L = 5and S = 1 from the Hund’s rules
and, thus, we obtain J = 4. Due to the effect of cubic CEF,
the nonet of ] = 4 is split into four groups as I'; singlet, I's
non-Kramers doublet, T'y triplet, and I's triplet. In the present
diagonalization of Hjo., we find such CEF states, as shown in
Figure 2. When we compare this CEF energy diagram with
that of the LS coupling scheme [38], we find that the shape
of curves and the magnitude of excitation energy are different
with each other. However, from the viewpoint of symmetry,
the structure of the low-energy states is not changed between
the LS and j-j coupling schemes [1]. Since we are interested
in a possibility of I's quadrupole ordering, we choose the
value of x as x = 0.0 in the following.

4.2. Energy Bands. Next we consider the band structure
obtained by the diagonalization of Hy = Hyin + Hcrr + Ho-
As for the Slater-Koster integrals, it is one way to determine
them so as to reproduce the Fermi-surface sheets of actual
materials, but here we determine them from a theoretical
viewpoint as

-(ffo) =

(ff0) = (ffm) = (ff¢) = —t/2,

(26)

where ¢t indicates the magnitude of hopping amplitude.
The size of t should be determined by the quasi-particle
bandwidth, but here we simply treat it as an energy unit.

In Figure 3, we depict the eigen energies of Hy along the
lines connecting some symmetric points in the first Brillouin
zone. As for the spin-orbit coupling and CEF parameters,
we set A/t = 0.1 and W/t = 0.001. First we note that
there exist seven bands and each band has double degeneracy
due to time-reversal symmetry, which is distinguished by
pseudospin. Since the magnitude of A is not so large, we
do not observe a clear splitting between j = 7/2 octet and
j = 5/2 sextet bands. Around at I' point, we find that j = 5/2
sextet is split into two groups, I'; doublet and T's quartet.
Here we note that the energy of I's quartet is lower than
that of I';. Since the I's has orbital degeneracy, it becomes an
origin of the formation of I'; non-Kramers doublet, when we
accommodate a couple of electrons per site.

Note that the Fermi level is denoted by a horizontal line,
which is determined by the condition of n = 2, where n
is the average electron number per site. When we pay our
attention to the band near the Fermi level, we find that
the orbital degeneracy exists in the bands on the Fermi
surface. For instance, we see the degenerate bands on the
Fermi surface around the I' point. Such orbital degeneracy in
the momentum space is considered to be a possible source
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of T's quadrupole ordering, which will be discussed in the
next subsection. Finally, in the present case, we expect the
appearance of the large-volume Fermi surface as well as
the small-size pocket-like Fermi surface. Such mixture of
the Fermi surface sheets with different topology may be an
important issue for the appearance of higher-rank multipole
ordering.

4.3. Phase Diagram. Now we show the phase diagram of
the multipole state. First it is necessary to calculate the
susceptibility equation (25) at v, = 0. As for the momentum
q, we divide the first Brillouin zone into 16 X 16 X 16
meshes. Concerning the momentum integration in (25),
we exploit the Gauss-Legendre quadrature with due care.
At low temperatures such as T/t = 0.01, it seems to be
enough to divide the range between —m and 7 into 60
segments along each direction axis. As found in (25), y(©
has 14* components in the spin-orbital space, but it is
not necessary to calculate all the components due to the
symmetry argument. We have checked that it is enough to
evaluate 1586 components of y(*.

We set the parameters as A/t = 0.1, x = 0.0, W/t = 0.001,
F? = 0.5F°, F4 = 0.3F%, F = 0.1F°, —(ffo) = (ff8) = t,
and (ffm) = (ff¢) = —t/2. Note that the ratio among
the Slater-Condon parameters is the same as that in Figure 2.
We also note that the hopping amplitude ¢ is relatively large
compared with local potential and interactions, since we
consider the multipole ordering from the itinerant side. Here
we emphasize that our framework actually works for the
microscopic discussion on the multipole ordering. A way
to determine more realistic parameters in the model will be
discussed elsewhere.

By changing the values of temperature T/t, we depict
the phase diagram in the plane of ¢/F° and T/t. Note that
2/F° corresponds to the typical magnitude of multipole-
multipole interaction between nearest neighbor sites. As
naively understood, when the temperature is increased,
larger value of U is needed to obtain the ordered state.
Then, the phase diagram is shown in Figure 4. We evaluate
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FIGURE 3: Energy band structure obtained by the diagonalization of
Hy for (ffo) = —t, (ffm) = —t/2, (ff6) = t, (ffp) = —t/2,
At = 0.1, and W/t = 0.001. Note that we show the eigen energies
along the lines of T - X -— M - T - R - X.

the maximum eigenvalue of the multipole susceptibility by
increasing F°/t. One may think that the magnitude of t/F°
in Figure 4 is too small to obtain reasonable results in the
RPA calculations. Here we note that the total bandwidth of
the seven-orbital system is in the order of 10¢, as shown in
Figure 3. Namely, the critical value of the interaction F at
low enough temperatures is considered to be in the order of
the total bandwidth. In this sense, we consider that the value
of t/F° in Figure 4 is not small for the RPA calculations. Note
also that when the temperature is increased, the magnitude
of noninteracting susceptibility is totally suppressed, leading
to the enhancement of F. Thus, #/F° is decreased when T is
increased, as observed in Figure 4.

At low temperatures as T/t < 0.3, we obtain that the max-
imum eigen value of susceptibility matrix is characterized
by the multipole with I's symmetry and the ordering vector
Q = (m,m, ). The component of the multipole depends on
the temperature, but the 90% of the optimized multipole is
rank 2 (quadrupole). Others are rank 4 (hexadecapole) and
rank 6 (tetrahexacontapole) components, which are about
10%. Note again that the multipoles with the same symmetry
are mixed in general, even if the rank of the multipole
is different. Namely, quadrupole is the main component,
while hexadecapole and tetrahexacontapole are included
with significant amounts. Note also that the phase diagram
is shown only in the region of T/t < 1, but the boundary
curve approaches the line of #/F° = 0. Since the case with
very large F? is unrealistic, we do not pay our attention to the
phase for T > ¢, although we can continue the calculation in
such higher temperature region.

When we increase the temperature, the magnetic phase
is observed for T/t > 0.3. The main component is I'y
dipole and the ordering vector is Q = (0,0,0). Note that
the susceptibility for I'y multipole moment does not mean
magnetic susceptibility, which is evaluated by the response of
magnetic moment L+28§, that is, J+S. At T/t = 0.4, admixture
of the multipole is as follows: rank 1 (dipole) 90.7%, rank 3
(octupole) 6.5%, rank 5 (dotriacontapole) 2.1%, and rank
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FIGURE 4: Phase diagram of the multipole ordering for n = 2 on the
three-dimensional simple cubic lattice.

7 (octacosahectapole) 0.7%. The amounts are changed by
the temperature, but the main component is always dipole.
We have found the low-temperature antiferroquadrupole
state and the high-temperature ferromagnetic phase. Such
a combination of nonmagnetic and magnetic phases can
be observed in other parameter sets including quadrupole
ordering.

5. Discussion and Summary

We have constructed the microscopic framework to discuss
the multipole ordering due to the evaluation of multipole
susceptibility in f-electron systems on the basis of the seven-
orbital Hubbard model with strong spin-orbit coupling. For
the evaluation of multipole susceptibility, we have used the
RPA and found the critical point from 1/ymax. As an example
of the present scheme, we have shown the results for the
case of n = 2 concerning quadrupole ordering on the three-
dimensional simple cubic lattice. If we specify the lattice
structure and determine the hopping parameter from the
comparison with the experimental results on the Fermi-
surface sheets, in principle, it is possible to determine the
type of multipole ordering with the use of appropriate local
CEF parameters and Coulomb interactions.

Although the microscopic theory of multipole ordering
has been proposed, it is necessary to elaborate the present
scheme both from theoretical and experimental viewpoints.
In order to enhance the effectiveness of the present pro-
cedure, we should increase the applicability of the theory.
For instance, we have not considered at all the sublattice
structure in this paper, but in actuality, the staggered-type
multipole ordering has been observed. In order to reproduce
the structure, it is necessary to maximize the multipole
susceptibility by taking into account the sublattice structure.
It is one of future problems from a theoretical viewpoint.

It is also highly expected that the present scheme should
be applied to actual materials in order to explain the origin of
multipole ordering. For instance, it is interesting to seek for
the origin of peculiar incommensurate quadrupole ordering

observed in PrPbs [45]. At the first glance, it seems to be
quite difficult to explain the origin of the I's quadrupole
ordering with the ordering vector of Q = (7/2+4§,71/2+6,0)
with § = 7/8. However, if we use the present scheme,
it may be possible to find a solution in a systematic way.
Another issue is the revisit to octupole and higher-rank
multipole ordering in NpO,. The significant amount of
dotriacontapole component may be understood naturally in
the present scheme.

Another interesting future problem is the emergence of
superconductivity near the multipole ordered phase. It has
been widely accepted that anisotropic d-wave superconduc-
tivity appears in the vicinity of the antiferromagnetic phase,
as observed in several kinds of strongly correlated electron
materials. In general, near the quantum phase transition,
anisotropic superconducting pairs are formed due to the
effect of quantum critical fluctuations. Thus, also in the
vicinity of multipole ordering, superconductivity is generally
expected to occur. Even from purely theoretical interest,
it is worthwhile to investigate superconductivity near the
antiferroquadrupole phase in Figure 4. When we turn our
attention to actual material, in Prlr,Zn,o, superconductivity
has been observed and quadrupole fluctuations have been
considered to play some roles [46]. Within the RPA, it is
possible to discuss the appearance of superconductivity in
the vicinity of quadrupole ordering in the present scheme.
It is another future problem.

In summary, we have proposed the prescription to deter-
mine the type of multipole ordering from a microscopic
viewpoint on the basis of the seven-orbital Hubbard model.
The multipole susceptibility has been obtained in the RPA
and the quadrupole ordering has been actually discussed in
a way similar to that for the spin ordering in the single-
orbital Hubbard model. The application to actual f-electron
materials will be discussed elsewhere, but we believe that the
present scheme is useful to consider the origin of multipole
ordering. In addition, a possibility of superconductivity near
the multipole ordering is an interesting future problem.
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We present results on ferroelectric, magnetic, magneto-optical properties and magnetoelectric effect of rare earth molybdates
(gadolinium molybdate, GMO, and terbium molybdate, TMO, and samarium molybdate, SMO), belonging to a new type of
ferroelectrics predicted by Levanyuk and Sannikov. While cooling the tetragonal 3-phase becomes unstable with respect to two
degenerate modes of lattice vibrations. The -’ transition is induced by this instability. The spontaneous polarization appears
as a by-product of the lattice transformation. The electric order in TMO is of antiferroelectric type. Ferroelectric and ferroelastic
GMO and TMO at room temperature are paramagnets. At low temperatures GMO and TMO are antiferromagnetic with the Neel
temperatures Ty = 0.3K (GMO) and Ty = 0.45K (TMO). TMO shows the spontaneous destruction at 40 kOe magnetic field.
Temperature and field dependences of the magnetization in TMO are well described by the magnetism theory of singlets at 4.2 K
< T < 30K. The magnetoelectric effect in SMO, GMO and TMO, the anisotropy of magnetoelectric effect in TMO at T = (1.8—
4.2) K, the Zeeman effect in TMO, the inversion of the electric polarization induced by the laser beam are discussed. The correlation
between the magnetic moment of rare earth ion and the magnetoelectric effect value is predicted. The giant fluctuations of the
acoustic resonance peak intensity near the Curie point are observed.

1. Introduction

At the end of 1960s, there was a great interest in the
rare earth molybdates family R,(MoQOy4); (RMO) (R =
Pr,Nd, Sm, Eu, Gd, Tb and Dy) because these compounds
exhibited the phenomena of ferroelectricity and ferroelastic-
ity [1].

RMO from Pr;(MoOy4); (PMO) to TMO crystallizes
to the tetragonal B-structure with a space group P42m
(point symmetry group is 42m). Their melting points
are 1045°C for PMO and 1172°C for TMO. Dy,(MoOy);
(DMO) crystallizes to cubic y-phase at 1222°C and trans-
forms to f-structure at 1030°C. While cooling the family
undergoes a transformation from the tetragonal f-phase
to the monoclinic a-Phase. The temperatures of the f-a
transformation are 987°C for PMO and 805°C for DMO.

However, the transformation is sluggish and, therefore,
the high-temperature phase can be quenched in. If the
thermodynamically metastable -phases of RMO are further
cooled, they undergo the second transformation leading to
the lower symmetry ferroelastic-ferroelectric orthorhombic
Pba2 f3’-structures (point symmetry group mm?2). They are
also thermodynamically metastable. The temperatures of f3-
B’ phase transitions are 235°C for PMO and 145°C for DMO.

The single crystal samples of RMO are transparent in the
visible light.

Both 8 and B’ phases are piezoelectric. The 3 phase is
ferroelectric. The spontaneous electric polarization values
are of &2 X 1077 Coul/cm?. The dielectric permeability peak
at the Curie temperature is of =10 for GMO.

The ferroelastic properties are well exhibited. In a single-
domain sample of (001) cut, the switching of the ferroelectric
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TABLE 1
. . The angular The total
The ion The ground state The spin, S Momentum, L Momentum, ]
Sl’n3+ 6Hs/z 5/2 5 5/2
Gd** 83, 712 0 702
Tb3* Fe 3 3 6

domain can be observed visually in polarized light at
compressing the sample along the [010] axis.

Orthorhombic f3’'-phases of rare earth molybdates are
paramagnetic down to temperatures below 1 K.

In RMO with R = Sm, Gd, Tb and in mixed molybdates
DyGd(MoOy); (DGMO), TbGd(MoO4)3 (TGMO) the non-
linear magnetoelectric effect was observed experimentally. In
TMO and in TGMO, the switching of ferroelectric domains
by the magnetic field was observed experimentally. These are
the first substances in which the possibility was found to
switch the ferroelectric domains by the magnetic field.

The longitudinal Zeeman effect was investigated in TMO
in the magnetic field H < 20 T along the [001] and [110] axes
at T = 4.2K and 1.7 K. The experimental field dependences
of the wave numbers of the absorption peaks v;(H) were
obtained. The analysis of the dependences shows that the
excited multiplet °D, of Tb>" ion in the crystal field of TMO
can be considered as consisting from five singlets and two
quasidoublets. The field dependences of the energy levels
Ei(H) were obtained from the experimental data in the
magnetic field along the [001] axis for the >D, multiplet. The
experimental dependences E;(H) were described well by the
theory of the magnetism of singlets.

The dependences of the photoinduced voltage in TMO
upon the time ¢ of the illumination by a laser beam were
measured at room temperature at 0.1s < t < 4500s. The
power of the laser radiation was 0.4 W. The distribution
of the intensity along the sample was varied from highly
inhomogeneous to homogeneous. It was found that the
photoinduced voltages of two types with the opposite signs
appear due to the inhomogeneous illumination. The model
was proposed to explain the appearance of the photoinduced
voltage due to the inhomogeneous illumination.

The qualitative explanation of the mechanisms of these
two effects was given. To make quantitative estimates, it is
necessary to measure the dependences of the effect upon
the temperature of the sample and upon the intensity of
the light.

The temperature dependence of the intensity of the
main acoustic resonant peak in GMO was measured at
temperatures from 22°C to 165°C. This temperature range
includes the Curie point (T¢ = 159°C). The low-frequency
fluctuations of the amplitude of the resonant current in
GMO were observed near the Curie point. The corre-
sponding variations of the measured voltage were 0.1 Volt.
The typical times of the fluctuations were (10-100) sec.
The relative values of the corresponding fluctuations of
the piezoacoustic impedance in GMO are two orders of
magnitude larger than the values of the fluctuations of the
physical parameters in the solids that were known before.

Such fluctuations of the physical properties of the solids were
observed visually never before.

In [2], the point symmetry group C, for the near-
est surrounding of Gd’* ions in GMO was established
experimentally. The calculated value of the spontaneous
polarization, assuming point charges Gd’" and (MoQ,)*",
was 260 - 107 Coul/cm?. This result can be considered
as being in a satisfactory agreement with the experimental
value 200 - 1072 Coul/cm?. All rare earth molybdates are
isomorphic to GMO. So, the rare earth ions in RMO crystal
lattice are assumed to be trivalent and the point symmetry
group of the local crystal field at R** sites is assumed to be
C,. The experimental data discussed below relates mostly
to Sm,(MoQy);, Gda(MoQy);, and Tb,(MoOy);. Table 1
contains the quantum numbers for corresponding free R**
ions in the ground state.

It is worth mentioning that starting from 90-th magnetic
shape-memory alloys (MSMAs) attract special interest owing
to significant magnetic-field-induced strain (MFIS), also
referred as the “magnetic shape-memory effect” originated
from coupling between magnetic and structural order-
ing. Such strain arises through the magnetic-field-induced
motion of twin boundaries [3]. Since the magnetic shape-
memory effect is useful for actuation purposes, the inverse
effect may be utilized for sensing and energy harvesting
applications [4]. Consequently, the direct and inverse mag-
netic shape-memory effects cause magnetic field-induced
superelasticity, which is the magnetically induced recovery
of a large mechanically induced deformation [4]. It is worth
mentioning that, in fact, magnetic-field-induced strain
(MFIS) effect has been previously observed and described
in the same terms at the beginning of 90-th in ferroelectrics
(rare-earth molybdates) [5]. Particularly, terbium molybdate
shows so strong field-induced strain, that the spontaneous
destruction in a constant magnetic field of 40kOe along
the [100] axis at T = 1.5K has been observed [5], but at
that time, most attention has been paid to magnetic-field-
induced electric polarization and magnetoelectric effects.

Latter family of magnetic shape memory alloys (MSMA)
has been introduced, where the coupling between magnetic
and structural ordering in conjunction with the magnetic
and structural transformations giving rise to various func-
tional properties: the magnetocaloric effect, the magnetic-
field-induced martensitic transformation, as well as its
reverse transformation, giant magnetoresistance, and electric
polarization [4].

In this paper, we will present the review on ferroelec-
tric, magnetic, electric, and structural properties of the
rare earth molybdates family R,(MoOy); (RMO) (R =
Pr,Nd, Sm, Eu, Gd, Tb, and Dy).
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2. Ferroelectric Properties

Here, only a short description of ferroelectric properties of
RMO will be given. The detailed review of this question is
available in [1].

RMO belongs to a new type of ferroelectrics (improper
ferroelectrics) theoretically predicted by Levanyuk and San-
nikov [6].

While cooling the tetragonal -phase becomes unstable
with respect to two degenerate modes (soft modes) of
lattice vibrations, this instability induces the displacive phase
transition of the first order to the ferroelastic-ferroelectric
B’-GMO-type structure. The 3-f transition temperature is
also the Curie temperature of the orthorhombic p’-RMO.
The spontaneous polarization appears at the transition
as a by-product of the lattice transformation and cannot
be considered as the order parameter. This conclusion
was obtained for GMO by Petzelt and Dvotak [7] using
group analysis. They confirmed this result experimentally by
far-infrared reflectivity and transmission measurements in
GMO.

Analogous result was obtained for TMO from neutron-
scattering experiments [8, 9]. In [6], from the examination
of the soft mode, it was shown that the primary-order
parameter, which necessarily shows large fluctuations, near
Tc, have no macroscopic polarization but have instead
antipolar. The freezing in of this antiferroelectric static
displacement couples to the shear strain which in turn
produces the electric polarization by piezoelectric coupling.

The displacive mechanism of §-f’ transition is valid for
all the members of RMO family because they are isomorphic
to GMO and TMO.

The crystal structure of ’-GMO was solved in [2, 10, 11].
Above the Curie temperature, the structure is tetragonal with
space group P42;m and point group 42,m. Below the Curie
temperature, it is orthorhombic with space group Pba2 and
point group mm2. The reduction in point group symmetry
from 42,m to mm2 allows the formation of twin domains.
They can be distinguished in polarized light. After cooling
through the Curie point, the RMO single crystals always
are in a polydomain state. When cooled through the Curie
temperature, the equivalent [110] and [110] axes of the
tetragonal phase become the [100] and [010] axes of the
orthorhombic phase. These orthorhombic axes are unequal.
The b parameter along the [010] axis is larger than the a
parameter along the [100] axis: (b—a)/a = 3 x 107°. So, the
crystal changes its shape during the transition. The axes [100]
and [010] of the tetragonal phase become the axes [110] and
[110] of the orthorhombic phase and the right angle between
them changes by the value of ~10". This is the shear angle of
the transition. It is determined by the relation (b — a)/a. The
relative change of the [001] axis parameter Ac/c during the
transition is smaller than 10~%, but the structure of the [001]
axis is changed drastically. It is not polar in the tetragonal
phase and it becomes polar in the orthorhombic phase. This
is the origin of the ferroelectric order.

The applied electric field along the [001] axis can
reverse the [001] axis. This is accompanied by the mutual
interchange of the orthorhombic [100] and [010] axes.

Due to the difference between b and a parameters, the
mechanical compression along the [010] axis switches the
orientational state. This is the origin of the ferroelasticity. A
material is said to be ferroelastic if it has two or more stable
orientational states in the absence of the external mechanical
stress and if it can be reproducibly transformed from one
to another of these states by the application of mechanical
stress. Ferroelasticity was established in RMO by Aizu [12].

Ferroelasticity can be used to transform a multidomain
sample into a single domain state. In a polydomain state
due to a very small value of the shear angle, the direction
of the [010] axes in domains with positive [001] axes almost
coincides with the [100] axes in domains with negative [001]
axes. So, a compression along [010] axes of positive domains
makes them unstable. Simultaneously, this compression
makes the negative domains more stable. Then, the domains
with the [100] axes along the compression should grow and
the domains with the [010] axes along the compression
should disappear. This is the way to obtain a single domain
sample.

The temperature dependence of the spontaneous electric
polarization Ps in GMO was measured in [13] over the
temperature range from 4.2K up to the Curie point Tc =
432.3 K. The electric polarization takes values of Ps =~ 290 x
107° Coul/cm? at T = 4.2K and Ps ~ 40 x 10~° Coul/cm?
at T = T¢c = 432.3K. The abrupt jump in the Ps(T) curve
was observed at T = T = 432.3 K with a hysteresis loop of
AT =~ 0.1 K width. This is a direct indication on the phase
transition of the first order. Room temperature values of Pg
in SMO, EMO, GMO, and TMO are in the range of Ps =~
140x10~° Coul/cm? for EMO and Ps ~ 240x 10~ Coul/cm?
for SMO [14].

The temperature dependences of electric and elastic
properties of GMO were measured in [15]. The dielectric
permittivity of the clamped crystal €53 does not depend
on the temperature and shows no anomaly at the Curie
point, while the elastic constant c£; shows strong temperature
dependence with a marked anomaly at the Curie point. The
dielectric permittivity at constant and zero stress shows a
weak anomaly at the Curie point due to the piezoelectric
coupling. This result indicates that the ferroelectric ordering
in GMO is a secondary effect. It appears as a consequence of
the structural -’ phase transition.

The pyroelectric properties of GMO were studied in [16,
17]. Near T¢, hard-to-control spurious domain nucleation
was observed. It was explained by small thermal gradients
caused by the thermal signal being detected.

Both B and B’ phases of RMO are piezoelectric [17].
The electromechanical coupling coefficient is 4% at room
temperature and 22% near Tc.

The presence of the domain walls significantly influences
the resonant behavior of a crystal.

3. Magnetic Properties

Magnetic properties of a single-crystal and single-domain
spherical sample of GMO were investigated in [18-22]. In
[18-20], the magnetization along the [001], [010] and [100]



axes, respectively, was measured at temperatures from 0.3 K
to 4.2K in magnetic field up to 90kOe. The saturation
magnetization values at low temperatures and in high
magnetic field along all crystal directions correspond to the
magnetic moment ys = 7up which is typical for Gd**
ion in the ground state 3S;/,. At temperatures above ~1K,
the field dependences of the magnetization show a typically
paramagnetic behavior. At T = 0.5K, the field dependence
of the magnetization exhibits a weak anomaly at H = (2-
3) kOe that indicates on the field induced transformation
in the antiferromagnetic structure from the antiparallel to
parallel orientation of ionic magnetic moments [18]. At T' =
0.35K, this anomaly becomes more pronounced. On the
basis of these data, the authors conclude that GMO becomes
antiferromagnetic at temperatures lower than =0.3 K.

Figure 1 shows the field dependences of the magnetiza-
tion of GMO at T' = 1 K in the magnetic field along the [001]
axis (open circles), the [100] axis (triangles), and the [010]
axis (crosses). These dependences were calculated from the
tables published in [18-20]. The solid line is the Brillouin
function By, (usH/kT) that corresponds to a free Gd*" ionin
the ground state S5, as it should be in a usual paramagnetic
substance. The Brillouin function describes qualitatively the
experimental magnetization curve along the [001] axis. One
can see that the magnetization of the paramagnetic GMO at
T = 1K is saturated at the magnetic field H ~ 60kOe. The
saturation magnetization is Ms = 39kG - cm®/mole Gd** =
6.98up/Gd " ion. This value agrees well with the magnetic
moment ys = 7up of Gd®' ion in the ground state 8S7,.
The dependences of the magnetization in the magnetic field
along the [100] and [010] axes are placed noticeably lower
than for [001]. It is due to the natural magnetic crystalline
anisotropy. The magnetization curves along the [100] and
[010] axes are indistinguishable. It means that the [001] axis
is the easy magnetization direction in GMO.

Figure 2 shows the experimental field dependence of the
anisotropy energy for the magnetic field along the [100] axis.
It was calculated from the data of Figure 1 using the relation:

H
EuH) = | (Moo (H) = Muso (FDJH. (1)
In the state of the saturation (H = Hg ~ 60kOe), the
anisotropy energy is E,(Hs) = Es ~ 10°erg/g ~ 4.5 X
1075eV/Gd’" ion. This value is higher than the anisotropy
constant of ferromagnetic iron at room temperature (K; =
0.6 X 10°erg/g). This is the energy needed to align all
magnetic moments of Gd** ions in the paramagnetic GMO
along the hard direction [100] at T = 1 K.
Figure 3 shows the dependence of the anisotropy energy
in GMO E,(m,) upon the reduced magnetization m, =
M([100)/Ms along [100]. E,(m,) is derived from

Mii00]
E.(Mji00) = Jo [Hii00)(M) — Hipoy(M)]dM;  (2)

by introducing a new variable m, = M[01/Ms.
It is seen that this dependence is described well by the
relation:

E,(m,) = Esmf- (3)
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GMO, T = 1K

(1) H along [001] (open circles)
(2) H along [100] (triangles)

(3) H along [010] (crosses)
Solid line—M = 7 p13B7 2 (1asH /KT)
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FiGure 1: The field dependences of the magnetization of GMO at
T = 1K in the magnetic field directed along the [001] axis (open
circles), the [100] axis (triangles) and the [010] axis (crosses).
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FIGURE 2: The field depends on the natural magnetic crystalline
anisotropy energy upon the magnetic field along the [100] axis.

Here, Es is the anisotropy energy of a paramagnetic substance
in a saturated state.

In [21], the magnetization curves of GMO were mea-
sured in the magnetic field along the [001] axis in the
temperature range (0.1-0.5) K using the method of adia-
batic demagnetizing. The sharp jump was observed on the
isentropic magnetization curve in the magnetic field H =
1.615kOe. The temperature of the jump was 0.11K. The
magnetic field H = 1.615kOe is the critical field of the
destruction of the antiferromagnetic order in GMO at T' =
0.11 K. The magnetization was 350 G - cm?/mole Gd’* at the
beginning of the jump and ~30kG-cm?/mole Gd*" at the
end of the jump. The magnetization curve between these two
points was a vertical straight line. So, the phase transition
from the antiferromagnetic to the paramagnetic state in
GMO goes without the stage of the spin-flop.

The heat capacity of GMO was measured in the magnetic
field up to 90 kOe at the temperatures (0.1-4.2) K in papers
[18-22]. The thermodynamic functions were calculated
using the measured values of the magnetization and the heat
capacity.
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FIGURE 3: The energy of the natural magnetic crystalline anisotropy
of GMO versus the reduced magnetization. The magnetic field is
directed along the [100] axis.

In [23], the magnetization and heat capacity of a single-
crystal and single-domain spherical sample of TMO were
measured over the range (0.4—4.2)K with fields up to
90 kOe directed along the [001] axis. The magnetization was
measured also along the [100] axis, but these measurements
could not be performed in the field above 25 kOe because of
the mechanical destruction of the sample.

According to [23], the temperature dependences of the
heat capacity at zero field and at H = 0.5kOe show A-
type anomalies with pronounced maxima at T = 0.44K
and 0.45K, respectively. As the magnetic field is raised, the
A maxima shift toward the lower temperatures. The tem-
perature dependences of the magnetization and magnetic
susceptibility show the broad maxima around T = 1.6 K. All
of the above facts indicate on the antiferromagnetic ordering
of the Tb’* magnetic moments along the easy [001] axis with
the Neel temperature Ty ~ (0.44-1.6) K.

Above these temperatures, the magnetization curves
along the [001] axis look like for a paramagnetic substance
at very low temperatures and in extremely high magnetic
fields; but the experimental value of the magnetic saturation
Ms = 7.7up/Tb>" differs noticeably from Mg = 9up/Tb’" for
a usual paramagnetic substance with Tb**ion in the ground
state “Fg. On the basis of this difference, the authors in [23]
conclude that the total mechanical moment of the ground
state doublet is J, = +5. In the following, we will show on the
basis of our magnetic measurements and the observations of
Zeeman effect that it is not correct. The unusual value of the
magnetic moment in TMO can be explained strictly by the
quantum mechanical theory of magnetism of singlets with
nondiagonal matrix elements in the angular momentum
operator of Tb”* jon.

The magnetization curves along the [100] axis were
measured only up to 25kOe. The crystal was broken when
the magnetic field was increased above 40 kOe. The authors
explain the destruction of the sample by the magnetic torque.
It is not a complete explanation of the self-destruction of
TMO single crystal. Our later measurements showed that a
sample of TMO at certain conditions can survive at T =4.2 K
even in the field of 200 kOe along the [100] axis.

The absence of the magnetization data for TMO along
the [100] axis at high magnetic fields makes it impossible to
plot the anisotropy energy dependencies upon the magnetic
field and the magnetization analogous to those for GMO on
Figures 2 and 3. The estimate of the anisotropy energy of
TMO at H = 25kOe and T = 1K gives E, ~ 10° erg/g. From
Figure 2, the corresponding value for GMO is ~10° erg/g,
that is, ten times lower than for TMO.

It was established from the measurements of the heat
capacity in [23] that the relaxation time of the nuclear spin
system of >*Tb>" becomes very long at high fields and low
temperatures. For example, in the magnetic field H = 90 kOe
at the temperature T ~ 1K, the order of magnitude of
the relaxation time is several hundred seconds. The heat
capacity values taken below those temperatures are not in
equilibrium. The higher the magnetic field the higher is, the
temperature below which one cannot reach the equilibrium
between the nuclear system and the lattice formed by
electronic shells of ions. This phenomenon complicates the
magnetic measurements in TMO at low temperatures and in
high magnetic fields.

In [5], the magnetization of single-crystal single-domain
samples of TMO was measured in pulsed magnetic fields up
to 300 kOe with pulse duration of 0.01 s. The magnetization
curves were measured at T = 4.2K and 78K along [001]
axis and in the (001) plane. The magnetization process was
adiabatic. The magnetization was highly anisotropic. The
magnetization curves along the [001] axis were close to the
paramagnetic saturation at both temperatures. At T = 78 K,
H = 300kOe, the magnetization reached 7.2‘1/113/Tb3+ and
at T = 42K, H = 240KkOe, it was 7.845/Tb’". Along the
[010] axis, the magnetization was 3.4‘013/Tb3+ at T = 78K,
H = 300kOe, and 4.2up/Tb** at T = 4.2K, H = 240kOe.
The energy of the natural magnetic crystalline anisotropy
of paramagnetic TMO was estimated qualitatively using the
magnetization curves along the [001] axis and in the (001)
plane. It proved to be of the order of E, ~ 2 - 10" erg/g
at both temperatures. The magnetic anisotropy of the kind
is unusual for a paramagnetic substance. It is the order of
magnitude larger than the magnetic anisotropy constant of
ferromagnetic cobalt K; ~ 10° erg/g at 78 K.

Figure 4 shows the magnetization curves of TMO in the
plane (001) at T = 4.2K. At the beginning of the pulse of
the magnetic field, the [100] axis of the sample was oriented
along the field. At H = 190kOe, there was an anomaly
on the magnetization curve. In the decreasing field, the
magnetization curve was placed above that in the increasing
field. Inspection of the sample in the polarized light after
these measurements showed that the [100] and [010] axes
were interchanged as compared to the state of the sample
before switching on the pulse of the field. So, one could
get the difference between the magnetization values for the
field along the [100] and [010] axes. At H = 180kOe, it
was ~0.6up/Tb **. This interchange was observed also in
[24, 25] from the measurements of the magnetostriction and
the magnetoelectric effect. The interchange took place when
the applied magnetic field was directed along the [100] axis
and reached some critical value. In [26], the magnetization of
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Ficure 4: The magnetization isentropes in TMO at the initial
temperature of the sample, T = 4.2K. On the lower branch, the
magnetic field is directed along the [100] axis. The anomaly at
H =~ 190kOe shown by the arrow is due to the interchange of the
[100] and [010] axes. On the upper branch, the field is parallel to
the [010] axis.

a single-crystal single-domain sample of TMO was measured
in the direct current magnetic field up to 190kOe in the
temperature range T = (4.2-300) K. The magnetization
curves at T = 4.2K along the directions [001],[010] and
[100] are shown on Figure 5. The magnetization curves
along [010] and [100] on Figure 5 differ noticeably from
the corresponding curves on Figure 4. The magnetization
on Figure 4 is smaller than that on Figure 5. It is because
the curves on Figure 5 are isotherms and those on Figure 4
are isentropes. The adiabatic process of magnetizing the
sample on Figure 4 is accompanied by an increase of the
temperature due to the magnetocaloric effect. According to
our estimations, the temperature of the sample at H =
240kOe on Figure 4 is ~(10-20) K higher than at zero field.
Respectively, the magnetization of Figure 4 is smaller than
that of Figure 5.

There is no evidence of the interchange of the [100]
[010] axes of Figure5. On the contrary, Figure 4 shows
the obvious transition of the sample from the state with
the [100] axis parallel to the field into the state with the
[010] axis parallel to the field at H = 190kOe. This
can be explained by the temperature dependence of the
critical field of the [100]«~ [010] interchange H.(T) and the
magnetocaloric effect in pulsed fields. Our measurements
of the magnetoelectric effect showed that the critical field
H(T) decreases from approximately 130kOe at T =
10K down to 30kOe at T = 30K. The [100]<[010]
interchange of Figure 4 was observed because of increasing
the temperature due to the magnetocaloric effect and the
corresponding decreasing of H.(T).

It is seen that, along the easy direction [001], the satu-
ration magnetization per one terbium ion Ms ~ 8up/Tb>*
is not equal to the magnetic moment of a free Tb** ion
My = 9up/Tb’". This is the result of the interaction of
the angular momentum of Tb>* ion with the crystal field.
So, to describe the experiment, one should use the singlet
magnetism theory.

Physics Research International

Before describing this theory, it is very useful to remind
the main starting points of the standard theory of paramag-
netism of noninteracting ions.

The Zeeman energy is given by the following equation:

Vz = —fiH - isH = —pp (L+28)H = —~psgi/H.  (4)
The Hamiltonian of the problem is
A = Acg + V7 = Her - g (oo + HyJ, + HoJL); - (5)

I—AICR is the Hamiltonian of the crystal field; ]Ax, ]'Ay, and ]AZ are
operators of projections of the total mechanical momentum
on the x, y, and z axes. This consideration gives only one of
three contributions to the magnetic moment of the ion—the
paramagnetism of orientation. We do not consider here the
paramagnetism of polarization according to Van Vleck and
the diamagnetism of precession.

Consider a free Tb>* ion in the magnetic field along z-
axis. This is the case of the full degeneracy of the orbital
multiplet:

Her = 0; ©)
H, = H, = 0.

From (5) and (6), the Hamiltonian of a free ion is obtained:

H = ~gusH.J; (7)
~ )
]Z . —l%. (8)

Here, ¢ is the angle in the x,y plane. The ¢-dependent parts
of normalized wave functions of J, for degenerate levels of
the multiplet of a free ion are [27]

exp (img)
N =0, = . 9
The fact is that a wave function is given by only one exponent
plays a decisive role.
Due to this fact, only diagonal elements of the Hamilto-
nian (7) can have non zero values. So, the secular equation
is

-]
[ [ (gusmH. — En) = 0. (10)

m=]

Solutions of (10) give the eigenvalues of the energy of a free
ion:

En = gupmH_; (11)

m=—-L,(=]J+1),...,0,...,(J = 1),]. (12)

The components of the degenerate multiplet (11) possess the
field independent magnetic moments:

J0E,, _ ]
TOH, gUpm; (13)

M =
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FiGure 5: The magnetization curves of TMO at T = 4.2K along
main crystallographic directions. Solid lines are calculated using the
theory of magnetism of singlets.

Using (11) and (12) and the statistics of Maxwell-Boltzman,
one obtains the Brillouin function to describe the field and
temperature dependence of the magnetization in a system of
free ions:

g],UBHz>
kT

2] +1 2] +1 g]yBH
2 th( 2 kT

ey ) |

M,(H,T) = gJuBB,(

=g]ys[ ) (14)

The total mechanical momentum of Tb** ion in 7F4 ground
state is

J=L+S=3+3=6; (15)

L and S are the angular and spin moments, respectively. The
g-factor is [28]

_ ](]+1)+S(S+1)—L(L+1)_§
=1+ 7T+ 1) =5 (16)
The corresponding saturation magnetic moment is ps =

8lus = us.

The singlet magnetism theory describes the magnetic
properties of ions in the crystal field. It is based on the
Jahn-Teller theorem [29]. According to this theorem, the
surrounding of the ion cannot be stable if the ground state
of the ion in the crystal field is degenerate (excluding the
case of Kramers degeneracy for ions with an odd number
of outer electrons [30]). The spontaneous rearrangement
of the crystal lattice goes on because the development of
the instability reduces the symmetry of the crystal field
and removes the degeneracy of the ground state. It means
that rare earth ions with the even number of 4f electrons
unavoidably have the singlet ground state [31]. If two lowest
singlets are separated by a narrow gap of the order of
2Ag ~ (1-5) cm™! and are much more away from other
singlets, then the former two singlets can be considered as

a quasidoublet. The magnetic moment of the ion with the
quasidoublet as a ground state should be calculated by the
singlet magnetism theory [31].

The main distinction of this theory from the standard
theory of the paramagnetism of free ions (6)—(16) is that the
wave functions of the orbital singlets cannot be described
by only one exponent like (9). The crystal field splits the
degenerate multiplet of a free ion that is given by (11)-
(12) and mixes the wave functions (9) of these levels. The
wave functions of the singlets are linear combinations of the
functions given by (9) with the values of m given by (12). The
forms of the combinations are determined by the symmetry
of the crystal field and of the operators: Te, Iy, and J,.

The point symmetry group of the surrounding of Tb**
ion in TMO is C, [2]. For this symmetry, the Hamiltonian
matrix for the magnetic field along z axis is

- AO g]effHBHz

(17)
g]effHBHz +AO

Here, 24 is the splitting of energy levels of the quasi-doublet
under consideration.

Jefr is @ nondiagonal matrix element of the total mechan-
ical momentum operator. It is given by the relation:

Jett = (¥, |]AX |ws) = 6aias + 4a5as + 2a5as; (18)

ys and y, are the wave functions of the lower and upper levels
of the quasidoublet, respectively. The difference between Mg
and M+ is not too large. This result indicates that the
main harmonics that form the quasidoublet are (]6,6) —
|6,—6))/+/2 and (|6, 6) + |6, —6))/~/2. From here, it follows

1
ys = —5[3(16,6) +16,-6))
+a5(16,4) + 16,—4)) +a3(16,2) + [6,-2)) +aj |;
| e
1//2 = ﬁ[a6(|6)6> |6r 6))

(19)

One can see from (17) that for an ion with the ground state
in the form of a quasidoublet the diagonal matrix elements
do not depend upon the magnetic field and the nondiagonal
elements are not zero and depend upon the magnetic field.
This is a main distinction of the magnetic properties of the
spectrum of singlets compared to the degenerate spectrum
(11). The secular equation of the Hamiltonian (17) is

—Ay —E gJeusH,

=0. (20)
et H, +Ag — E

From (20), one obtains the eigenvalues of the energy of the
quasi-doublet E , in the magnetic field H:

Eip = FyN + (glerusH:) . (21)



Here, E,—the energy of the lower level of the quasidoublet;
E,—the energy of the upper level of the quasidoublet.
Magnetic moments of the components of the quasidoublet
are given by the following relation:

oE 202212 H,
Moy =-=2 =+ letlh % (22)

Oz 5\ A2 + (gJeusH.)’

There is a principal distinction between ions with the
nondegenerate spectrum (21) and ions with the degenerate
spectrum (11). The energy levels of ions with the degenerate
spectrum (11) have the field independent magnetic moments
(13). These moments are not zero in the absence of the
magnetic field if m # 0.

As it is seen from (22), the magnetic moments of
the levels of the quasidoublet essentially depend upon the
magnetic field. They are zero at zero magnetic field. In other
words, the ion with the nondegenerate spectrum of singlets
can be magnetically polarized in the magnetic field. This is
the paramagnetism of the polarization. So we came to the
recognition of a very important fact that the idea of some
definite and field independent magnetic moment of the ion
is applicable only to a narrow class of problems in which
the potential of the ion has the spherical symmetry and the
spectrum of the ion is degenerate. The sample of the kind
is GMO where Gd*>' ion in the ground state 857, has zero
angular momentum and hence the spherical symmetry of
the ionic potential. The overwhelming majority of problems,
and TMO among them, insist on taking account of the field
dependence of the ionic magnetic moment. This is done in
the singlet magnetism theory by the relation (22).

Using the Maxwell-Boltzman statistics, one can obtain
the field and temperature dependence of the magnetization
per ion for a singlet magnetic substance in the field directed
along the [001] axis:

8 etpH: th N+ (gesipupH:)’

MZ(H) T) =
A} + (gepsH.)’ kT

(23)

This is a two-level version of the singlet magnetism theory. It
does not describe the anisotropy of the experimental results
shown in Figure 5. It gives a zero value for the magnetization
along the [100] and [010] axes. To describe the anisotropy,
one should take account of not less than three lowest singlets
of the spectrum.

The nearest surrounding of Tb>* ion in TMO is an
octahedron formed by seven oxygen ions [2]. The point
symmetry group of the octahedron can be described as C,.
The axis of the second order is a polar axis of the octahedron.
Due to this symmetry, the [100] and [010] components of
the magnetic moment M, and M, are zero in the two singlet
model. Nonzero values for M, and M, appear when taking
account of the nearest excited singlet. This is a three-level
model of singlet magnetism theory.

The sites of Tb>* ions in TMO are of two types.
The directions of the polar axes of the octahedrons at
nonequivalent sites are approximately opposite to each other
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and parallel or antiparallel (approximately) to the [001] axis.
The octahedrons at the nonequivalent sites are rotated with
respect to each other by the angle of approximately 90°
around the [001] axis. It means that the axes of the easy
magnetization in the (001) plane should be different for ions
disposed at the nonequivalent sites: the angle between them
should be of 90°.

Taking account of the nonequivalent sites for Tb** ions,
one obtains in the three-level modification of the theory
the following expression for the field and the temperature
dependence of the magnetization:

5 u,Hpth(Bip/kT ) /B;,
iZ12 2 (1 + exp(d,'p/kT)/Zch<Bip/kT>> (24)

My (H,, T) =

+ xpH)p.

Here, p indicates the direction in the crystal and takes values
[001], [010] and [100].

i indicates the type of the site. B;, = 1/b,»zp + (yipHP)z.

H, is a projection of the field on the direction p. M, is a
projection of the magnetic moment per one Tb’" ion on
the direction of the magnetic field. y;, are the saturation
magnetic moments of Tb** ions at sites of two types for
main directions in the crystal. y,—Van Vleck susceptibility
along the direction p. k—Boltzmann constant. b;, and d;, are
coefficients of the theory that can be found from energy gaps
A, and 6,, between the singlets. A, is the energy gap between
the n-th excited singlet and the ground singlet for the sites
of the first type, J,, is the same for the sites of the second
type. A, and J,, can be taken from the photoluminescence
spectrum of Tb’" ion in TMO [5]: A, ~ & = (2.7
0.35)cm™Y; Ay ~ & = (5.4 * 0.35) cm~!. Using these
values of A, and §,,, the coefficients b;, and d;, were found.
Then, the magnetization curves M,(H,) were calculated at
the temperature T = 4.2K for the directions [001],[010]
and [001] by fitting expression (24) to the corresponding
experimental curves. In these calculations, the coefficients y;,
and x, were used as the fitting parameters. It was found that
the values yijo01] = H2j001] = 7.9/,tB/Tb3+ along the [001] axis
are identical for the nonequivalent sites. Along the [100] axis,
the saturation magnetic moments for nonequivalent sites
are different: Uir00) = 6.4‘1/13/'_1_1)3+ > Ua100] = 1[13/Tb3+.
For the [010] direction, the opposite nonequality occurs:
tijor0] = 0.05up/Tb> < psp010) = 6.9up/Tb>*. This result
reflects the difference in the symmetry of the nonequivalent
sites of Tb>* ions. A good agreement with the experiment
takes place at T = 4.2 K for main directions. One can see that
the difference between the experimental saturation ma§netic
moment of TMO and the magnetic moment of free Tb”* ion
in the ground state "Fg is explained completely by the singlet
magnetism theory. So, the additional assumption about the
ground state of Tb* ion in TMO with ] = +5 [23] is not
necessary.

The comparison of the magnetization curves of GMO
and TMO indicates definitely the role of the angular
momentum L of the trivalent rare earth ion in the formation
of the magnetic properties in rare earth molybdates.
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The L value determines the main contribution to the
energy E, of the natural magnetic crystalline anisotropy. In
GMO, Gd*" ion in the ground state 857/, has L = 0, and
the energy of anisotropy in the magnetically saturated state
is E;, ~ 10° erg/g. The magnetization reaches the saturation
along hard directions [100] and [010] at H =~ 60kOe
(see Figures 1 and 2). In TMO, Tb’" ion in the ground
state "Fg has L = 3, and the magnetization along hard
directions [100] and [010] is far from saturation even in the
magnetic field H = 190kOe (see Figure 5). The energies
of anisotropy at H = 190 kOe found using relation (1) are
Eapi00) & 1.13 - 107 ergg and Eg010] ~ 0.96 - 107 ergg that
is two orders of magnitude larger than in GMO. There is
a strong correlation between the angular momentum value
and the anisotropy energy. The ion with the nonzero angular
momentum has a nonspherical charge cloud of the outer 4f-
electrons. Magnetizing the crystal containing nonspherical
ions like Tb*" rotates these ions and hence changes the
coupling between the ions and the crystal field much more
than in the crystal with spherically isotropic ions like Gd**.
So, TMO is magnetically more anisotropic than GMO. The
anisotropy energy values for TMO found in [26] agree by the
order of magnitude with the value E, ~ 2 - 107 erg/g found
from the measurements in pulsed fields in [5]. The difference
is mainly due to the adiabatic character of magnetizing in [5]
in contradiction to the isothermal one in [26].

The samples investigated in [5, 26] were not destroyed
in contradiction to the result of [23] despite that magnetic
fields in [5, 27] were three times higher than in [23]. It means
that the magnetic torque acting on the sample in [5, 26] was
also larger than in [23]. So, the reason of the destroying the
sample in [23] was not the magnetic torque in despite of
conclusion made in [23].

The rotation of the nonspherical rare earth ions while
magnetizing RMO crystals distorts the crystal lattice of
RMO. The distortions of a ferroelectric crystal lattice
unavoidably change its electric polarization due to the
piezoelectric effect. This is the origin of the magnetoelectric
effect to be discussed in the following section.

4. Magnetoelectric Effect

The presence of rare earth ions with nonzero angular
momentum and nonzero total momentum in the crystal
lattice of a ferroelectric substance leads to the large mag-
netoelectric effect (MEE). Rare earth ions with nonzero
angular momentum possess the spatially anisotropic charge
cloud of outer 4f-electrons. The spatial anisotropy of
the magnetic ions determines large values of the natural
magnetic crystalline anisotropy and the magnetostriction.
These properties in the ferroelectric crystal ensure the strong
dependence of the electric polarization upon the magnetic
field, that is, MEE.

MEE was predicted in [32], but the consideration of the
problem was restricted by the linear magnetoelectric effect.
It was established that this effect is possible only in the
antiferromagnetic crystals. In [33], the prediction of linear
MEE was given for a specific substance Cr,Os. The first

experimental observations of linear MEE in Cr, O3 were done
in [34, 35].

The most important point of MEE in rare earth molyb-
dates is the absence of the restrictions related to the magnetic
structure. The general consideration of the problem shows
that nonlinear MEE in rare earth molybdates can exist in the
paramagnetic state.

The first observation of nonlinear MEE in the paramag-
netic tetragonal NiSO4 - 6H,0 was published in [36].

In [37], nonlinear MEE was observed in paramagnetic
TMO at T = 77 K. That was the first observation of MEE in
the rare earth molybdate family. In [38], MEE was measured
in TMO and GMO in pulsed magnetic fields up to 110 kOe
at T = (77-290) K.

Figure 6 shows the field dependence of the magnetically
induced electric polarization (MEP) in TMO at T = 77K
[38]. The field was applied along the orthorhombic axis
[110]. MEP was measured along the [110] axis. As the
spontaneous polarization Py is directed along the [001] axis,
this result can be considered as the rotation of the Ps in the
magnetic field.

The dependence of MEP upon the magnetic field is
quadratic with a good accuracy. MEP is P = 4.12 -
107° Coul/cm? at H = 10T. It is small compared to the
spontaneous electric polarization Ps = 180 - 107 Coul/cm?
[14].

MEP in GMO was equal to zero in the limit of the
experimental error.

The standard symmetry consideration [39] shows that,
at a given geometry of the experiment, the components
of the magnetically induced electrical polarization in the
orthorhombic paramagnetic crystal are proportional to the
products of the magnetization components:

Py ~ M, - My;
(25)
Py ~ M, - M,.
For a usual paramagnetic crystal,
M, = x..H.. (26)

Here x,y,z correspond to the [100], [010], [001] axes,
respectively; x.. is a component of the diagonal tensor of the
magnetic susceptibility. It follows from (25) and (26) that the
effect on Figure 6 should be zero.

The contradiction between the result of calculations [39]
and the experimental observation of the nonzero effect in
[37, 38] can be eliminated by taking account of the local
symmetry of Tb>* ions surrounding. As it was noted in
Section 3, the nearest surrounding of Tb’" ion in TMO
is an octahedron formed by seven oxygen ions [2]. The
octahedron has the C, point symmetry group. The axis of
the second order is a polar axis of the octahedron. The
symmetry axes of the octahedron do not coincide with
the symmetry axes of the crystal. The polar axis of the
octahedron makes an angle with the [001] axis, and the
magnetic field applied in the (001) plane has a nonzero
projection on the polar axis of the octahedron. According
to the theory of magnetism of singlets, the magnetic field
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FIGURE 6: The field dependence of the magnetically induced electric
polarization in TMO along the [110] axis at T = 77 K. The pulsed
magnetic field is directed along the [110] axis. The solid line is the
least-square fitting by P = poH?. py = 4.12-10"" Coul-cm~2-Oe 2.

applied along the polar axis of the octahedron magnetically
polarizes Tb”* ion with the magnetic moment along the
polar axis. So, the magnetic field applied in the (001) plane
of the crystal induces a magnetic moment on Tb>* ion along
the polar axis of the octahedron. This moment, in turn, has
a nonzero projection on the [001] axis of the crystal and,
consequently, induces the electric polarization components
along [100] and [010] axes according to (25). Hence, the bulk
magnetic susceptibility tensor of TMO single crystal should
have nonzero nondiagonal components and (26) should be
replaced by

M, = (sz tXyz + XZZ)HZ- (27)

Then, there would be no contradiction between the measure-
ments [37, 38] and the calculations [39]. The relation (27)
should be verified experimentally.

The magnetic susceptibility tensor of an individual Tb>*
ion with the main directions along the symmetry axes of the
oxygen octahedron has only diagonal components.

At the beginning of this section, it was pointed out on
the role of the angular momentum of a rare earth ion.
A rare earth ion with a nonzero angular momentum has
a nonspherical charge cloud of magnetoactive 4f-electrons.
This charge cloud is coupled strongly with an ionic magnetic
moment due to a strong spin-orbit interaction. It means
that the rotation of the ionic magnetic moment by means
of the magnetic field should result in the rotation of the
charge cloud. The rotation of a nonspherical charge cloud
induces strains in a crystal lattice—the magnetostriction.
This should change the electric polarization of a crystal
due to the piezo-effect giving rise to MEE. The effect is
large in those molybdates, in which rare earth ions have
large magnetic moments ys = gJup and nonzero angular
moments L.

In line with this mechanism, it was suggested that the
MEP was due to the change of the spontaneous electric
polarization of TMO induced by the single ion magnetostric-
tion of Tb*" ions [38]. This suggestion is the base of the
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magnetostriction model of MEE in rare earth molybdates.
According to this model, the dependence of MEP upon
the inverse temperature squared should be linear at high
temperatures and at not very strong field. This can be
shown as follows. MEP is caused by the piezoe-ffect. So it
depends linearly on the strains. The strains are due to the
magnetostriction. The magnetostriction at high tempera-
tures and at not very strong magnetic field is proportional
to the magnetization squared. The magnetization at these
conditions is inversely proportional to the temperature. This
leads to the linear dependence of MEP upon the inverse
temperature squared P(T~2). This prediction was confirmed
experimentally in [38].

Figure 7 shows the experimental dependence P(T~?) in
TMO. MEP was measured along the [110] axis in pulsed
magnetic field of 104.5kOe directed along the [110] axis.
Solid line presents the least-square fitting. One can see that
the prediction is fulfilled well.

The movement of the ferroelectric domain walls initiated
in TbGd(MoOQy4); (TGMO) by the pulsed magnetic field of
100kOe at T = 78K was observed in [40, 41]. It was the
first observation of the reversal of the spontaneous electric
polarization due to the magnetic field.

Figure 8 shows the field dependence of the electric
polarization in a single-domain sample of TMO at T =
20K [42]. The polarization was measured along the [001]
axis that is along the spontaneous electric polarization. In
the initial state, the magnetic field was directed along the
axis [100]. The negative sign was ascribed to the initial
value of the spontaneous electric polarization on Figure 8.
It is seen from Figure 8 that the magnetic field directed
along the [100] axis decreases the absolute value of the
spontaneous polarization. This decreasing is due to the
negative paraprocess in the ferroelectric subsystem that is the
decreasing of the parameter of the ferroelectric order. The
negative paraprocess continues up to a critical field H = H¢
at which the magnetoelastic strains become large enough to
nucleate a new domain. The new domain differs from the
old one by the opposite direction of Ps and by the mutual
interchange of [100] and [010] axes. In orthorhombic rare
earth molybdates, the ferroelectric domains are identical to
the structural twin domains.

The samples investigated in [42] were put into the single
domain state by the mechanical compression along the [010]
axis. In the samples of this kind, the nucleation of the
reversed domain usually goes on by arising of a flat domain
wall in the (110) or (110) plane. This is the beginning of
the reversal of electric polarization. The reversal results in
a jump of the electric polarization near a critical value of
H = H¢ =~ 50kOe.

The process of the displacement of the domain wall starts
when the new domain reaches the critical size and begins to
grow. In Figure 8, the start of the displacement takes place
at H = 45kOe. The new domain grows at the expense of
the old one. During the growth, the domain wall move in
the direction normal to its plane that is along the [110] or
[110] axes. At first, when the new domain is smaller than
the old one, the absolute value of polarization of the sample
being the sum of opposite polarizations of the two domains
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F1Gure 8: The field dependence of the electric polarization in TMO
measured along the [001] axis. T = 20K. At H < 50kOe, the field
was directed along the [100] axis. At H > 50kOe, the field was
directed along the [010] axis.

is decreasing. At H =~ 53 kOe, the opposite domains are equal
in size (P = 0). Further, the absolute value of the polarization
began to grow. If the critical field is applied for a long time,
the new domain occupies all the volume of the sample.
At H = 57kOe, the reversal of the electric polarization is
completed and the displacement process ceases.

After this, the increase of the polarization goes on by the
mechanism of the positive paraprocess.

The examination of the sample in polarized light after
the measurements of Figure 8 showed that after the jump the
axes [100] and [010] were mutually interchanged. It is known
that this interchange is accompanied by the reversal of the
electric polarization. This supports the above interpretation
of Figure 8.

These experiments were the first to realize the reversal
of the electric polarization in a ferroelectric crystal without
using the electric field. The temperature dependence Hc(T)
was measured in [42]. While decreasing the temperature
from 100K down to 30K, the critical field decreases from
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60kOe to 30 kOe. Further decrease of the temperature results
in an increase of the critical field up to 130kOe at T = 15K.
At lower temperatures down to 4.2K, the reversal of the
electric polarization was not observed up to 200 kQOe.

During the growth of the new domain in TMO, small
rotations of the tetrahedrons MoQO, take place [2]. These
rotations create defects in the crystal lattice. The more
defects are in the lattice the larger is the critical field.
That is why every reversal of the spontaneous electric
polarization increases the critical field. When the number
of the reversal cycles was large enough the sample was
mechanically destroyed into small particles at the next in
turn reversal.

Figure 9 shows the field dependence of MEP with a
sharp break down of MEP at H = 71.5kOe. It is due
to the mechanical destruction of the sample. Before the
destruction, the spontaneous polarization of the sample was
reversed 5 times at temperatures from 98K to 20K. One
can compare this number of complete reversals with the
only attempt to magnetize the sample of TMO along the
[100] axis in Fishers experiment [23]. That attempt failed
at H = 40kOe because of the destruction of the sample.
To the authors’ opinion, the reasons of the destruction were
the spherical shape and the pin holes of Fishers sample. The
pin holes were the origins of a large number of the domain
walls of different orientations. The domain walls intersected
each other and very large stresses were concentrated at
those intersections. These stresses destroyed the sample.
The spherical shape stopped the movement of the domain
walls because when a flat domain wall moves through the
sphere, the area of the wall has to change its size and this
also generates the stresses with the evident destruction. The
samples used in [42] were rectangular parallelepipeds. They
had dimensions 7 X 7 x 1 mm?. The large face of the sample
was the (001) plane and the small faces were the (110) and
(110) faces. At this orientation, the domain walls were always
parallel to the small faces and normal to the large face of the
sample. This orientation ensured the easiest conditions for
the domain walls to move. So, the samples sustained several
reversals of the spontaneous electric polarization and several
tens of magnetizing up to H = 200 kOe along the [100] axis
without the reversal.

The anisotropy of MEE in TMO was investigated exper-
imentally in [43] in the magnetic field up to 60kOe at
temperatures 4.2K; 1.8K and at T = 0.39K up to H =
100kOe. MEP was measured along the [001] axis. The
magnetic field was applied in the (001) plane. The angle ¢
between the [010] axis and the magnetic field was varied
from 0 to 90°. The experimental angular dependences of
MEP did not obey the relations of the standard theory of the
anisotropy of MEE in a paramagnetic crystal derived in [36].
According to [36], the dependence of MEP in a tetragonal
paramagnetic crystal upon the strength of the magnetic field
and upon its direction can be described by the relation:

AP = ¢H? - sin 2¢. (28)

Here, ¢ is the angle between the magnetic field and the
tetragonal axis; & is the constant of the theory.
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FiGUre 9: The field dependence of MEP in TMO at T = 5K. The
field is directed along the [100] axis. The positive direction of the
spontaneous polarization coincides with that one of the AP axis. A
sharp breakdown of MEP at H = 71.5kOe is due to the mechanical
destruction of the sample.

Figure 10 displays some of the experimental isotherms of
MEP measured along the [001] axis in TMO at 4.2 K (curves
1-5) and at 0.39K (curves 6-10) for various directions of
the field in the (001) plane. The sign of AP(H) in Figure 10
was determined by comparing it with the sign of the jump of
the electric polarization when the spontaneous polarization
switches in the critical magnetic field (see Figure 8). The
field dependences of MEP are nonlinear. MEP is positive in
the magnetic field directed along the [010] axis (a positive
paraelectric process in the ferroelectric subsystem at ¢ =
0, curves 1 and 6). MEP is negative in the magnetic field
directed along the [100] axis (a negative paraprocess at ¢ =
90°, curves 5 and 10).

The field dependences AP(H) do not agree with (28) and
what is more unusual is that the AP(H) itself depends upon
the direction of the field.

The angular dependences of MEP in TMO do not agree
with (28) neither.

Figure 11 displays some of the experimental angular
dependences of MEP in TMO at temperatures T = 4.2K
(curves 1-3) and T = 0.39K (curve 4). Curves 1, 2, 3 were
measured at H = 20kOe, 40kOe, and 60kOe, respectively.
Curve 4 was measured at H = 100kOe. The line 4 is drawn
for the eyes guide. The lines 1-3 are calculated following
the theory of mean quadrupole moments [43, 44]. The
points refer to the experimental values of AP(H, ¢). Their
arrangement is not symmetric relative to ¢ = 45° contrary
to (28). The absolute values of AP(¢ = 0) and AP(¢ = 90°)
are different. The values of AP(p = 45°) #0. So, (28) of
the theory [36] does not describe MEE in TMO. Obviously,
a new approach is needed to describe MEE in TMO. This
approach was developed in [44] and applied to the problem
in [43] using the experimental field dependences of the
magnetization [26].

The magnetic-field-induced electric polarization in crys-
tals (MEP) is, like the magnetostriction and magnetic linear
birefringence, an even-parity magnetic effect. The classical
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Figure 10: MEP in TMO induced along the [001] axis by the
magnetic field applied in the (001) plane for various values of the
angle ¢ between the field and the [010] axis at T = 4.2K (curves
1-5) and T = 0.39K (curves 6-10); (1) ¢ = 0°; (2) 35.5°; (3) 57.7°;
(4) 66.6; (5) 90°; (6) 0°; (7) 35.5; (8) 57.7°; (9) 68.8°; (10) 90°.

theory of even effects was developed in [45, 46]. This
theory describes well the properties of weakly anisotropic
compounds, in particular, of those containing d-ions. The
situation with f-ions is more complicated. According to
[44], even magnetic effects in rare earth compounds are
governed by magnetic susceptibilities of the mean multipole
moments of the rare earth ions 4f-shell. Their calculation
requires knowledge of the energy levels and wave functions
of these ions. It was established in [26] that the ground
state of Tb>* ions in TMO is apparently a combination
of three close-lying singlets, which belongs to different
irreducible representations of the symmetry group of the ion
environment and are separated by 2.7 cm™! in energy.

In this case, at the magnetic field in the (001) plane, the
following relation takes place [43]:

AP,(T,H,¢) = AHM,(T) + BH,M,(T) + CH,M,(T)

+ DH,M,(T) + EH; + FH,H, + GH;.
(29)

Here, T is the temperature. It should not be very high, but the
condition T > Ty should be fulfilled. Ty is the temperature
of the antiferromagnetic ordering. In TMO, Ty = 0.45K
[23].

A,B,C,D,E,F, and G are constants of the theory which
do not depend on the temperature; Hy = Hjo) is the
magnetic field component along the [010] axis:

M, = Mioi0] — xvvioro1Hoto; (30)

Mio10] is the magnetization component along the [010] axis.
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H, = Hjigo) is the magnetic field component along the
[100] axis:

M, = Mii00) — xvviioo Hiioo)s (31)

M(100) is the magnetization component along the [100] axis.

Xvvioio] and xvviioo] are the Van Vleck susceptibilities
along the [010] and [100] axes, respectively. M, and M, are
the magnetization components of the Tb>* ion quasitriplet in
the (001) plane. The values of the constants A, B, C, D, E, F,
and G were determined in [43] using corresponding experi-
mental dependences AP(H) from [43] and M, ,(H, ) from
[26]. The solid lines 1, 2, and 3 on Figure 11 were calculated
using (29), the values of A,B,C,D, E,F, G, and the depen-
dences (30) and (31) that were calculated in turn for various
values of ¢ from the experimental data of [26]. It is seen that
the theory agrees well with the experiment. A satisfactory
agreement was obtained in analogous calculations for T =
1.8K. At T = 0.39K, there is no agreement between the
theory and the experiment because the theory does not take
account of the antiferromagnetic order that arises at Ty =
0.45K.

Four mechanisms of changing the electric polarization
were established in TMO: the positive and negative paraelec-
tric processes, the rotation of the electric polarization, and
the displacement of the domain wall.

As it was noted above, MEE in Gd,;(MoQOy); (GMO) at
T = 77K was not observed. This fact is in a qualitative
agreement with the magnetostrictive model [38]. However,
MEE in GMO is not forbidden utterly by this model. In
spite of a zero angular momentum of Gd>" ion, the natural
magnetic crystalline anisotropy in GMO is not zero. The
calculations based on data of Figure 1 derived from results
of [18-20] give for the anisotropy energy of GMO in
the magnetically saturated state at T = 1K the value of
~10° erg/g. It is higher than the anisotropy constant in iron
at room temperature. It is well known that the existence of
the magnetic crystalline anisotropy involves the existence of
the magnetostriction. From these reasoning, it follows that
MEE can exist in GMO at low temperatures. MEP in GMO
was measured in [47] along the [001] axis at T' = (5-300) K
for two directions of the magnetic field along the [100] and
[010] axes and for H < 190 kOe.

At T = 5K and H = 190kOe, MEP was AP =
0.3-107? Coul/cm?. This fact confirmed the magnetostrictive
model of MEE. In [48], the anisotropy of MEE in GMO
was investigated in the magnetic field up to 200kOe at
temperatures T = 4.2 K and 0.4 K. The experimental angular
dependences of MEP at T = 0.4K and various field values
are shown on Figure 12. The solid lines are calculated by
(28) shifted along the ¢ axis by ¢9 = m/2. One can see
that the experimental dependences AP(¢) agree with the
relation (28) through the whole field range investigated. The
experimental dependences AP(¢) at T = 4.2K agree with
(28) as well. It is evident that at higher temperatures, the
theory [36] developed for a paramagnetic substance should
work also. So, (28) of the standard theory [36] describes
the angular dependences of MEE in GMO satisfactorily in
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FiGure 11: The angular dependences of MEP in TMO. MEP was
measured along the [001] axis. The field was applied in the (001)
plane. ¢ is the angle between the [010] axis and the field. Curves
1, 2, and 3 were measured at T = 4.2K in various fields: curve 1
at H = 20kOe; 2—40kOe; 3—60kOe. Curve 4 was measured at
T =0.39Kand H = 100kOe.
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FIGURE 12: Angular dependences of MEP in GMO at various values
of the magnetic fields. ¢° is the angle between the [010] axis and the
magnetic field. T = 0.4K. Curve (1) H = 10kOe; (2) 100kOe; (3)
200 kOe.

the ranges of variables H = (0-200) kOe and T > 0.4K
satisfactorily.

The experimental field dependences AP(H?) in GMO at
T = 42K and 0 < H < 20kOe are shown in Figure 13
for two orientations of the field along the [010] axis (filled
circles) and along the [100] axis (open circles).



14
0.06 o
L]
© GMO, T=42K | : - e %
L]
=0° 3 r
.
. L]
= 0.02 —
.—g ..‘..‘ .
Q 0
al\ ODO‘
o o
z 0%
n %%
< -002 S
o
A
. . L,
o
004 The [100] axis .~ |o . = .
+ 90° s
. o I . : B . o o .
o
o
-006 o
0 100 200 300 400
H2 (kOe)?

FiGure 13: The dependences of MEP in GMO upon the magnetic
field squared at T = 4.2K. Filled circles were obtained in the
magnetic field along the [010] axis; open ones—the field along the
[100] axis.

It is seen that, for both directions of the field, the
experimental isotherms agree with the relation (28) only at
H? < 40 (kOe)?, that is, H < 6.3kOe. At higher fields, the
disagreement increases. At T = 0.4K, the theory [36] fails
utterly. So, the theory [36] is practically inapplicable to the
description of MEE in GMO at low temperatures. The main
origin of the magnetoelectric effect in rare earth molybdates
is the single ion magnetostriction of rare earth ions [37, 38].
So, we supposed that the experimental dependence P(m) in
GMO can be described by the relation analogous to that
obtained in [49] for the single ion magnetostriction:

AP(m(H,T)) = APy - Iy1[ L~ (m(H, T))]. (32)

Here, fl+]/2(.x) is a normalized hyperbolic Bessel function of
[-th order:

T12(x) = T (0)1/ 112 (x)];
1 (33)
Ly (x) = J_l Pi(y) exp(xy)dy;

Pi(y) is the Legendre polynomial. L™!(m) is the inverse
Langevin function of the reduced magnetization m = M/Ms.
For the case considered, I = 2 has been defined by the
second-order symmetry of the angular dependence P(¢)
obtained from Figure 12. For I = 2, the reduced hyperbolic
Bessel function is given by the relation:

fon(x) = 14 > — 2cthx. (34)
X X

Relation (32) was used to describe the field dependence of
MEE in GMO. Results are shown on Figure 14. Points on this
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figure present experimental dependences of MEP in GMO
upon the reduced magnetization m. The circles present MEP
values measured in the field directed along the [010] axis.
The squares correspond to the field along the [100] axis.
Filled symbols refer to the temperature T = 0.4K, open
symbols refer to T' = 4.2 K. The experimental values of MEP
do not exceed AP ~ 0.3 - 10~ Coul/cm?.

Calculated dependences AP(m) are shown by solid lines
in Figure 14 for T = 4.2 K (curves 1 and 2). Coefficients AP,
are —0.18 - 1072 C/cm? and 0.17 - 1072 C/cm? for the [100]
and [010] axes, respectively. For 0 < m < 0.8, the divergence
between the experiment and the theory is §(AP)/(AP) <
0.02. So, the relation (32) obtained from the theory of the
single ion magnetostriction agrees to the experiment well
at 0 < m < 0.8. For m = 0.95, §(AP)/(AP) = 0.09. The
value m = 0.95 in the case of GMO corresponds to the field
H =~ 56,7kOe. It is seen that the range of validity of relation
(32) is wider than relation (28) [36]. Nevertheless, the most
part of the field range is not described.

The anomaly near m = 1 indicates some additional
effects that should be considered. The dependences P(m)
at T = 0.4K cannot be explained by the theory of the
single ion magnetostriction in its present form because
this theory does not take account of the antiferromagnetic
structure. The magnetic phase transition paramagnetism-
antiferromagnetism that takes place in GMO at T = 0.3K
may affect the results of the measurements at T = 0.4 K. The
solid lines 3 and 4 are drawn only for the eyes guide.

MEE in Sm;(MoOy); (SMO) was investigated in direct
current magnetic field up to 200kOe at temperatures from
4.4K to 0.43K [50]. MEP was measured along the [001] axis
in the magnetic field along the [010] axis and [100] axis.

Figure 15 represents a cycle of the MEP variation (abcde)
observed in a single domain sample of SMO at T =
1.4K in the magnetic field directed along the 010] axis.
At the ascending branch of the cycle (ab), the magnetic
field was increased at a rate dH/dt = 0.755kOe/s. The
branch ab was passed for 265 s. It represents the experimental
dependence of MEP in the increasing field AP, (H). At the
b point (H = 200kOe), the MEP was AP,y = —5.46 -
107 Coul/cm?. At this point, the magnetic field was fixed
and remained unvaried for 232s. During this time, the
MEP relaxed to AP,y = —3.01 - 10~° Coul/cm? (point c).
At point ¢, the magnetic field started to decrease at a rate
dH/dt = —0.755kOe/s. The descending branch cd represents
the experimental dependence of MEP in the decreasing field
AP, (H). At point d, the magnetic field reached zero and was
fixed. The MEP was found to be AP,; = 3.12-10~° Coul/cm?
at this point. After fixing the magnetic field at zero, the
MEP was measured for 338 s. During this time, it relaxed to
AP = 1.4 - 107° Coul/cm?.

This variation of the MEP is plotted as de on
Figure 15. Thus, the MEP in SMO relaxes in a fixed magnetic
field. The relaxation is not due to the charge leakage
through the electrometer input circuit because the times
of measurements at a fixed field 232s and 338s are two
orders of magnitude shorter than the time constant of
the electrometer 7., > 10%s. Analogous measurements of
the MEP cycles were performed for other magnetic field
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F1Gure 14: Dependences of MEP along the [001] axis in GMO upon
the reduced magnetization m = M/Mjs at various temperatures and
magnetic field directions. T = 4.2K: curve (1) the magnetic field
along the [100] axis; curve (2) the field along the [010] axis. T =
0.4K: curve (3) the field along the [100] axis; curve (4) the field
along the [010] axis.

orientations and temperatures. The time dependences of
MEP on the segments bc and de were fitted well by the
exponents:

AP,(H = const, t) = AP, exp(—%) + Pg. (35)

The relaxation time 7 increased with decreasing temperature.
It depended upon the magnetic field only weakly.

Table 2 presents the values of 7 obtained at various
temperatures in the field 200 kOe.

The relaxation of the MEP noticeably affected the MEP
field dependences because the measurement time 265 s was
comparable with the relaxation time 7. Our measurements
showed that the relation between APy, and Py can be
approximately described by the expression Pr ~ B(APy)
where f < 1 is a constant. In this case, a time-dependent
contribution could be eliminated from the experimental field
dependences AP,;,(H) using the relations:

H
AP:(H) = AP, (H) + L %d& (36)
_ " APel(H)
AP, (H) = AP (H) — me e g -

+PT(Hm) - Pel(Hm)-

Here, P;,;(H) does not depend on the time. The 1 and |
arrows denote the values obtained under increasing and
decreasing field respectively; H, is the maximum field
reached in the measurements; « = dH/dt is the rate of the
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TaBLE 2: Relaxation time 7 of MEP in SMO at various temperatures
in the field 200 kOe.

T (K) The field along The field along
[010], T (s) [100], T (s)
4.4 127 128
2.6 279 192
1.4 337 403
0.9 490 490
0.43 534 828
4 ~

SMO, T = 14K

AP (1072 Coul/cm?)
N

- S S S |
100 150 200

H (kOe)

FiGure 15: Field dependences of MEP in Sm,(MoOy); at T = 1.4K.
The field is directed along the [010] axis. Curves ab and cd present
experimental dependences AP,;,(H) in increasing and decreasing
field, respectively. Straight lines bc and de present the relaxation of
AP with the time at H = 200kOe and H = 0, respectively. Curves af
and fa are calculated from the curves ab and cd using (36) and (37),
respectively.

magnetic field variation with the time; P;(H,,) is the true
MEP at the maximum field calculated from the experimental
curve P,y (H) using (36); Pei(Hy,) is the experimental value
of MEP at the start of the decrease in the field (point ¢
in the cycle in Figure 15). Curves ab and cd were used
to obtain the af and fa curves (Figure 15) by means of
(36) and (37), respectively. One can see that elimination
of the time-dependent contribution from the experimental
AP,;,(H) dependences yields a hysteresis-free P(H) relation.
Analogous results were obtained at the temperatures 0.9; 1.4;
2.6; 4.4 K in the field along the [010] and [100] axes.

Corresponding curves are shown in Figure 16. The
dependences 1 and 6 obtained at 4.4 K are fitted well by the
relation (28) at ¢ = 0;77/2 and H < 50kOe. At higher fields
and lower temperatures, this relation fails.

The data described in Section 4 qualitatively confirm
the magnetostriction mechanism of MEE in rare earth
molybdates. This mechanism is based on the assumption that
the magnetostriction affects the electric polarization of these
ferroelectric compounds.

Table 3 shows the values of MEP in the three rare earth
molybdates investigated here at fixed temperature and field
values. The values of ¢ and ] were taken from [51]. There is a
clear qualitative correlation between the values of the angular
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TaBLE 3: A comparison of MEP absolute values in TMO, GMO, and SMO at T = 4.2 Kand H = 100 kOe.
Compound Figure T (K) AP (10~° Coul/cm?) L of R*" ion gJ of R*" jon
T™MO Figure 11 0.39 ~(42-57) 3 9
GMO Figure 12 0.4 ~0.25 0 7
SMO Figure 16 0.43 ~3 5 0.7
81 5. Magneto-Optical Properties
L 10
9
8 In [26], the experimental dependences of the magnetization
Z in terbium molybdate '-Tb,(MoOy4); (TMO) upon the
QE‘ magnetic field and the temperature M (H, T) were described
K satisfactorily using the theory of the magnetism of singlets
é [31] at low temperatures T < 30 K. At higher temperatures,
- the agreement was not good. It was due to increasing
=2 1 population of highest levels of 7Fs multiplet of Tb** ions. For
4 2 the calculation of the magnetization at high temperatures,
the highest levels of 7F¢ multiplet should be known. To
3 calculate the spectrum of “F¢ multiplet, one should know
. 5 the crystal field acting on Tb’*-ion. Now, there is no theory
-0, p 100 50 200 that enables one to calculate the crystal field parameters

H (kOe)

FiGure 16: Field dependences of MEP in SMO after the elimination
of the time-dependent contribution. Curves 1-5 are measured in
the field along the [010] axis; curves 6-10 are measured in the field
along the [100] axis. The temperatures: curves (1, 6) T = 4.4K; (2,
7) 2.6 K; (3, 8) 1.4K; (4, 9) 0.9K; (5, 10) 0.43K.

momentum L and the values of AP. GMO with zero angular
momentum of R*" ion possesses the least AP value. The
angular momentum L characterizes the spatial anisotropy
of an ion. It is obvious that the rotation of an anisotropic
ion with L # 0 produces more strains in a crystal lattice than
the rotation of a spherically symmetrical ion with L = 0.
So, the change of the electric polarization (MEP = AP) is
larger for L # 0 than for L = 0. There is some incongruity
in this conclusion: the angular momentum of Sm** ion is
larger than that of Tb>* ion, but the AP value in SMO is
the order of magnitude smaller than that in TMO. This fact
can be explained qualitatively by relations between the ionic
magnetic moments gJ/up of R’ ions under consideration.
Here, g is g-factor; ] = L = § is the total mechanical moment
of R’ ion; S is the spin mechanical moment of R** ion.
The sign “—” corresponds to light rare earth ions from Ce
to Eu, and the sign “+” corresponds to heavy rare earth ions
from Tb to Yb. yp is the Bohr magneton. One can see that
the magnetic moment of Tb>* ion is larger than that one of
Sm3* ion. So, one should conclude that the total effect of the
space anisotropy and the magnetic moment of Tb>" ion is
larger than that one of Sm** ion. It can be because of that the
ion with the larger magnetic moments rotates by the larger
angle than the ion with a smaller magnetic moment in the
same magnetic field. The final result is determined by the
quantitative contributions of the spatial anisotropy of ions
and the angles of their rotations due to the interaction of
their magnetic moments with the applied magnetic field.

from the first principles. So, the investigations that allow
obtain directly the data about the spectra of multiplets are
very useful. For example, the knowledge of the spectrum
of the excited multiplet °D4 can simplify the calculations of
the crystal field parameters in the case under investigation.
The spectrum of °Dy multiplet can be found from the
experimental data for the optical absorption in TMO at low
temperatures. The optical absorption in TMO was studied at
zero magnetic field in [52]. 14 well-resolved absorption peaks
were observed. It was established that those peaks correspond
to the transitions ’Fg =5D, in Tb”" ions.

In [53], the absorption spectra were measured in TMO
in the nonpolarized light in the magnetic field H < 200kOe
along the [001] and [110] axesat T =4.2Kand T = 1.7K. A
wave vector of the light was parallel to the magnetic field.
At zero field, 14 well-resolved peaks with wave numbers
y = 20519cm~'-20655cm~! (A = 4873.5A—4841.4A) were
observed. The magnetic field shifted the spectrum toward
large v values. The spectra were measured at 29 different
field values. The experimental field dependences of the wave
numbers of the absorption peaks v;(H) were obtained for
both directions of the field.

The spectra did not depend upon the temperature. There
was a pronounced dependence of the peak numbers and of
the rate of their shift with the field dv;/dH upon the direction
of the field. The analysis of these dependences showed that
the excited multiplet 5Dy of Tb’" ion in the crystal field of
TMO could be considered as consisting of five singlets and
two quasidoublets. On the base of the measurements and
analysis of the absorption spectra in terbium molybdate, the
field dependence of the energy spectrum E;(H) of the excited
multiplet Dy of Tb>* ion in the crystal field with the point
group symmetry C, was found for the magnetic field up to
200 kOe along the [001] axis. The experimental dependences
E;(H) could be described well by the theory of the magnetism
of singlets.
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The number of the absorption peaks was explained by the
existing of two types of nonequivalent sites for Tb*" ions in
the crystal lattice of TMO.

6. Anomalously High Photo Voltages

In [54], an anomalously high photoinduced voltage (APV
effect) in TMO was observed. The illumination of a single
crystal of TMO by the beam of the argon laser with a
wave length of 1 = 4880 A and a power of 0.5W induced
in the ferroelectric single domain sample an additional
electric polarization. The wave length corresponded to a
proper absorption band of TMO. The laser beam was
directed along the [110] axis. The surface of polarization
of the laser beam was normal to the (001) plane. The
direction of the photoinduced polarization was the same
as that of the spontaneous polarization. The laser beam
was focused to a spot with an area 1072 cm?. It means
that the distribution of the intensity of the light was highly
inhomogeneous. The average value of the intensity in the
illuminated spot was ~50 W/cm?. The photoinduced electric
polarization of the crystal depended upon the time of
the illumination. After the illumination during 4.5h, the
photoinduced polarization was approximately three times
larger than the spontaneous electric polarization and showed
the tendency to the saturation.

The laser beam with the wave length 4880 A induced
in TMO the luminescence in the green part of the visible
spectrum with the wave length ~ 5430A. The quantum
output constituted 20%.

In [55], the dependences of the photoinduced voltage
in TMO upon the time t of the illumination by a laser
beam were measured at room temperature at 0.1s <
t < 4500s. The power of the laser radiation was 0.4 W.
The distribution of the intensity along the sample was
varied from highly inhomogeneous to homogeneous. It
was found that the photoinduced voltages of two types
with opposite signs appear due to the inhomogeneous
illumination.

In [55], the APV effect in TMO was measured at
heightened sensibility, respectively, to the photoinduced
electric polarization of the crystal.

Due to this, it was possible to observe relatively small
contribution to the photoinduced polarization APy, that was
directed opposite to the spontaneous electric polarization Ps.
This effect was observed at a small duration of illumination
t < 80s. It was called APV-1. The effect that was observed in
[54] was called APV-2. The sign of APV-1 was opposite to the
sign of APV-2. The voltage and the relaxation time of APV-
1 were essentially smaller than those of APV-2. That is why
the APV-1 effect was not observed on the background of the
APV-2 effect in [54].

The first observation of APV-effect was reported for a
single crystal sample of ferroelectric SbSIy35Broes [56]. A
phenomenological theory of the APV effect was described
in [57]. In works published up to now, the diffusion
contribution to the photoinduced current was ignored
[57, 58]. According to [57], the time dependences of the
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photoinduced current and the photoinduced voltage are
given by the following expressions:

i(t) = iy exp(—%); (38)

V(t) = Vo[l —exp(—%)]. (39)

The effect APV-1 is well described by the expressions (38)
and (39). The effect APV-2 does not follow these expressions.

Figure 17 shows experimental time dependences of the
photoinduced current i(¢) (curve 1) and the photoinduced
voltage V() (curve 2).

These curves were obtained on the sample number 1 with
size 6 X 7 X 1 mm?. The large face of the sample was parallel
to the plane (001).

The [100] and [010] crystal axes were directed along the
bisectors of the right angles of the (001) sides. The laser beam
was focused on the 7 X 1mm? face of the sample by a
cylinder lens to the spot with dimensions 2 X 0.5mm?. The
large size of the spot was along the [001] axis of the crystal.
The intensity of the light in the spot was ~40 W/cm?.

Arrows show the time when the light was switched on
and off. These dependences are in a good agreement with
expressions (38) and (39) respectively. The constants are
ip ~0.2-107°A; Vo ~ —10V; 7 =~ 55. The stepped form of
the curve 1 is due to the resolution of the equipment. When
the light is switched on, the negative voltage V(t) appears.
This voltage is due to the photoinduced electric polarization
AP;h that is directed opposite to the spontaneous electric
polarization Ps. The value Vo ~ —10V corresponds to the
decreasing of P by the value APy, = 4.8 - 107° C/cm?.
When the light is switched off, the photoinduced voltage
decreases exponentially with the time constant 7 =~ 5s.
The photoinduced voltage and the photoinduced current on
Figure 17 are due to the effect APV-1.

Figure 18 shows the dependences AP,(t) for various
distributions of the light intensity along the sample. The
switching on and off the light are shown by the arrows.
Curve 1 was measured on the sample numberl at the same
conditions as in Figure 17. One can see that the type of
the dependence shown in Figure 17 occurs only during
short time of ~200s after the light is switched on. At t =
(250 — —300) s, the APpy(t) value reaches a minimum of

APy, =~ —4.8 - 1077 C/cm?* and begins to increase with
increasing t.
At t = 1700s, the sign of APp,(t) is changed. The

positive sign of AP,p(t) at t > 1700s corresponds to the

coincidence of the directions of l;s and A])ph. The tendency
to the saturation of APp,(t) is seen at large values of f. At
switching off the light, the positive jump of the photoinduced
polarization occurs. It is of the same absolute value as the
negative jump at switching on the light. After this jump,
the photoinduced polarization continues to increase slowly:
an after-effect takes place. In other words, the long negative
pulse of the polarization due to the effect APV-1 exists on the
background of slow positive drift of the polarization. This
drift is due to the effect APV-2.
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Figure 17: The dependence upon the time of the photoinduced
current (curve 1) and the photoinduced voltage (curve 2) in TMO.
Sample number 1. The cross-section of the beam has size 0.5 mm X
2mm.

Curve 2 in Figure 18 was measured on the sample
number 1 with a homogeneous distribution of the intensity
across the 7 x 1 mm? face of the sample. The cross-section of
the laser beam had a circular form with diameter ¢ = 7 mm.
So, the intensity of the illumination was lower than for curve
1, and the photoinduced polarization was smaller. One can
see that curve 2 shows a smaller relative contribution of the
slow positive drift to the resulting polarization than curve 1.
It should be pointed out that in spite of the homogeneous
illumination of the 7 X 1 mm? side the distribution of the
intensity of the light was not homogeneous inside the sample
along the direction of the propagation of the light due to
the absorption. To obtain the AP,n(t) dependence at still
more homogeneous illumination, the measurements were
performed on the sample number 2. The sample number
2 was a cube of the size of 2 X 2 X 2mm?®. The relative
directions of the crystal axes and of the laser beam were the
same as for sample number 1. The cross-section of the beam
was as for curve 2.

As the illuminated face of the sample number 2 was
smaller than that for sample number 1, the APp,(t) value
also was smaller. As the size of the sample number 2 along
the direction of the propagation of the light was three
times smaller than for the sample number 1, the relative
nonhomogeneity of the illumination was also smaller. Curve
3 in Figure 18 was measured on the sample number 2. One
can see that in this case the change of the sign of the voltage
was not observed during all the time of the illumination. At
these conditions, the positive drift due to APV-2 is so small
that one can neglect it.

Figure 19 shows curve 1 from Figure 18 contracted along
the t-axis and its prolongation for large t values that describes
the relaxation of the photopolarization. The relaxation
curve gives qualitative information that is important for
explanation of the APV effect in TMO. The curve shows a
very durable aftereffect. The increase of the photoinduced
voltage continues during ~3500s after the light is switched

Physics Research International

15
lﬁ/
10

NE J
2
o
5 y
= On / /_)/
2
g o ENa
=5
0 1000 2000 3000 4000 5000

t(s)

Figure 18: The dependence of the photoinduced electric polar-
ization in TMO upon the time. Curve 1. Sample number 1. A
nonhomogeneous illumination. Curve 2. Sample number 1. A
homogeneous illumination of the face of the sample. A nonho-
mogeneous distribution of the intensity in the sample due to
the absorption. Curve 3. Sample number 2. An approximately
homogeneous distribution of the intensity in the sample.

off. The voltage reaches the maximum Vi, =~ 35V att =
8000 s and then decreases.

The value of Ve = 35V corresponds to the photopo-
larization APy, = 17 - 1077 C - cm 2. The relaxation time is
Trelax = 20h = 7.2 X 10%s. It is more than the time constant
of the input circuit of the electrometer Tiypu. Due to this, the
dependence V() of the relaxation process is not reproduced
correctly. So, only the initial part of the relaxation curve is
shown in Figure 19. The complete relaxation of the APV-
2 effect for the present experiment was achieved at tg =
150h = 5.4 x 10°s. Due to the relation between Tinput
and Tyelay, this value of fz should be considered as a bottom
estimate.

The two effects described above show quite different
dependences upon the conditions of the experiment.

The APV-1 effect exists both at homogeneous and
nonhomogeneous illuminations (Figure 18). It reaches the
saturation at t = 40s (Figure 17). The APV-2 effect exists
only at nonhomogeneous illumination.

It was not observed at a homogeneous illumination
(Figure 18, curve 3). It depends on the time and the geometry
of the beam cross-section (Figure 18).

The time constant of the APV-1 effect is 7 = 5s. From
Figures 17 and 18, one can see that APV-1 effect reaches the
saturation in a relatively short time and after this the voltage
due to APV-1 effect is constant. Contrary to APV-1 effect, the
voltage due to APV-2 effect grows for a very long time of the
order of several thousand seconds showing only very weak
tendency to the saturation.

The APV-2 effect possesses the after-effect: the Pyp, value
increases during several thousand seconds after the light is
switched off (Figure 19). No after-effect was observed while
measuring the APV-1 effect.

The APV-1 effect has a feature that is common to
photo-induced currents measured in [59-62]. It is a strong
correlation between the switching the light off and the
change of the direction of the photoinduced current. The
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photoinduced voltage due to this effect begins to decrease
immediately after the light is switched off. At the same time,
the direction of the corresponding current is changed. The
APV-2 effect is essentially different from those observed
in [59-62]. The photoinduced voltage due to this effect
is growing during a long time (almost an hour) after the
light is switched off. The photoinduced current due to this
effect changes its sign with a very long delay after the
light is switched off. So, it is ascertained that there are two
different effects: APV-1 and APV-2. They have quite different
mechanisms.

In [55], it was concluded that the APV-1 effect originates
due to the transitions of Tb’" ions from the ground
state "Fs to the excited state *D, induced by the laser
irradiation. The saturation of the APV-1 effect is reached
when the dynamic equilibrium between the numbers of
straightforward and backward transitions is established. The
lattice accommodation explains the large value of the time
constant 7 = 5s of the APV-1 effect. The process of the
accommodation takes some time. That is why the time
constant 7 is essentially larger than the life time of a free Th>*
ion in the excited state SDy.

The APV-2 effect originates from the autoionization of
the excited Tb’" ions and the subsequent diffusion of the
knocked out electrons in the electric field of the spontaneous
polarization through the crystal. The autoionization can
be caused by the internal electrical field related to the
ferroelectric order. The autoionization results in appearance
of a Tb*" hole and a nonequilibrium electron. If the light
is nonhomogeneous, the diffusion of these carriers from
illuminated part of the sample to the nonilluminated one
gives rise to the photoinduced current. The sign of the
effect is determined by the fact that a pair Tb*"-(MoO4)*
appears instead of a pair Tb**-(MoQ,)*". So, autoionization
increases the resulting electrical dipole moment, and the
polarization of the sample increases as well.

7. Fluctuations Near the 8-’ Phase Transition

In [63], giant fluctuations of the amplitude of the acoustic
resonant peak were observed experimentally in orthorhom-
bic Gd;(MoO4); (GMO) near the Curie temperature. The
temperature dependence of the intensity of the acoustic
main resonant peak was measured in the temperature range
(22-165)°C including the Curie temperature, Tc = 159°C.
The low-frequency fluctuations of the amplitude of the
resonant current through the sample were observed in the
vicinity of the Curie temperature. The sample was cut in
the (001) plane. Its dimensions were 7 X 7 X 1 mm?. The
diagonals of the (001) face were parallel to the orthorhombic
[100] and [010] axis.

The piezo-acoustic resonance was investigated. The
scheme recommended in the list of standards on mea-
surements of piezo-electric crystals [64] was used. Acoustic
oscillations in the sample were generated using self-exciting
method. An oscilloscope was used as a detector of oscillations
in the sample. Frequency dependences of the amplitude of
the sinusoidal input voltage of the oscilloscope V; were
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FIGURE 19: The relaxation of the photoinduced voltage in terbium
molybdate after measuring curve 1 on Figure 18.

measured at fixed amplitude of the output voltage of the
generator Vj in the frequency range (20-300) kHz at T =
(22-165)°C. Under the influence of an alternative voltage,
the alternative strains arise in a piezoelectric crystal as a
consequence of the inverse piezoe-ffect. Under the influence
of these strains, the alternative electric polarization arises
in the crystal as a consequence of the direct piezoe-ffect.
This alternative polarization is equivalent to appearing of
an additional alternative electric current. The dependence
of this additional current upon the frequency and the value
of the voltage of the generator is described in terms of
an equivalent electrical oscillating contour. This contour
consists of an active resistance R, an inductivity L, and a
capacity C that are connected in series [65, 66]. The capacity
C depends upon the elastic and piezoelectric properties
of the crystal, its dielectric permittivity, the dimensions of
the sample, and the oscillation mode. The inductivity L
depends upon the crystal density, its piezoelectric constants
and the dimensions of the sample. The resistance R is
determined by the dissipation of the oscillation energy
due to the internal friction and depends on the viscos-
ity, the piezoelectric constants, and the dimensions of
the sample.

The equivalent contour, the static resistance of the sample
R; (the resistance in the absence of the oscillations), and
the static capacity of the sample C; (the capacity in the
absence of the oscillations) are connected in parallel. When
the generator frequency is equal to the resonant frequency
of the equivalent contour, the impedance of the contour
decreases and becomes equal to its active resistance R. The
decreasing of the sample impedance results in an increase
of the current through the sample. This results in an
increase of the input voltage of the oscilloscope Vi, and the
resonant maximum appears on the frequency dependence

V] (f) at

(40)
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The value of the maximum is given by the following
equation:
Vo[1+&(T)CP]

VETCE + 1+ E(T)C1(Cr + G
(41)

Vi[fr(T)] = Vr(T) =

Here, T is the temperature; C; the static capacity of the
sample; C, the input capacity of the oscilloscope;

[R(T)]?

— 2 2.
LT)C(T) =47’ (D[R (42)

§(T) =

R, L, C are the resistance, the inductivity, and the capacity of
the equivalent contour, respectively. Equation (41) is derived
for the case R; > 1/(wCi); R, > 1/(w(C,). R, is the active
input resistance of the oscilloscope. It was assumed that the
values R, C;, and C, do not shift noticeably the resonance
term w?LC = 1.

Figure 20 shows the experimental temperature depen-
dence of the resonant peak intensity Vr(T).

At temperatures higher than ~130°C, the intensity Vz(T)
displays large and slow fluctuations at constant values of the
temperature and the frequency. These fluctuations can be
fixed visually.

The time of fluctuations reaches tens of seconds.
Figure 20 shows maximum (open circles) and minimum
(filled circles) values of V. The maximum and the minimum
values of Vi were found from the observation during two
minutes at fixed values of the temperature and the frequency.
The variations of Vg due to the fluctuations reached 0.1 Volt.
The fluctuations could be observed only in the limit of the
resonant peak width A fg = 1 kHz. Out of the resonance, they
were zero with the accuracy of 0.008 Vx ~ 0.0003 Volt. Curves
are drawn only for the eyes guide.

Figure 21 shows the time dependence of the resonant
peak intensity Vg(t) at T = 154.25°C and fr = 154.9kHz.
The oscillating line is a spline. The horizontal line is a mean
value of Vi over the time of observations. The mean square
fluctuation of Vg is =33 mV.

It constitutes ~15% of the mean value Vi ~ 0.22 Volt.
The real frequency spectrum of the fluctuations is wider
than that of the curve on Figure 21. Rapid fluctuations
occur with periods much less than one second. So fast
variations of Vg(t) can be seen but it is impossible to fix
them visually. Observed fluctuations of Vx(#) occurs due to
the fluctuations of the resonant current through the sample.
When the temperature of the sample is near the temperature
of the phase transition, various parameters of the crystal
fluctuate and lead to the fluctuations of the impedance of
the equivalent contour. This results in the fluctuations of the
current through the sample. The value Vj at the resonance is
related to the parameters of the equivalent contour by (41).
It is seen from (41) that the value of Vx and consequently
the values of its fluctuations can be presented as a function
of the only variable £ = R?/LC. It can be shown that &
depends on four material constants. They are the elastic
constant, the dielectric permeability, the coefficient of the
internal friction, and the piezoelectric constant. £ depends
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FIGURE 20: The temperature dependences of the maximum (open
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FiGURE 21: Fluctuations at T = 154.25°C and fr = 154.9kHz. The
oscillating line is a spline. The horizontal line is a mean value of Vi
over the time of observations.

also upon the density p, but fluctuations of the density
cannot reach so large values as shown on Figure 21. The
observed fluctuations of the piezoacoustic impedance in
GMO exceeds fluctuations of parameters of a crystal reported
up to now [67] by the two orders of magnitude.
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Two series of NiMgCuZn ferrites, that is, (1) NizMgps-xCug,1Zne3Fe;O4 and sample G: Nig3Mgo3-,Cug.1Zngs-,Fe;O4 with
x = 0.0, 0.1, 0.2, 0.3 and (2) Ni,Mg6-xCuo,1Zng3Fe;O4 with y = 0.0, 0.1, 0.2 were synthesized and prepared by conventional
ceramic double-sintering process and to use them as core materials for microinductor applications. The formation of single phase
was confirmed by X-ray diffraction. The temperature and compositional variation of DC, AC electrical conductivities (¢) and
thermoelectric power («) were studied on these two series of polycrystalline ferrospinels. The studies were carried out in wide
range of temperature from 30 to 350°C. On the basis of thermoelectric study, the ferrites under present work were found to be
shown as n-type and p-type transition. The electrical conduction in these ferrospinels is explained in the light of polaron hopping
mechanism. These ferrite compositions have been developed for their use as core materials for microinductor applications.

1. Introduction

The polycrystalline NiMgCuZn soft ferrites are suitable for
core materials in microinductor applications. In view of
the extensive applications of NiCuZn ferrite [1-4], it is
economical to replace nickel with magnesium and achieve
desirable properties in NiMgCuZn ferrites. MgCuZn ferrite
is a pertinent magnetic material suitable for high-frequency
applications owing to its properties like high resistivity, fairly
high Curie transition temperature, environmental stability,
and low cost [5-8]. In the present investigation two series
of NiMgCuZn ferrospinels were prepared, their temperature
and compositional dependence of electrical properties like
DC, AC electrical conductivities and Seebeck coefficient
were studied, and the results were reported along with the
conduction mechanism.

2. Experimental Procedure

2.1. Materials and Methods. Two series of soft ferrite com-
positions having the chemical formulas: (i) Ni,Mgge—x
CUQ,12H0_3F6204, where x = 0.0, 0.1, 0.2, 0.3 and (11)
Nig3Mgo.s-,Cug.1Zng 5, Fe; Oy, where y = 0.0, 0.1, 0.2 were
prepared employing analytical grade NiO, MgO, CuO, ZnO,
and Fe,O3. These constituents were ball milled (Retsch PM-
200, Germany) in acetone medium for 10h and dried in
an oven. These dried powders were calcined in the form
of cakes in closed alumina crucibles at 800°C for 4 h. After
presintering, these cakes were crushed and ball milled once
again to obtain fine particles, and finally these powders were
sieved to get uniform particle size. The presintered green
powders were mixed with 2% PVA as a binder and were
compacted in the form of pellets of 1.2cm diameter and
2mm thickness at 150 MPa. These compacted bodies were



finally sintered at 1250°C for 2h using a programmable
furnace and were cooled to room temperature at the rate of
80°C/hr. Sufficient care was taken to avoid zinc loss during
the sintering process. All the samples were structurally
characterized using Philips high-resolution X-ray diffraction
system PM1710 with Cu K, radiation.

2.2. Experimental Details. DC electrical conductivity mea-
surements were carried out by a cell having guard ring facility
in addition to the two probes [9]. Silver paste (Du Pont)
was applied to both the surfaces of the pellet to obtain good
ohmic contacts. The measurements of conductivity were
made by applying a constant voltage of 2V from a regulated
power supply, in the temperature range 30 to 350°C. The
electrical conductivity (opc) of NiMgCuZn ferrites under
investigation has been computed using the relation

- (1)

where I is the current passing through the specimen, V is
the voltage applied to the specimen, t is the thickness of the
sample, and A denotes the area of cross-section of the sample.
The Curie transition temperature T. of the samples was
determined by magnetic permeability measurements [10].
Thermoelectric power (Seebeck coefficient) measurements
were carried out in the temperature region 30 to 350°C
by differential method similar to that of Reddy et al. [11]
with a few modifications. A temperature difference of AT =
10 K was maintained across the sample with the help of a
microfurnace fitted to the sample holder assembly. Temper-
atures of both the surfaces of the pellet were measured with
precalibrated chromel-alumel thermocouples. The Thermo-

« _»

electric power “a” was measured from the relation

AV

o = E (2)

Following convention adopted by Lal et al. [12] the positive
sign indicates negative charge carriers and vice versa.

The AC conductivity, oac of these ferrites were evaluated
from the dielectric measurements (¢" and loss tangent, tan §),
carried out at 1 kHz employing a computer-controlled low-
frequency impedance analyzer (Hioki 3532-50 LCR Hi Tester,
Japan) using the standard formulae in the temperature range
30 to 350°C. In order to understand the electrical conduction
mechanism, the dielectric measurements were carried out
in the frequency region 100 Hz to 1 MHz and oac that was
evaluated.

3. Results and Discussion

Table 1 gives the details of various oxides present in the
two series of NiMgCuZn ferrites in mole percent. Typical
XRD patterns of one sample each from the two series of
NiMgCuZn ferrites (samples—B and G) are presented in
Figure 1. X-ray analysis of these ferrite samples reveals the
single-phase spinel structure. The lattice parameters of these
ferrites were calculated from d-spacings. The variation of
lattice parameter with the composition in these two series of
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TaBLe 1: Composition of various components of NiMgCuZn
ferrites in mole percent.

S. No. Sample NiO MgO  CuO ZnO Fe, 03
Series 1
(1) A 30 5 15 50
(2) B 25 5 15 50
(3) C 10 20 5 15 50
(4) D 15 15 5 15 50
Series 2
(5) E 15 5 5 25 50
(6) F 15 10 5 20 50
(7) G 15 15 5 15 50

Series 1: A: Mgy 6Cug,1 Zng 3Fe; Oy, B: Nig 1 Mgy 5Cug,1Zng 3Fe; Oy,

C: Nig2Mg.4Cuo,1Zng 3Fe; 04, D: Nig 3Mgo 3Cug,1 Zng,3Fe;O4.

Series 2: E: Nig.3Mgo.1 Cug.1Zng 5Fe;O4, F: Nig3Mgo.2Cug.1Zng 4FerO4, and
G: Ni0.3 Mg0‘3 Cu04 1 Zno‘a Fez 04.

samples is given in Table 2. It can be observed from Table 2
that, in a given series, the lattice parameter is found to
increase. The ionic radii of ions are Ni** = 0.72 A, Mg** =
0.654, Cu?* = 0.72A, Zn>*= 0.74A, and Fe*" = 0.644,
respectively. The increasing trend of lattice constant in the
two series of ferrites is attributed to the presence of Mg ion
having a low ionic radius. The densities of the samples are
presented in Table 2. In series 1 and 2 it can be noticed that
when the nickel or magnesium concentrations are increased
in the ferrites, the magnitude of density also increases.

The room temperature values of DC, AC conductivities
and Seebeck coefficients for the two series of the ferrospinels
studied in the present work are also presented in Table 2 for
comparison.

The variation of DC conductivity (log opc) with temper-
ature is shown in Figures 2(a) and 2(b), and the variation
of opc with composition at room temperature is shown in
Figure 2(c), for the series 1 and 2, respectively. The variation
of DC conductivity with increase of temperature is almost
linear in all the ferrites and shows a change of slope near
100 to 130°C. However, in all the ferrites studied in the
present work, no slope change is noticed at Curie transition
temperature. The activation energies are calculated from the
following formula:

0 = 0y exp(—%), (3)

where Epc is the activation energy, k is the Boltzmann con-
stant, and T is the absolute temperature.

The activation energies in two regions calculated from
the least square analysis of the data are given in Table 3.

An examination of data presented in Table 3 shows that,
in sample A (sample without nickel) of series 1, the magni-
tudes of DC conductivity are high, and activation energy is
found to be low compared to other ferrite samples. How-
ever, the addition of nickel decreases the conductivity and
increases the activation energy in sample B. Further raise in
nickel concentration in series 1 saturated the magnitudes of
conductivity and decreased activation energies. In series 2



Physics Research International

Sample B E 400 | sample G - =
400 1 8 _
300 1 g
3 _ = g 2 200
O 200 g e = o -
l g $ l _ 100 1 L ]
N — l % N VUS| N O I
20 30 40 50 60 70 20 30 40 50 60 70
Position 2 (°) Position 2 (°)
(a) (b)
F1GURE 1: X-ray diffractograms of sample B: Ni,Mgg ¢_x Cug.1 Zng3Fe; O, and sample G: Nig3Mgo3-, Cug,1Zng;3-, Fe;0;.
TasLE 2: Values of AC, DC conductivities and Seebeck coefficient at room temperature.
S.No. Sample Lattice parameter A Densitykg'm™  opcat RT Q7 'Cm™!  0acat RTQ7'Cm™'  Seebeck coefficient o yV/K
(1) A 8.374 4,267 7.467 X 107> 1.799 x 1074 —79.55
(2) B 8.274 4.442 5.676 x 1077 2.247 x 107 2168
(3) C 8.255 4.665 4.425 x 107° 8.475 x 107° 1966
(4) D 8.234 5.321 2.755 x 107° 2.292 x 107 1586
(5) E 8.260 4,498 3.790 x 107 3.958 x 107 4830
(6) F 8.252 4.534 2.729 X 107 2.446 x 107° 1741
(7) G 8.234 5.321 2.755 x 107 2.292 x 107 1586

TaBLE 3: It shows the activation energies of DC conductivity at
room temperature.

Activation energies of apc (ev)

S.No. Sample T. (°C)
IR ER AE

(1) A 230 0.599 0.141 0.458
(2) B 270 1.025 0.726 0.298
(3) C 290 1.026 0.467 0.559
(4) D 300 1.113 0.386 0.727
(5) E 210 0.855 0.536 0.319
(6) F 280 1.008 0.428 0.580
(7) G 300 1.113 0.386 0.727

IR: Intrinsic region, ER: Extrinsic Region, and T¢: Curie temperature.

with increase of magnesium and decrease of zinc contents,
the activation energies increased in the intrinsic region while
there is a decreasing trend of activation energy in extrinsic
region. In series 1 as the nickel concentration is increased,
the resistivity first increases and there after it decreases. This
may be attributed to the fact that at low concentrations nickel
exists in Ni?" state, and it prefers A-site occupation. If the
concentration of nickel is increased, Ni** converts into Ni>*
and goes to B sites due to their ionic sizes. However, since
the copper concentration is maintained low, its contribution
may be negligible. In series 2 the zinc concentration is more
compared to series 1. Moreover, zinc ion has strong A-site
preference. Due to the preferential occupation of zinc ions
in A site it forces the nickel ions to occupy B sites. In view
of this the conductivity increases in series 2. It can also be
noticed from Table 3 that, in general, the activation energies

of intrinsic region are larger than the activation energies
of the extrinsic region. Generally the electric conductivity
is controlled by the migration of charge species under the
influence of electric field and by the defect ion complexes,
the polarization field, the relaxations, and so forth. At lower
temperatures the defect ion complexes, grain boundaries also
contribute to the conduction mechanism. The activation
energy is less in this region (i.e., extrinsic region). At high-
temperatures the charge species may not be subjected to any
internal field. The defect ion complexes tend to dissociate.
The activation energy in the high-temperature region may
be the migration energy for the charges.

AC conductivity oac was evaluated from the data of
dielectric constant (¢") and loss, tan § using the relation

oac = € g,w tan d, (4)

where ¢, is the vacuum permittivity and w the angular
frequency.

The plots of AC conductivity (logoac) with reciprocal
temperature are shown in Figures 3(a) and 3(b), and the
variation of gxc with composition at room temperature is
shown in Figure 3(c). It can be noticed from the figures
that there are peak-like regions which indicate the Curie
transition temperatures of the corresponding ferrite samples.
Electrical conductivity studies on transition metal oxides
[13], rare earth oxides [14-16], indicted polaron conduction
mechanism through hopping.

In the first series of ferrites, namely, (samples A, B,
C, and D) the nickel concentration is increased while
the magnesium concentration is decreased keeping copper
and zinc fixed. The variation of AC conductivity (logoac)
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FIGURE 2: (a) Variation of logopc with the T~ for series 1. (b) Variation of log opc with the T~! for series 2. (c) Variation of log opc with

composition at room temperature.

with inverse temperature in these ferrites at the room
temperature can be noticed from the figures that as the nickel
concentration in the ferrite increases, the conductivity is low
and found to be more with the addition of nickel in sample
B further decreasing with increase of nickel content in series
1. However, the conductivity of series 2 is decreasing when
magnesium and zinc concentration in the ferrite is varied
keeping nickel and copper constant. The activation energy
in the series 1 is found to be increasing in both paramagnetic
and ferromagnetic region. While in series 2 it is decreasing in

both the regions, it may also be noted that activation energies
vary from 0.1 to 1.1, and a high activation energy goes hand
in hand with a low conductivity of the ferrites as shown by
Samokhralov and Rustmov [17].

Conduction by polarons is discussed by several workers
[18-20]. Polarons are of two types: large and small polarons.
In the large polaron model, the conductivity is by band
mechanism at all temperatures, and the AC conductivity
decreases with frequency. The small polarons conduct in
band-like manner up to a certain temperature, and the



Physics Research International

4 Ll |

1 a5} ]

4 o ]
¥ 1 _ssl ]
bﬂi‘:ﬂ;; >3 :§§7

0

1.5 2 2.5 3 35 2 22
1/T (K1)

—°— Sample A
—o— Sample B

—<— Sample C

—»— Sample D o~ Sample E

—a— Sample F
—v— Sample G
(a) (b)

24 26 28
1000/T (K~1)

. . _g L L . . . . .
3 32 34 0 005 01 015 02 025 0.3

Sample

—o— Series 1
—a— Series 2

(c)

-3 LLLLL BRRLLL BRRILL DR RRILL BLRLUL IRRLLL IRLLL L

- pC)

log (

sl vvvd vl el vl vl vl 3l 3

10° 107

—o— Sample A
—o— Sample C
—a— Sample E

(d)

10° 10!

1013
2

FIGURE 3: (a) Variation of logo(sc) with T™! for series 1. (b) Variation of logoac) with T~ for series 2. (¢) Variation of logo(ac) with
composition at room temperature. (d) Plots of log o(ac.pcy with log w? one sample from each series.

conductivity shows an increase with frequency. At higher
temperatures, the conduction is by thermally activated hop-
ping mechanism. For small polaron model the conduction
increases with the frequency, and follows the relation

W
(1+ w?72)’

0w — 0DC (5)
where w is the angular frequency, and 7 is the staying time
(~10719) for the frequencies w?7? < 1.log(a, — opc) versus
log w? that should be a straight line. Plot of log(o, — opc)
as a function of log w? at room temperature for three typical

sample is shown in Figure 3(d). It can be seen that in the plot
there are regions of decreasing, increasing of log(g, — opc)
with increasing frequency. It is not conformation to equation
(5). It can be stated that in the present series of ferrospinel
samples the results tend to indicate that the conduction
mechanism is due to mixed polaron hopping.

The variation of thermoelectric power with the tempera-
ture in the low- and high-temperature regions for two series
of ferrites are shown in Figures 4(a) and 4(b), and variation
at room temperature value can be observed in Figure 4(c).
The thermoelectric voltage AV developed across the pellet
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has a temperature gradient, and AT is shown as a = AV/AT.
The positive sign of « indicates negative charge carriers and
vice versa.

It can be seen from Table 2, at room temperature the
Seebeck coefficient of pure magnesium copper zinc ferrite
(i.e., Sample A) shows negative sign, and with the addition
of nickel the Seebeck coefficient a has increased showing that
positive sign further increase of nickel composition leads to
the reduction of & value. While in the series 2, the sign of
the Seebeck coefficient at room temperature is negative only
for the samples and decreases with increase of magnesium.
However, it can be seen that the copper concentration is kept

in concentration in both series. With the addition of nickel
concentration, the thermoelectric power shows positive sign
showing that from majority carriers n-type semiconductors
it can be observed that as the temperature increases the
Seebeck coefficient sign that shows positive sign, as such it
behaves n-type and p-type semiconductors both the series
1 and 2 the same is observed. The temperature dependence
of Seebeck coefficient («) for the ferrites is satisfactorily
described by the formula [21]

)

where A and B are constants, and T is the temperature in K.

oc=A+<B
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It can be seen from Table 2 that the sign of the Seebeck
coefficient is transition from n-type and p-type semicon-
ductors for all the ferrites on the basis of sign that the
Ni substituted MgCuZn ferrites have been classified as n-
type and p-type semiconductors. Thus, the conduction
mechanism in these ferrites is predominantly due to hopping
of electrons [22] from Fe** to Fe3* ions

Fe** + e < Fe*'. (7)

Ravinder [23] carried out the work and reported that the
Seebeck coefficient is decreasing when nickel is increased,
and this in turn leads to decrease in Zinc composition. All
the mixed Ni-Zn ferrites are positive, and it shows that
the majority of the charge carriers are holes. The presence
of nickel on the octahedral sites favours the conduction
mechanism [24]

NiZ" + Fe*™ < Ni** + Fe?*. (8)

The conduction mechanism in p-type samples is predomi-
nantly due to hole transfer from

Ni** to Ni** ions: Ni*' + h < Ni’". (9)

It can be observed that Seebeck coefficient « is found
to be decreasing in all the ferrites. Except in sample A it is
increasing up to sample B and then starts decreasing due to
the addition of nickel. All our results show good agreement
with data from the literature.

4. Conclusions

The polycrystalline NiMgCuZn ferrite samples were pre-
pared by the conventional method. X-ray diffraction patterns
reveal the single phase spinel structure. The DC, AC and
thermoelectric (Seebeck) coefficient was measured for these
ferrospinels. The temperature variation of DC conductivity
of series 1 indicates that the opc is high and activation energy
is low. In series 2, the activation energy is decreasing in
extrinsic regions and increasing at the intrinsic region with
increasing and decreasing of magnesium and zinc content
in the present studied ferrites. The AC conductivity of these
ferrites was calculated from the dielectric measurements. It
indicates that the conduction mechanism is due to mixed
polaron hopping. The temperature dependence of Seebeck
coefficient of this ferrites is showing p-type and n-type
semiconductor behavior.
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The present work investigates the influence of Pr, Al, Cu, B and Ho which were introduced into the Co-containing sintered magnets
of Nd-Dy-Tb-Fe-Co-B type on the magnetic parameters («, ;H., B, BHmay). The effect of heat treatment parameters on magnetic
properties was also studied. It was revealed that the essential alloying of NdFeB magnets by such elements as Dy, Tb, Ho, Co as
well as by boron-forming elements, for example, by titanium, may lead to reducing of F-phase quantity, and, as a consequence, to
decreasing of magnetic parameters. It was also shown that additional doping of such alloys by Pr, B, Al and Cu leads to a significant
increase of the quantity of F-phase in magnets as well as solubility of the Dy, Tb, Ho and Co in it. This promotes the increase of
magnetic parameters. It was possible to attain the following properties for the magnets (Ndy,15Pro 35 Tbo,25H0o,25)15(Feo, 71 C00,29 )bal -
AlysCuyg,;Bs s (at. %) after optimal thermal treatment {1175 K (3,6—7,2 ks) with slow (12—16 ks) cooling to 675 K and subsequently

remaining at T = 775K for 3,6 ks—hardening}: B, = 0,88 7T, ;H, = 1760 kA/m, BH ,, = 144kJ/m3?, a < 0,01]%/K in the

temperature interval 223-323 K.

1. Introduction

High-energy (the maximum energy product, BHmax >
400kJ/m?) and high-coercive (intrinsic coercivity, ;H, >
2400kA/m) sintered permanent magnets can be produced
now on the base of Nd,Fe;4B compound [1]. However, these
magnets are significantly inferior to such materials as alnico,
Sm;(Co,Fe,Cu,Zr);7, and SmCos in reversible magnetic
losses, which are characterized by remanence temperature
reversible coefficient {« = (AB,/B, - AT) - 100%/K, where
is B,—remanence}.

Some improvement of this parameter is possible to
achieve when replacing some Fe atoms by Co and some
Nd ones by Dy (Tb). For example, « = —0.06%/K in the
temperature interval 295-375 K was attained on the sintered
magnets of {Ndogs(Dy,Tb)o,2}15-16(Feo,sC0o,2)bal - Be-s type
after heat treatment {remaining at T = 1175K for 7.2
kilosecond (ks) followed by the cooling with the rate of 0.01-
0.02 K/s down to 575-705 K and duration at this temperature
for 3.6 ks} [2-5].

Experimental saturation magnetization temperature
dependences for single-phase compound of (Nd;R¥),
(Fei.yCoy)14B, where R*—Dy, Tb, Gd, and Ho are available
[6-8]. It follows from these dependencies that for attaining
near-zero « coefficient values in the operation temperature
interval (295-375K, in some case 225-425 K), it is necessary
that x and y values should be 0.4-0.5 and 0.2-0.3 correspond-

ingly.

However, if the content of R* and Co is more than
7,5at.% (x > 0,2) and 15at.% (y > 0,2) in the alloy of
(Nd-xR)15-16(Fe1-,Co, )bal - Be.g type, regularities observed
for the single-phase compound no further hold true: while
a coefficient shows no further changes, B, and ;H. decrease
with the speed higher than that observed for the single-
phase compound. This makes impossible to achieve near-
zero « coefficient value and optimal B, and ;H, parameters
[2]. Tt was explained [2] by phase equilibrium shifting
resulting in new additional phases of (Nd,R*)(Fe,Co,B),,
(Nd,R*)(Fe,Co)4B and other types [9-11] formation and



decreasing of (Nd,R*),(Fe,Co)14B phase quantity when
the alloy is doped by R* and Co.

On the other hand, similar regularity of Nd,Fe;4B
phase quantity decreasing and no further ;H. rising at
the increasing of dysprosium (terbium) in the alloy were
observed in {Ndos(Dy,Tb)o2}15-16(Fe,Ti,Nb)pa - Be.7 type
alloys. It was shown that doping of these alloys by Pr, Al,
Cu as well as increasing of the boron content up to 8-9 at.%
makes it possible to overcome this negative effect [2].

That is why the purpose of the present work was to
investigate the influence of Pr, Al, Cu, B, and Ho introducing
into the Co-containing sintered magnets of Nd-Dy-Tb-
Fe-Co-B type on the magnetic parameters («, ;H., B,
BHpax). The effect of heat treatment parameters on magnetic
properties was also studied.

2. Experimental Procedure

Alloys of the (Nd,Pr,Tb,Dy,H0)125.17,0(Fe,Co,ALND,Ti,
Cu)pal-Bss.g5 (at.%) type were prepared by vacuum-
induction melting. Magnets were prepared using a
conventional pattern [2]. Heat treatments in the 500—
1275K temperature interval were implemented for the
selecting of the optimum schedule for the certain chemical
composition alloy.

Investigations of remagnetization processes and mag-
netic properties evaluations were implemented with the help
of hysteresisgraph and vibrating magnetometer. Chemical
and phase composition of the alloys were controlled by a
plasma emission spectrum method, local X-ray spectrum
analysis, X-ray diffraction analysis, and Mossbauer’s effect
analysis according to procedures described in [2].

3. Experimental Results and Discussion

Figure 1 demonstrates demagnetizing parts of hysteresis
loops of sintered magnets with the following chemical com-
pOSitiOHS: (Ndo)3PI’o,5DY(),2)15(F€0,8C00,2)bal'Alo,sz, where z
is 53 (1, ;H.= 980kA/m), 6,3 (2, ;H. = 1070kA/m),
7.3 (3, ;H. = 1190kA/m), 8,3 (4, ;H. = 1250kA/m) at
room temperature. The optimal heat treatment schedules
for these magnets were the following: 1175-1275 K, 3,6 ks
with subsequent quenching in inert gas (z = 5,3-7,3) and
1175K, 3,6 ks + slow cooling (10-12ks) + 900 K, 3,6 ks with
subsequent quenching in inert gas (z = 8,3). Significant ;H,
increasing is observed with the z raising from 5,3 up to 8,3.
At the same time quadratility Hy (demagnetization field that
reduces the intrinsic magnetization by 10%) of the curve was
also improving.

Figure 2 demonstrates the dependences of ;H. on
the heat treatment temperature for the (Ndg5Proa4
Dyo,35)15(Feo 72C00,28)bal* Alp2B75  chemical composition.
The upper curve reflects the results of the experiments
when the samples were exposed to teat treatment only at
some given temperature in the 675-1275K interval with
a 50K step. Lower curve demonstrates the case when
each sample was exposed to multistep heat treatment
starting from 1275K for 3,6ks with the sequential
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FiGURE 1: Demagnetizing parts of hysteresis loops of the magnets:
(Ndo3Pro5Dyq2)15(FeosCoo2)par - Alg 2Bz, where z is 5,3 (1, ;H. =
980kA/m), 6,3 (2, ;H. = 1070kA/m), 7,3 (3, ;H. = 1190 kA/m), 8,3
(4, ;H, = 1250 kA/m).
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FiGure 2: Dependences of ;H. of (Ndys5Pro4Dyoss)is
(Fe,72C00,28 )bt * Al 2 B75 magnets on the heat treatment temper-
ature for the single (upper curve) and multistep heat treatment in
the temperature 1275 K-675 K interval.

reducing of the temperature down to 675K (interval
between stages was 50K; endurance on the each stage
was 3,6ks). The value of ;H, was measured after the each
stage. As can be seen from Figure 2, minimum of ;H, on
upper curve corresponds to 975K, while for the lower
curve monotonous decreasing of ;H. from 1320kA/m
(1275K) down to 960 kA/m (675K) is observed. Analogous
regularities are observed for chemical compositions
{(Ndo,35Pr0,65)1-xDyx) }15(Fer—yCoy bal-Alg2B7 5 (at.%), x =
0,3-0,4, y = 0,22-0,30.

Higher level of magnetic properties (B, = 0,88 T, ;H, =
1760 kA/m, magnetic field energy BHpa = 144kJ/m3,
a < [0,01]/%/K in temperature interval 223-323 K) was
obtained on sintered magnets with chemical composition
(Ndy,15Pro,35 Tbo 25H00,25) 15 (Feo, 71 Coo,29)bar- Alg, o Cug,1 Bg 5 aft-
er the optimal heat treatment: 1175 K (3,6-7,2 ks) with slow
(12-16ks) cooling to 675K and subsequently remaining
at T = 775K for 3,6 ks—hardening. Demagnetizing curves
at various temperatures (from 293K to 423K) and the
temperature ;H. dependence for the multistep heat treatment
starting from 1175K to 675K with 3,6 ks endurance on the
each stage are presented on Figures 3 and 4, respectively.
The other part of the samples was continuously cooled from
1175K to 675K. Time of cooling was equal to the total
endurance time during multistep heat treatment.
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FIGURE 3: Demagnetizing parts of hysteresis loops of the magnets
(Ndo,15Prg,35 Tbo,25H00,25) 15 (Feo,71 C0o,29 Jval * Alo,9Cuig,1 Bg 5 at the tem-
peratures 293K (1, ;H, = 1600 kA/m), 373K (2, ;H. = 920 kA/m),
423K (3, ;H. = 550 kA/m).
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Figure 4: Temperature ;H, dependence of (Ndy,;5Pros5Tbos
H00,25)15(F€0,71 COo,zg)bal 'Al(),g CLI(),lng magnets after multistep heat
treatment (1175 K to 675 K).

It was noted that there is no significant difference in ;H,
values between continuous and multistep changing of the
temperature during heat treatment. Only total endurance
time in the studied temperature interval is important. As a
rule, it should be not less than 10ks. Significant reduction
of ;H. by 20-30% from the optimal value is observed at the
rapid cooling (e.g., at the quenching in inert gas).

On the next stage we investigated the properties of
the magnets additionally doped by titanium as it is
known that this element increases ;H, in Nd;sFep-Bs
magnets [2]. For the magnets (Ndg15Pro35Tbg25H00.25)15
(Feo'71C00,29)ba]'A10)9C110.1Ti0'7_1,4B3,5, the reduction of ;H.
down to 1280-1360kA/m occurs. The optimal heat treat-
ment was revealed to be the high temperature at 1275K
with subsequent quenching down to the room temperature.
Similar regularities were also observed for the alloy doped by
Nb.

Significant ;H, increasing (up to 2100 kA/m) was ob-
served in the sintered magnets, produced by the blending of
the powders of the two alloys which had the extreme content
of such elements as Tb, Ho, and Co (96 and 4 mass.% resp.):
(Ndo,15Pro,35 Tbg,25sHog,25) 15 (Feo,71Cop 29)bar Alo,eCug,1 Bs 5 and
(Ndo,>Pr4Tbo,4)15(Feo s C0o,2)bal - Alo,gCug,1Bg 5. It might be
explained by the chemical composition gradient in the near-
boundary regions of the grains (higher Tb content and lower
Co content).

It is known [2, 7, 8] that in order to increase thermal
stability of Nd,Fe;4sB compounds, such elements as Tb,

Dy, Ho, and Co are introduced into the alloys. However
if their content exceeds the critical level in the magnets,
as is the case for instance for the magnet compositions
Ndo,s-x(Tb,Dy,Ho)(Fegs-,Coy )b - Bg), where x > 0,2, y >
0,2, plummeting of the main magnetic parameters (B,
iH., BHp.) occurs. However, it was revealed that if the
alloy beside these elements additionally doped by Pr,
Al, and Cu, and the content of B is increased, simul-
taneous improving of all magnetic parameters (B, ;H,,
BHpax, «) is observed while x = 0,3-0,4 and y = 0,2-
0,3. The optimal chemical composition was found to
be (Ndo,15Pr0,35Tb0,25H00,25)15(Feo,71C00,29)ba1'A10,9Cu0,138,5
which provides the best combination of all investigated
magnetic parameters including thermal stability. As follows
from X-ray spectrum and Mossbauer effect analysis, this
might be explained by the fact that alloying by Pr, Al, Cu,
and B results in the simultaneous increasing both of F-phase
content in magnets and the content of Dy, Tb, Ho, and Co in
F-phase.

Parameters of optimal heat treatment for this composi-
tion are the following: 1175K (3,6-7,2 ks) with subsequent
(continuous or step) slow (10-12ks) cooling to optimal
temperature (775K) and endurance at this temperature
for 3,6 ks. It might be assumed that the improving of the
main magnetic parameters after this treatment schedule is
caused by the better isolation of the F-phase grains due to
the Nd (or Nd and Pr) diffusion from F-phase into the
grains boundaries [2, 12]. The temperature and endurance
of the optimal thermal treatment depend on the F-phase
homogeneity (in Nd or rare-earth element) region, which
is determined by the chemical composition of the alloy and
its production technology. Homogeneity region of F-phase
is widened by such elements as Pr, Ga, and hydrogen and
narrowed by Gd, Dy, Tb, Ho, Co, and Ni.

We assume to use these new compositions for recording
heads for high coercivity media [13] and for GMFG {giant
magnetic field gradient} devices for separation of dia-, para-,
and weak magnetic materials [14].

4. Conclusion

Significant doping of NdFeB magnets by such elements as
Dy, Tb, Ho, Co, Ti, and Nb might lead to the reducing of F-
phase quantity and, as a consequence, to decrease of the main
magnetic parameters. It was shown that additional alloying
by Pr, Al, Cu and increasing of B content results in significant
increase of F-phase the content in magnets as well as quantity
of Dy, Tb, Ho, and Co in it. This promotes the increase of
magnetic parameters.

It was possible to attain the following properties for the
magnets (Ndo,15Pro35Tbo,25H00,25)15  (Feo,71C00,29)bal - Alo,g
Cuy,1Bs 5 (at.%) after the optimal thermal treatment {1175 K
(3,6-7,2ks) with slow (12-16ks) cooling to 675K and
subsequent endurance at T = 775K for 3,6 ks—hardening}:
B, = 0,887T, ;H. = 1760kA/m, BHp, = 144kJ/m’, a <
|0,01|%/K in the temperature interval 223-323 K.
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The consistent physic-mathematical model of propagation of an electromagnetic wave in a heterogeneous medium is constructed
using the generalized wave equation and the Dirichlet theorem. Twelve conditions at the interfaces of adjacent media are obtained
and justified without using a surface charge and surface current in explicit form. The conditions are fulfilled automatically in each
section of counting schemes for calculations. A consistent physicomathematical model of interaction of nonstationaly electric
and thermal fields in a layered medium with allowance or mass transfer is constructed. The model is based on the methods of
thermodynamics and on the equations of an electromagnetic field and is formulated without explicit separation of the charge

carriers and the charge of an electric double layer.

1. Introduction

Let us consider the interface S between two media having
different electrophysical properties. On each of its sides the
magnetic-field and magnetic-inductance vectors as well as
the electric-field and electric-displacement vectors are finite
and continuous; however, at the surface S they can experience
a discontinuity of the first kind. Furthermore, at the interface
there arise induced surface charges ¢ and surface currents i
(whose vectors lie in the plane tangential to the surface S)
under the action of an external electric field.

The existence of a surface charge at the interface S
between the two media having different electrophysical
properties is clearly demonstrated by the following example.
We will consider the traverse of a direct current through a flat
capacitor filled with two dielectric materials having relative
permittivities ¢; and &, and electrical conductivities A; and
Ay A direct-current voltage U is applied to the capacitor
plates; the total resistance of the capacitor is R (Figure 1). It is

necessary to calculate the surface electric charge induced by
the electric current.

From the electric-charge conservation law follows the
constancy of flow in a circuit; therefore, the following
equation is fulfilled:

U

AlEi'll @)

=AhE, = (1)

where E,,, and E,,, are the normal components of the electric-
field vector.

At the interface between the dielectrics, the normal
components of the electric-inductance vector change spas-
modically under the action of the electric field by a value
equal to the value of the induced surface charge o:

&0€1En, — €0&2En, = 0. (2)



Solving the system of (1) and (2), we obtain the expression

A YRS

It follows from (3) that the charge ¢ is determined by the
current and the multiplier accounting for the properties of

the medium. If
) _ (&) _
(Al ) (Az ) 0 )

a surface charge o is not formed. What is more, recent trends
are toward increased use of micromachines and engines
made from plastic materials, where the appearance of a
surface charge is undesirable. For oiling of elements of such
machines, it is best to use an oil with a permittivity &
satisfying the relation

&1 < &l < &. (5)

This oil makes it possible to decrease the electrization of the
moving machine parts made from dielectric materials. In
addition to the charge o, a contact potential difference arises
always independently of the current.

An electric field interacting with a material is investigated
with the use of the Maxwell equation (1857). For conve-
nience and correctness of further presentation we denote the

axial vector of magnetic field strength, induction as H and B

Jtotal VX H V-D= P> (6)
aB—VXE V- B=0, (7)
ot

where jiora = AE+ 0 D /ot, B = Uo H. In this case, at the
interface S the above system of equations is supplemented
with the boundary conditions [1, 2]:

Dm - Dnz =0, (8)
E, -E, =0, 9)
B,, — By, =0, (10)
HT1 HTz = [T ) fi] (11)

The indices (subscripts) n and 7 denote the normal and
tangential components of the vectors to the surface S, and
the indices 1 and 2 denote the adjacent media with different
electrophysical properties. The index 7 denotes any direction
tangential to the discontinuity surface. At the same time, a
closing relation is absent for the induced surface charge o,
which generates a need for the introduction of an impedance
matrix [3-7] that is determined experimentally or, in some
cases, theoretically from quantum representations [8—12].
We note that the Maxwell equation of electromagnetic field
does not coincide completely with the modern form of
them (6), (7) which was first given by Hertz (1884) and
independently of him by Heaviside (1885). The equations
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F1Gure 1: Dielectric media inside a flat capacitor.

of electromagnetic field with precise division of polar and
axial vectors are of importance in considering the boundary
conditions. One should bear in mind that electric field
strength E is a polar vector. Gradients of concentration
and temperature are also polar vectors. On the contrary,

magnetic field strength H as well as H are axial vectors, or
pseudovectors. This is well seen from the formula for the

Lorentz force F = g[V H]J. Indeed, the behavior of H on
reflection at the origin of coordinates and substitution r —
(—r) is determined by the behavior of the polar vectors F and
V and the properties of their vector product. On substitution
r — (—r) the directions of the vectors F and V change to
the opposite; the sign of the vector product also reverses.

Consequently, on substitution r — (—r) the vector H must
remain constant. This property is assumed to be an attribute
of the axial vector.

The induced surface charge o not only characterizes the
properties of a surface, but also represents a function of the

process, that is, o(E(JE/ot, H (0 H /dt))); therefore, the
surface impedances [3-7] are true for the conditions under
which they are determined. These impedances cannot be
used in experiments conducted under other experimental
conditions.

The problem of determination of surface charge and
surface current on metal-electrolyte boundaries becomes
even more complicated in investigating and modeling non-
stationary electrochemical processes, for example, pulse
electrolysis, when lumped parameters L, C, and R cannot be
used in principle.

We will show that ¢ can be calculated using the Maxwell
phenomenological macroscopic electromagnetic equations
and the electric-charge conservation law accounting for the
special features of the interface between the adjacent media.

Separate consideration will be given to ion conductors.
In constructing a physicomathematical model, we take into

account that E and H are not independent functions; there-

fore, the wave equation for E or H is more preferable than
the system of (6) and (7). It will be shown that in
consideration of propagation, interference of waves in the
heterogeneous medium it is preferable to use the wave
equation for a polar vector of electric field strength.
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2. Electron Conductors: New Closing Relations
on the Boundaries of Adjacent Media

2.1. Generalized Wave Equation for E and Conditions on the
Boundaries in the Presence of Strong Discontinuities of the
Electromagnetic Field

2.1.1. Physicomathematical Model. We will formulate a phys-
icomathematical model of propagation of an electromag-
netic fleld in a heterogeneous medium. Let us multiply the
left and right sides of the equation for the total current (see
(6)) by puo and differentiate it with respect to time. Acting
by the operator rot on the left and right sides of the first
equation of (7) on condition that 4 = const we obtain

Frotal = LVZE - Lgrad(diVE). (12)
ot o pto

In Cartesian coordinates, (12) will take the form

ajtotalx _ 1 azEx 4 azEx + 82Ex
w2 oy oz
1 9 (E)Ex oE, aEZ)
+ + s

ot Ho

Cppodx\ ox  dy 0z
Ftotaly _ L (82Ey N 0’E, N azE),)
ot Yo \ ox*  dy*  0z? (13)
B 1a(aEx +@+ aa))
o dy \ ox  dy oz
OJrotalz _ 1<azEz L OPE aZEZ>
ot puo \ 0x2 9y = 0zZ?
B 18<E)Ex +@+ E)Ez>'
Ulo 0z \ dx  dy 0Oz
At the interface, the following relation [2] is also true:
divir + Ipy, — Ipx, = 7%_ (14)

Let us write conditions (see (8)—(11)) in the Cartesian
coordinate system:

D, — Dy, =o, (15)
E, —E, =0, (16)
E, -E, =0, (17)
By, — By, =0, (18)
H, -H, =i, (19)
H, - H, = i, (20)

where i; = i,j + ik is the surface-current density, and the
coordinate x is directed along the normal to the interface.
The densities i, and i, of the surface currents represent
the electric charge carried in unit time by a segment of
unit length positioned on the surface drawing the current
perpendicularly to its direction.

The order of the system of differential equations (13) is
equal to (16). Therefore, at the interface S, it is necessary to
set, by and large, nine boundary conditions. Moreover, the
three additional conditions (15), (19), and (20) containing
(prior to the solution) unknown quantities should be
fulfilled at this interface. Consequently, the total number of
conjugation conditions at the boundary S should be equal to
(12) for a correct solution of the problem.

As an example we consider a one-dimensional case of
heat propagation in the layered material. As is known, to
solve the problem we must specify two conditions at the
interface: the equality of heat fluxes and the equality of
temperatures, since in the heat conduction equation we have
the second derivative with respect to the coordinate.

Differentiating expression (15) with respect to time and
using relation (14), we obtain the following condition for
the normal components of the total current at the medium-
medium interface:

div ir + jtotalx1 = jtotalxz > (2 1)

that allows one to disregard the surface charge o. Let us in-
troduce the arbitrary function f : [f]l,_; = fil g —
b |x:E—0‘ In this case, expression (21) will take the form

[le i—[ + jtotalxl] |X:f = 0 (22)

It is assumed that, at the medium-medium interface, Ey
is a continuous function of y and z. Then, differentiating
Equation (21) with respect to y and z, we obtain

3.
8y Jtotalx,

[3_ ] ‘ ~a(diviy)
aZ]totabq et = oz .

_ a(diviy)

x=& a)/

>

(23)

Let us differentiate conditions (18)—(20) for the magnetic
induction and the magnetic-field strength with respect to

time. On condition that B = py, H:

0B, 7
|: ot ] x=¢£ - 0’
L]
wo ot ||, ot (24)
BIC AT
ppo Ot ||, _; Ot




Using (7) and expressing (24) in terms of projections of the
electric-field rotor, we obtain

0E, OE
[rot E]|,_¢ = 0, [Z - y:| ’ =0, (25)
dy 0z ||, ¢
[lrot},E] = %,
pgo vt Ot
(26)
or [ L (2 2B\ _ o
ppo \ 0z Ox et - oot’
[‘u;rotzE} = %,
0 e
¢ (27)

N NG
upo \ 0x  dy x:E_ ot’

Here, (25) is the normal projection of the electric-field rotor,
(26) is the tangential projection of the rotor on y, and (27) is
the rotor projection on z.

Assuming that E, and E, are continuous differentiable
functions of the coordinates y and z, from conditions (16)

and (17) we find
Sl 5
0y Ilee 0z
] 12
0y ||t 0z

In accordance with the condition that the tangential pro-
jections of the electric field on z and y are equal and in
accordance with conditions (16) and (17), the expressions for
the densities of the surface currents i, and i, take the form

x={

>

(28)

x=& B

io=AE| o iy=1E ’ng’ (29)

where

= 1
A= 5(/11 +12)

(30)
x=
is the average value of the electrical conductivity at the
interface between the adjacent media in accordance with
the Dirichlet theorem for a piecewise-smooth, piecewise-
differentiable function.
Consequently, formulas (28)—(30) yield

[div 1;] pmt

Relations (31) and (32) and hence the equality of the normal
components of the total current were obtained (in a different
manner) by Grinberg and Fok [13]. In this work, it has
been shown that condition (31) leads to the equality of the
derivatives of the electric field strength along the normal to

=0. (32)

the surface
5]
ax x=¢&

With allowance for the foregoing we have twelve conditions
at the interface between the adjacent media that are necessary
for solving the complete system of (13):

=0. (31)
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(a) the functions E, and E; are determined from (16) and
(17);

(b) E, is determined from condition (22);

(c) the values of dE,/dy, JE,/0z, and JE,/0dx are deter-
mined from relations (23) with the use of the
condition of continuity of the total-current normal
component at the interface (22) and the continuity
of the derivative of the total current with respect to
the coordinate x;

(d) the values of 0E,/dy, dE,/dz, and 0E,/dz are deter-
mined from conditions (28) and (29) in consequence
of the continuity of the tangential components of the
electric field along y and z;

(e) the derivatives 0E,/dx and OE./dx are determined
from conditions (26) and (27) as a consequence of the
equality of the tangential components of the electric-
field rotor along y and z.

Note that condition (21) was used by us in [14] in
the numerical simulation of the pulsed electrochemical
processes in the one-dimensional case. Condition (25) for
the normal component of the electric-field rotor represents
a linear combination of conditions (28) and (29); therefore,
roty,E = 0 and there is no need to use it in the subsequent
discussion. The specificity of the expression for the general
law of electric-charge conservation at the interface is that
the components 0E,/dy and 0E./dz are determined from
conditions (28) and (29) that follow from the equality and
continuity of the tangential components E, and E, at the
boundary S.

Thus, at the interface between the adjacent media the
following conditions are fulfilled: the equality of the total-
current normal components; the equality of the tangential
projections of the electric-field rotor; the electric-charge
conservation law; the equality of the electric-field tangential
components and their derivatives in the tangential direction;
the equality of the derivatives of the total-current normal
components in the direction tangential to the interface
between the adjacent media, determined with account for
the surface currents and without explicit introduction of a
surface charge. They are true at each cross section of the
sample being investigated.

2.1.2. Features of Calculation of the Propagation of Elec-
tromagnetic Waves in Layered Media. The electromagnetic
effects arising at the interface between different media
under the action of plane electromagnetic waves have a
profound impact on the equipment because all real devices
are bounded by the surfaces and are inhomogeneous in
space. At the same time, the study of the propagation
of waves in layered conducting media and, according to
[15], in thin films is reduced to the calculation of the
reflection and transmission coefficients; the function E(x)
is not determined in the thickness of a film, that is, the
geometrical-optics approximation is used.

The physicomathematical model proposed allows one to
investigate the propagation of an electromagnetic wave in a
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layered medium without recourse to the assumptions used in
[3-5,7].

Since conditions (21)—(29) are true at each cross section
of a layered medium, we will use schemes of through
counting without an explicit definition of the interface
between the media. In this case, it is proposed to calculate
E, at the interface in the following way.

In accordance with (15), E,; # E,, that is, Ex(x) experi-
ences a discontinuity of the first kind. Let us determine the
strength of the electric field at the discontinuity point x =
on condition that E,(x) is a piecewise-smooth, piecewise-
differentiable function having finite one-sided derivatives
E..(x) and E; (x). At the discontinuity points x;,

E(Xi + AX,') - E(Xi + 0)

Eex) = Jim Ax; (33)
£ (X) — lim E(x,' + Ax,‘) — E(xi — 0)
S Pl Ax; ‘

In this case, in accordance with the Dirichlet theorem [16],
the Fourier series of the function E(x) at each point x,
including the discontinuity point &, converges and its sum
is equal to

Eveg = 5 [B(E ~ 0)+ EE+0)] (34

The Dirichlet condition (34) also has a physical meaning.
In the case of contact of two solid conductors, for example,
dielectrics or electrolytes in different combinations (metal-
electrolyte, dielectric-electrolyte, metal-vacuum, and so on),
at the interface between the adjacent media there always
arises an electric double-layer (EDL) with an unknown
(as a rule) structure that, however, substantially influences
the electrokinetic effects, the rate of the electrochemical
processes, and so on. It is significant that, in reality,
the electrophysical characteristics A, ¢, and E(x) change
uninterruptedly in the electric double-layer; therefore, (34)
is true for the case where the thickness of the electric double-
layer, that is, the thickness of the interphase boundary, is
much smaller than the characteristic size of a homogeneous
medium. In a composite, for example, in a metal with
embedments of dielectric balls, where the concentration
of both components is fairly large and their characteristic
sizes are small, the interphase boundaries can overlap and
condition (34) can break down.

If the thickness of the electric double-layer is much
smaller than the characteristic size L of an object, (34) also
follows from the condition that E(x) changes linearly in the
EDL region. In reality, the thickness of the electric double-
layer depends on the kind of contacting materials and can
comprise several tens of angstroms [17]. In accordance with
the modern views, the outer coat of the electric double-layer
consists of two parts, the first of which is formed by the ions
immediately attracted to the surface of the metal (a “dense”
or a “Helmholtz” layer of thickness k), and the second is
formed by the ions separated by distances larger than the
ion radius from the surface of the layer, and the number of
these ions decreases as the distance between them and the
interface (the “diffusion layer”) increases. The distribution of

the potential in the dense and diffusion parts of the electric
double-layer is exponential in actual practice [17], that is,
the condition that E(x) changes linearly breaks down; in this
case, the sum of the charges of the dense and diffusion parts
of the outer coat of the electric double-layer is equal to the
charge of its inner coat (the metal surface). However, if the
thickness of the electric double-layer 4 is much smaller than
the characteristic size of an object, the expansion of E(x)
into a power series is valid and one can restrict oneself to
the consideration of a linear approximation. In accordance
with the more general Dirichlet theorem (1829), a knowledge
of this function in the EDL region is not necessary to
substantiate (34). Nonetheless, the above-indicated physical
features of the electric double-layer lend support to the
validity of condition (34).

The condition at interfaces, analogous to (34), has been
obtained earlier [18] for the potential field (where rot E =
0) on the basis of introduction of the surface potential,
the use of the Green formula, and the consideration of the
discontinuity of the potential of the double-layer. In [18],
it is also noted that the consideration of the thickness of
the double-layer and the change in its potential at h/L <
1 makes no sense in general; therefore, it is advantageous
to consider, instead of the volume potential, the surface
potential of any density. Condition (34) can be obtained, as
was shown in [16], from the more general Dirichlet theorem
for a nonpotential vorticity field [18].

Thus, the foregoing and the validity of conditions (15)—
(17) and (23)—(29) at each cross-section of a layered medium
show that, for numerical solution of the problem being
considered it is advantageous to use schemes of through
counting and make the discretization of the medium in such
a way that the boundaries of the layers have common points.

The medium was divided into finite elements so that the
nodes of a finite-element grid, lying on the separation surface
between the media with different electrophysical properties,
were shared by these media at a time. In this case, the total
currents or the current flows at the interface should be equal
if the Dirichlet condition (34) is fulfilled.

2.1.3. Results of Numerical Simulation of the Propagation of
Electromagnetic Waves in Layered Media. Let us analyze the
propagation of an electromagnetic wave through a layered
medium that consists of several layers with different elec-
trophysical properties in the case where an electromagnetic-
radiation source is positioned on the upper plane of the
medium. It is assumed that the normal component of the
electric-field vector E, = 0 and its tangential component
E, = asin(wt), where a is the electromagnetic-wave ampli-
tude (Figure 2).

In this example, for the purpose of correct specification
of the conditions at the lower boundary of the medium,
an additional layer is introduced downstream of layer 6;
this layer has a larger conductivity and, therefore, the
electromagnetic wave is damped out rapidly in it. In this case,
the condition E, = E, = 0 can be set at the lower boundary
of the medium. The above manipulations were made to
limit the size of the medium being considered because,
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FIGURE 2: Scheme of a layered medium: layers 1, 3, and 5 are
characterized by the electrophysical parameters ¢, A, and p;, and
layers 2, 4, and 6 by &, A, and y,.
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FIGURE 3: Time change in the tangential component of the electric-
field strength at a distance of 1 ym (1), 5pm (2), and 10 gm (3) from
the surface of the medium at A; = 100, A, = 1000, & = & =1,
=t =landw = 10" Hz. t, sec.

in the general case, the electromagnetic wave is attenuated
completely at an infinite distance from the electromagnetic-
radiation source.

Numerical calculations of the propagation of an elec-
tromagnetic wave in the layered medium with electro-
physical parameters &5 = & = 1, A, = 100, A, =
1000, and y; = py = 1 were carried out. Two values of the
cyclic frequency w = 27/T were used: in the first case, the
electromagnetic-wave frequency was assumed to be equal to
w = 10'* Hz (infrared radiation), and, in the second case, the
cyclic frequency was taken to be w = 10° Hz (radiofrequency
radiation).

As a result of the numerical solution of the system of
(13) with the use of conditions S (22)—((31) and (32) at the
interfaces, we obtained the time dependences of the electric-
field strength at different distances from the surface of the
layered medium (Figure 3).
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Figure 4: Distribution of the amplitude of the electric-field-
strength at the cross section of the layered medium: w = 10" (1)
and 10° Hz (2). y, ym.
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F1GURE 5: Time change in the electric-field strength at a distance of
1(1),5(2), and 10 ym (3) from the surface of the medium. ¢, sec.

The results of our simulation (Figure4) have shown
that a high-frequency electromagnetic wave propagating
in a layered medium is damped out rapidly, whereas a
low-frequency electromagnetic wave penetrates into such
a medium to a greater depth. The model developed was
also used for calculating the propagation of a modulated
signal of frequency 20kHz in a layered medium. As a
result of our simulation (Figure 5), we obtained changes in
the electric-field strength at different depths of the layered
medium, which points to the fact that the model proposed
can be used to advantage for calculating the propagation
of polyharmonic waves in layered media; such a calculation
cannot be performed on the basis of the Helmholtz equation.

The physicomathematical model developed can also be
used to advantage for simulation of the propagation of
electromagnetic waves in media with complex geometric
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parameters and large discontinuities of the electromagnetic
field (Figure 6).

Figure 6(a) shows the cross-sectional view of a cellular
structure representing a set of parallelepipeds with different
cross-sections in the form of squares. The parameters of
the materials in the large parallelepiped are denoted by
Index 1, and the parameters of the materials in the small
parallelepipeds (the squares in the figure) are denoted by
Index 2.

An electromagnetic wave propagates in the paral-
lelepipeds (channels) in the transverse direction. It is
seen from Figure 6(b) that, in the cellular structure
there are “silence regions,” where the amplitude of the
electromagnetic-wave strength is close to zero, as well
as inner regions where the signal has a marked value
downstream of the “silence” zone formed as a result of the
interference.

2.1.4. Results of Numerical Simulation of the Scattering of
Electromagnetic Waves in Angular Structures. It is radioloca-
tion and radio-communication problems that are among the
main challenges in the set of problems solved using radio-
engineering devices.

Knowledge of the space-time characteristics of diffrac-
tion fields of electromagnetic waves scattered by an object
of location into the environment is necessary for solving
successfully any radiolocation problem. Irradiated objects
have a very intricate architecture and geometric shape of the
surface consisting of smooth portions and numerous wedge-
shaped for formations of different type-angular joints of
smooth portions, surface fractures, sharp edges, and so forth,
with rounded radii much smaller than the probing-signal
wavelength. Therefore, solution of radiolocation problems
requires the methods of calculation of the diffraction fields
of electromagnetic waves excited and scattered by different
surface portions of the objects, in particular, by wedge-
shaped formations, be known, since the latter are among the
main sources of scattered waves.

For another topical problem, that is, radio communica-
tion effected between objects, the most difficult are the issues
of designing of antennas arranged on an object, since their
operating efficiency is closely related to the geometric and
radiophysical properties of its surface.

The issues of diffraction of an electromagnetic wave in
wedge-shaped regions are the focus of numerous of the
problems for a perfectly conducting and impedance wedge
for monochromatic waves is representation of the diffraction
field in an angular region in the form of a Sommerfeld
integral [19].

Substitution of Sommerfeld integrals into the system of
boundary conditions gives a system of recurrence functional
equations for unknown analytical integrands. The system’s
coefficients are Fresnel coefficients defining the reflection of
plane media or their refraction into the opposite medium.
From the system of functional equations, one determines,
in a recurrence manner, sequences of integrand poles and
residues in these poles.

The edge diffraction field in both media is determined
using a pair of Fredholm-type singular integral equations
of the second kind which are obtained from the above-
indicated systems of functional equations with subsequent
computation of Sommerfeld integrals by the saddle-point
approximation. The branching points of the integrands
condition the presence of creeping waves excited by the edge
of the dielectric wedge.

The proposed method is only true of monochromatic
waves and of the approximate Leontovich boundary con-
ditions, when the field of the electromagnetic wave slowly
varies from point to point on a wavelength scale [20].

We note that the existing approximate Leontovich condi-
tions have a number of other constants and should be used
with caution [20].

In actual fact, the proposed calculation method does not
work in the presence of, for example, two wedges, when the
sharp angles are pointed at each other, that is, an optical
knife, or in diffraction of the electromagnetic wave on a
system of parallel lobes, when the gap between the lobes is
in the region of microns, and the electromagnetic field is
strongly “cut” throughout the space with a step much than
the wavelength.

(A) Optical Knife. Figure 7 shows the field of an electro-
magnetic wave in its diffraction on the optical knife. The
parameters of the wave at entry and at exit are E, =
10*sin(10'°¢), E, = 10* cos (10'%¢).

The electrophysical characteristics are as follows. The
wedge is manufactured from aluminum: ¢ = 1; y = 1;
0 = 3.774 - 107 S/m; the ambient medium is air.

The dimensions of the computational domain are 0.1 X
0.05m. The calculation time 10~ sec, and the time step is
107! sec.

Numerical solution of the system of equations (13) yields
the dependences of the distribution Ey, E, on the optical
knife. The calculation results are in good agreement with
the existing experimental data and experiments specially
conducted at the Department of the Physics and Chemistry
of Nonequilibrium Media of the A.V. Luikov Heat and Mass
Transfer Institute of the National Academy of Sciences by A.
I. Bereznyak.

The experiments were carried out with an optical-range
laser and were tentative in character but the obtained exper-
imental photographs of diffraction fields, and the calculated
results turned out to be in good qualitative agreement.
The authors express their thanks to A. I. Bereznyak for the
conducting of the experiments.

(B) Diffraction Grating. The parameters of the wave and
the interfacial conditions are the same, as those for the
case “optical knife.” The electrophysical characteristics are as
follows: 2D lobes, ¢ = 12; and ¢ = 100 S/m; the ambient
medium is air; the characteristics of the prism and the square
are identical to those of the lobes.

Figure 8 corresponds to a calculation time of 10710 sec;
the time step is 1072 sec. Figure 9 corresponds to a calcula-
tion time of 1077 sec; the time step is 107! sec.
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FiGURrk 6: Distribution of the amplitude of the electric-field strength in the two-dimensional medium and in depth at ¢, = 15, &, = 20,
A =10"%1, = 10, P =4, =landw = 10° Hz (the dark background denotes medium 1, and the light background denotes medium 2). x,

y, mm; E, V/m.

It is seen from the modeling results that the proposed
“comb” cab be used as a filter of a high-frequency signal.
Furthermore, we carried out numerical calculations of a
modulated signal at a frequency of 20 kHz. The results of
the modulated-signal calculations are not given. To analyze
the difference scheme for stability was analyzed by the initial
data. When the time and space steps are large there appear
oscillations of the grid solution and of its “derivatives” (“rip-
ple”) which strongly decrease the accuracy of the scheme.
Undoubtedly, this issue calls for separate consideration. The
proposed algorithm of solution of Maxwell equations allows
circuitry-engineering modeling of high-frequency radio-
engineering devices and investigation of the propagation of
electromagnetic waves in media of intricate geometry in the
presence of strong discontinuities of electromagnetic field.

The result of Para 2.1 were published in part [21].

2.1.5. Conclusions. We were the first to construct a consistent
physicomathematical model of propagation of electromag-
netic waves in layered media without recourse to the matrices
of the induced-surface-charge impedances. This model is
based on the Maxwell equations, the electric-charge conser-
vation law, the total-current continuity, and the Dirichlet
theorem. Our numerical investigations have shown that the
physical and mathematical model proposed can be used
to advantage for simulation of the propagation of a high-
frequency electromagnetic wave in a medium consisting of
layers having different electrophysical properties.

2.2. Wave Equation for H and Conditions on the Boundaries
in the Presence of Strong Discontinuities of the Electro-
magnetic Field. Numerical Modeling of Electrodynamic
Processes in the Surface Layer

2.2.1. Introduction. During the interaction of an external
magnetic field and magnetic abrasive particles, the particles
are magnetized, and magnetic dipoles with the moment
oriented predominantly along the field are formed. “Chains”
along the force lines of the field [22, 23] appear that
periodically act on the processable surface with a frequency
w = I/v. A fixed elemental area of the material periodically
experiences the effect of the magnetic field of one direction.
Actually, the frequency and duration of the pulse will be
still higher because of the rotation of the magnetic abrasive
particle due to the presence of the moment of forces on
contact and of the friction of the particle against the
processable part. In what follows, we will not take into
account the effect of rotation.

We assume that the particle velocity on the polisher is
v. If the particle radius is r, then the angular frequency
is w = 2mv/r, and precisely this frequency determines
the frequency of the effect of the variable magnetic field
component due to the fact that for a ferromagnetic g > 1.
The magnetic permeability y of ferromagnetics, which are
usually used in magnetoabrasive polishing, is measured by
thousands of units in weak fields. However, in polishing, the
constant external magnetic field is strong and amounts to
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10°-10° A/m, and in this case the value of 4 for compounds of
iron and nickel and for Heusler alloy decreases substantially.

Because of the presence of a strong external magnetic
field Hy the “small” absolute value of i of an abrasive particle
leads to a periodic “increase” and “decrease” in the normal
component of the magnetic induction near the processable
surface. In the present work we used neodymium magnets
(neodymium-iron-boron) with Hy > 485,000 A/m. The
magnetic permeability of a magnetic abrasive particle based
on carbonyl iron was assumed in this case to be equal to
u1 = 100.

Due to the continuity of the normal magnetic induction
component B, = B, where B,y = pipoHi; By = papioHa.
For example, in glasses (4, = 1; therefore at the boundary
of contact of the glass with the magnetic abrasive particle
an additional variable magnetic field of strength H; > Hp
appears.

In [24-27], magnetic field-induced effects in silicon are
considered: a nonmonotonic change in the crystal lattice
parameters in the surface layer of silicon, the gettering of
defects on the surface, the change in the sorption properties

of the silicon surface, and the change in the mobility of the
edge dislocations and in the microhardness of silicon.

In [28-30], the influence of an electromagnetic field on
the domain boundaries, plasticity, strengthening, and on the
reduction of metals and alloys was established.

In view of the foregoing, it is of interest to find
the relationship between the discrete-impulse actions of a
magnetic field of one direction on the surface layer of the
processable material that contains domains. According to
[22], the size of domains is as follows: 0.05 ym in iron, 1.5 ym
in barium ferrite; 8 yum in the MnBi compound, and 0.5-
1 ym in the acicular gamma ferric oxide. According to [31],
the size of a domain may reach 107¢ cm?® (obtained by the
method of magnetic metallography).

As arule, an abrasive exhibits a distinct shape anisotropy,
whereas the frequency of the effect is determined by the
concentration of abrasive particles in a hydrophobic solution
and by the velocity of its motion. We assume that on the
surface of a processable crystal the magnetic field strength
H(t) = Hysin*(wt) + Hy.

It is required to find the value of the magnetic field
strength in the surface layer that has the characteristics A4, €1,
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and y; and contains domains with electrophysical properties
A2, &, and p,. The domains may have the form of a triangular
prism, a bar, a cylinder, and so forth.

2.2.2. Physicomathematical Model: Wave Equation for H. We
consider interaction of a nonstationary magnetic field with
substance on an example of a specific technology of magneto
abrasive polishing based on use of magneto-rheological
suspension. We will formulate a physicomathematical model
of propagation of electromagnetic waves in a heterogeneous
medium. The media in contact are considered homogeneous.
We operate with the operator rot on the left- and right-
hand sides of the first equation for the total current (6) and
multiply by uoy; then we differentiate the second equation
in (7) with respect to time. Taking into consideration the
solenoidality of the magnetic field (7) and the rule of

repeated application of the operator V to the vector H, we
obtain

*H oH

_1lo2
HoEE) =5 52 + Ao —=— o 7‘uV H. (35)
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In the Cartesian coordinates,(35) will have the form
ce 0*H, 4 oH. 1(0*H, N 0’H, N 0*H,
o T T uae T T a2 )
2 2 2 2
&Oa H},+AHOBHy:l aHy+8Hy+aH), . (36)
ot? ot p\ ox? 0y? 0z?
e 0’H, 1 oH, 1(0*H, N 0’H, N 0’H,
o T Tu\awe T oy a2 )

One fundamental electromagnetic field equation is the

equation div B= 0. The use of the Dirichlet theorem for
approximation of the value of the magnetic field strength
on the boundaries between adjacent media analogously
to that of the electric field strength does not necessarily
guarantees the observance of the condition of solenoidality
of the magnetic field; furthermore, the magnetic properties
of heterogeneous media were assumed constant in deriving
generalized wave equations. The experience of numerical
calculations has shown that when it is necessary to model
nonstationary magnetic phenomena it is better in many

cases to use a generalized wave equation for E, accordingly
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expressing H (t,7) by 1::(1‘,17) and, if need be, to perform
backward recalculation to H(t,7). This approach is difficult
to apply to modeling of heterogeneous media with different
magnetic properties, when the magnetic permeability y is
dependent on coordinates.

In media with a weak heterogeneity where u(x,y,z)
is a piecewise continuous quantity, the application of the
proposed method of through counting is quite justified.
Indeed, the system of (13) and (36) yields that the function’s
discontinuity on the boundaries between adjacent media
is determined by the complexes which will be called the
generalized permeability e* = eueopo and the generalized
conductivity A* = Appo. Using the Direchlet theorem for ¢*
and A*, we obtain their values on the boundaries between
adjacent media and the values for the electric field strength
at the discontinuity point (see (34)); here, we note that the
value of the electric field strength is obtained without solving
Maxwell equations. In fact, at the discontinuity point, we use
linear interpolation of the function to obtain the values of
e*, A*, and Ex_¢ = (1/2)[E(§ — 0) + E(£ + 0)]. Consequently,
for piecewise continuous quantity u(x, y, z), the application
of the proposed method of through counting is justified. We
note that the equality of the derivatives of the electric field
strength along the normal to the surface at the discontinuity
point according to Equation (32) holds. When the wave

equation for H is used for media with different magnetic
permeabilities the condition of equality of the derivatives
fails, that is,

0H,
ox

OoH,
x=£-0 # ax

(37)

b
x=£+0

which is a consequence of (10); therefore, the use of through-

counting schemes for the wave equation for H is difficult.
Moreover, reformulation of the boundary conditions for
equations (6) and (7), with electric field strength being
eliminated from the boundary conditions, does not even
allow prediction of the surface current direction. Indeed,

magnetic field strength H is an axial vector which on
substitution ¥ — (—r) must remain constant. The value
of the surface current also cannot be determined without
knowledge of the polar vector of electric field strength. The

generalized wave equation for E contains the term grad divE
which directly allows for the influence of induced surface
charges on the propagation of waves, the right-hand side
of the generalized wave equation has the same form as the
equations of the linear elasticity theory, hydrodynamics. We
note that the proposed method of calculation can be used
on condition that there are no built-in space charges and
extraneous electromotive forces [13].

By virtue of what has been stated above, for modeling of
the propagation of electromagnetic waves in glasses having
roughness and defects, we used system (13) with boundary
conditions (22)—(31) and (32).

2.2.3. Results of Numerical Simulation. The physicomath-
ematical model developed can also efficiently be used in
modeling the propagation of electromagnetic waves in media
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with complex geometries and strong electromagnetic field
discontinuities.

The transverse cut of a cellular structure represents
a set of parallelepipeds and triangular prisms of various
cross-sections, as depicted in Figures 10(a) and 11(a). An
electromagnetic wave propagates across the direction of
parallelepipeds and triangular prisms (channels) along the
coordinate x.

The size of the investigated two-dimensional object is
14 x 20 - 107°m, and the sizes of the domains are 2—4 pym.
The frequency of the influence of the magnetic field is w =
27 - 10°, and the strength of the field is

. A
H, =21-10°sin* (27 - 10%¢) o (38)

The electrophysical properties are as follows: of the large
parallelepiped, 4 = 1, e = 8,0 = 107 Q-m; of domains,
u=1¢e =060 = 1078 Q-m. They correspond to the
electrophysical properties of glasses.

It was assumed that in a layer of thickness 15-20 ym
an electromagnetic wave propagates without attenuation;
therefore, on all the faces of the large parallelepiped the
fulfillment of condition (38) was considered valid. On the
faces of the parallelepiped that are parallel to the OX axis
condition (38) corresponded to the “transverse” tangential
component of the wave; on the faces parallel to OY condition
(38) corresponded to the normal component of the field.

The calculations were carried out with a time step of
1071% sec up to a time instant of 1079 sec.

Figures 10(a) and 11(a) present the amplitude values
of the magnetic field strength along H, and H, with a
comparison scale, whereas Figures 11(b) and 11(b) present
the corresponding isolines. An analysis of these figures shows
that at the places of discontinuity, on the wedges, force
lines of the electromagnetic field concentrate. According to
[32], precisely wedges are often the sources and sinks of
the vacancies that determine, for example, the hardness and
plasticity of a solid body.

Also, we modeled the propagation of waves in media,
when domains possess magnetic properties. We assumed, in
the calculations, that 4 = 100; the remaining parameters
correspond to the previous example of solution (Figure 12).

Of interest is the interaction of the electromagnetic wave
with the rough surface shown in Figures 13 and 14. As
in the previous examples, we observe the concentration of
electromagnetic energy on angular structures.

From Figures 13 and 14, it is seen that electromagnetic
heating of tapered structures may occur in addition to
mechanical heating in magnetic abrasive machining.

As we have mentioned above, for investigation of the
propagation of electromagnetic waves in nonmagnetic mate-
rials, it is more expedient to use the generalized equation
for E. For the purpose of illustration we give an example
of numerical calculation of an optical knife with the wave
equation for H (Figure 15).

From Figure 15, it is seen that the actual problem of
diffraction on the optical knife remains to be solved, that
is, there is no “glow” on the optical-knife section, which is
inconsistent with experimental data.
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As is known [33] in thermodynamically equilibrium sys-
tems the temperature T and the electrical ¢ and chemical g,
potentials are constant along the entire system:

grad T =0, grad¢ = 0, gradp, = 0. (39)
If these conditions are not fulfilled (grad T #0, grad
@ #0, grad p, #0), irreversible processes of the transfer of
mass, energy, electrical charge, and so forth appear in the
system.

The chemical potential of the jth component is deter-
mined, for example, as a change of the free energy with a

change in the number of moles:

Ho = on; T,V’ 40

where
dF = —SdT — PdV+ H d B +EdD. (41)

The last term in (41) takes into account the change in the

free energy of a dielectric due to the change in the magnetic

induction. The free energy of a unit volume of the dielectric
in the magnetic field in this case has the form
I__iZ E2

F(T,D) = Fo + ppto =~ + e&o (42)

We assume that changes in the temperature and volume of
the dielectric are small. Then the mass flux is determined
by a quantity proportional to the gradient of the chemical
potential or, according to (41), we obtain

qi = —Dycgrad<ﬁ dB +EdD> =Dy grad W,  (43)

where W = puo(H? /2) + eg9(E?/2) is the density of the
magnetic field in the unit volume of the dielectric.

In magnetic abrasive polishing on the sharp protrusions
of domains the gradients of magnetic energy are great, which
can lead to the origination of vacancy flows.

An analysis of the results shows that the nonstationary
component of the full electromagnetic energy is also concen-
trated in the region of fractures and wedges, that is, at the
sharp angles of domains, which may lead to the improvement
of the structure of the sublayer of the treated surface due
to the “micromagnetoplastic” effect. Maximum values of the
nonstationary part of the total electromagnetic energy Wayx
in the sublayer corresponds to a maximum value of the
function sin (27 - 10° t) and occur for the time instants ¢ =
(n/4)107° sec, where # is the integer, with the value of Wy
for a neodymium magnet and a magnetoabrasive particle on
the basis of carboxyl iron amounting to a value of the order
of ((5)-(6))-10° J/m*. Having multiplied Wyn,x by the volume
of a domain, vacancy, or atom, we may approximately obtain
the corresponding energy. The density of the electromagnetic
energy in all of the cases is much smaller than the bonding
energy of atoms, 10718-1071% J. However, a periodic change in
the magnetic field in one direction leads to a ponderomotive
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force that may influence the motion of various defects and
dislocations to create a stable and equilibrium structure of
atoms and molecules in magnetic abrasive polishing and,
on the long run, in obtaining a surface with improved
characteristics due to the “micromagnetoplastic” effect. The
result of Para 2.2 were published in part [34].

3. Ion Conductors: New Closing Relations
on the Boundaries of Adjacent Media

3.1. Diffusion Electric Phenomena in Electrolytes. The me-
dium under discussion is assumed to consist of a non
ionized solvent, an electrolyte in the form of ions and un-
charged components. At first we consider infinitely diluted
electrolytes when molecules are completely dissociated into
cations and anions.

In a solution, ions are transferred by convection, dif-
fusion, and migration in the presence of an electric field.
Derivation of the equation for ion migration is based on
the following considerations. In a solution with molar
concentration »n and diffusion coefficient D; let there be ions
with charge z;. When an ion is exposed to an electric field
with intensity E applied to the solution, the ion experiences
the force z;eE, which brings it into motion. The ion velocity
is related to this force by the usual expression known for the
motion of particles in a viscous medium:

u =y} zeE, (44)

where y;* is the ion mobility. The latter may be expressed in
terms of the diffusion coefficient using the known Einstein
relation:

* _ D,F
Vi RT

(45)

The total flux of ions of the i th kind in a moving medium in
the presence of diffusion and migration is determined by the
Nernst-Planck equation:

D;z;FE

RT ni. (46)

qi = nijv — D,-Vni +

Formulas (44) and (45) have, in fact, a limited sphere of
applicability. Indeed, Einstein’s work [35] is concerned only
with the diffusion of a neutral impurity with its small
concentration in a solution when the usual relations of
hydrodynamics are valid for a flow around a sphere.

In the physics of plasma, formulas (44) and (45) are based
on other considerations and provided the plasma is weakly
ionized, that is, particles move independently of each other.
Here, only the collision of charged particles with neutral ones
is taken into account [36].

In [37, 38], for describing the diffusion and migration of
ions in a partially dissociated electrolyte it is suggested to take
into consideration their transfer by neutral molecules. In the
theory developed by Y. Kharkats [37] the expression for the
total flux of ions is

DZ'ZI'FE
RT

qi = niv — D;Vn; + n; — Dz;Vng. (47)
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TaBLE 1: The degree of HCI electrolytical dissociation in terms of
measured electric conductivity a; and E.m.f. a,.

C nci, mole/liter  0.003 0.08 0.3 3.0 6.0 16.0
a 0.986 0.957  0.903 — — —
a 0.99 0.88 0.773 1402 34 132

The last term in (47) takes into account ion transfer by a
flux of neutral molecules; here the concentrations of anions,
cations, and neutral dissociated molecules are determined by
the chemical equilibrium conditions

5= (n-f*(n*)f, (48)

na

where f3 is the dissociation equilibrium constant. If the degree
of dissociation at the prescribed total concentration 7 is «,
then ny = (1 — a)n and, consequently,

a’n

(49)

P= 1-a
The dissociation constant f3, unlike the degree of dissocia-
tion, must not depend on concentration. However, in real
partially dissociated electrolytes those arguments for & and
B are in rather poor agreement with experiment. In [39] the
dissociation degree for HCl is listed in Table 1 as a function
of concentrations, calculated in terms of measured electric
conductivity «; and e.m.f. a,.

Inspection of the table reveals that the dissociation
degrees obtained by different experimental methods coincide
best in the case of dilute solutions. In the high-concentration
range of the electrolyte, a, even exceeds unity, which,
naturally, has no physical sense.

According to the Arrhenius theory the dissociation con-
stant f3 for the given electrolyte at the prescribed temperature
and pressure must remain constant independently of the
solution concentration. In [40], the dissociation constants of
some electrolytes are given at their different concentrations.
Only for very weak electrolytes (solutions of ammonia and
acetic acid) does the dissociation constant remain more or
less constant on dilution. For strong electrolytes (potassium
chloride and magnesium sulfate), it changes by severalfold
and in no way may be considered a constant.

Of course, one may formally take into account the
dependence of the dissociation constant on the electrolyte
concentration and use it in the modified Nernst-Planck
equation (47) and (48) but the main drawback in describ-
ing separately the diffusion and migration of ions in an
electrolyte, in D. I. Mendeleev’s opinion, lies in the fact
that the interaction of particles of a dissolved substance
between each other as well as with solvent molecules is
neglected. Also, he has pointed out that not just the
processes of formation of new compounds with solvent
molecules are of importance for solutions. D. I. Mendeleev’s
viewpoints have been extended by Sakhanov [40], who
believed that in addition to the usual dissociation reaction
in an electrolyte solution there also proceeds associating of
simple molecules. Molecular associations dissociate, in their
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turn, into complex and simple ions. In this case (47) will
not hold mainly because of the fact that the expressions for
diffusion, migration, and nondissociated flows of molecules
must be determined relative to some mean liquid velocity. In
concentrated solutions, this velocity does not coincide with
the solvent velocity and must be determined from the fluid
dynamics equations of a multicomponent mixture in which
characteristics of its components (physical density, charge,
diffusion coefficient of a complex ion) are, in fact, unknown.
This is a reason why the theory of diffusion and migration
of ions for a partially dissociated electrolyte solution, with a
current traversing through it, encounters crucial difficulties.
Besides, it is rather difficult to take an account of the force
interaction of complex cations and anions between each
other and with an external electric field. Therefore Einstein’s
formula (44) will also change its form.

The main drawbacks of the theory of electrolytic disso-
ciation are fully defined in collected papers “Fundamental
Principles of Chemistry” by D. I. Mendeleev as well as in
(40, 41].

In our opinion, the principal disadvantage of the
approaches considered above lies in the fact that the Nernst-
Planck equation as well as its modified form for a partially
dissociated electrolyte (see (47)) are based on the hydrody-
namic theory of diffusion. We shall substantiate below that it
is more reasonable to use the equations of thermodynamics
of irreversible processes.

When applying the Nernst-Planck equation (see (46))
and its modified forms (see (47)), it is implicitly postu-
lated that cations and anions in the electrolyte solution
are different components. The equations of transfer of
cations and anions are written separately. On the other
hand, the commonly used equation of electroneutrality does
not ensure, according to Gibbs [39], the independence of
differentials of cations dn; and anions on, in a volumetric
electrolyte solution their changes are functionally related and
therefore they are identical, indiscernible components.

3.1.1. The Case of a Current Traversing a Binary Fully
Dissociated Electrolyte. Let us write system of equations (see
(46)) in the form:

FD
one +vgradn, = D,An, + el e div(n.E),
or RT (50)
% +vgradn; = D;An; + zkD; div(n;E)
or g i = Ui i RT i),
Zete — zin; = 0. (51)

Analogously to [39], instead of concentrations n, and n; we
introduce the molar concentration related to n, and n; by the
expressions

n n;

C=—=- (52)

Zi Ze
Expressing 7, and #; in (50) in terms of the molar concen-
tration, we arrive at the following expression for the function
C:

doC

— + 0V C = DgAC, (53)
or
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where

DeDi(ze + Zi)

D =
¢ z.D, + z;D;

(54)

is the diffusion coefficient of a salt or the effective diffusion
coefficient of a binary electrolyte. Expressing the concentra-
tions 1, and n; in terms of the molar concentration C we find
the expression for the vector of current density J [42]:

F’ziz,

:Di_DeFiev
J=( )Fz;z,VC + RT

(ziD; + z.D,)CE.  (55)

In [43] it is shown that by its meaning Def is a coefficient of
molecular diffusion. For instance, the diffusion coefficients
of copper sulfate have an intermediate value between the
diffusion coefficients of copper and sulfate ions; if D, =
0.173 - 10~ m?/sec and D; = 1.065 - 10~° m?/sec, then D¢t =
0.854 - 10~ m?/sec. However, expression (54) does not offer
an explanation of the abnormally high mobility of H and
OH ions when their displacement proceeds by a croquet-like
mechanism [44].

In the system of (53)—(55) no symmetry of cross terms
is observed; therefore, it is difficult to take into account “the
superposition effects.” Indeed, from (55) it is evident that the
molar concentration gradients VC exert an influence on the
current J. On the other hand, one can see from (53) that an
electric field has no effect on the diffusion of the molecules,
and therefore the Onsager reciprocal relation is disturbed.

One may raise the objection that according to the Nernst-
Planck equations it follows that the concentration gradients
of cations and anions exert an influence on the potential
distribution of an electric field [42]:

V(prVe) = —FZZV(D,»VC,-). (56)

However, relation (56) itself has been derived by Neumann
[43] on the assumption that the resultant current does not
depend on the mass flow.

On derivation of the equations for diffusion and migra-
tion of ions in a volumetric electrolyte solution we shall
employ the relations of the thermodynamics of irreversible
processes.

Finally, it is worthy of note that in plasma physics there is
also no symmetry of “the superposition effects” in describing
the ambipolar diffusion of ions, and the theory is based on
the hydrodynamic model [36].

In investigating the dynamics of an electron-hole semi-
conductor plasma, the hydrodynamic model (50)-(51) is also
used.

In our opinion, electric field-induced transfer of charges
entails transfer of their kinetic energy as well as of heat
and mass, and, conversely, mass or heat transfer may
simultaneously cause, if we are concerned with the system
of charged particles, charge transfer and give rise to an
electromotive force.

3.1.2. Conclusion. To phenomenologically describe dif-
fusional-electrical phenomena in electrolytes it is suggested
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to use the methods of the thermodynamics of irreversible
processes, rather than the hydrodynamic theory of diffusion
of ions, for the experimentally observable thermodynamic
flows and forces without clear discernment and identification
of real ion flows and mobilities.

3.2. Landau Model. In what follows we consider ion conduc-
tors that contain the electrolytic plasma with a fairly high
concentration of charged particles. The interaction of the
charged plasma particles with the external electromagnetic
field and their collective interaction can theoretically be
investigated completely only on the basis of the Boltzmann
kinetic equation with a self-consistent field. In this proba-
bilistic approach to the phenomena under study, one intro-
duces characteristics that are average over a large ensemble
of particles and are always related to the introduction of
additional hypotheses on the properties of particles and their
interactions and to the simplification of these properties and
interactions. We note that in many cases, for example, when
the electrolytic plasma in liquid electrolytes is considered,
there is even no basis for constructing such methods. The
developed methods are usually not an efficient means of
solving problems by virtue of the excessive complexity of
corresponding equations.

Another general method is construction of a phe-
nomenological macroscopic theory based on the general
regularities and hypotheses obtained experimentally; this
precisely method will be developed in the present work.
For many problems of applied character, consideration of a
plasma as a conducting gas is sufficient. Such approximation
is strictly justified only in the case of a dense plasma
when the free path of charged particles is much smaller
than the characteristic dimension of the system and particle
collisions are of crucial importance. The velocity distribution
of particles is Maxwellian; at each point, it is fully determined
by the local values of density, temperature, and macroscopic
velocity. With these conditions being observed, we can carry
out, in a unified context, macroscopic phenomenological
description of a gas medium, a metal and dielectric plasma,
a plasma in a liquid electrolyte, or an electrolytic plasma.

The necessary condition of existence of the state of
local thermodynamic equilibrium (LTE) of a plasma is high
frequency of collisions of plasma particles (Maxwellization)
so that the plasma state undergoes no marked changes over
the period between collisions on the mean free path. The
observance of this condition means the following: (1) the
electrons have time to transfer the energy received from the
electrostatic field to heavy particles; (2) ionization processes
are nearly totally counterbalanced by recombination (the
Saha equation holds true); (3) the overwhelming part of
excited atoms gives up its energy in collisions; (4) energy
exchange between particles dominates the processes in which
the plasma energy markedly grows or diminishes.

In the LTE plasma state, it is only the radiation field
(photons) that is not in equilibrium with the plasma, but
the energy loss by radiation is minor in a number of
cases compared to other mechanisms of energy transfer.
With allowance for the assumptions enumerated above,
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the plasma electrodynamics can be described by Maxwell
continuity, motion, and energy equations [45]. For macro-
scopic description of transfer processes in ion conductors,
we will use the equations of thermodynamics of irreversible
processes without separating explicitly ion carriers.

The possibility of such description was first suggested
by L. D. Landau and E. M. Lifshits. This approach which
has been substantiated above does not provide for the
introduction and determination of the coefficients of molec-
ular diffusion of cations and anions and of the degree of
dissociation in an ion conductor. It is conditioned by the
interaction of the mass and charge fluxes. The ion fluxes
are not determined. The density of the conduction current
J4> the mass flux J,,, and the heat flux Jr for the medium’s
nonequilibrium state has the form [45]:

J; = AME - Bgradn) — Aa(T)grad T,
Jm = —Dmgradn — DAE — Dygrad T, (57)
Jr = —kgrad T — I,(TT+ ¢) — ADfgradn,

where Dy, is the coefficient of molecular diffusion, D} is
the coefficient of ambipolar diffusion, D} is the coefficient
allowing for heat transfer by the impurity motion,  is the
coefficient of specific electrical ambipolar conductivity due
to Vn, and IT is the Peltier coefficient.

To investigate the interaction of electromagnetic impo-

tential fields (rot E #0) and heat and mass transfer rates it
is advisable to use the system of (57) for polar vectors; if
needed, the pseudovector of the magnetic field strength can
be calculated from the Maxwell equation (7).

3.3. Interaction of Nonstationary Electric, Thermal, and Diffu-
sion Fields with Allowance for Mass Transfer in a Layered
Medium with the Example of an Electrochemical Cell

3.3.1. Introduction. Investigation of the interaction of elec-
tric and thermal fields with allowance for mass transfer and
contact phenomena is a complex and topical problem of the
theory and practice of various fields of natural science and
technology.

The work seeks to construct a physicomathematical
model of the interaction of nonstationary electric fields in
a layered medium with allowance for nonstationary thermal
phenomena and mass transfer without explicit separation of
charge carriers. The media in contact are considered to be
homogeneous. For the sake of clear representation, we will
consider two-layer one-dimensional models.

3.3.2. Interaction of Electric and Thermal Fields. In different
substances, the processes of transfer of charge and energy are
interrelated. The quantity of the released heat is determined
by Joule heating and by the effects of Thomson and
Peltier. The problem of interaction of nonstationary thermal
phenomena has been considered in [46] without taking into
account the Thomson effect.

According to [45], the expressions for the conduction-
current density and the energy-flux density in the absence of
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an external magnetic field or in the case of its slight influence
have, respectively, the form

I; = =AM(a(T)grad T + grad ¢),

It = =k(T)grad T + I, (TT + ¢), (58)

where a(T) is the specific thermoelectromotive force,
IT = aT is the Peltier coefficient, ¢ is the potential, and
k(T) is the thermal-conductivity coefficient. We note that the
problem is always nonlinear.

Having eliminated the magnetic-field strength from
system (13) according to one method of [47-49], we obtain
the equation for the electric-field strength

¢ O’E a, 1_,

The heat-balance equation has the form [45]

cpp%—? = div(k(T)grad T)

(60)
+1; - (E— (a(T)+ TP(T))grad T).
At the interface, the following relation [50] holds:
.. 0
divi + Iyn — I = fa—‘z. (61)

Here ¢ is the permittivity, ¢ = 1/(gy - fo), ¢ is the magnetic
permeability, g is the electric constant, y is the magnetic
constant, c,p is the product of the specific heat of the
medium by its density, and S(T) = da(T)/ 9T.

In deriving (60), use has been made of the condition of
local electroneutrality of the substance. We give a differential
formulation of the problem and the method of its solution in
greater detail.

Let us investigate, on the segment [0 < x <[] = [0 < x <
£l U [€ < x < 1], the contact of homogeneous media 1 and
2 with different electrophysical properties. The quantities
& A, u, E, and ¢ have discontinuities of the first kind at the
point of the interface x = &. We will consider the case of
plane contact where the influence of surface currents can be
disregarded and the thickness of the electric double-layer is
much smaller than the characteristic dimension of the object.
We set E = —grad ¢. Equations (59) and (60) for the one-
dimensional problem will take the form

w5y = 3 (KD 5)
—)L(oc(T)g—z - E) (E — (a(T) + Tﬂ(T))%).
(62)
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Conditions (39) and (61) will be written, respectively, in the
form

€180E1 lx=g-0 — €280E2|x=g10 = Olx=g, (63)
oT oT
/11(1“1 _aI(T)7> - Az(Ez—az(T)*>
0x /) | x—¢-0 0x /) |x=¢+0
_ 9o
B at x:f’
(64)

By differentiating (63) with respect to time and taking into
account (64), at the phase boundary we obtain the condition

of equality of the total currents:
oT oE
|:A (E - OC(T)5> + 8805]

=0. (65)
x=t
Here and in what follows, for the arbitrary function f we
adopt the notation

[f] |x:5 = f|x:f+0 - f!x:E—O' (66)

Equality (63) is a corollary of the relation lim, _ ;+o div D = p
[50]. Taking into consideration the finiteness of the value of
the space electric charge and the continuity of it, in the one-
dimensional case we obtain

a3y ]
&0 ox

Relations (65) and (67) reflect the laws of conservation and
continuity of electric charge [45, 50]. At the contact point,
we also have the equality of the temperatures and the energy
fluxes [45]:

=0. (67)
x=¢

[T]lx=¢ =0, (68)

[k(T)g—z +A(a(T)3—z - E) ((T)T + <,))] ‘X:E ~0. (69)

Thus, in the presence of the interaction of the electric and
thermal fields in a layered medium, the equality of the
charge fluxes (65), the equality of the charges (67) (when
the conditions of quasineutrality of the contacting media
beyond the electric double-layer are satisfied), the equality of
the temperatures (68), and the equality of the energy fluxes
must be fulfilled at the interface of the media. In the relations
for the charge and energy fluxes, we take into account cross-
thermoelectrical phenomena.

The process of charge of the electric field is considered
on the finite time interval [0 < t < fy]. The initial conditions
have the form

0E(x,0)

T(-x) 0) = TO(X)> ot =

E(X, O) = fl (x)r

S ().
(70)

We give the boundary conditions, for example, for the value
x = 0. We set the value of the total-current density to be

known
oT oE
(A(a(T)g - E) - 8805)

= j1(t)s (71)
0

xX=
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and take into account the heat exchange at the boundary
using the Newton relation

(k(T)% +A(a(T)% —E)oc(T)TJrgo) o
= yl(T_ T*)|x:0’

where y; is the coefficient of heat exchange and T* is the
ambient temperature.

We consider the analogous relations at the right-hand
boundary.

3.3.3. Interaction of Electric and Thermal Fields with Al-
lowance for Mass Transfer. Let us consider the nonstationary
model of heat and mass transfer for electrochemical systems
with the example of electrolysis. For this problem, an electric
double-layer occurs at the site of contact of the electrolyte
with the metallic anode and cathode. Let us set the density
of the space charge beyond the electric double-layer of the
metal-electrolyte contact to be zero at the initial instant
and hence, according to [51], remain constant in the future
while the voltage drop in the electrodes and leads is small.
The influence of the electrodes on the temperature field of
the electrolyte will be taken into account in terms of the
coefficient of heat exchange.

Two approaches to modeling of diffusion-electrical phe-
nomena have currently been developed, each of which has
certain disadvantages and advantages. The first approach
[37, 38, 42] is characterized by consideration of the flows of
ions of the corresponding sort in a completely or partially
dissociated electrolyte. The equations derived contain many
parameters, the reliable procedure of determination of which
is absent in the majority of cases. Furthermore, the proposed
theory fails to provide for taking into account the interaction
of the cations and the anions of the dissolved substance with
each other and with the molecules of the solvent. It must also
be borne in mind that, apart from the dissociation reaction,
we have the association of simple molecules which in turn
are dissociated into complex and simple ions. It is difficult to
determine the diffusion coefficients of complex ions; it is also
difficult to take into account the force interaction of complex
cations and anions with each other and with the external
electric field. The difficulties in question become more
serious when a multicomponent electrolyte is described. We
note that such difficulties also arise in modeling, for example,
certain problems of plasma physics.

The second approach [52-56] fails to provide for the
introduction and determination of the coefficients of molec-
ular diffusion of cations and anions and the degree of disso-
ciation of the electrolyte. It is based on the interaction of the
mass and charge fluxes. The ionic flows are not determined.
The model is formulated without explicit separation of the
charge carriers and the charge of an electric double layer.
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The system of equations describing the electrodynamic
processes in the electrolyte is as follows:

& 82E an 1 2
aap T = VB
on
on g (73)
at le(Im))
oT .
Copog = —div(Ip).

Here 1, I,;, and Iy are the densities of the conduction
current and of the mass and heat fluxes which (in the case of
the nonequilibrium state of the medium) have, respectively,
the form (57) [45], where Dy, is the molecular diffusion
coefficient, D} is the ambipolar diffusion coefficient, Dr is
the thermal diffusion coefficient, D7 is the coefficient taking
into account the transfer of heat due to the motion of the
impurity, and # is the concentration of the impurity.
We give the initial

0E(x,0) «~
or - E) (74)
n(x,0) = no(x),

E(X,O) = E()(X),
T(x,0) = To(x),

and boundary conditions (anode-electrolyte, x = 0):

on oT oE
— * 27 - It
=AM S - E) +Aa(1) S — enS,
aT on
TRy = k2 £ 75
y(T —T%) kax Iq(H+<p)+DTax, (75)
on oT
Kaly(t) = Dy — DiAE+Dr

in modeling the one-dimensional problem in the region G =
[0 <x <I]x[0 <t < T]. Here k, is the electrochemical
equivalent of a substance which deposits at the anode. The
analogous conditions hold for x = [ as well.

The constructed system of differential equations makes
it possible to model the processes of transfer in the elec-
trochemical system with allowance for the influence of an
electric double-layer; this influence directly determines the
thermoelectrical and ambipolar electrodiffusion phenomena
at the boundary of the metal-electrolyte contact.

3.3.4. Numerical Modeling of Electrochemical Systems. Heating
of an Electrochemical Cell in the Case of Constant-Current and
Pulse Electrolysis. In electrochemical systems, the electrodes
are metals as a rule. The electrical conductivity of metals
is hundreds of times higher than the specific electrical
conductivity of electrolytes; therefore, one can disregard the
voltage drop in electrodes and leads. In highly conductive
metals, one can also disregard the displacement currents
and the coefficients of ambipolar diffusion and thermal
diffusion and restrict oneself to consideration of the system
of equations (73)—(75) just in the electrolyte itself.

Let us consider the process of heating of an electro-
chemical medium in the case of passage of an electric
current with density I,(#) through a solution of copper
sulfate CuSO4-5H,0. We use copper (99.78%) as the anode.
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The copper from the solution is deposited at the cathode. We
set the current efficiencies for the copper equal to 100% and
the electrochemical equivalent k. equal to 0.6588-107° kg/C.
The dependence of the specific electrical conductivity A(n)
of the copper-plating electrolyte on the concentration of
the copper sulfate in water is given in [57]; the dependence
of A and k on the temperature will be considered to be
insignificant. In the calculations for CuSOy, we set Dy =
5-10"""m?/sec, Df = 10712, A% = 107*A, ¢ = 70, and
y = 1 and disregard the effects of thermal diffusion. The
distance between the cathode and the anode is L = 0.05m.
The heat capacity, the density, and the thermal-conductivity
coefficient of the electrolyte are taken to be 4.2-10° J/(kg-K),
10° kg/m?, and 0.6 V/(m-K) respectively. We note that the
regimes of pulse action have been considered in [58] as
applied to the processes of electrodeposition of alloys. This
investigation has been carried out on the basis of a separate
description of the transport of ions and the employment
of the Kirchhoff law for quasistationary currents in a cell.
With such an approach, the displacement currents are
taken into account indirectly through introduction of the
capacitive current of the electrode and determination of the
experimental dependence of the polarization capacitance of
the electrode on the character of the pulse action. In [58],
it has been noted that neglect of the capacitive current in
pulse electrolysis involves significant errors. The employ-
ment of system (73)—(75) to model the process of copper
plating makes it possible to consider the problems without
introducing the concepts of inductance and capacitance. The
obtained nonlinear system of equations is solved by the
finite-difference method analogously to [54].

We have modeled numerically the process of copper
plating for a constant current and a pulse current (Figure 16).
The density of the constant current was equal to 300 A/m?.
The maximum density of the pulse current was also
300 A/m?, while the period of traversal of the current and the
break were equal to 0.01 sec.

Figure 16 gives the results of modeling the distributions
of the concentration of CuSos and the temperature for
different regimes of electrolysis. The measurements were
carried out within 60 sec after switching on the current. It
is seen from the figure that the concentration gradients near
the cathode surface (x = 1) are different and depend on the
regime of copper plating. In the case of nonstationary action
they are substantially smaller than in the case of electrolysis
in the regime of constant current. As has been shown in [58],
this tendency also holds in the case where one and the same
total charge passes through the electrochemical cell.

The analysis of the temperature field (Figure 16(b))
shows that the temperatures of the electrolyte in the vicinity
of the anode and the cathode differ significantly. Nonsym-
metric heating of the electrochemical cell attributed to the
am-bipolar diffusion and electrical ambipolar conductivity
occurs. The modeling results are in agreement with the data
of [59].

With the aim of measuring the temperature in the
surface layer of the electrolyte solution near the cathode and
comparing the results to the calculated data, we developed
and manufactured an experimental setup. Copper anode and
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(b) Distribution of the temperature

Figure 16: Distribution of the normalized concentration of CuSO4 and the temperature in an electrochemical cell within 60 sec after
switching on the current. The solid curve, at constant current; the dashed curve, at pulse current. T, °C; x, mm.

cathode were placed in an electroplating bath with a sulfuric-
acid copper-plating electrolyte. In the 1 mm thick cathode, a
hole was made into which we placed a temperature-sensitive
element. As the latter we employed a thermal resistor. The
current strength in the bath was prescribed by a variable
resistor.

Figure 17 gives the results of numerical modeling and
the experimental data on heating of the cathode region in
relation to the regime of current. It is seen that the increase
in the density of the current (both constant and pulse)
causes the temperature near the cathode surface to increase.
In the anode, no increase in the temperature was observed
either in the calculations or in the experiment, which is in
agreement with the data of [59]. The surface temperature
obtained in solving (73)—(75) in the regime of constant
current is 10-15% higher than the temperature recorded in
the experiments.

A more complicated situation occurs when we compare
the experimental data and the results of numerical modeling
in the regime of pulse electrolysis. The results of the
experiments demonstrate that in the regime of pulse current
the temperature of the electrolyte in the cathode region
increases more than in the regime of constant current. At the
same time, the numerical calculations of the pulse electrolysis
show that the heating of the cathode region here is smaller
than for the regime of constant current. The difference
is, apparently, attributed to concentration convection [60],
whose influence is substantial for high densities of the
current for pulse electrolysis.

In a longer term, one must take into account natural
and concentration convection and heat exchange with the
ambient medium. Nonetheless, despite the errors in determi-
nation of the coefficients and the assumptions made in the
model, the calculation results are in qualitative agreement
with the experimental data, which makes it possible, in
certain cases, to use the proposed approach for modeling of
nonstationary processes.

Results were published in part [52, 53, 55, 56, 61].

---2

FIGURE 17: Heating of the electrolyte in the cathode region as a
function of the value and kind of polarizing current: (1) constant
current; (2) pulse current; (3, 4) corresponding experimental data.
AT, °C; I, A/m?.

4. Interaction of Nonstationary
Electric and Thermal Fields with Allowance
for Relaxation Processes

We investigate electric and thermal fields created by macro-
scopic charges and currents in continuous media. Of prac-
tical interest is modeling of local heat releases in media
on exposure to a high-frequency electromagnetic field.
We should take into account the influence of the energy
absorption on the propagation of an electromagnetic wave,
since the transfer processes are interrelated.

In an oscillatory circuit with continuously distributed
parameters, the energy dissipation is linked [62] to the
dielectric loss due to the dependence of the relative permit-
tivity e(w) on frequency. In the general case ¢ is also complex,
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and the relationship between the electric displacement and
electric field vectors has the form D = &(w)E, where ¢(w) =
& (w)—ie" (w); here, ¢’ and ¢”” are determined experimentally.
As of now, the problems of dielectric heating of a continuous
medium are reduced in many cases to consideration of
an equivalent circuit based on lumped parameters, such as
capacitance, inductance, loss angle, and relative-dielectric-
loss factor [63, 64], that are established experimentally.

With this approach, there arise substantial difficulties
in determining the temperature field of equivalent circuits.
Also, we have polarization and the occurrence of an electric
double-layer of a prescribed electric moment in contact
of media with different properties. Equivalent circuits
in lamellar media additionally involve empirical lumped
parameters: surface capacitance and surface resistance [65].
The total current can always be separated into a dissipative
or conduction current which is in phase with the applied
voltage and a displacement current shifted in time relative to
the voltage. The exact physical meaning of these components
of the current is largely dependent on selection of an
equivalent electric circuit. A unique equivalent circuit—
series or parallel connection of the capacitor, the resistor, and
the inductor—does not exist; it is determined by a more or
less adequate agreement with experimental data.

In the case of electrolytic capacitors, the role of one plate
is played by the electric double-layer with a specific resistance
much higher than the resistance of metallic plates. Therefore,
decrease in the capacitance with frequency is observed, for
such capacitors, even in the acoustic-frequency range [65].
Circuits equivalent to an electrolytic capacitor are very bulky:
up to 12 R, L, and C elements can be counted in them;
therefore, it is difficult to obtain a true value of, for example,
the electrolyte capacitance. In [65] experimental methods
of measurement of the dielectric properties of electrolyte
solutions at different frequencies are given and ¢’ and ¢"are
determined. The frequency dependence of dispersion and
absorption are essentially different consequences of one
phenomenon: “dielectric-polarization inertia” [65]. In actual
fact, the dependence e(w) is attributable to the presence
of the resistance of the electric double-layer and to the
electrochemical cell in the electrolytic capacitor being a
system with continuously distributed parameters, in which
the signal velocity is a finite quantity.

Actually, ¢" and ¢” are certain integral characteristics of
a material at a prescribed constant temperature, which are
determined by the geometry of the sample and the properties
of the electric double-layer. It is common knowledge that
in the case of a field arbitrarily dependent on time any
reliable calculation of the absorbed energy in terms of ¢(w)
turns out to be impossible [45]. This can only be done
for a specific dependence of the field E on time. For a
quasimonochromatic field, we have [45]

B() = 2 [Bo(e ™ + B (D], o
76
H(D) = 2 [Ho(0e ™ + Hf (e |

The values of E¢(t) and Hy(t), according to [66], must very
slowly vary over the period T = 27n/w. Then, for absorbed
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energy, on averaging over the frequency w, we obtain the
expression [66]:

oD(¢) d(we'(w)) 0

1 .
TE(t) = ZW&[EOU)EO (1)]
+ - E(DE (1)
d(we'’ (w)) (OB(t) Eg (1)
T ( ot B~ = F“)(t))’

(77)

where the derivatives with respect to frequency are taken
at the carrier frequency w. We note that for an arbitrary
function E(¢), it is difficult to represent it in the form

E(t) = a(t) cos ¢(t), (78)

since we cannot unambiguously indicate the amplitude a(¢)
and the phase ¢(t). The manner in which E(t) is decomposed
into factors a and cos ¢ is not clear. Even greater difficulties
appear in the case of going to the complex representation
W(t) = U(t) + iV(t) when the real oscillation E(t) is
supplemented with the imaginary part V(¢). The arising
problems have been considered in [67] in detail. In the
indicated work, it has been emphasized that certain methods
using a complex representation and claiming higher-than-
average accuracy become trivial without an unambiguous
determination of the amplitude, phase, and frequency.

Summing up the aforesaid, we can state that calculation
of the dielectric loss is mainly empirical in character.
Construction of the equivalent circuit and allowance for the
influence of the electric double-layer and for the dependence
of electrophysical properties on the field’s frequency are only
true of the conditions under which they have been modeled;
therefore, these are fundamental difficulties in modeling the
propagation and absorption of electromagnetic energy.

As we believe, the release of heat in media on exposure to
nonstationary electric fields can be calculated on the basis of
allowance for the interaction of electromagnetic and thermal
fields as a system with continuously distributed parameters
from the field equation and the energy equation which take
account of the distinctive features of the boundary between
adjacent media. When the electric field interacting with a
material medium is considered we use Maxwell equations
(6)-(7). We assume that space charges are absent from the
continuous medium at the initial instant of time and they do
not appear throughout the process. The energy equation will
be represented in the form

pCpil—f = div[k(T)grad(T)] + Q, (79)

where Q is the dissipation of electromagnetic energy.
According to [68], the electromagnetic energy converted
to heat is determined by the expression

d (D d (B
ooz (3) i (G)] e

In deriving this formula, we used the nonrelativistic approxi-
mation of Minkowski’s theory. If ¢, p, and p = const, there is
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no heat release; therefore, the intrinsic dielectric loss is linked
to the introduction of ¢ (w) and €’ (w). The quantity Q is
affected by the change in the density of the substance p(T).

A characteristic feature of high frequencies is the lag
of the polarization field behind the charge in the electric
field in time. Therefore, the electric-polarization vector is
expediently determined by solution of the equation P(t +
T.) = (& — 1)gE(t) with allowance for the time of electric
relaxation of dipoles 7. Restricting ourselves to the first
term of the expansion P(f + 7.) in a Taylor series, from this
equation, we obtain

P(t) + Ted];i(tt) = (e — 1)goE(1). (81)
The solution (81), on condition that P = 0 at the initial
instant of time, will take the form

_ t
e= D E(r)e "7V dr, (82)
Te to

P=

It is noteworthy that (81) is based on the classical Debay
model. According to this model, particles of a substance
possess a constant electric dipole moment. The indicated
polarization mechanism involves partial arrangement of
dipoles along the electric field, which is opposed by the
process of disorientation of dipoles because of thermal
collisions. The restoring “force”, in accordance with (81),
does not lead to oscillations of electric polarization. It acts
as if constant electric dipoles possessed strong damping.

Molecules of many liquids and solids possess the Debay
relaxation polarizability. Initially polarization aggregates of
Debay oscillators turn back to the equilibrium state P(t) =
P(0) exp(—t/te).

A dielectric is characterized, as a rule, by a large set of
relaxation times with a characteristic distribution function,
since the potential barrier limiting the motion of weakly
coupled ions may have different values [63]; therefore, the
mean relaxation time of the ensemble of interacting dipoles
should be meant by 7, in (81).

To eliminate the influence of initial conditions and
transient processes we set o = —o0, E(0) = 0, H(o0) = 0, as
it is usually done. If the boundary regime acts for a fairly long
time, the influence of initial data becomes weaker with time
owing to the friction inherent in every real physical system.
Thus, we naturally arrive at the problem without the initial
conditions:

t
P= &J E(r)e /%y, (83)
Te —00
Let us consider the case of the harmonic field E = Eg sin wt;
then, using (83) we have, for the electric induction vector

(

e—1eg ! —(t-1)/7, :
D=gE+P= Y E(7)e °dt + goEg sin wt
e —00

= M(sin wt — WT, oS wt)
1+ w72 ¢
+ g9Eq sin wt.

(84)
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The electric induction vector is essentially the sum of two
absolutely different physical quantities: the field strength and
the polarization of a unit volume of the medium.

If the change in the density of the substance is small, we
obtain, from formula (80), for the local instantaneous heat
release

di) _ E%(S I

It Lt o (w sin wt cos wt + w>T.sin*wt),
w e

(85)

Q=E

when we write the mean value of Q over the total period T
1Ej(e - 1)g AE?

= 28T R g+ 86
2 1+t @TeT (86)

Q

For high frequencies (w — o0), heat release ceases to be
dependent on frequency, which is consistent with formula
(86) and experiment [63].

When the relaxation equation for the electric field is used
we must also take account of the delay of the magnetic field,
when the magnetic polarization lags behind the change in the
strength of the external magnetic field:

I(t) + Ti% = upoH(1). (87)
Formula (86) is well known in the literature; it has been
obtained by us without introducing complex parameters.
In the case of “strong” heating of a material where the
electrophysical properties of the material are dependent on
temperature expression (81) will have a more complicated
form and the expression for Q can only be computed
by numerical methods. Furthermore, in the presence of
strong field discontinuities, we cannot in principle obtain the
expression for Q because of the absence of closing relations
for the induced surface charge and the surface current on
the boundaries of adjacent media; therefore, the issue of
energy relations in macroscopic electrodynamics is difficult,
particularly, with allowance for absorption.

Energy relations in a dispersive medium have repeatedly
been considered; nonetheless, in the presence of absorption,
the issue seems not clearly understood (or at least not
sufficiently known), particularly in the determination of the
expression of released heat on the boundaries of adjacent
media.

Indeed, it is known from the thermodynamics of
dielectrics that the differential of the free energy F has the
form

dF = =8dT — PdV + EdD. (88)

If the relative permittivity and the temperature and volume
of the dielectric are constant quantities, from (88) we have

2

Hnm=m+m%y (89)

where Fj is the free energy of the dielectrics in the absence of
the field.

The change of the internal energy of the dielectrics dur-
ing its polarization at constant temperature and volume can
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be found from the Gibbs-Helmholtz equation. Disregarding
F, which is independent of the field strength, we can obtain

U(T, D) =F(T,D)7T<d—F> . (90)
dT/p
If the relative dielectric constant is dependent on tempera-
ture (¢(T)), we obtain

80E2 dF

D)= = (e+1(57) ) on
Expression (91) determines the change in the internal energy
of the dielectric in its isothermal polarization but with
allowance for the energy transfer to a thermostat, if the
polarization causes the dielectric temperature to change. In
the works on microwave heating, that we know, (91) is not
used.

A characteristic feature of high frequencies is that the
polarization field lags behind the change in the external
field in time; therefore, the polarization vector is expediently
determined by solution of the equation:

d
P(t+7,) = (s 14 T(i) )eoE(t). (92)
dT ) p
With allowance for the relaxation time, that is, restricting
ourselves to the first term of the expansion P(¢+7,) in a Taylor
series, we obtain

P(t)+rg% = (s— 1+T<j—;)D>soE(t). (93)
In the existing works on microwave heating with the use of
complex parameters, they disregard the dependence & (T).
In [69], consideration has been given to the incidence of
a one-dimensional wave from a medium with arbitrary
complex parameters on one or two boundaries of media
whose parameters are also arbitrary. The amplitudes of
waves reflected from and transmitted by each boundary have
been found. The refection, transmission, and absorption
coefficients have been obtained from the wave amplitudes.
The well-known proposition that a traditional selection of
determinations of the reflection, transmission, and absorp-
tion coefficients from energies (reflectivity, transmissivity,
and absorptivity) in the case of complex parameters of
media comes into conflict with the law of conservation of
energy has been confirmed and exemplified. The necessity of
allowing for &”(T) still further complicates the problem of
computation of the dissipation of electromagnetic energy in
propagation of waves through the boundaries of media with
complex parameters.

The proposed method of computation of local heat
release is free of the indicated drawbacks and makes it
possible, for the first time, to construct a consistent model
of propagation of nonmonochromatic waves in a hetero-
geneous medium with allowance for frequency dispersion
without introducing complex parameters.

In closing, we note that a monochromatic wave is infinite
in space and time, has infinitesimal energy absorption in a
material medium, and transfers infinitesimal energy, which
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is the idealization of real processes. However with these
stringent constraints, too, the problem of propagation of
waves through the boundary is open and far from being
resolved even when the complex parameters of the medium
are introduced and used. In reality, the boundary between
adjacent media is not infinitely thin and has finite dimen-
sions of the electric double-layers; therefore, approaches
based on through-counting schemes for a hyperbolic equa-
tion without explicit separation of the boundary between
adjacent media are promising.

5. Ponderomotive Forces in
Heterogeneous Lamellar Media
with Absorption

It is common knowledge that the electric field strength E
is equal to the ponderomotive mechanical force per unit
charge acting at a given point of the field on a test charge
(charged body). The issue of the force acting on induced
surface charges on the boundaries remains to be solved,
since there are no closing equations for ¢ and the charge
is not determined on the interface itself. According to [45],
the tension tensor of ponderomotive forces for media with
dispersion and absorption due to the dipole relaxation
cannot be found in general form in a macroscopic manner at
all. As we believe, solution of this problem lies in computing
the induced surface charge on the boundaries and the
resultants of all tensions applied externally to the surface
without the necessity of reducing bulk ponderomotive forces
to tensions. The reduction of bulk forces to tensions is not
necessarily possible; therefore, this issue will be considered
in greater detail.

5.1. Reduction of Bulk Ponderomotive Forces to Tensions. If f
is the bulk density of ponderomotive forces, the resultant of
all forces applied to the bodies within the volume V is

F- JV £4v. (94)

On the other hand, if bulk forces can be reduced to tensions
at all, the set of tensions acting externally of a closed surface
S must be equal to the same quantity. We denote by T, a
force acting externally per unit surface the external normal to
which is directed along n; the components of this force along
the coordinate axes are Ty, Ty, and T,. Then the resultant
of all tensions applied externally to the surface will be

F- [ﬁsTndS. (95)

Using the Ostrogradsky-Gauss theorem and equating (94)
and (95), we obtain

0Ty | 9Txy 0Tk,
+ +

fx = ox  dy oz’
0T, 0Ty, OT,.
fr= x dy F (96)
[T 9Ty OT
° ox dy oz
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For the bulk forces and tensions to be equivalent, it is
necessary that not only the resultant of forces applied to an
arbitrary volume remains constant but the moment of these
forces be invariant as well [70]. This circumstance imposes
an additional constraint on the tension-tensor components.
The moment of bulk forces applied to an arbitrary volume V'
is

N = j[Rdev, (97)

where R is the distance from point O for which the moment
of forces is determined to the element dV. Consequently, the
component N, must satisfy relation (97):

Ny = Jv (J’fz - ny)dV

(98)
= gﬁs(yTz,, — 2T, )dS + JV(TW — T,)dV.

The surface integral on the right is equal to the moment of
tension forces T, applied to the surface S of volume V. The
moment of these tension forces will be equal to the moment
of bulk forces only in the case where the last integral on
the right is equal to zero. In view of the arbitrariness of the
volume V/, this will occur only when the integrand

Tyz = sz (99)

is equal to zero.

By repeating the same considerations for N, and N, we
obtain T;x = Ty, Tx, = T)x. Consequently, for the bulk
forces and surface ponderomotive forces to be equivalent, the
tension tensor must be symmetric. In anisotropic media, the
tension tensor is asymmetric; therefore, direct computation
of the resultant of forces in terms of tensions from formula
(95) is expedient. We note that Maxwell was the first to
reduce the field’s ponderomotive forces to tensions. Replace-
ment of ponderomotive forces by an equivalent system of
tensions makes it much easier to determine forces applied to
the volume of the electric field.

The force applied to a charged layer, given the uncom-
pensated surface charge, has the form

FS = o(EL - E). (100)

If the layer is not charged, we have ¢ = 0 and F,S] = 0. The
resultant force applied to the boundary of a cell is

F - fiFyds (101)

The projections of f, f,, and f, are determined according
to (96), and in a variable electromagnetic field, we must take
into account that f,, f,, and f, are expended in changing
the density of the momentum flux of the substance and the

25

electromagnetic field alike. If the forces acting only on the
substance are meant by f,, fy, fz, according to [70], we have

Jo o -1 5 B
fy=1 - (eu— 1)%[Eﬁ]y,
fz = f,— (eu— 1)%[Eﬁ]z

(102)

The expression (ey — 1)(0/0t)[E H] is known to be called the
Abraham force [70].

If the medium is heterogeneous and the transmission
of the electromagnetic wave involves its absorption and
heating, we propose the following scheme of calculating
ponderomotive forces:

(1) the domain under study is subdivided into N cells
with constant properties;

(2) by the method presented in Para 1 and Para 2,
we compute the surface charge o and the surface
ponderomotive force for each cell.

In this approach, we disregard the influence of striction
forces and tensions acting only on the force distribution
over the body’s volume but exerting no influence on the
value of the resultant of all forces and on their moment
[70]. Allowance for ponderomotive forces is important, for
example, for biomechanics problems.

The history of the problem of ponderomotive forces
developed into a paradoxical situation where the issues of
certain basic propositions of classical electrodynamics have
been discussed to date [66].

6. Conclusion

The consistent physicomathematical model of propagation
of an electromagnetic wave in a heterogeneous medium has
been constructed using the generalized wave equation and
the Dirichlet theorem. Twelve conditions at the interfaces of
adjacent media were obtained and justified without using
a surface charge and surface current in explicit form. The
conditions are fulfilled automatically in each section of the
heterogeneous medium and are conjugate, which made it
possible to use through-counting schemes for calculations.
For the first time the effect of concentration of “medium-
frequency” waves with a length of the order of hundreds
of meters at the fractures and wedges of domains of size
1-3 um has been established. Numerical calculations of the
total electromagnetic energy on the wedges of domains were
obtained. It is shown that the energy density in the region
of wedges is maximum and in some cases may exert an
influence on the motion, sinks, and the source of dislocations
and vacancies and, in the final run, improve the near-surface
layer of glass due to the “micromagnetoplastic” effect.

The results of these calculations are of special importance
for medicine, in particular, when microwaves are used
in the therapy of various diseases. For a small, on the
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average, permissible level of electromagnetic irradiation, the
concentration of electromagnetic energy in internal angular
structures of a human body (cells, membranes, neurons,
interlacements of vessels, etc.) is possible.

For the first time, we have constructed a consistent
physicomathematical model of interaction of nonstationary
electric and thermal fields in a layered medium with
allowance for mass transfer. The model is based on the
methods of thermodynamics and on the equations of an
electromagnetic field and is formulated without explicit
separation of the charge carriers and the charge of an electric
double-layer. We have obtained the relations for the electric-
field strength and the temperature, which take into account
the equality of the total currents and the energy fluxes,
to describe the electric and thermal phenomena in layered
media where the thickness of the electric double-layer is
small compared to the dimensions of the object under study.

We have modeled numerically the heating of an electro-
chemical cell with allowance for the influence of the electric
double-layer at the metal-electrolyte interface. The calcula-
tion results are in satisfactory agreement with experimental
data.

Notation

B: Axial vector of magnetic
induction, Wb/m?

D: Electric displacement, C/m?

Dy Molecular diffusion
coefficient, m?/sec

D;: Diffusion coefficients of
anions and cations, m?/sec

Dy: Ambipolar diffusion
coefficient, A/(m-kg)

Dj: Ambipolar diffusion
coefficient, kg/(A-sec)

E: Electric field strength, V/m

F: Free energy of the unit
volume of a dielectric, J/m?

F: Faraday’s constant,
96.985 Cleq.

Fy: Free energy of a dielectric in

the absence of a field, J/m?
Current density, A/m?

J

H: Magnetic field strength, A/m
h: Thickness of the electric
double-layer, m

Normal components of the
conduction current in
media 1 and 2, C/(m?-sec)
i Surface current, A/m

i j k Unit vectors of the
orthonormalized basis

Jrot: Total current, A/m

L: Length, m

I: Average distance between

ferroparticles, m

SSTH IR TR

S ae

o

A4

(n):

)

=+
ox
[f”x:g = f1|x=£+0_f2|x=5—0:

)

E)y+

)

az:
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Unit vector normal to the
interface

Concentration, kg/m?
Concentration of neutral
molecules, kg/m?
Concentration of dissociated
molecules, kg/m?

Molar concentration,
g-eq./liter

Universal gas constant
Resistance, Q-m

Pressure, Pa

Mass flux, kg/(m?-sec)
Radius of a particle, yum
Interface between adjacent
media

Temperature, °C

Time, sec
Volume, m
Velocity of the slip of a
ferroparticle over the treated
surface, m/sec

Voltage, V

Magnetic field density, J/m?
Cartesian coordinates;
Equilibrium constant
Degree of dissociation
Relative permittivity
Electric constant equal to
8.58-107'2 F/m

Electric potential, V
Boltzmann constant;
Electrical conductivity, Q-m
Electrochemical equivalent
of copper, kg/C

Coefficient of specific
electrical ambipolar
conductivity, V-m?/kg
Average value of electrical
conductivity, Q-m

Relative permeability
Magnetic constant equal to
47-1077 gf/m

Chemical potential
Discontinuity point
Specific electric charge,
C/m?

Conductance

Surface density of a charge,
C/m?

Angular frequency, 1/sec

3

Symbolic operator

Subscripts: 0, constant
component of a magnetic
field H

First medium

Second medium

Normal
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Charge

Impurity mass

Anode

Ambipolar

Molecular

Equivalent
Concentration

Number of the grid node
Component

Maximum

Directions normal and
tangential to the interface
Normal component of a
vector

Tangential components of a
vector at the interface
between adjacent media
tot: Total.

FEwT0 R EES IS

o]
o

=
3]
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The magnetization reversal process in the surface and volume areas of Co-rich glass-covered microwires has been investigated. The
study has been performed in the wide series of microwires with chemical composition, geometry (thickness of glass coating) with
the purpose of the tailoring of the giant magnetoimpedance effect. The comparative analysis of the magnetoelectric, magnetic,
and magneto-optical experiments permits to optimise the giant magnetoimpedance ratio and elucidate the main properties of the
magnetization reversal process in the different parts of the Co-rich microwire.

1. Introduction

The investigation of the magnetization reversal process in
amorphous wires and microwires is one of the most impor-
tant tasks related to the use of these magnetic wires in differ-
ent technological devices. In particular, the intensive studies
of magnetic properties of nearly zero magnetostriction Co-
rich wires and glass-covered microwires have been per-
formed in relation with the giant magnetoimpedance (GMI)
effect [1]. This GMI effect is of great interest in sensor appli-
cation. As is well known, the origin of the GMI effect is
related with the penetration depth of the skin effect. Conseq-
uently, the investigation and comparison on the magneti-
zation reversal in the surface and volume areas of the wire
become a particular importance.

The present paper is devoted to the recent results on
magneto-optical Kerreffect and fluxmetric investigations of
the magnetization reversal and domain structure in glass-
coated microwires. Having in our laboratory the wide line
of the magnetic, magnetoelectric, and magneto-optic experi-
mental techniques, we have created the new direction of the
complex study of glass covered microwires. During last years,
we have performed series of the magneto-optical investi-
gations of different types of the glass covered microwires.
Kerr effect and fluxmetric methods as two complementary

methods provide the complex information relatively on the
magnetization reversal and magnetic domain structure in
the volume and in the surface of the microwires. Analyzing
the experimental results obtained by these two methods we
could model and predict the time and space distribution and
transformation of the tree-dimensional magnetic structure
of the cylindrical-shaped microwires.

In turn, the magneto-optical set-up which we use to
study the microwires consists of two complementary parts:
Kerr effect magnetometer and Kerr effect microscopy. Taking
into account non-plane surface of the studied micorwires
the application of the Kerr effect technique is accompanied
by the specific difficulties which were successfully overcame
during the experiments performed in our laboratory. First,
the doubt relatively possible application of Kerr effect was
related to the possible interference which could be produced
by the glass covering. This doubt was resolved: because of
extremely thin thickness the glass covering does not present
noticeable contribution. Second, the difficult related to the
light reflection from the cylindrical surface of the microwire
was resolved by the application of the system of lenses and
diaphragms. In the same time, application of the Kerr effect
microscopy to the study of the non-plane surface of the
microwire gave unexpected result: the series of the original



images of surface domain structure has been obtained.
Applying the polar configuration of the Kerr microscopy
which is sensitive to magnetization perpendicular to the
studied surface, we have obtained unusual, very informative
images of bamboo-type domains.

Following originally to the technological task of the
optimization and miniaturization of the active elements of
the magnetic sensors, we nevertheless focused also our atten-
tion on such fundamental problems as magnetic domain
formation and transformation and domain walls motion.
This duality also reflected in the present paper.

2. Correlation between the GMI Effect and
Bulk and Surface Hysteresis Loops

Magnetically soft Co-rich glass-coated microwires have been
fabricated by the Taylor-Ulitovsky method. Among the Co-
rich compositions a Cogg—y Mne+x SijoB1s series varying the
chemical composition (x = 0; 0.5; 0, 75, and 1) of the metal-
lic nucleus and C067F€3_35Ni1'45B11_5Si14_5M01.7 microwires of
different geometric ratio, p, of metallic core diameter to total
microwire diameter 0.789 < p < 0.98 have been fabricated
[2, 3]. The chemical composition has been selected taking
into account the studies on the effect of chemical composi-
tion on magnetic softness of amorphous alloys [4, 5].

The sample composition has been selected among the
series of Cogg—x Mng+x SijoBis (0 < x < 1) compositions in
order to achieve the best combination of soft magnetic prop-
erties (high magnetic permeability, low magnetic anisotro-
py field, and low coercivity). An increasing of the magnetic
permeability and coercivity and decreasing of the magnetic
anisotropy field were observed in glass-coated amorphous
Cog9—x Mgy Si1oB1s (0 < x < 1) compositions with
x at x < 0.75 [6]. The magnetostriction constant of
Cog9—x Mngsy SijoB15 samples changes its sign at around
x = 0.75 [7], being of negative character at x < 0.75.
Small negative magnetostriction constant can be assumed
for the sample with 6.5% at Mn. Accordingly, it is expected
that the outer domain structure changes its circular easy
magnetization axis (very favourable for the GMI effect) to
the radial one at x = 0.75.

Conventional and surface hysteresis loops have been
measured by fluxmetric and Kerr effect (MOKE) [8] meth-
ods, respectively. An axial DC-field with intensity up to
200 Oe was supplied by a magnetization coils.

The electrical impedance of the microwire was evalu-
ated by means of the four-point technique. The magneto-
impedance ratio, AZ/Z, has been defined as:

7" ) W

Bulk hysteresis loops of three magnetically soft glass-
coated C067Fe3_85Ni1,45B11,58i14_5M01.7 microwires with dif-
ferent geometric ratio 0.78 < p < 0.98 are shown in
Figure 1. As can be observed from this figure, the magnetic
anisotropy field, Hy, increases with decreasing ratio p, that
is, with the increase of the glass coating thickness.
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Ficure 1: Bulk hysteresis loop of three samples with p as a
parameter.

Strong dependence of the hysteresis loops on the param-
eter p should be attributed to the magnetoelastic energy.
The values of the internal stresses in glass coated microwires
arises from the difference in the thermal expansion coeffi-
cients of metallic nucleus and glass coating, depending stron-
gly on the ratio between the glass coating thickness and meta-
llic core diameter, increasing with the increasing of the glass
coating thickness. Large internal stresses give rise to a drastic
change of the magnetoelastic energy, even for small changes
of the glass-coating thickness at fixed metallic core diameter.
Additionally, such a change of the p ratio should be related
to the change of the magnetostriction constant with applied
stress.

The dependence of the magnetoimpedance ratio on the
axial field at the driving AC-current ranging from 0.75 up to
5mA of the frequency, both treated as the parameters have
been investigated. The electrical impedance of the microwire
was evaluated by means of the four-point technique.

The (AZ/Z)(H) dependences measured at f = 10 MHz
and I = 0.75mA for the samples with ratio p = 0.98, 0.816,
and 0.789 are presented in the Figure 2.

A maximum relative change in the GMI ratio, AZ/Z, up
to around 615% is observed at f = 10 MHzand I = 0.75mA
in the sample with p ~ 0.98 (see Figure 2).

As may be seen from Figure 2, the field corresponding to
the maximum of the GMI ratio, H,, increases, and (AZ/Z),,
decreases with p. Such H,, (p) dependence should be
attributed to the effect of internal stresses, o, on the magnetic
anisotropy field. Indeed, the value of the DC axial field cor-
responding to the maximum of the GMI ratio, H,,, should
be attributed to the static circular anisotropy field, Hi [1, 9].
The estimated values of the internal stresses in these amor-
phous microwires are of the order of 1000 MPa, depending
strongly on the thickness of glass coating and metallic nuc-
leus radius [10].
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F1GURE 2: Axial field dependence of AZ/Z at f = 10MHzand I =
0.75 mA in microwire with p as a parameter.

It has been demonstrated that the spatial magnetization
distribution close to the surface is very sensitive to the
internal or applied stresses [11, 12].

It was shown that the (AZ/Z)(H) dependence is mainly
determined by the type of magnetic anisotropy [12]. Circum-
ferential anisotropy leads to the observation of the maximum
of the real component of wire impedance (and consequently
of the GMI ratio) as a function of the external magnetic
field. In the case of axial magnetic anisotropy, the maxi-
mum value of the GMI ratio corresponds to zero magnetic
field [12], that is, results in monotonic decay of GMI ratio
with H. Therefore, the important contribution of the non-
diagonal components of the permeability tensor is expected
for the samples with well-defined maximum in the axial field
dependence of GMI ratio [12].

The MOKE hysteresis loop reflects the axial field depen-
dence of circular magnetization (see Figure 3) in the outer
shell of the wire. The transverse configuration of MOKE has
been used. The polarized light of a He-Ne laser was reflected
from the microwire to the detector. The beam diame-
ter was 0.8 mm. For the transverse configuration of MOKE,
the intensity of the reflected light was proportional to the
magnetization, which was perpendicular to the plane of inci-
dent light.

Observed MOKE hysteresis loops can be interpreted in
the following way: the absence of the circular magnetization
under axial magnetic field above 2Oe reflects the axial
alignment of the magnetization in the surface layer at this
magnetic field range. The monotonic increase of the mag-
netization with decreasing the field below 2 Oe is related
to the magnetization rotation from the axial to the circular
direction. The relatively sharp change of magnetization (at
around +0.7 Oe) could be attributed to the nucleation of new
domains with the opposite circular magnetization (appear-
ance of bamboo-like domain structure), and growth of these
new domains through the domain walls propagation, until
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FiGure 3: AZ/Z and MOKE hysteresis loop of microwire with p =
0.98.

the single circular domain structure with the opposite circ-
ular magnetization is appeared. Further increase of H results
in the magnetization rotation towards the axial direction.

A correlation has been observed between the (AZ/Z)(H)
and the surface axial hysteresis loops: a maximum of GMI
ratio occurs approximately at the same axial magnetic field
as the sharp change of magnetization on the MOKE loop
(see Figure 3).

3. Effect of the Sample Composition and
Geometry on the Bulk Hysteresis Loops

Hysteresis loops of Co-rich glass-coated microwires with
sample composition as the parameter (Cogg—x Mng4x SijoB1s)
are shown in Figure 4 [3].

As can be observed, hysteresis loops are quite sensible to
both parameters chemical composition and sample geometry
(Figure 1).

Such strong dependence of the hysteresis loops on these
parameters can be related with the magnetoelastic energy. In
fact the magnetoelastic energy is given by

Ke = 3/2A0;, (2)

where A is the saturation magnetostriction, and o; are the in-
ternal stresses.

The magnetostriction constant depends on the chemical
composition achieving nearly zero value in amorphous Fe-
Co- based alloys at about %Co/%Fe ~ 70/5 [4, 5]. On the
other hand, the estimated values of the internal stresses in
these amorphous microwires arising from the difference in
the thermal expansion coefficients of metallic nucleus and
glass coating are of the order of 100-1000 MPa, depending
strongly on the thickness of glass coating and metallic core
diameter [13]. It was established that the strength of such
internal stresses increase with increasing the glass coating
thickness. Such large internal stresses give rise to a drastic
change of the magnetoelastic energy, Kmci, even for small
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FIGURE 4: Hysteresis loops of the Cogy—x Mgy SijoB1s microwires. x = 1 (a); x = 0,5 (b); x = 0 (c).

changes of the glass-coating thickness at fixed metallic core
diameter. Additionally, such change of the p-ratio should be
related to the change of the magnetostriction constant with
applied stress [14]:

v (45 (%)
: 3 do )’
where yg is the free space permeability equals 47 x 1077 H/m
and M,—the saturation magnetization.

These considerations allow us to predict that any method
to change the internal stresses (by using thermal treatment,
chemical etching, etc.) can change drastically magnetic ani-
sotropy and consequently the hysteresis loops and the GMI
behaviour.

Thermal treatment has been realized either by Joule
heating passing along the microwire sample a DC-current of
30 and 40 mA, at various times of this treatment or by con-
ventional furnace annealing. This Joule heating has been
performed without additional external field (CA) and under
axial applied magnetic field of about 100 Oe (MFA). Elec-
trical contacts were made removing mechanically the glass
insulating layer at the sample edges and soldering them with
the Cu cables.

Consequently, the hysteresis loops of Cogg—x Mng+x Si1oB1s
(x = 0.5) has been changed after MFA treatment (see
Figure 5), and the GMI response has been improved.

Similarly, in the case of Cogy—x Mngx SioB15 (x = 0.5)
microwire, the MFA treatment of Cos;Fe3 gsNi; 45B11.551145M01. 7
microwire also induces changes in hysteresis (see Figure 6).
In this case, the external axial magnetic field applied during

3)

the MFA treatment induces axial magnetic anisotropy, like
what can be appreciated from Figure 6.

It is worth mentioning that appearance of Large and
single Barkhausen jump takes place under magnetic field
above some critical value (denominated as switching field)
and also if the sample length is above some critical value de-
nominated also as critical length. The switching field depends
on magnetoelastic energy determined by the strength of the
internal stresses, applied stresses and magnetostriction cons-
tant. The critical length first increases with stress, but then
again decreases.

Conventional annealing performed at T,,, = 400°C in
Fe74B15Si11C; does not affect significantly the magnetic pro-
perties of studied sample (see Figure 7): some decrease of
H. has been observed, while the squared character of the
hysteresis loop remains unchanged (Figure 7(b)). On the
other hand, stress annealing, (SA), is performed at the same
annealing conditions (Tynn = 400°C) but under applied
stress, 0 = 458 MPa, results in drastic changes of the hyster-
esis loop (see Figure 7(c)): hysteresis loop becomes inclined
with a magnetic anisotropy field about 1000 A/m. A trans-
verse magnetic anisotropy induced by the SA allows us to
predict the existence of the magnetoimpedance effect in such
samples.

Above-mentioned results allow us to assume that there
are few factors which can affect the GMI behaviour of the
glass coated microwires such as-following:

(a) metallic nucleus chemical composition;
(b) samples geometry;

(c) thermal treatments.
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4. Effect of the Sample Composition on the
Surface Hysteresis Loops

The Kerr effect experiments have been performed in micro-
wires of nominal composition (Co;_x Mn,)75SijoB;s (diam-
eter around 20 ym) with different content of Mn (0.07 < x <
0.11) [15].

There were four schemes of the experiments, depending
on the combination of magnetic field combination and the
type of Kerr effect:

(1) transverse Kerr effect at sweeping of circular field (+
axial bias field);

(2) longitudinal Kerr effect at sweeping of circular field
(+ axial bias field);

(3) transverse Kerr effect at sweeping of axial field (+
circular bias field);

(4) longitudinal Kerr effect at sweeping of axial field (+
circular bias field).

The obtained Kerr effect loops show different shape,
which can be attributed to different type of domain struc-
ture and difference in the magnetization reversal process
(Figure 8).

MM

-1 0 1
H (Oe)
—— As-cast
--- CAat30mA
~~~~~~ CA at 40mA

MMs

-1 0 1
H (Oe)
—— As-cast
~~~~~~ MFA at 30mA
--- MFA at 40mA

(b)

FIGURE 6: Effect of CA (current annealing without additional ex-
ternal magnetic field) (a) and MFA (b) treatments on bulk hysteresis
loops of Cog;Fes g5Nij 45B11.551145 Moy 7 microwires.

The transverse and longitudinal Kerr effect loops obt-
ained in ac circular field for the microwire with x = 0.07 are
presented in the Figures 8(a) and 8(b). From the analysis of
these curves, it is possible to conclude that jumps of circular
magnetization take place. The rectangular shape of trans-
verse curve and the peaks in the longitudinal curve are related
to quick rotation of magnetization in circular surface domain
similar to large Barkhausen jump.

For the microwire with content of Mn x = 0.11, the rec-
tangular shape of the magnetization reversal curve was found
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FIGURE 7: Effect of CA and SA (stress annealing) on bulk hysteresis
loops of Fe74B13Si11 C, microwire: (a) as cast; (b) conventional anne-
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in ac axial field (Figures 8(c) and 8(d)). The longitudinal
Kerr loop reflects the change of the axial projection of
the magnetization inside the surface area of the wire.
Therefore, the sharp change of longitudinal Kerr effect
(Figure 8(c)) could be attributed to a quick change of the
axial magnetization.

The transformation of transverse loops in presence of dc
circular field could clarify the details of the magnetization
process (Figure 8(d)). The absence of signal when the axial
field is zero can be explained taking into account the absence
of a circular projection during magnetization reversal. That
is, the magnetization reversal occurs only by domain walls
motion between the axial domains. Under the application
of the dc circular field, the magnetization inside the domain
deviates from the axial direction, the transverse projection

Physics Research International

appears, and the transverse Kerr loops are observed. In this
way, the magnetization reversal process can occur by the
domain wall motion owing to the rotation of the magne-
tization.

The magnetization reversal for the microwire with x =
0.09 is close to that of the microwire x = 0.11, but
some peculiarities are observed (Figures 8(e) and 8(f)).
The longitudinal loop obtained in ac axial field presents a
rectangular shape related to the change of the axial magne-
tization similarly to the case of x = 0.11. At the same time,
the transverse loop has the shape, which can be attributed to
successive rotation of magnetization and nucleation of new
domains.

The modification of the domain structure of glass-
coated amorphous microwires (Coj_x Mny)75Si19B15 could
be ascribed to the change of the value and the sign of the
magnetostriction constant. As was shown in [16], the Ag is
positive for the wires with x > 0.1 and negative for the wires
with x < 0.1. Taking into account that the circular magneti-
zation process in the outer shell is attributed to the negative
sign of the magnetostriction, and axial magnetization in
outer shell is attributed to positive magnetostriction, our
magneto-optical investigation for the wire with x = 0.07 and
for x = 0.11 is in agreement with independent examination
of the magnetostriction constant value. It is necessary to note
that the quick magnetization reversal discovered in wire with
x = 0.07 can be considered like large Barkhausen jump in
the circular magnetic structure. This effect was observed in
Co-rich amorphous wire when an electric current is flowing
along the wire to produce a circular magnetic field.

In spite of that for the microwire with x = 0.09 As
is negative, the axial domain structure exists in this wire.
Significant contribution of rotation of the magnetization is
found in this wire together with domain nucleation, which
suggests that this wire occupies intermediate place between
wires with x = 0.07 and x = 0.11.

Therefore, Co-rich microwires with different content in
Mn demonstrate the variety of the shape of magnetization
reversal loop, which similarly can be attributed to the change
of sigh and value of the magnetostriction. The rectangular
shape of the hysteresis loop in circular magnetic field of the
microwire with x = 0.07 can be interpreted by considering
that the magnetization process in the outer shell takes place
by large Barkhausen jumps of circular domain structure,
while the rectangular shape of the Kerr hysteresis loop in
axial magnetic field of the microwire with x = 0.11 could
be connected to large Barkhausen jumps in the axial domain
structure in the outer shell.

5. Surface Circular Bistability

Glass-covered microwires of nominal composition
CogyFe; 85Ni1.45B115S1145Mo17  (metallic nucleus radius
R = 11.2 ym, glass coating thickness T' = 0.2 ym) have been
studied using transverse MOKE in axial and circular mag-
netic field [17].

Figure 9 presents the transverse Kerr effect dependence
on the ac electric current I flowing with the frequency of
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50 Hz along the sample with an external tensile stress ¢
as a parameter. The shape of hysteresis loop is perfectly
rectangular with sharp vertical areas associated with quick
enough reversal of circular magnetization in the absence of
external tensile stress (Figure 9(a)). This reversal is a realiza-
tion of circular magnetic bistability in the form of large Bark-
hausen jumps between two states with opposite directions of
circular magnetization. The external tensile stress causes the
change of switching field, Hsw, (associated with the switch-
ing current).

The change of the Iz/Is ratio under the tensile stress is
also observed (Ir is the intensity of the Kerr signal in the
remanent state, and Is is the intensity of the Kerr signal in the
saturation state). The Kerr intensity is proportional to trans-
verse magnetization M in the surface area of the wire. There-

fore, it is possible to consider that Iz/Is = Mg/Ms, where
MR is the transverse saturation magnetization, and Ms is the
transverse remanent magnetization.

The circular magnetic bistability is related to the magne-
toelastic anisotropy in the circular direction, as the classical
longitudinal magnetic bistability [18, 19]. The circular mag-
netoelastic anisotropy results in the appearance of circular
monodomain structure in the outer shell. It is known that
in negative magnetostrictive wires the axial tensile stress pro-
duces circular anisotropy in the outer shell. In the presented
experiments, this effect is reflected in the increase of
circular remanence magnetization and in the increase of the
squarness of the hysteresis loops in presence of tensile stress.

The tensile stress-induced increase of circular switching
field could be explained taking into account the strong
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influence of the magnetostriction on the domain structure in
the amorphous wires. The circular bistability effect is related
to formation of circular domain walls. The circular switching
field should be proportional to the energy y required to
form the circular domain wall. The circular switching field is
related to the magnetoelastic anisotropy as given by [20, 21]:

3 172
ZA)Ls((Ta + O'r) ] ’ (4)

Hyy o0 y o
where A is the exchange energy constant, g, is applied tensile
stress, o, is the internal tensile stress, and As is magneto-
strictive constant. The switching field must be proportional
to 0)/? for the applied stress o, larger than the internal stress
o;, that is, when the remanence has reached the saturation
value. The magnetostriction constant of this microwire is
negative, so it is expected that the volume of outer shell will
increase with the circular anisotropy. Due to the increase of
circular anisotropy region with the stress at the expense of
the reduction of the axial anisotropy volume, the circular
remanence increases as a function of the applied stress. For
high value of ¢,, there will be no contributions from the axial
volume, and the circular remanence reaches its saturation
value.

The experimental Hsw dependence on the tensile stress
has been plotted as a function of the square root applied
stress g, (Figure 10). Good fitting of the experimental points
by the linear dependence take place for the o, > 50 MPa,
when the circular remanence reaches the saturation. Con-
sequently, we can estimate the value of the o, internal stress as
about 50 MPa. Such small value of the internal stress seems to
be acceptable taking into account the extremely small value
of glass coating in the studied wire. The observed decrease
of Hsw for low-applied tensile stress is probably a result of
the tensor character of internal stresses with an important
contribution of radial and circular stresses components.

6. Tensile Stress Influence on
Surface Magnetization Reversal

Figure 11 shows the stress-induced changes of surface
hysteresis loop in the microwire of nominal composition
Cog7Fes.g5Nij 45B11.5Si145Mo01 7 (metallic nucleus radius R =
11.2 ym, glass coating thickness T = 3 ym). The experimen-
tal results have been obtained using MOKE magnetometer.
The monotonic hysteresis loop is observed with ¢ = 0
(Figure 11(a)). The sharp jumps of magneto-optical signal
arising in the presence of the tensile stress (Figure 11(c))
should be attributed to circular bistability. Another signif-
icant feature is the increase of the value of the circular
switching field with increasing tensile stress. This indicates
the change of coercivity of circular domain structure under
the tensile stress.

The transverse Kerr effect experiments in ac axial field
(Figures 11(d)-11(f)) give additional information about the
formation of circular domain structure and open new details
of the magnetization reversal process. It is worth mentioning
that these three graphs were plotted in the same scale of
Kerr intensity. Figures 11(e) and 11(f) represent the typical
behavior of circular domain structure in axial field. The
monotonic increase of the Kerr signal with increase of field
could be related to the rotation of magnetization from axial
to circular direction. Sharp jump of the signal, which is
followed by the change of the sign of the signal, is associated
with nucleation of new circular domain with the opposite
direction of the magnetization. The last part of the loop is the
monotonic decrease of the signal reflected the magnetization
rotation from circular into the axial direction.

The transverse hysteresis loop with perfectly squared
shape appears step by step under the applied tensile stress
(Figure 11). In the intermediate stage (tensile stress of
30 MPa), the Kerr effect curve contains monotonic parts and
jumps (Figure 11(b)), which could be associated with the
rotation of magnetization and the motion of domain walls
between circular domains. Also the minor loop is observed
at this tensile stress.

The existence of such hysteresis loop permits us to
suppose the existence of a multidomain circular bamboo
structure in the studied microwires. The Kerr microscopy
experiments confirm this supposition.

The results obtained have been explained taking into
account the strong correlation between the magnetostriction
and the domain structure in the amorphous microwires. This
correlation is based on the competition between the mag-
netostatic and magnetoelastic energies. The magnetostatic
energy depends on the demagnetizing field. We consider, in
our experimental results, the supposition that one of the
reasons for the observed transformation of the hysteresis
loops is the change of the sign of the magnetostriction con-
stant. The large Barkhausen jump of the axial magnetization
in the outer shell could be attributed to positive value of
magnetostrictive constant, while the large Barkhausen jump
of the circular magnetization in the outer shell for could be
attributed to negative value of magnetostrictive constant.

Considering that As(o) = 0 for tensile stress of about
30 MPa, we could estimate the value of phenomenological
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A constant for glass-covered wires to be about 3 x 10~ MPa.
This value differs from the value of A for conventional wires
and ribbons (107!° MPa). The possible reason for this differ-
ence is additional internal stress introduced by glass coating.

The increase of the tensile stress causes the increase of the
value of the circular projection of the magnetization in the
outer shell of the microwire, which reflects on the coercive
properties of the domain structure. The change of the sign of
the magnetostriction constant and its small value are crucial
for the observation of changes of the type of the domain
structure and for its high sensitivity to external stresses.

For the analysis of our results, we used the core-shell
model developed for Co-rich amorphous wires of a finite
length [22]. The demagnetizing field of surface magnetic
charges can arise near the wire ends for the case of finite
length wires. The magnetostatic energy of the magnetic
charges could be reduced by twisting, of magnetization near
the wire ends. Due to this twisting the intermediate area
with circular and axial projections of magnetization could
exist between the inner core and the outer shell. Taking into
account the strong correlation between the magnetization in
the inner core and the outer shell the appearance of domain
walls between circular domains could be energetically favor-
able in order to diminish the magnetostatic energy in whole
volume of the wire.

The stability of multidomain circular structure in the
nearly zero magnetostrictive composition could be reason-
able when the external stresses are small enough because of

the competition between the magnetostatic and the magne-
toelastic energy at the condition, when the magnetoelastic
energy is low enough. The increase of the external tensile
stress makes the multidomain structure nonstable, due to
the increase of the domain wall energy. Applying additional
external stress, we increase the magnetoelastic energy and,
consequently, the domain wall energy. At such conditions
the bamboo domain structure disappears, and single circular
domain state is observed (see domain images in Figure 11).

7. Influence of High-Frequency Electric
Current on Surface Magnetization Reversal

Figure 12 shows the influence of HF electric current (f =
4kHz) flowing along the microwire on the MOKE depen-
dence on the axial magnetic field in the microwire of nom-
inal composition Cog;Fes g5Nij 45B115S1145Mo017 (metallic
nucleus radius R = 8.6um, glass coating thickness T =
0.6 ym).

The value of the circular magnetic field on the surface
of the wire could be obtained using the formula for circum-
ferential field H,c =Ir/27R? (for r = R). The value of Hej.
is 0.3 Oe for the value of the ac electric current of 1.35 mA.
The experimental setup was tuned in such a way, that the
high-frequency signal has been cut by the special filter and
therefore we observed only the low-frequency changes of
the circular magnetization. Our experiments show that the
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electric current of such amplitude does not produce essential
Joule heating.

The insets show how the magnetization in the surface
area of the microwire changes during the magnetization reve-
rsal. The magnetization reversal in the absence of HF current
is demonstrated in Figure 12(a). As mentioned above, at the
first stage of the surface magnetization reversal, when the
external axial magnetic field Hax increases, a rotation of the
magnetization from axial to circular direction in the outer
shell of the wire is observed (schematic pictures (1)—(3)).
At the second stage, the jump of the circular magnetization
takes place (schematic pictures (4)—(6)). During this jump,
the direction of the circular magnetization reverses (picture
(6)). This jump is related to the circular magnetic bistability
effect. At the third stage, the magnetization rotation from the
circular to the axial direction is observed (pictures (6)—(8)).

The HF current causes the transformation of axial hyster-
esis loop (Figures 12(b)-12(c)). A decrease of the coercive
field, Hc_ax and Iyax (Imax is the maximum value of the
intensity of the Kerr signal during the magnetization reversal
in axial magnetic field) takes place. The coercive field Hc-ax
should be considered as the field, at which the drastic change
of the circular magnetization starts in the presence of the
axial magnetic field.

The Kerr effect loops presented in the Figure 12 demon-
strate the change of the mechanism of the magnetization
reversal that is reflected in the change of the shape of the hys-
teresis curve. The sharp jump (Figure 12(c), pictures (1)-(2))
replaces the monotonic change of the Kerr signal on the first
stage of the magnetization reversal (Figures 12(a), pictures
(1)—(3)). The HF circular magnetic field induces the jump of
magnetization from the axial direction (Figure 12(c), picture
(1)) to the circular direction (Figure 12(c), picture (2))
suppressing the process of the rotation of the magnetization.

The HF current has the opposite effect on the surface
magnetization reversal as-compared with the tensile stress
influence: the tensile stress causes the increase of circular
magnetization, and the HF current causes the decrease of cir-
cular magnetization. It is interesting to compare two inter-
mediate curves presented in the Figures 11(e) and 12(b).
Being quite similar, these hysteresis loops have a difference
in the magnetization reversal process. The question is about
the presence (Figure 11(e) or absence (Figure 12(b)) of the
small peak. This difference confirms that the HF electric
current not only suppresses the circular magnetization but
also changes the mechanism of the surface magnetization
reversal.

8. Surface and Bulk Magnetic
Hysteresis Loops of Co-Rich Microwires with
Helical Anisotropy

Two microwires of nominal composition
Cogo.5Fe3 9Ni; By sSijpsMo, and with different geometric
ratio p of metallic nucleus diameter d to total microwire dia-
meter D, p = 0.785 (metallic nucleus diameter d = 19 um)
and p = 0.885 (metallic nucleus diameter d = 20 ym) have
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been studied by transversal MOKE and fluxmetric methods
[23].

Experimental Kerr effect hysteresis loops obtained in
the axial magnetic field are presented in the Figures 13(a)
and 13(b). The surface magnetization reversal in Co-rich
amorphous microwires in presence of an axial magnetic field
consists of a rotation of the magnetization and a jump of
the circular magnetization. For the wire with p = 0.785, the
magnetization reversal consists mainly of the rotation of the
magnetization, and the jump of the magnetization is quite
small, while for the wire with p = 0.885 the jump is large.

The bulk hysteresis loops obtained for the two studied
wires in axial magnetic field are presented in Figures 14(a)
and 14(b). Just as the experimental curves presented in
Figure 13, these loops also have the parts related to the rota-
tion of the magnetization and jumps of the magnetization.

The transverse Kerr effect curves and the conventional
curves reflect the change of the circular and axial projection
of the magnetization, respectively. Therefore, they could be
considered as complement date. From another side, the Kerr
effect loops contain information about the surface magneti-
zation reversal when the conventional loops present the mag-
netization reversal of the whole volume of the wire. Conseq-
uently, this complement could not be considered as a com-
plete one.

We believe that the observed difference in surface and
bulk hysteresis curves is related to the existence of helical
magnetic structure in the studied wires. Generally, the mag-
netic structure of Co-based amorphous wires was considered
in frame of the core-shell model: a Co-based amorphous wire
has an inner core with the longitudinal easy magnetization
axis and an outer shell with the circular or helical anisotropy
[24]. In the glass-covered microwires, the helical magnetic
anisotropy originates from the magnetoelastic anisotropy as-
sociated with the internal stresses. The internal stresses are
produced due to the contraction of the metal and glass hav-
ing different thermal expansion coefficients [13].

The calculation of the hysteresis loops has been per-
formed taking into account the existence of a helical magne-
tic anisotropy in the wire. The expression of the energy of the
system has the form:

U= —Kycos’(0 —¢) —h-m

(5)
= — KUCOSz(G - (P) - haxial COS(G))

where hgyial s the applied magnetic field, Ky is the uniaxial
anisotropy constant, m is the saturation magnetization, ¢ is
the angle between the anisotropy axis, and the wire axis and 0
is the angle between the magnetic moment and the wire axis.

The result of the numerical analysis of (5) is presented
in Figure 15. There is the calculated dependence of the jump
of the circular magnetization AMcrc (Figure 13(d)) on the
angle of helical anisotropy. This dependence has a maximum
for the angle of 62°. The maximum is not sharp, but for
the angles close to 0° and 90° the change of the AMcirc is
strong enough. For the angles close to 90°, the magnetiza-
tion reversal is determined mainly by a fluent rotation of
the magnetization, and this rotation continues after the
moment when the magnetization reaches the exact circular
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FIGURE 13: (a)-(b) experimental transverse Kerr effect dependencies on axial magnetic field for two wires with different thickness of glass
covering. (c)-(d) calculated dependences of circular magnetization on normalized axial magnetic field for two angles of the anisotropy

direction ¢.

direction. For the angles close to 60° the jump of the
magnetization occurs at the moment when the direction
of the magnetization is close to the circular magnetization.
Because of that the value of the AMcirc is large for these
angles. When the angle of helicality approximates to 0°, the
inclination of the magnetization decreases. The Kerr effect
experimental results and the results of the calculation have
been compared taking into account the value and position of
the jump of the circular magnetization AMcirc. This jump
is related to the overcoming of the helical hard axis. The
shape of the calculated hysteresis curves, and, in particular,
the value of the jump AMcrc is very sensitive to the value of
the angle of the anisotropy. We can conclude that the angle of
the helical anisotropy in the surface of the studied microwires
is 88° = 1° for the wire with p = 0.785 and 53° + 1° for
the wire with p = 0.885. The results of the comparison are
presented in Figures 13(c) and 13(d) (transversal projection).

Based on the same calculation, we have analysed the bulk
hysteresis curves (Figure 14), taking into account that these

curves have the information about the axial magnetization
reversal in the whole volume of the wire. Following the
above-mentioned criteria, we have determined the angles
of the helical anisotropy which could be attributed to the
experimental volume hysteresis: 70° + 1° for the wire with
p = 0.785and 45° + 1° for the wire with p = 0.885.

As it is possible to see, the angles gotten from the analysis
of the experimental results obtained by Kerr effect and the
conventional method for the same microwires are different.
The conventional curves present information about the
magnetization reversal averaged through the wire volume,
and the Kerr effect curves reflect the magnetization reversal
in the thin surface layer of the wire. Based on the comparison
of the obtained results, we can say that there is some
distribution of the anisotropy angle in the wire, and that
this angle increases in the approximation to the surface. The
difference A between the averaged and the surface values of
the angle is different for the two studied wires: 18 for the
wire with p = 0.785 and 8 for the wire with p = 0.885.
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Figure 15: Calculated dependence of the jump of the circular
magnetization AMcirc on the angle of helical anisotropy ¢.

It could mean that the distribution of the anisotropy angle
is more inhomogeneous for the wire with p = 0.785. In turn,
it is related to the different distribution of the internal stress
inside the wire.

Frequency dependence of the coercive field has been
studied for the wire with p = 0.885 using the conventional
and Kerr effect techniques. The results of the conventional
experiments are presented in Figure 16. Frequency depen-
dence of the coercive field Hc has been analyzed using the
calculations presented in [25]. It was shown that the result
of the solution of the equation of domain wall motion in the
following relation has been obtained [26]:

4fHo(L + 2IsA)

Hep = Heo + X

(6)
where Hep is the dynamic switching field, Hco is the static
coercive field, f is the frequency of the magnetic field, Hy
is the amplitude of the magnetic field, L is the damping
coefficient, Is is the saturation magnetization, K is the elastic
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Ficure 16: Dependence of the volume coercive field on the
frequency of magnetic field for the wire with p = 0.885.

coefficient, and A is a proportionality constant. This linear
dependence of the coercive field on frequency could be des-
cribed in terms of domain nucleation mechanism. The nu-
cleation process is associated with the overcoming of the
energy barrier. Thermoactivation mechanism of the over-
coming was satisfactorily employed for the explanation of
the coercive field fluctuations observed in amorphous wires.
Frequency of the applied field in this way affects the value of
the coercive field. The experimental dependence of the coer-
cive field on the frequency fits well the linear function that
gives us possibility to conclude that the above mechanism of
magnetization reversal could be applied to this experiment.

Kerr effect dependencies also changed when the fre-
quency of the axial magnetic field increased. But the transfor-
mation of the surface curves differs from the transformation
of the bulk curves. Figure 17(a) demonstrates the observed
decrease of Hc_mo and the increase of Iyax (Hc-wmo should
be considered as the field at which the drastic change of the
circular magnetization starts, Iyax is the maximal intensity
of the Kerr signal during the magnetization reversal). Taking
into account that the Kerr intensity is proportional to the
transverse magnetization in the surface area of the wire,
Ivax~Myax, where Myax is the maximal value of the
transverse (circular) magnetization.

Analyzing the results obtained in the Kerr effect experi-
ments, we consider that the magnetization reversal process
in the surface area of the wire occurs as the formation
of a circular domain in the outer shell. The coercive field
Hc-mo s, respectively, determined by the circular domain
nucleation. The expression for Hc_pmo can be presented as
(26]

(24

Hc mo = — NMyax, (7)

MAX
where the first term is related to losses of energy at nucleation
process and the second term to the demagnetizing field of
the nucleus (N is the demagnetizing factor). We consider,

within numerical factor, that « = ¢/v"3, where o is energy
of domain wall, v is critical volume of the nucleus.
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FIGURE 17: (a) Hc-mo and Iyax dependencies on frequency of
magnetic field for p = 0.885; (b) Hc-mo/Mmax dependence on
1/ Myax2-

To verify the above-mentioned assumption regarding the
mechanism of the magnetization reversal in the outer shell of
the microwire, the Hc-mo/Imax dependence on 1/, has
been plotted (Figure 17(b)). Taking into account that Iyax~
Max, this dependence could be considered as the analogy
of He-mo/Mmax (1/Myax2) dependence. Good fitting of the
experimental points by the linear function demonstrates the
strong relation between the Hc_Mo and the Mcre.

The strong difference of the frequency dependence of
the Hc and Hc-Mmo means that the magnetization reversal
happens independently enough in the surface and in the
volume of the wire. Hc_mo is smaller than Hc. Therefore,
the nucleation starts in the surface in the moment when
the circular projection of the magnetization reaches the
sufficient value. This value of this circular projection is
the key parameter which changes with the magnetic field
frequency. We suppose that one of the possible reasons
of this change is the following one. The increase of the
frequency means the growth of the velocity of the increase
of the magnetic field dH/dt. Therefore, the magnetic field
increases more quickly for the higher frequency. The quicker
increase of magnetic field causes the quicker increase of the
circular magnetization. Therefore, for the higher frequency
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FIGURE 18: Transverse Kerr effect dependence on the magnetic field applied along the microwire axis in the presence of torsion stress. (a)
T=-2nradm !, (b) 7= -227radm ™}, (¢) 7 = 0, and (d) 7 = 8.9 r rad m ™. Insets: schematically pictures of the inclination of the axis

of helical anisotropy induced by the torsion stress.

the magnetization could reach the larger value in the
moment when the domain nucleus becomes the stable one,
that is, in the moment close to the nucleation. Finally, the
relation of the dH/dt and the probability of the nucleation
are realized in the decrease of the Hc_nvo with frequency.

We consider that the surface magnetization reversal
is determined mainly by the nucleation mechanism. The
sharpness of the AMcrc jump (Figure 13(b)) and our early
Kerr microscopy study of the magnetization reversal in
amorphous wires [27] permit us to make such conclusion.

Equation (7) is used in general for the temperature
dependence of the coercive field. Earlier we have used it for
the frequency dependence of the coercive field [28], and we
believe that this application is reasonable taking into account
the similar character of the influence of the temperature and
frequency on the probability of the domain nucleation.

For the determination of the angle of helical anisotropy,
we applied the calculation which did not include the domain
wall motion, while for the frequency experiments we use
the equation which takes into account the nucleation and
domain wall motion. For the studied case, the shape of the
hysteresis curve and, particularly, the value and the position
of the AMcre jump, which is the value we used in the
analysis, are determined mainly by the direction of the helical
anisotropy and to a lesser degree, by the details of the domain
wall motion. But for the dependencies of the coercive field

on the frequency, the features of the magnetization reversal
become important, Such as known [25], the change of the
frequency of the external magnet field influences strongly on
the mechanism of the magnetic reversal in the wires.

9. Torsion Stress-Induced Transformation of
Surface Magnetic Structure

The process of surface magnetization reversal in the presence
of torsion stress of different amplitudes and directions
has been studied in microwire of nominal composition of
C069,5Fe3.9Ni1B11,gSi10,gM02 (p = 0.79) (Figure 18) [29].

The magnetization reversal in the surface area of the
wires has been studied by transverse magneto-optical Kerr
effect method in the presence of axial magnetic field. The
torsion stress up to 40 7 rad m™! has been applied during the
experiments.

The surface magnetization reversal consists of two steps:
the magnetization rotation from axial to circular direction in
the outer shell following by the magnetization jump between
two states with opposite directions of surface circular mag-
netization. The applied torsion stress induces strong trans-
formation of the surface hysteresis loops. The most essen-
tial feature of this transformation is a stress-induced change
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in the value and direction (sign) of the jump of Kerr intensity
AI (the circular magnetization AMcirc)-

It was experimentally confirmed, as predicted, that the
torsion stress-induced inclination does not exceed the value
of 45°. This inclination along with the growth of the value
of the helical anisotropy is the key phenomenon determining
the main mechanism of the surface magnetization reversal.
As a helical anisotropy increases, this mechanism greatly
changes.

The value of jump of the circular magnetization AMcrc
for different values of torsion stress was obtained experimen-
tally, and also, by calculating the dependence of the circular
magnetization jump AMcrrc on the angle of helical ani-
sotropy. Based on numerical analysis of the obtained exper-
imental results, the dependence of helical anisotropy angle
on the torsion stress has been obtained for the first time in
amorphous wires (Figure 19).

10. Surface Magnetic Domains
Nucleation and Transformation

The evolution of the domain structure during the magnetiza-
tion reversal processes was studied in microwires with nom-
inal composition CogyFe;.85Ni;.45B11.551145Mo071.7 with geo-
metric ratio p = 0.79 in the presence of circular magnetic
field [30].

The circular magnetic domains could be observed
because of the out-of-plane components of the surface mag-
netization that transforms to black-white contrast when the
polarized light reflects from the cylindrical-shape surface of
the microwire. The observations of circular magnetic do-
main images structures were performed by optical polarizing
microscope using polar magneto-optical Kerr effect geome-
try. In this configuration, we can observe the magnetic areas
with out-of-plane component magnetization concerning an
optical axis of objective and identify domains with the mag-
netization of opposite directions. “Leica” microscope was
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FIGURE 20: The images of magnetic domain structure registered
in different values of circular magnetic field: (a) 0, (b) 0.3 Oe, (c)
0.36 Oe, and (d) 0.45 Oe. Image size is 170 X 50 ym?.

equipped with halogen lamp and high-sensitivity “Hama-
matsu” digital charge-coupled device (CCD) camera. The
following procedure was used for the registration of the su-
rface magnetic domain image: the microwire was saturated
in circular magnetic field, then the field was reduced to
zero, and the reference image was recorded. In the next step,
images in real time during the increase of the magnetic field
were registered. After image processing, each image was a
result of difference between two images: domain structure at
various times and the reference image.

The results of the polar MOKE microscopy experiments
are presented in Figure 20. The magnetization reversal starts
from a single-domain state (Figure 20(a)). We noticed that
the magnetization reversal could be originated at any part of
the microwire. At the first stage of the magnetization reversal,
the nucleation and fast domain wall motion cause the
formation of relatively small circular domains Figure 20(b).
Increasing the circular magnetic field leads to the increase
in the number of domains with practically equal width
Figure 20(c). At the next stage, a strong rearrangement of
the domain structure takes place: the number of domains
increases sharply Figure 7(d). The magnetization reversal
finishes with the formation of a reversed single-domain state.

The magnetization reversal occurs mainly by domain
nucleation that is determined basically by the local nucle-
ation sites distribution. The irregular rearrangement of
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and increasing time duration, I = 0.38 mA, Hax = 0.27Qe. (a) t = 0, (b) t = 310msec, (c) t = 372msec, (d) t = 434 msec, and (e)

t = 496 msec.

the circular domain structure takes place during the mag-
netization reversal that was not observed earlier in amor-
phous magnetic microwires. The circular magnetic domain
nucleation in amorphous microwires could be described
successfully by the thermoactivated mechanism.

11. Observation of Circular Giant
Barkhausen Jumps

First, surface magnetization reversal has been studied using
MOKE magnetometer as a function of circular magnetic
field in the presence of axial DC bias field in microwire
with nominal composition Cog7Fe;.85Ni1 45B11.5S1145Mo01. 7
(p = 0.79) [31]. The jumps of the circular magnetization,
associated with Barkhausen jumps, have been observed.
These jumps are related to the mentioned effect of circular
magnetic bistability. It was found that the application of the
axial magnetic field transforms the hysteresis curve in such
a way, that the jump of the circular magnetization becomes
sharper. Observed change of the hysteresis loop is related to
the transformation of the helical magnetic structure induced
by the axial magnetic field. In the presence of the axial field
of some special value, the jump occurs between two circularly
magnetized states.

We have two processes with different velocities of the
magnetization reversal. We assume that this difference in
velocity reflects the difference in the process of domain nucl-
eation and domain walls propagation. To verify this supposi-
tion and to elucidate the details of the Barkhausen jumps,
we have performed the MOKE microscope experiments
(Figure 21).

Observation of the circular magnetic domain structures
in microwires was performed by an optical polarizing micro-
scope to detect the longitudinal MOKE. A Carl Zeiss Jenapol

microscope was equipped with Xe-lamp and a Cool SNAP
(Princeton Instruments) high-sensitivity camera having a
1300 x 1030 pixels, cooled CCD element. The magnetic
contrast of the domain structure was improved by image
processing software based on LABVIEW.

Figure 21 shows the surface magnetization reversal for
the case of Hax # 0. The successive increase of the time
duration of the constant circular magnetic field induces
the nucleation of solitary circular domain following by the
propagation of the domain wall moving for a long distance
along the microwire. This scenario could be considered as
classical realization of the giant Barkhausen jump.

Using the axial magnetic field as a unique external
parameter, we have achieved that the surface magnetization
reversal realizes in the form of sharp giant Barkhausen jump
magnetic microwires. We have demonstrated for the first
time that this jump is characterized by the quick motion
of the solitary domain wall which overpasses long distances
of about hundreds of micrometers. We have shown that the
extensive motion of the solitary domain wall really exists in
magnetic wires, and that it is the determinative constituent
of the surface giant Barkhausen jump.

12. Conclusions

The high GMI ratio can be observed in thin glass-coated
ferromagnetic microwires with adequate chemical compo-
sition and geometry. Changing both parameters, we are
able to tailor the GMI ration in Co-rich microwires. It
was found that the induced transverse magnetic anisotropy
allows us to predict the existence of the magneto-impedance
effect. Application of the MOKE method allowed to correlate
the axial magnetic field dependences of GMI ratio and
MOKE hysteresis loops: a maximum of GMI ratio occurs
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approximately at the same field as the sharp change of the
circular magnetization on the surface loop.

Taking into account the essential role of the helical mag-
netic anisotropy in the GMI effect, the magnetization reversal
has been studied in the Co-rich microwires with helical mag-
netic structure. The value of the angle of the helical anisotro-
py in the surface and in the volume of the wires was deter-
mined. Also, it was found that the increase of the frequen-
cy of the external axial magnetic field induces the change of
the coercive properties in the volume and in the surface of
the microwire: the coercive field of the surface magnetic stru-
cture decreases with the frequency of the magnetic field when
the volume coercive field increases. The surface coercive field
is mainly determined by the value of the magnetization in the
outer shell of the wire.

The surface and bulk measurements of Co-rich
microwires with different chemical composition (especially,
the different Mn content) demonstrate the variety of
the shapes of magnetization reversal loops, that can be
attributed to the change of sign of the magnetostriction.
The rectangular shape of the surface hysteresis loop in
circular magnetic field of the microwire with x = 0.07 can
be interpreted by considering that the magnetization process
takes place by large Barkhausen jump of circular domain
structure, while the rectangular shape of the hysteresis loop
in axial magnetic field of the microwire with x = 0.11 could
be attributed to the large Barkhausen jump within the axial
domain structure.

The circular bistability and related circular giant Bark-
hausen jump are the basic effects which determine the char-
acter of the surface magnetization reversal. The giant Bark-
hausen jump is followed by the formation of the circular
domain structure at the surface of the microwire. At the
special conditions the long-distance motion of the solitary
circular domain wall is observed as a classical realization of
the giant Barkhausen jump.

The strong transformation of the surface domain struc-
ture takes place in the presence of tensile and torsion external
stresses. The direct relation between the angle of helical anis-
otropy and the value of the torsion stress has been estab-
lished. The limit values of the angle of the helical anisotropy
have been experimentally determined.
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We have developed a simple process for sintering of soft magnetization materials using microwave sintering. The saturated
magnetization (Ms) of sintered magnetite was 85.6 emu/g, which was as high as 95% of magnetite before heating (90.4 emu/g).
On the other hand, the averaged remanence (Mr) and coercivity (Hc) of the magnetite after heating were 0.17 emu/g and 1.12 Oe
under measuring limit of SQUID, respectively. For the sintering process of soft magnetic materials, magnetic fields of microwave
have been performed in nitrogen atmosphere. Therefore, a microwave single-mode system operating at a frequency of 2.45 GHz
and with a maximum power level of 1.5kW was used. We can sinter the good soft magnetic material in microwave magnetic
field. The sample shrank to 82% theoretical density (TD) from 45%TD of green body. The sintered sample was observed the

microstructure by TEM and the crystal size was estimated the approximate average size is 10 nm.

1. Introduction

Sintering of magnetite (FesO4) with nanocrystals has long
been of great interest because of their immense technological
applications especially in the magnet, motor, and electric
parts. Nanoparticles with superparamagnetic properties have
great potential to achieve such desirable properties.

Recently, various methods have been developed to syn-
thesize Fe;O, particles in nanometer size range. These
methods were the electrochemical synthesis [1], the reactive
magnetron sputtering [2], chemical reaction [3], and so
on. However, the magnetic properties of magnetite-based
nanoparticles or films highly depend upon the synthesis
procedure.

Microwave irradiation to materials is a new comer for
our civilization with a history of only half century. The
temperatures of the surroundings are colder than that of
targets, that can easily be imagined by a home microwave
oven. It clearly suggests that the energy transfer mechanism

in microwave heating is quite different from the traditional
heating process. Roy et al. reported sintering of metal
powders by microwave in 1999 [4] and decrystallization
of ferrite magnetic materials by microwave magnetic field
heating in 2002 [5]. Therefore, we have studied the sintering
of soft magnetization under microwave heating.

2. Experimental Setup

The samples had been heated by magnetic field of microwave.
Figure 1 shows a schematic drawing of experimental setup
of magnetic field heating of 2.45GHz microwave. The
magnetic or electric fields of microwave can be separated
on positions in the single-mode cavity. High-frequency
alternated magnetic field was applied to a sample placed
on the magnetic field node in the TE103 single-mode
cavity with the cross-section of 27.2mm x 85mm. The
generator, PRJ-1000L, Ewig Co., Ltd., supplied microwave to
the cavity at the frequency 2.45 GHz. The microwave power
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varied from 50 to 1500 watts controlling by the DC power
supply which consisted of AC-DC inverter. The infrared
pyrometer, IGAR12-LO, IMPAC Infrared Co., Ltd., measured
the temperature of the sample through the 6 mm hole drilled
through the end plunger of cavity. The waveguide was
evacuated to 1074 Pa by turbo molecular pump with 100 L/s
pumping speed and changed to nitrogen gas in the cavity.
During the heating, nitrogen gas was flowing in cavity.

The samples were prepared by uniaxial pressing of
magnetite powder (FEO07PB) with the purity of 99 weight%
from Kojundo Chemical Laboratory Co., Ltd., Japan. The
sample density was up to 45% of the theoretical density
(TD) by geometrical method. The grain size of the magnetite
was less than 1 micrometer. The size of the sample was
8 mm diameter and 4 mm thick pellet of 0.5 (g) that was
small enough not to disturb the criterion for fundamental
resonance in the cavity. The four samples were put in the
magnetic field maxima in the cavity supported by thermal
insulator made of a lightweight alumina silica fiber board.

3. Experimental

The graphs in Figure2 show a typical progress of pro-
cess temperatures measured during microwave heating of
magnetite samples. The microwave power was controlled
manually. The microwave power shows remainder of input
power and reflex power. For sintering experiments, the
magnetite powder compacts were heated to the sintering
temperature of 1000°C for 10 min followed by 70 min soak
time. In initial step heating during the first 30 min, the
sample temperature was dramatically changing. Thereafter,
the sample temperature was settling and microwave power
was lower as 270 watt.

Figure 3 shows a magnetite sample sintered by using H-
filed of microwaves at 1000°C. The sample shrank to 6.2 mm
diameter from 8 mm diameter for sintering. The sintered
sample was found to be oxidized on the only surface. The
linear shrinkage of the sample was 17% and no remarkable
change in the shape was observed. The sample shrank to 82%
theoretical density (TD) from 45%TD of green body.

Figure 4 shows the X-ray diffraction profile of the mag-
netite after heating at 1000°C. It shows Bragg reflections of
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FiGure 2: The typical progress of process temperature measured
during microwave heating.

both magnetite and hematite. The surface of sample was
oxidized because the nitrogen gas was flowing in cavity
during heating.

The high-resolution transmission electron microscope
(TEM; aJEOL JEM-3200) observed the images of the original
magnetite powder before heating and those excited in the
selected magnetic field. The original crystal can see the well-
ordered lattice patterns over the whole crystal; therefore the
original crystal has flat and homogeneous surfaces. Figure 5
shows TEM image and selected area electron diffraction
pattern. The sample heated in the magnetic field exhibits
the presence of randomly oriented nano-crystal. The crystal
sizes of this sample are of approximate average size 10 nm.
The randomness of the lattice orientation indicates that
the particle-particle magnetic interaction is negligible in
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FIGURE 3: The picture of magnetite sintered by using magnetic field
of microwave at 1000°C.
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FIGURE 4: X-ray diffraction of samples heated by magnetic field at
1000°C.

the heating cooling process. If each magnetic domain should
be highly excited by application of the oscillating magnetic
field, cohesive rotation of the domains can be induced
synchronously with the oscillating field. It is very interesting
that the temperature increase in the sample is accelerated at
a temperature close to the Curie point and never rises above
1000°C but it is well below the melting point of 1535°C.

The macroscopic magnetizations of samples were mea-
sured by SQUID without zero correction (Quantum Design
MPMS-XL7). Figure 6 shows the hysteresis loop of magnetite
at 300 K. As can be seen in Figure 6, the saturated magne-
tization (Ms) of sintered magnetite was 85.6 emu/g, which
was as high as 95% of magnetite before heating (90.4 emu/g).

(b)

FiGure 5: TEM image of magnetite sintered by using magnetic field
of microwave at 1000°C.

The averaged remanence (Mr) and coercivity (Hc) of the
magnetite before heating were 11.74 emu/g and 108.9 Oe,
respectively. On the other hand, the averaged remanence
(Mr) and coercivity (Hc) of the magnetite after heating were
0.17 emu/g and 1.12 Oe under measuring limit of SQUID,
respectively. Their Mr value and Hc value of sintered sample
became two digits smaller than raw sample for heating by
magnetic field of microwave.

4. Conclusion

We have developed a simple process for sintering of soft
magnetization materials. For the sintering process of soft
magnetic materials, magnetic fields of microwave have been
performed in nitrogen atmosphere. Therefore, a microwave
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FIGURE 6: (a) The hysteresis loop of the magnetite sintered by using
magnetic field of microwave at 1000°C. (b) The Mr and Hc of the
magnetite sintered by using magnetic field of microwave at 1000°C.

single-mode system operating at a frequency of 2.45 GHz
and with a maximum power level of 1.5 kW was used. We
can sinter the good soft magnetic material in microwave
magnetic field. The sample shrank to 82% theoretical density
(TD) from 45%TD of green body. The sintered sample was
observed the microstructure by TEM and the crystal size was
estimated the approximate average size is 10 nm.

Physics Research International

Using microwave sintering, the Ms of sintered magnetite
was 85.6 emu/g, which was as high as 95% of raw magnetite
with 90.4 emu/g. On the other hand, the Mr and Hc of the
magnetite after heating were 0.17 emu/g and 1.12 Oe under
measuring limit of SQUID, respectively.

From TEM and SQUID data, it is suggested that the
sintered magnetite under magnetic field of microwave has
super-ferrimagnetism.

We expect that it is used in transformer or electro-
magnetic cores. The macroscopic magnetization of sintered
body using microwave can easily reverse direction without
dissipating much energy, that is, hysteresis losses. Because
of their comparatively low losses, they are extensively used
in the cores of transformers and electromagnetic cores in
applications such as car industrials.
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The temperature dependences of ac magnetic susceptibility of the (Smgs5Gdos)0.555r0.4sMnO3 ceramics provide evidence of the
formation of a mixed insulating state with a specific quantum-disordered phase, in which the domains with a long-range
antiferromagnetic order dominate at temperatures below Ty = 48,5K. Irreversible metamagnetic phase transition in the
ferromagnetically ordered state is carried out at the critical field H,; ~ 25kOe which remains constant in the temperature range
from 4.2K to 60 K. From the analysis of the magnetization isotherms, the conclusion can be made about a spontaneous phase
transition into the state with charge and orbital ordering at temperatures below the critical value Tco ~ 60 K. It is supposed that
short-range charge correlations exist in unusually large interval of temperatures ~90 K at temperatures above Tco that considerably

exceeds the area of existence of local orbital correlations ~50 K.

1. Introduction

Change of the average radius (r5) of a rare-earth ion replac-
ing lanthanum in A-positions of perofskite-like matrixes in
R0 55510.4sMnO3 (R = Sm, Eu, Gd) manganites leads to the
bicritical phase diagram where the metallic ferromagnetic
phase is separated from the dielectric antiferromagnetic
phase with charge/orbital (CO/OO) ordering by the first
order phase transition [1, 2]. Prominent features which
should be observed in experiment close to bicritical point
have been predicted: (1) phase transition from a paramag-
netic state in the ferromagnetic should be the of first order;
(2) the critical temperatures of phase transitions Tco and T
close to bicrytical point should decrease sharply; (3) high
sensibility of the sample to external magnetic field near to
interphase boundary. These effects arise because of huge
fluctuation of several order parameters related to bicritical
behavior, which sharply amplifies near to boundary of two
phases, where more than two order parameters meet. As a
result of the local lattice distortion in Ry 55Srp45MnOs3, large
structural disorder enhances the phase fluctuation between
ferromagnetic metal and charge/orbital-ordered insulator
and suppresses their long-range orders [3-5].

The transition between a ferromagnetic (FM) metal and
an insulator with short-range charge/orbital correlation in-
duced by the change of average radius (ra) has been investi-
gated for the single crystals (Smi_, Gd,)o.555r0.4sMnO3 (0 <
y < 1) [6]. A systematic study indicates that the long-range
ferromagnetic order is kept up to y ~0.5 (corresponding to
R = Eu) with T reduced from ~130K to ~50K, while it
changes to a spin-glass-like insulator for y > 0.6. Strong com-
petition was found between long-range ferromagnetic order
and paramagnetic disorder or a spin-glass-like insulator with
short-range charge/orbital correlation, being controlled by
changes of the average radius (rs) or the external magnetic
field. No macroscopic phase separation is discerned when
high-quality single-crystal specimens are used.

The results of measurements of magnetic susceptibility
x(T) and magnetization isotherms M(H) in the samples
of ceramics of (SmgsGdos)o.555r04sMnO;3 in strong static
and pulse magnetic fields essentially differ from the same
measurements made earlier on the single crystals. It is sup-
posed that the reason of a significant disparity of magnetic
properties of these systems is the various nature of the
ground state in single crystals and the ceramics, related to
different values of the structural disorder.



2. Experimental Procedures

In  this  work, the ceramic samples of
(Sm., Gd,)o.55510.4sMnO3 (0 < y < 1) were prepared
using the standard solid-state reaction technique. In brief
description, homogeneous powders were heat treated
during three stages at temperatures of 1000, 1100°C for
10h, and 1150°C for 24h with intermediate grinding of
as-obtained products. Compacted under pressure of 10
kbar, pellets were sintered in air at 1150°C for 10h with
succeeding temperature drop to the room temperature at the
rate of 70°C/hour. Temperature dependences of magnetic
susceptibility y(T') were measured by induction method at
frequencies of 1, 5, 7, and 10 kHz in the temperature range
of 4,2-100 K with the help of PPMS-10. Field dependences
of magnetization M(H) have been measured in an interval
of temperatures of 4,2-200K in the strong pulse and static
magnetic fields. Measurements in pulse fields to 300 kOe
at temperatures varied from 20 to 200K were made by
nonindustrial pulse magnetometer, and measurements in
static fields to 80kOe at 4,2K have been carried out by
application of vibrating magnetometer VSM EGG, Princeton
Appplied Reserch.

3. Experimental Results and Discussion

According to [6], in the (Smi., Gd,)o55510.4sMnO; single
crystals, the metal ferromagnetic ground state is saved with
growth of Gd content only in the range of concentration
of 0 < y =< 0.5. The further increase of y results in the
first-order phase transition in dielectric low-temperature
state with characteristic signs of spin-glass phase. Unlike
the results of article [2], in the given work, the metal
ferromagnetic phase was destroyed completely already for
y = 0.5, that is, associated apparently with larger structural
disorder of ceramic samples. Results of measurement of
the temperature dependence of ac magnetic susceptibility
of (Smg5Gdy5)0.555r0.45sMnO3 gave evidences of formation
of long-range antiferromagnetic structure in the samples
with the critical temperature Ty = 48,5 K. The sharp peak
of ac magnetic susceptibility close to 48,5K is observed
independently of the frequency of measurement (Figure 1)
and with a small temperature hysteresis ~2 K, which strongly
differs from a wide peak x(T') in the vicinity of Tg = 45K
for single crystals [6]. The same sharp peak of magnetic
susceptibility had been observed earlier in various antiferro-
magnets with Heisenberg, XY and Ising type of interaction,
on magnetic lattices of dimensionality 1, 2, and 3 [7]. At
decrease of the temperature, there is fast growth of y(T') for
T = Ty and then a sharp drop of the susceptibility was
found for T < Tn. As shown in Figure 1, sharp peak of
magnetic susceptibility is imposed on continuous paramag-
netic increase of a susceptibility with the temperature drop
in the wide temperature interval. The magnetic susceptibility
intensively rises with fall of temperature of the sample
and diverges near to absolute zero of temperatures, that
is, characteristic for quantum phase transitions in low-
dimensional quantum Heisenberg antiferromagnets with the
structural disorder [8-10]. In this phase, low-temperature
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FiGure 1: Initial ac magnetic susceptibility curves y(T) in the
(Smg5Gdys)0.55510.4sMnO5 ceramics in zero external magnetic field.

uniform susceptibility diverges algebraically with nonuni-
versal exponents. This is a signature that the quantum-
disordered phase is a quantum Griffiths phase. Superposition
of two various contributions to a low-temperature magnetic
susceptibility testifies to the inhomogeneity nature of the
ground state of the (SmgsGdo5)0.55510.4sMnO3 ceramics in
a zero external magnetic field. Apparently, in these ceramic
samples, long-range antiferromagnetism coexists with short-
range magnetic correlations in the large temperature interval
near absolute zero. It is supposed that the mixed insulating
state with a special feature of a quantum-disordered phase
with dominating domains of long-range antiferromagnetism
is found in the (SmgsGdgs)0.555r0.4sMnQO3 ceramics at the
temperatures below Ty = 48,5K. Similar mixed state close
to quantum critical point had been discovered recently in the
La,/3Ca;3Mn;.x Ga,Os manganites in the vicinity of a metal-
insulator transition [11, 12].

The variation of an external static magnetic field in an
interval +6 T at 4,2K had led to irreversible destruction
of mixed phase accompanied by formation of the steady
ferromagnetic phase (Figure2). Field-induced stable FM
phase was formed as a result of continuous metamagnetic
phase transition induced by growth of an external magnetic
field to extremely small critical value H,; = 25kOe with a
sharp increase in magnetization M(H) in the form of a step
in height AM. The further increase of the field to 60kOe
resulted only in insignificant growth of magnetization. At the
magnetic field reduction, the induced ferromagnetic phase is
saved up to zero field. The subsequent variation field in an
interval +15kOe has allowed receiving of a wide hysteresis
loop corresponding apparently to an anisotropic ferromag-
netic state of the sample at 4,2 K. A distinction of the received
magnetization curve M(H) at 4.2K is large width of the
hysteresis loop (~4,4kOe), which corresponds to coercive
field H. = 2,2 kOe, and rather small size of magnetization of
saturation in the field of 60 kOe ~60 emu/g, related evidently
with the canted state of the manganese spins.
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FiGUure 2: Evolution of a magnetization isotherm M(H) of the
(Smg5Gdy.5)0.555T0.4sMnO3 sample at 4.2K induced by metamag-
netic phase transition.

Similar behavior of the field dependence of the mag-
netization was observed in Pry;CagsMnO; at 5.0K [13].
According to neutron-diffraction experiments, without a
magnetic field, Pro;CaosMnOs; demonstrates three phase
transitions: change of the lattice symmetry at T = 200K,
antiferromagnetic ordering at Ty = 140K, and canted anti-
ferromagnetism at Tca = 110 K. It shows a canted ferromag-
netic structure accompanied with antiferromagnetic (AF)
components of so-called pseudo-CE-type antiferromagnetic
structure at the temperatures below Tca. Furthermore, the
charge ordering of Mn*" and Mn*" ions takes place simul-
taneously with a lattice distortion described as buckling,
where MnOg octahedra show alternating tilting and cause a
doubling of the periodicity of the the lattice along the [010]
direction. Although the resistivity of Pry;Cag3MnOs shows
insulating behavior at zero field, it exhibits an insulator-
metal transition at around 4.0 T. An applied field enforces a
alignment of the AF components towards the field direction
and drives Pry;Cag3MnOs into the metallic state by actu-
ating the double-exchange mechanism and destroying the
charge ordering. This an insulator-metal transition induced
by external magnetic field is accompanied also by a large
magnetic hysteresis, that indicates a strong coupling between
spins and charges. It has been suggested that irreversible
metamagnetic phase transition in Pro;Cag3MnOs can be
viewed as a melting of the charge ordering.

It is well known that the field-induced insulator-metal
phase transition in half-doped manganites occurs at rel-
atively small magnetic fields ~10-40 T. Rather little value
of the critical magnetic field necessary for generation of a
ferromagnetic metal state is explained within the framework
of double-fluid model [14, 15] by the competition between
canting induced metallicity and inhomogeneity arising from
the trapping of carriers by the Jahn-Teller defects. It has been

found that with growth of intensity of an external magnetic
field basic state sharply leaves from the JT-distorted canted
insulator state and is seized in a metal phase with the optimal
(high) canting angle. In the given work, metamagnetic
phase transitions in the (Smg 5Gdo 5)0.55510.4sMnO3 ceramics
located in immediate vicinity of the insulator-metal transi-
tion take place at extremely small value of the critical external
magnetic field. This suggests that the phase transitions
in a ferromagnetic state in (Smg5Gdos)0.555r0.4sMnQO3 are
induced by a delocalization of self-trapped e,-electrons of
Mn accompanied by disappearance of the local JT distortions
and the locking in a metal ferromagnetic phase.

As shown in Figure 3, at temperatures smaller 60 K, iso-
therms of M(H) in pulse fields practically coincide in form
with the curves of the magnetization obtained in static
fields at 4,2 K. Size of magnetization step AM produced by
transition in the metal ferromagnetic state practically did
not change with temperature growth. Metamagnetic phase
transitions occur at the critical field H,;, = 25kOe which
remains constant up to the temperature of 60 K. Stability
of the induced ferromagnetic phase in the range of tem-
peratures of 4,2-60K is confirmed also by the temperature
dependence of ac magnetic susceptibility y(T) (Figure 4)
received at heating of the sample in zero dc field where the
ferromagnetic phase has been induced by strong magnetic
field at 18 K. The temperature dependence of susceptibility
corresponds to phase transition from the induced ordered
ferromagnetic state to the disordered paramagnetic state
with critical temperature of T, =~ 48 K. The temperature
of 60K in this figure corresponds to full destruction of
long-range ferromagnetic ordering of Mn spins and can
be considered as a boundary of stability of the induced
ferromagnetic phase, which considerably exceeds the area
of existence of the mixed state in zero magnetic field.
Unusual feature of metamagnetic phase transitions in the
range of temperatures of 4.2-60K is the constancy of
critical field H., that is, an evidence of absence of effect of
temperature changes on generation of ferromagnetic phase
in the (Smgs5Gdos)0555r0.4sMnO3 ceramics. It is necessary
also to notice that irreversible metamagnetic phase transi-
tions investigated in the given paper do not contain strong
discontinuities of isotherms of M(H) that are characteris-
tic of earlier investigated irreversible metamagnetic phase
transitions in the manganites [16, 17] both in static, and
in pulse magnetic fields, and exist at sufficiently elevated
temperatures. Therefore, the mechanisms of the irreversible
transitions offered in these papers cannot fully explain the
given experimental results.

At temperatures above 60 K, behaviour of magnetization
in a strong pulse magnetic field essentially varies. As shown
in Figure 3, the isotherms of magnetization in high-temper-
ature paramagnetic phase agrees with well-known behaviour
of M(T) curves in a Griffiths-like phase and strongly differs
from the isotherms received in low-temperature phase with
the mixed insulating ground state with dominating domains
of long-range antiferromagnetism. At growth of intensity of
external magnetic field to the critical value H, there is a
reversible metamagnetic-like transition from paramagnetic
to a ferromagnetic state in the form of a narrow step on
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M(H) curve accompanied by field hysteresis at reduction
of magnetic field intensity with critical field H., # 0 below
which the sample comes back to the initial paramagnetic
state. The values of critical fields H¢; and Hc, practically
linearly increase at temperatures above 80K, whereas a
difference of critical fields AH. = H. — H. decreases
with the temperature rising and reaches zero near 110K.
At the further rise in temperature, the field-induced phase
transition looked like a narrow step of magnetization AM(T)
without field hysteresis, which was displaced linearly on
temperature towards stronger fields and disappeared at
temperatures above 150 K (Figure 5). At temperatures above
150K corresponding to top boundary T* of Griffiths-like
phase, we observed only linear increase in magnetization
with field growth, characteristic for a usual paramagnetic
phase. Unusual behaviour of magnetization isotherms at
temperatures above 60 K apparently is caused by growth of
local charge/orbital correlations with the temperature drop

(Smo5Gdos)0555r0.45sMn0O3  ceramics, received in strong pulse
magnetic fields.

to the critical value Tco = 60K associated with transition
of the sample to a state with long-range charge-ordering.
The strong magnetic field destroys both long-range charge-
ordering state (T < Tco) and the state with short-range
charge/orbital correlation (T > T¢o) that results in field-
induced phase transitions found in this work. It is possible to
assume that sharp falling to zero of width of a hysteresis AH,
of the critical fields of metamagnetic phase transition with
growth of temperature (Figure 6) is related to destruction
of local correlations of orbital order {po(T) at temperatures
above 110 K, whereas field-induced magnetization step AM,
falling to zero in the range of temperatures of 60-150K,
implies destruction of local charge-order and reduction to
zero of the correlation length §co(T) at the temperature
T* = 150K. Magnetic H-T phase diagramme of the
(SmysGdy5)0.55Sr0.4sMnQO3 ceramics had been received in
strong pulse magnetic fields (Figure 7).
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at temperatures above Tco = 60 K.

Special interest is represented by additional step structure
of magnetization isotherms M(H) close to critical field Hg
where charge/orbital correlations are broken, received only
in the rapid pulse fields with sweep rate of magnetic field
>2T/ps. In experiment, an existence of one or two small
narrow steps of the magnetization was shown, which arise
with growth of magnetic field near to critical value H; and
are absent in hysteresis curves at field reduction close to H,.
More clearly, this feature is shown in field dependences of
magnetization derivative dM/dH close to H.; in the form of
additional narrow peaks of the derivative, having by the basis
peak in width ~20kOe (Figure 8). These steps of isotherms
of magnetization exist only at temperatures lower 110 K that
allows us to assume that the reason of their occurrence is
destruction of short-range orbital correlations forming the
domain structure of JT distortions of a crystal lattice for
T < 110K. In vicinity of Tco = 60K, there is a splitting
of dM/dH single peak evidently connected with existence of
close Tco incommensurate lattice modulation of an elastic
field JT distortions with wave number incommensurate with
the lattice constant.

4, Conclusion

The results of measurement of the temperature dependences
of ac  magnetic susceptibility y(T) of the
(Smg 5Gdg5)0.555r0.4sMnO;3 ceramics illustrate formation
of the mixed insulating state with a special feature of a
quantum-disordered phase with dominating domains with
a long-range antiferromagnetism at the temperatures below
Tn = 48,5K. In extremely weak magnetic field Hy =
25kOe, field-induced irreversible metamagnetic phase
transition from a mixed insulating state to metallic ferromag-
netic one was found out, being related to destroy of long-
range charge/orbital correlation which amplifies the local
antiferromagnetic correlations of Mn spins. From the
analysis of isotherms of magnetization, the conclusion was
made about spontaneous phase transition with charge/
orbital ordering at temperatures below the critical value
Tco = 60K. At temperatures above 60K, there are
reversible field-induced metamagnetic-like transitions in
the ferromagnetic state, related to destroy of short-range
charge/orbital correlations. It is supposed that nanoscale
correlations of a charge exist in unusually large interval of
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temperatures ~90K at temperatures above Tco that con-
siderably surpasses area of existence of short-range orbital
correlations ~50 K, creating an elastic field Jahn-Teller de-
formations of the crystal lattice. An additional steps structure
of magnetization isotherms close to H.; was found, which
exist only at magnetization in very fast pulse fields with
sweep rate of magnetic field =2 T/us. It is supposed the
existence of close to Tco incommensurate lattice modulation
of elastic field JT distortions with wave number incommen-
surate with the lattice constant.
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The applications of ferrimagnetic oxides, or ferrites, in the last 10 years are reviewed, including thin films and nanoparticles.
The general features of the three basic crystal systems and their magnetic structures are briefly discussed, followed by the
most interesting applications in electronic circuits as inductors, in high-frequency systems, in power delivering devices, in
electromagnetic interference suppression, and in biotechnology. As the field is considerably large, an effort has been made to
include the original references discussing each particular application on a more detailed manner.

1. Introduction

Ferrites are a large class of oxides with remarkable magnetic
properties, which have been investigated and applied during
the last ~50 years [1]. Their applications encompass an im-
pressive range extending from millimeter wave integrated
circuitry to power handling, simple permanent magnets, and
magnetic recording. These applications are based upon the
very basic properties of ferrites: a significant saturation ma-
gnetization, a high electrical resistivity, low electrical losses,
and a very good chemical stability. Ferrites can be obtained in
three different crystal systems by many methods, and the
feasibility to prepare a virtually unlimited number of solid
solutions opens the means to tailor their properties for many
applications. For many applications, ferrites cannot be sub-
stituted by ferromagnetic metals; for other, ferrites often
compete with metals on economic reasons.

The possibility of preparing ferrites in the form of nano-
particles has open a new and exciting research field, with rev-
olutionary applications not only in the electronic technology
but also in the field of biotechnology.

In this paper, the applications of ferrites developed in the
last 10 years are briefly described.

2. Ferrites

2.1. Spinels. Spinel ferrites possess the crystal structure of the
natural spinel MgAl, Oy, first determined by Bragg [2]. This

structure is particularly stable, since there is an extremely
large variety of oxides which adopt it, fulfilling the conditions
of overall cation-to-anion ratio of 3/4, a total cation valency
of 8, and relatively small cation radii. Spinel structure is
shown in Figure 1. Cation valency combinations known are
2, 3 (as in Ni**Fe3*0y); 2, 4 (as in Co,GeOy); 1, 3, 4 (as in
LiFeTiO4); 1, 3 (asin LigsFey504); 1, 2, 5 (as in LiNiVOy); 1,
6 (as in Na;WOy,). In ferrites with applications as magnetic
materials, AI>* has usually been substituted by Fe**. An im-
portant ferrite is magnetite, Fe?*Fe3* O, (typically referred
as Fe3Oy4), probably the oldest magnetic solid with practical
applications and currently a very active research field, due
to the fascinating properties associated with the coexistence
of ferrous and ferric cations. Another important material by
its structure, as well as by its applications in audio recording
media, is maghemite or y-Fe;Os, which can be considered
as a defective spinel [1; ;sFe*t 87304, where [J represents vaca-
ncies on cation sites.

The overall symmetry of oxygens is fcc (face centered
cubic), which defines two types of interstitial sites: 64
tetrahedral sites and 32 octahedral sites, for a unit cell con-
taining 8 times the basic formula AB,O,. Only one-eighth of
tetrahedral sites and half of octahedral sites are occupied by
cations. The space group is Fd3m.

In MgAL, Oy, Al and Mg cations occupy the octahedral
and tetrahedral sites, respectively. This cation distribu-
tion, known as a normal spinel, is usually indicated as



S O

I |
a |

FIGURE 1: The unit cell of the spinel structure, divided into octants
to show the tetrahedral (small, black spheres A) and octahedral
(small white spheres B) sites. Oxygens are the large white spheres

[1].

(Mg)[Al;]Oy; that is, square brackets contain the octahedral
sites occupancy (“B” sites), while parenthesis show the ca-
tions in tetrahedral sites (“A” sites). A radically different ca-
tion distribution, where half of trivalent cations (denoted by
T3*) occupy A sites and B sites are shared by divalent ca-
tions (denoted by D?*) and the remaining trivalent cations
(T3*)[T**D?")Oy, is known as the inverse spinel. An inter-
mediate cation distribution can be expressed as (D;_sTs)
[DsT,-5]04, where § is the degree of inversion. In many in-
termediate spinels, § depends on the preparation technique
and, more specifically, on the cooling rate after sintering or
annealing.

A remarkable characteristic of spinel structure is that it
is able to form an extremely wide variety of total solid sol-
utions. This means that the composition of a given ferrite
can be strongly modified, while the basic crystalline structure
remains the same. An example is the Zn-Ni system, with
general formula Zn,Ni;_, Fe;O4, where 0 < x < 1. In the
present example, the end compositions NiFe,O4 (for x = 0)
and ZnFe,O4 (x = 1) can be obtained. NiFe,O, is an in-
verse spinel: in contrast, ZnFe,O4 is a normal spinel. The
properties of these compounds are very different: Ni ferrite
is ferrimagnetic with a Curie temperature =858 K, while Zn
ferrite is antiferromagnetic, with a Néel temperature about
9 K. This means that the general properties of the ferrite (as
discussed in the following section) can be easily “tailored”
just by varying the composition. Cations forming spinel solid
solutions appear in Table 1.

The cation distribution in spinels was an interesting
problem for some time; currently, it has been established
that it depends essentially on various factors. First the elastic
energy (the lattice deformation produced by cation radii
differences) has to be considered. It refers to the degree of
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TaBLE 1: Some cations forming spinel solid solutions.

1+ 2+ 3+ 4+
Li Mg Al Ti
Cu Ca Ti \Y%
Ag Mn v Mn
Fe Cr Ge
Co Mn Sn
Ni Fe
Cu Ga
Zn Rh
Cd In
From [1].

distortion of the crystal structure, as a result of differences in
dimensions of the several cations within the specific spinel.
In principle, small cations should occupy the smallest sites
(tetrahedral sites), while larger cations should locate on the
larger octahedral sites. However, trivalent cations are gener-
ally smaller than divalent ones, leading to some tendency to
the inverse structure. The next factor to be considered is elec-
trostatic energy (Madelung energy), which has to do with the
electrical charge distribution. In a simple way, cations with
high electrical charge should occupy the sites with larger
coordination number (octahedral), and cations with smaller
valency should be more stable when occupying the tetrahe-
dral sites. The crystal field stabilization energy comes next to
account for cation site “preference.” This energy has to do
with the geometry of d orbitals and the arrangements these
orbitals can established within the crystal structure. The five
d orbitals no longer have the same energy but are split ac-
cording to the electric field distribution established by anions
on the particular crystal site. The physical basis for this dif-
ferences in energy is simply the electrostatic repulsion be-
tween the d electrons and the orbitals of the surrounding p
orbitals of anions.

Since bonding in most ferrites has an ionic character, ca-
tions are surrounded by anions, and conversely anions have
cations as nearest neighbors. Magnetic ordering in ferrites
(as in many oxides) tends to form antiferromagnetic arran-
gements, as interactions between cations have to be estab-
lished through the anions. However, in most cases a resulting
magnetic moment remains due to the fact that magnetic lat-
tices contain different numbers of cations. In the case of
spinels, the magnetic structure can be inferred from a small
part of the structure, as shown in Figure 2 Superexchange
interactions can then be schematized as a triangular arrange-
ment. The strongest interactions are AOB, which occur be-
tween tetrahedral and octahedral cations, followed by BOB
(cations on neighboring octahedral sites).

The relative strength of these interactions can be illus-
trated by the Curie temperature of Li and Zn ferrites (both Li
and Zn are paramagnetic cations). LigsFe; 504 is an inverse
spinel, with a cation distribution that can be expressed
as Fe [LigsFe;s] O4, while Zn ferrite is a normal spinel,
(Zn)[Fe,]Oy4. Iron ions have an antiparallel order in both
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FIGURE 2: Detail of the A and B sites around an oxygen, to show AB
and BB interactions.

ferrites, but as they both occupy octahedral sites, they com-
pensate completely in Zn ferrite. In the case of Li ferrite, they
have also an antiparallel order, but they belong to different
sublattices, with different number. As a result, Zn ferrite is
anti-ferromagnetic (with zero resulting magnetization), and
Li ferrite is ferromagnetic, with a magnetization (per formula
unit) of about 0.5 Bohr magneton (close to 0 K). The strength
of interactions is apparent in the transition temperatures: the
Curie point for Li ferrite is the highest observed in spinels
958 K, while Néel temperature for Zn ferrite is the lowest in
spinels 9 K.

An interesting system is Zn,Ni;_,Fe; Oy, which is normal
for Zn and inverse for Ni. The general site occupancy can be
expressed as: (ZnyFe;_,)[Ni;_yFei1,]O4. The composition
varies from Ni ferrite (x = 0) to Zn ferrite (x = 1). Starting
with Ni ferrite, the decrease in x occurs as if Zn entering
in A sites “push” Fe toward B sites, filling the octahedral
sites left by the decreasing Ni ions. As in all inverse ferrites,
the low-temperature global magnetization depends on the
divalent cation (as Fe ions are antiparallel). The presence of
Zn decreases the magnetization in A sublattice and increases
the B sublattices. The addition of a paramagnetic cation
thus leads to an increase in total magnetization! However,
as Zn increases in A sites, AOB interaction weakens, and for
x ~ 0.65, BOB interaction is comparable to AOB interaction
leading to a triangular structure (known as Yafet-Kittel [3]).

The Curie temperature shows also a large variation with
composition for ZnNi ferrites, T¢ = 858 K for x = 0 (Ni fer-
rite), and as mentioned above, Zn ferrite is antiferromag-
netic, with Ty = 9K.

2.2. Garnets. The crystal structure is that of the garnet mi-
neral, Mn3;ALSi;01;. The magnetic garnets include Fe3*
instead of Al and Si, and a rare earth cation (R) substitutes
Mn, to give the general formula R3FesO;, for ferromagnetic
garnets [4, 5]. The crystal structure has cubic symmetry
and is relatively complex; the unit cell has 8 formula units
(160 atoms) and belongs to the space group Op'%-Ia3d. In

contrast with spinels, the oxygen sublattice is not a close-
packed arrangement, but it is better described as a polyhedra
combination. Three kinds of cation sites exist in this struc-
ture: dodecahedral (eightfold), octahedral (sixfold), and te-
trahedral (fourfold) sites. Rare earth cations, R, occupy the
largest, dodecahedral sites, while Fe** cations distribute
among the tetra- and octahedral places. The cation distribu-
tion is generally expressed as {R3}(Fes)[Fe;]O12; {} bracket
denotes dodecahedral sites, () parenthesis are used for te-
trahedral site occupancy, and octahedral sites are indicated
by square brackets []. Rare earth cations (from La** to Lu**)
enter the dodecahedral sites, and as spinels, garnets can form
total solid solutions. A wide variety of cation substitutions
has been reported [6]. Yttrium iron garnet, Y3Fe;O;; also
known as “YIG,” has remarkable magnetic properties.

The magnetic structure of garnets can be described by
three magnetic sublattices, with a superexchange interaction
through oxygens. Dodecahedral and octahedral ions are pa-
rallel, while tetrahedral cations adopt an antiparallel orienta-
tion. At very low temperatures, global magnetization (per
formula unit) is roughly (3 yr-gre), where yr and pr are the
rare earth and the iron magnetic moments, respectively. The
differences in thermal behavior among the three sublattices
lead to the compensation of magnetic moments. As tempera-
ture increases, the magnetization in each sublattice is affected
by the thermal agitation and decreases. This reduction in
magnetization is slow in iron sublattices, but, due to its
larger size, the decrease is quite steeply in the dodecahe-
dral sublattice. At a certain temperature, the reduction in
magnetization in rare earth sublattice exactly compensates
the difference between octa- and tetrahedral sublattice, and
global magnetization exhibits a zero value. For GdIG, this
temperature is 300 K. The fact that magnetic structure is
dominated by iron sublattices can also be observed in the
Curie temperature: virtually all iron garnets show the same
transition point (~560 K).

2.3. Hexaferrites. All of hexagonal ferrites are synthetic; bari-
um hexaferrite (BaFe;,019) possesses the same structure as
the natural mineral magnetoplumbite, of approximate for-
mula PbFe; sMns 5Aly5Tip5019. Rather than sharing a com-
mon crystal structure, hexaferrites are a family of related
compounds with hexagonal and rhombohedral symmetry.
The main compositions can be represented in the upper
section of the MeO-Fe,03-BaO ternary phase diagram. Me is
a divalent cation such as Ni, Mg, Co, Fe, Zn, Cu, for instance.
All the magnetic hexaferrites are found on the BaFe;,O1o-
Me,Fe,Og and BaFe;;019-Me;BaFe;,0,; joins (Figure 3).
If the end members are designated as M (BaFe;;019), S
(Me;FeyOg), and Y (Me;BaFe ;0y,); the joins are M-S and
M-Y, respectively. Some of the main compositions are found
in Table 2.

Hexaferrites can also form an extensive variety of solid
solutions. Ba can be substituted by Sr, Ca, and Pb. Fe** can
be substituted by trivalent cations such as Al, Ga, In, Sc 8],
or by a combination of divalent + tetravalent cations, such
as Co** + Ti**. A more complete account of these solid sol-
utions can be found in [1].



TaBLE 2: Formulae of some hexaferrites and their formation from
end members of the ternary phase diagram.

Designation Formula

M BaFe ;019

Y Ba;Me,Fe;, 0,
W (MS) BaMe,Fe 0,7
X (M2S) Ba,Me;,FeygOye
U (M,Y) BasMe;FessO¢9
Z (MzYz) Ba6M€4F€48032

F = BaFe,0, 40 30 20 10  S=Me,FesOg
FiGure 3: Upper triangle of the Fe,03;-BaO-MeO phase diagram
showing the several compositions of hexaferrites [7].

The magnetic structure in hexaferrites is complex,
as a consequence of their complex crystal structure. In
BaFe;,019, iron ions occupy five different sublattices, with
a total magnetization 20 yg per formula unit, at low T. A
detailed analysis of magnetic and crystal structures can be
found in (9). The most interesting feature of hexaferrites is
their high coercivity.

2.4. Preparation of Ferrites. Ferrites were first prepared by
ceramic methods, involving milling, mixing, pressing, sin-
tering, and finishing as basic operations, to obtain bulk ma-
terials with grains in the micrometric scale. However, as a
result of the general current tendency to circuit integration
and miniaturization, ferrites are prepared in the form of
thick and thin films and, more recently, as nanostructured
materials.

Ferrite thin films can be polycrystalline or epitaxial films.
Major methods to obtain ferrite thin films are electroplating
(or ferrite plating) [9], magnetron sputtering (single and
multitarget) [10], pulsed laser deposition [11], and molec-
ular beam epitaxy [12]. A detailed account of epitaxial ferrite
films can be found in [13].

An additional route to tuning ferrite properties for spec-
ific applications is the production of heterostructures, that is,
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the artificial layering of ferrites with isostructural and non-
isostructural materials, such as Fe304/NiO (53), Fe304/CoO
(56), and (Mn,Zn)Fe;04/Co Fe;O4 [14], and incorporating
them into planar devices. The combination of ferrite layers
with piezoelectric layers is leading to new and exciting
applications, as reported below.

By reducing the scale to the nanometric size, new and
technologically interesting properties have been obtained.
Nanocrystalline magnetic materials have been obtained by a
variety of methods, such as coprecipitation [15], hydrother-
mal [16], sonochemical [17], citrate precursor [18], sol-gel
[19], mechanical alloying [20], shock wave [21], reverse mi-
celle [22], forced hydrolysis in a polyol [23], and even by
using egg white as an aqueous medium [24].

The preparation methods of ferrites for applications in
biotechnology are reported below.

3. Novel Applications of Ferrites

3.1. Inductors. Ferrites are primarily used as inductive com-
ponents in a large variety of electronic circuits such as low-
noise amplifiers, filters, voltage-controlled oscillators, im-
pedance matching networks, for instance. Their recent ap-
plications as inductors obey, among other tendencies, to the
general trend of miniaturization and integration as ferrite
mul-tilayers for passive functional electronic devices. The
multilayer technology has become a key technology for
mass production of integrated devices; multilayers allow a
high degree of integration density. Multilayer capacitors pen-
etrated the market a few decades ago, while inductors started
in the 1980s. The basic components to produce the induc-
tance are a very soft ferrite and a metallic coil.

In addition, to provide a high permeability at the opera-
tion frequency, the ferrite film should be prepared by a pro-
cess compatible with the integrated circuit manufacturing
process. Sputtering provides films with high density, but the
composition is sometimes difficult to control with accuracy,
and the annealing processes can attain high temperatures.
Pulsed laser deposition leads to high-quality films; however,
a method involving the preparation of the ferrite film by a
combination of sol-gel and spin-coating seems easier and
with a lower cost [25].

Layered samples of ferrites with piezoelectric oxides can
lead to a new generation of magnetic field sensors. The basis
of their performance is the capability of converting magnetic
fields into electrical voltages by a two-step process. First, the
magnetic field produces a mechanical strain on the magnetic
material (due to its magnetostriction); this strain then in-
duces a voltage in the piezoelectric layer. These sensors can
provide a high sensitivity, miniature size, and virtually zero
power consumption. Sensors for ac and dc magnetic fields, ac
and dc electric currents, can be fabricated. Sensors based on
nickel ferrite (Ni;_,Zn,Fe,O4 with x = 1-0.5)/lead zirco-
nate-titanate (PbZry 5, Tip.45O3) have shown an excellent per-
formance [26]. Both ferrite and zirconate-titanate films are
prepared by tape casting; typically, 11 ferrite layers were com-
bined with 10 piezoelectric layers (both layers 18 ym thick,
3 X 6 mm? area).
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3.2. High Frequency. There has been an increasing demand of
magnetic materials for high-frequency applications such as
telecommunications and radar systems, as microwave tech-
nology requires higher frequencies and bandwidths up to
100 GHz. Ferrites are nonconducting oxides and therefore
allow total penetration of electromagnetic fields, in contrast
with metals, where the skin effect severely limits the pen-
etration of high-frequency fields [27]. At such frequencies,
domain walls are unable to follow the fields (dispersion of
domain walls typically occurs about 10 GHz), and absorp-
tion of microwave power takes place by spin dynamics. The
usual geometry is to align spins first with a DC magnetic
field H and apply the microwave field perpendicular to H.
The spins precess around their equilibrium orientation at the
frequency of the microwave field. The classical description
of this dynamics is the Landau-Lifshitz equation [28] of
motion, which can be written in its undamped form:

ddi]\;[ =y M x H;, (1)
where M is the magnetization, y is the gyromagnetic ratio
(ratio of mechanical to magnetic moment, y = ge/2mc =
2.8 MHz/G), and H; is the total internal field acting upon the
spin. The magnetization and the field terms can be separated
in the static and time-dependent parts as

H =H;+he, M =M+ me" (2)

These equations show a singularity at
w = wo = yHo 3)

Hy is the total field on the spins (external and internal);
(3) expresses the ferromagnetic resonance (FMR) conditions
and is known as the Larmor equation. FMR is associated with
the uniform (in phase) precession of spins. The upper limit
of applications of ferrites is FMR, since the interaction with
the microwave field becomes negligible as w > wy. Spinels
are therefore applied at frequencies up to 30 GHz, while this
limit is about 10 GHz for garnets and can attain 100 GHz for
hexaferrites.

The absorption of microwaves by ferrites involves losses;
a damping or relaxation term is normally added to (3). In
polycrystalline ferrites, losses are associated with defects and
the anisotropy field distribution, and with electrical conduc-
tion a common problem, especially in spinels, is the presence

Zng 65Nig 35Fe; 04

dP/dH (a.u.)

Hpc (Oe)

FIGURE 5: Low- field microwave absorption (LFA) of a Ni-Zn ferrite
at 9.4 GHz room temperature and room temperature. A small
hysteresis is observed for increasing and decreasing applied field.

of Fe**, which promotes a hopping conduction process
in combination with Fe’*. The physical origin of losses in
polycrystalline ferrites, through its effects on the linewidth,
has been recently investigated in detail; the dominant role of
grain boundaries is apparent [29, 30].

Some of ferrite applications rely on the fact that the spin
rotation depends on the orientation of the external field,
which allows the control of the interaction with the micro-
wave field. For one direction of the field, the ferrite transmits
the microwave field; for the opposite, it strongly absorbs it.
This is the basis of nonreciprocal devices.

Typical devices are circulators, isolators, phase shifters,
and antennas. Circulators were developed for radar systems
and are now used in mobile phones. They allow the use of
the same device for transmission and reception of the re-
sponse signal. As shown schematically in Figure 4, any signal
entering through port 1 exits by port 2, with no con-
nection with port 3. If the generator is connected to port 1
and the antenna to port 2, this is the path of the outgoing
signal. The incoming signal enters through port 2 (the
antenna) and is directed to port 3, to the receiver. This
allows the handling of a strong outgoing signal (ports 1-2)
together with a very sensitive detector (ports 2-3), with no
risk of damaging the receiver and using the same antenna.
Circulators are usually fabricated with garnets.

Recently, a nonresonant absorption of microwave power
at very low magnetic fields has been receiving attention. This
absorption, known as LFA (for low-field microwave Absorp-
tion), has shown to be clearly dominated by the anisotropy
field, Hk, of the ferro- or ferrimagnetic material [31]. Re-
cent results obtained in a Ni-Zn ferrite are shown in
Figure 5 in many respects, this absorption is similar to giant
magnetoimpedance, GMI [32], that is, the change in electric
impedance of a material when subjected to a DC magnetic
field [33]. A significant difference with GMI is that LFA does
not need that the electrical conductivity of the sample be



of metallic type. No practical applications of LFA have been
proposed, so far; however, it is possible to expect that similar
applications to GMI can be made (sensors for magnetic
field, DC electric current, mechanical stress, etc.), with the
additional advantages over classic GMI of high frequencies
and insulator magnetic materials.

3.3. Power. Power applications of ferrites are dominated by
the power supplies for a large variety of devices such as com-
puters, all kinds of peripherals, TV and video systems, and
all types of small and medium instruments. The main ap-
plication is in the systems known as switched-mode power
supplies (SMPSs). In this application, the mains power signal
is first rectified it is then switched as regular pulses (typically
rectangular) at a high frequency to feed into a ferrite tran-
sformer, and finally it is rectified again to provide the
required power to the instrument. An increase in power de-
livery and efficiency can be obtained by increasing the work-
ing frequency of the transformer.

A recent approach to increase efficiency of the ferrite
cores is based on the decrease of eddy currents, by increasing
resistivity. Beside the use of nonconducting additives that
locate preferentially on grain boundaries (and limit the in-
tergrain conductivity), MnZn and NiZn are combined as
Mn,Nig5-xZngsFe;O4 and obtained through a citrate pre-
cursor method [34].

An additional difficulty appears in the case of power ap-
plications at high temperature, as is the case of some auto-
motive power devices. Due to the closeness to the car engine,
the working temperature increases from the usual 80-100°C
for standard applications, to 140°C. A proposed solution in-
volves the modification of the MnZn ferrites (used previ-
ously for these applications) in order to produce a higher
fraction of Fe?* [35], such as (Mng76Zno 17Fe**(.07)Fe,Oy.
This ferrous concentration presents a minimum in the ma-
gnetocrystalline anisotropy close to 140°C, and therefore, a
minimum in losses appears at this temperature. The change
is obtained through a careful control of the oxidation atmo-
sphere during sintering and cooling.

As in all other applications, a strong need for miniatur-
ization has also marked the developments in this area in the
last few years. In addition to standard methods to obtain fer-
rite thin films (such as sputtering, laser ablation, sol-gel),
screen or stencil printed ceramic-polymer composites have
been investigated [36], combining the remarkable magnetic
properties of ferrites with the processability of polymer thick
films. These polymer thick films can be cured at temperatures
about 200°C or less, leaving only the polymer binder and the
ferrite filler. This technique allows the fabrication of highly
integrated power circuits. The coil is obtained by patterning
copper on a flexible polyimide substrate; the ferrite-polymer
composite film is then printed above and below the plane
of the coil. The magnetic ceramic filler is formed by MnZn
ferrite particles about 10 ym, obtained by a standard method.
The inductance value remains stable up to 124 MHz.

A different method based on a batch-fabrication method
of 3D transformers and inductors has also been proposed
[37]. The magnetic core is made of two half magnetic
pieces and a printed circuit board (or flexi foil) carrying the
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electric windings around the core. The 3D ferrite cores are
microstructured out of a 1 mm thick ferrite wafer using a
newly developed batch-type micropowder blasting process
[38]. These transformers are well suited for low-power
applications at working frequencies up to 1 MHz.

Losses in ferrites depend essentially on hysteresis loss at
low frequencies, conductivity (or eddy current) loss, and re-
laxation-resonance loss at high frequencies; their modeling is
complex. A model based on the Preisach theory [39] has
been applied to predict the hysteretic behavior of soft ferrites
for applications in power electronics [40], with good results
at low frequencies. On the other hand, by using a network
model based on the total energy loss (not only hysteresis
loss), a good agreement with experimental results for power,
signal, and electromagnetic interference has been found [41].
The approach offers a mechanism for the inclusion of pa-
rameters such as temperature or stress variations.

3.4. Electromagnetic Interference (EMI) Suppression. The sig-
nificant increase in the amount of electronic equipment such
as high-speed digital interfaces in notebooks and computers,
digital cameras, scanners, and so forth, in small areas, has
seriously enhanced the possibility of disturbing each other
by electromagnetic interference (EMI). In particular, the fast
development of wireless communications has led to inter-
ference induced by electric and magnetic fields. Electro-
magnetic interference can be defined as the degradation in
performance of an electronic system caused by an electro-
magnetic disturbance [42]. The noise from electric devices is
usually produced at frequencies higher than circuit signals.
To avoid, or at least reduce EMI, suppressors should work as
low-pass filters, that is, circuits that block signals with freq-
uencies higher than a given frequency value.

There are several approaches to build EMI suppressors:
soft ferrites [43], ferromagnetic metals [44], ferromagnetic
metal/hexaferrite composites [45], encapsulated magnetic
particles [46], and carbon nanotube composites [47].

Ferrite components for EMI suppressors have been used
for decades. In the recent years, however, there have been spe-
cial needs for these materials as a consequence of the mini-
aturization trends, increase in integration density, and in-
crease in higher clock frequency, especially in communica-
tion, computing, and information technologies. Ferrite mul-
tilayer components have been developed as a response to
these needs, formed essentially by a highly conductive layer
embedded in a ferrite monolithic structure, produced by cer-
amic coprocessing technologies. Typically, Ni-Zn ferrites are
used for the 20-200 MHz frequency range. Multilayer sup-
pressors behave like a frequency-dependent resistor; at low
frequencies, losses in the ferrite are negligible. As frequency
increases, losses increase also, and, as ferromagnetic reso-
nance is approached, the inductor behaves as a frequency-
independent resistor and no longer as an inductor.

Hexaferrites represent an interesting alternative to cubic
ferrites as EMI suppressor components; they possess higher
resonance frequencies, relatively high permeabilities (at
microwave frequencies), and high electrical resistivities.
Metallic ferromagnets, in contrast, show a larger saturation
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magnetization, but, as frequency increases, they exhibit a
strong decrease in permeability due to eddy currents How-
ever, in combination with hexaferrites, they have shown a
strong potential for EMI suppressor devices [45]. Co,Z
and Zn,Y hexaferrite particles (10-30 ym), mixed with me-
tallic Ni particles (2-3 ym), and prepared with a polymer
(polyvinylidene fluoride) by hot pressing at low temperature
led to high shield effectiveness.

Carbon nanotube-polystyrene foam composites have
shown a high EMI shielding effectiveness based on a mecha-
nism associated with the reflection of electromagnetic radia-
tion [48]; no magnetic material is used.

Ferrite nanoparticles in combination with carbon nan-
otubes can efficiently absorb microwave radiation. Carbon
nanotubes/CoFe,O4 spinel nanocomposite was fabricated by
a chemical vapor deposition method using CoFe,O4 nano-
particles as catalysts [46]. The microwave absorption (2—
18 GHz range) was enhanced. For carbon nanotubes, dielec-
tric loss contributes to the energy loss of electromagnetic
waves, while, for pure Co ferrite, the effects of microwave
absorption are associated with magnetic losses, but both iso-
lated mechanisms are poor absorbers. For the nanocompos-
ites, however, the microwave absorption improves because
of a better match between the dielectric loss and the mag-
netic loss, which originates from the combination of para-
magnetic nanotubes and ferromagnetic material. The dis-
persed CoFe,O,4 nanoparticles absorb the microwave signals
by resonance effects due to shape anisotropy and dipolar
interactions between particles. Such effects are weakened in
congregated particles.

3.5. Biosciences. Magnetic materials in the form of nanopar-
ticles, mainly magnetite (Fe3O4), are present in various liv-
ing organisms [49] and can be used in a number of ap-
plications. Magnetic nanoparticles can, of course, be pre-
pared in the laboratory by means of the well-known me-
thods; however, magnetic biogenic particles have better
properties than synthetic ones: they have a definite size
range and width/length ratio and high chemical purity, they
are almost perfect crystallographically, and sometimes they
possess unusual crystallographic morphologies. Extracellular
production of nanometer magnetite particles by various
types of bacteria has been described [50]. In many cases, the
biogenic particles retain a lipid layer which makes them very
stable and easily biocompatible.

Many biotechnological applications have been developed
based on biogenic and synthetic magnetic micro- and nano-
particles [51]. Magnetic nanoparticles have been used to
guide radionuclides to specific tissues. An approach has
been developed to directly label a radioisotope with ferrite
particles [52] in in vivo liver tissue in rats. Therapeutic ap-
plications are feasible by further conjugation with other
medicals.

In magnetic resonance imaging (MRI), magnetite super-
paramagnetic particles are selectively associated with healthy
regions of some tissues (liver, for instance); since these pa-
rticles change the rate of proton decay from the excited to the
ground state (which is the basis of MRI), a different, dark-

er contrast is obtained from these healthy regions of tissue
(53, 54].

Thermal energy from hysteresis loss of ferrites can be
used in hyperthermia, that is, the heating of specific tissues
or organs for treatment of cancer. The temperature in tu-
mor tissues rises and becomes more sensitive to radio- or
chemotherapy. In addition of magnetite [55], several spinel
ferrites (M—Zn, with M = Mn, Co, Fe**, and Fe**—Mn) are
under investigation [56] as well as hexaferrites [57].

Enzymes, oligonucleotides, antibodies, and other biolog-
ically active compounds can be immobilized, as an important
technique used in biotechnology. Such immobilized com-
pounds can be targeted to a specific place or can be removed
from the system by using an external magnetic field. The
com-pounds can exert their activity on the specific place or
tissue or can be used as affinity ligands to trap the cells or
target molecules [58].

Magnetic nanoparticles can also be used in a variety of
applications: modification, detection, isolation, and study of
cells [59], and isolation of biologically active compounds
[60], for instance.

4. Conclusions

Ferrites have been studied and applied for more than 50 years
and are considered as well-known materials with “mature”
technologies ranging from hard magnets to magnetic record-
ing and to microwave devices. However, the advances in
applications and fabrication technologies in the last 10 years
have been impressive. Bulk ferrites remain a key group of ma-
gnetic materials, while nanostructured ferrites show a dra-
matic promise for applications in even significantly wider
fields.
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The anisotropic Ising model with competing interactions is investigated in wide temperature range and |J;//| parameters by means
of Monte Carlo methods. Static critical exponents of the magnetization, susceptibility, heat capacity, and correlation radius are
calculated in the neighborhood of Lifshitz point. According to obtained results, a phase diagram is plotted, the coordinates of
Lifshitz point are defined, and a character of multicritical behavior of the system is detected.

1. Introduction

Apart from problems of critical phenomena, more complex
phenomena observed near the diagram special points of
system states, where the lines of different order phase tran-
sitions cross, are heavily emphasized [1]. These phenomena,
conditionally named “multicritical,” are possible in those
systems, where a symmetry and interparticle interaction
assumes several types of ordering. Similar phenomena
are observed in a mixture of gases, liquids, ferroelectrics,
magnetics, and so forth.

An experimental investigation of the multicritical phe-
nomena is more complex than theoretical. This complexity
has to do with the fact that in the neighborhood of mul-
ticritical point, a region with different strongly developed
fluctuations broadens, and the crossovers are probable [2].

A theoretical study of multicritical phenomena results
in complex nonlinear differential equations. Exact analytical
solution of these equations also entails great difficulties [3].
In this connection the methods of computational physics
(Monte Carlo method (MC)) and molecular dynamics
(MD) became basic techniques to study those equations at
present. In practice, for description of such complex systems,
different models are used. The simplest and effective one
among them is anisotropic Ising model with competing
interactions with second nearest neighbors (ANNNI model,

Figure 1). We plot a phase diagram for this model and study
a character of the critical behavior in Lifshitz point using the
standard method of Monte Carlo.

2. Model

ANNNI model appeared in the static physics in the second
half of XX century for explanation of the spiral magnetic
order in heavy rear-earth metals [4]. Its Hamiltonian in
perfect cubic lattice has the following form:

Hannnt = =J D sisj +J1 D sisis1, (1)
i i

where s; = =1, ] denotes the parameter of exchange
interaction of neighboring spin pairs, and J; > 0 is
the parameter of antiferromagnetic exchange of neighbors
following the nearest neighbor along Z axis.

A topology of T — |]i/]] phase diagram includes three
regions for three-dimensional case (3D), which are crossing
in multicritical Lifshitz point [5]. The system is paramagnetic
at high temperatures and is ferromagnetic at low T and small
[J1/]|; when |]1/] | has sufficiently large values, the modulated
phases are generated (Figure 2).

According to the literature data when temperature
decreasing ANNNI model undergoes the second-order phase
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F1GURE 2: Phase diagram of anisotropic Ising model with competing
interactions (by the data of [6]).

transition from paramagnetic state to the nearest ordered
state, and a transition “ferromagnetic-modulated state” is the
first-order transition [7].

For description of a phase behavior of studied model, we
used approximated theoretical methods including high- and
low-temperature expansions [8], the mean-field theory [9],
and other theoretical approximations [10].

The Monte Carlo modeling [11] mainly was carried out
in a region of “ferromagnetic-paramagnetic” transition up
to the Lifshitz point [12], but a precise determination of the
transition in the point and its nearest neighborhood remains
unsolved.

According t data in [6, 12], a critical behavior of the
systems with modulated structures at small values of |];/]|
is described by the Ising universality class of the critical
behavior. When increasing |]1/]| a crossover to the critical
behavior typical for the Lifshitz point occurs and from it to
XY-critical behavior.

Physics Research International

3. Method of Investigation

The cubic systems with periodic boundary conditions and
sizes L X L X L, L = 12 + 64 were used for investigation
of multicritical phenomena in the vicinity of the Lifshitz
point. Spin number in studied systems was Neg = 512 +
262144. Markov chains of T = 10007, length (7 = 10*
MC-step/spin is a length of nonequilibrium part) were
generated on the computer. The thermodynamic parameters
of the system were calculated by averaging along this chain.
Moreover, the averaging was carried out by 1000 different
initial configurations. An error of obtained results does not
exceed the sizes of symbols used in Figures.

The temperature dependences of the heat capacity and
susceptibility were derived by means of expressions [9]

C = (NK?) ((U?) —(0?),

2

x = (NK)((mr?) = (m)?), v

where K = [|J|/kgT; U denotes the intrinsic energy; m in-
dicates the magnetization.

The critical temperature was estimated by the Binder

cumulant method. According to the finite-size scaling theory
(FSS) [13], the cumulants

(m*)

U =1- "7
L 3(m2)>

(3)
for systems with different sizes L, cross in a critical point T.
Plotting the U temperature dependences for systems with
different sizes L, one can estimate the critical temperatures
of systems. Critical temperatures values calculated by this
method for different values of |];/]| are presented in Table 1.

The critical parameters of the magnetization, susceptibil-
ity, and correlation radius were estimated from a ratio of FSS
theory [14].

For calculation of the magnetic properties of modulated
region, we used a value

L
1
Mz = ﬁ Z Sx,y,z’ (4)
X,y

being the averaged magnetization of the layer, which is
perpendicular to Z axis.

The values of a wave number and a character of
amplitude and phase modulation were detected by means of
mathematical apparatus of the spectral analysis based on the
Fourier transformations [15].

4. Results and Discussion

Using Fourier transformations, we succeeded, with suffi-
ciently high accuracy, to calculate the existence domains of
modulated phases with different values of the wave length
and estimate a stability of the modulated phases. If on
their Fourier transforms, there are observed clearly defined
peaks at a value of k, one can consider with confidence
that the structure is stable in the given temperature range
and ratio of interaction constants. The appearance of side
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TasLE 1: Critical parameters of the ANNNI model.

/] T oy B/v y/v 1/v « B y v
0,271 3,736(1) 0,352 0,431 2,499 1,799 0,196(4) 0,240(4) 1,389(6) 0,556(6)
0,272 3,732 0,379 0,429 2,719 1,903 0,199 0,225 1,427 0,525
0,273 3,728 0,420 0,422 2,880 2,055 0,203 0,206 1,403 0,487
0,274 3,724 0,460 0,421 3,053 2,183 0,211 0,193 1,398 0,458
0,275 3,726 0,449 0,422 3,002 2,125 0,211 0,199 1,414 0,471
0,276 3,727 0,461 0,422 3,117 2,225 0,207 0,189 1,400 0,449
Ising 4,511 0,113 0,3258 1,239 0,63
0.5 T T T
m 0.25- . ;
4 4 ]
0.125 . . . i . . —
8 16 32 64 16 32 64
L L
FIGURE 3: Log-log scale dependence of the magnetization. mi=1
® i=2
A i=3

peaks above and below the main maximum on the Fourier
transformations indicates that the system is in a region
of transition from one modulated structure to another. A
transition of the system from a modulated phase into the
paramagnetic phase can be detected by a sharp increase of
peaks on the Fourier transformations, what confirms the
continuity of its spectrum.

Generalizing the obtained results, we plotted a [Ji/]l,
kgT/|]J| phase diagram (Figure 2). The second-order phase
transition dependences were calculated by the Binder cumu-
lants method, and lines of transitions in the modulated
region were derived by the results of Fourier analysis.
A temperature in which uneven change in wave number
of modulated structures occurs was taken as a transition
temperature.

As it is evident from plotted phase diagram, the multicrit-
ical Lifshitz point is revealed in the intervals 0,27 < []1/]] <
0,28 and 3,74 < T < 3,72. Therefore, all experimental data
of the critical parameters presented in the work belong to the
given range of parameter change of |J;/J| and T.

To determine the critical exponents, we plotted the log-
log scale curves for the dependences of thermodynamic
parameters on system linear sizes at T' = T.. Figures 3 and 4
present the characteristic dependences of magnetization and
parameters of V; ati = 1,2,3 on linear sizes at | J;/J| = 0,273.
As it is clear from Figures, all points on curves lie down a
straight line within an error. The inclination of line detects

F1GURE 4: Log-log scale dependence of V; on the system linear sizes.

the values of /v in Figure 3 and of 1/v in Figure 4. By the
same dependences the values of a/v and y/v were defined.
The obtained values of the critical exponents are shown in
Table 1.

According to data in the Table 1, a character of change of
critical parameters up to |/1/J| < 0,274 is the same as in work
[6]. Such a behavior is connected with the crossover from the
critical behavior to the multicritical and inversely. Obviously,
behavior of critical parameters at [J;/J| > 0,274 is due to
the fact that our system starts to aberrate from multicritical
behavior, and, consequently, the Lifshitz point is localized in
range of |J1/]| = 0,274 and T = 3,724.

It should be observed that, in this work, unlike previous
work [6], the critical exponents of correlation radius are
estimated. A change of v values with increase in |/,/]],
probably, has to do with the region that with strongly
developed fluctuations widens at approximation to the
multicritical point.

In conclusion, let us note that a critical behavior of
majority of crystals in the vicinity of phase transitions differs
from being predicted for corresponding universality classes.
A reason for such behavior is various anisotropic and com-
petitive interactions existing in real systems. A consideration
of all possible kinds of anisotropy and interactions can



lead to the multicritical phenomena, which appear on the
phase diagrams as intersection point of phase transitions
curves (a typical example—the Lifshitz point). Therefore,
the investigation of similar phenomena is also important
condition for studying the critical phenomena. A design of
new methods of investigation and algorithms of modeling for
estimation of multicritical phenomena can favour the study
not only of the Lifshitz point neighborhoods but amplify the
application of Monte Carlo methods for research of more
complex systems.
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Del Giudice’s group studies how water can organize on hydrophilic surfaces forming coherent domains (loaning energy from the
quantum vacuum), plus quasifree electrons, whose excitations produce cold vortices, aligning to ambient fields. Their electric
and magnetic dipolar modes can couple to oscillatory (electric-organic dipoles) and/or rotary (magnetic-mineral dipoles), besides
responding to magnetic potentials. Thus, imprinted electromagnetic patterns of catalytic colloids—compared with Cairns-Smith’s
“crystal scaffold”—on their structured water partners could have equipped the latter with a selection basis for “choosing”
their context-based “soft-matter” (de Gennes) replacements. We consider the potential of the scenario of an external control
on magnetic colloids forming in the Hadean hydrothermal setting (of Russell and coworkers)—via a magnetic rock field—
conceptually enabling self-assembly, induction of asymmetries, response effects towards close-to-equilibrium dynamics, and
associative networks, besides providing a coherent environment for stabilizing associated symmetry-broken quanta and their
feedback interactions with those of coherent water domains, to address the emergence of metabolism and replication.

1. Introduction

1.1. Revisiting Cairns-Smith’s “Arch” Metaphor for Soft Living
Systems. Life’s efficient use of the colloid-gel state, combin-
ing the best from the structured world of solids with the
softness and fluidity of the liquid state, strongly supports its
origins in such a setting [1-4]. Again as the cell’s synthetic
machinery reveals a hierarchy of organic compounds of
progressively increasing complexity, approaches to the emer-
gence of life have traditionally centered on organic-based
assemblies. These approaches can broadly be distinguished
in terms of the targeted location on the machinery: the
core comprising simpler organics woven in cycles of small
metabolic reactions, or the periphery, consisting of organics
with specialized functions. Typically, theories proposing that
the metabolic wing of life had preceded the replicating one
focus on the simpler core reactions that could have been
hosted on assemblies of either organics [5] or colloidal
inorganic compounds [6], as running the simple (core)
cycles in the reverse (reductive) mode can shed light on the
plausible links between the transfer of electrons from higher

to lower states of energy and the emergence of life in the
Hadean conditions of disequilibrium [7-9]. “Replicators” in
“metabolism-first” approaches are thought to have gradually
emerged as feedback type correlations emerged between
networks, eventually leading to the code [10, 11]. These
scenarios are based on the sound premise that the efficient
capture of energy, released from the primordial reaction
networks, would have awaited the emergence of order in the
hosting surfaces [12]. Still, plausible stages as to how this
came about and enabled the quantitative reproduction of
information do need to be chartered. At the other extreme,
theories proposing that the replicating wing appeared first
focus on the complex organics on the periphery of the
reaction nets. Although their principle of targeting the
function is a sound one, these proposals face a dilemma on
account of the assumed association of these functions with
complex organic structures (whose synthesis they attempt)
as their peripheral location indicates that they must have
arisen later. And even if it were possible to accomplish the
Herculean task of construing a suitable geochemical setting
in the Hadean that could be argued to meet the requirements



for producing ample amounts of the complex building
blocks, directly from very basic organic units, the conceptual
bridge as to how the complex biomolecules associated with
biofunctions came to be formed from the simpler organics
in the core would remain unaddressed. By uncoupling the
organic structure-function association, Cairns-Smith [13]
proposes the analogy to the “arch” metaphor as a way out
of this impasse, suggesting that in the Hadean, available
nonorganic predecessors that could have accomplished these
functions may have started the cycle and thus offered
a functional basis of selection for takeover by the bio-
organics. His novel theory posits that clay minerals were the
first self-replicating living forms where genetic information
was encoded in patterns like random sequences of stacked
mineral layers (instead of nucleotide bases), crystal growth
defects, aperiodic distributions of ions, and so forth. Its
main hurdle is that the rigid framework of hard crystals is
seen as conceptually incompatible with evolving dissipative
dynamical structures.

Nevertheless, the intuitive argument of a “readily avail-
able” mineral scaffold [13] could be expanded in the sense of
a lowest common denominator (LCD) template having the
basic functional attributes of living systems in their simplest
form, where a synthesis of mineral-based approaches could
explain how energy (associated with metabolism) and infor-
mation (associated with replication) became synonymous in
complex biomatter [14]. For instance, although crystalline
order is typically associated with rigid geometrical patterns,
we need to study the carriers of its information, to look
for an aspect of its ordering that could be compatible with
motion, towards the dynamical interception of energy by
catalytic colloidal surfaces. It is therefore pertinent to look at
the correspondence between the “global motions” of enzyme
components and the collective vibrations of the crystal lattice
[15]. Also, the capacity to capture the released energy and
stretch its residence time and prevent its fast dissipation
to the sink is difficult to imagine in terms of far-from-
equilibrium examples, such as turbulent flows that have no
obvious coherent connection between the microscopic and
macroscopic flows. Now, a coherent-ordering mechanism
associated with an inorganic colloidal scaffold could have
compatibility with both requirements, and this extended
soft template (c.f. [13]), with an essential role for structured
water as a fountainhead for life, forms our premise. For
meeting this demand, we need a mechanism providing long-
range correlations as in condensed matter physics (CMP)
via association of ordered structures with the colloidal-gel
state.

1.2. QFT/QED: A Basis for Correlated Components and
Interaction Space. A glimpse of a kind of stable yet dynamic
order in an open system that could have enabled such
interception can be from the many-body model proposed
by Umezawa et al. [16, 17] which states [18] that “in
any material in CMP any particular information is carried
by certain ordered patterns maintained by certain long
range correlations mediated by massless quanta. It looked
to me (Umezawa) that this is the only way to memorize
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some information; memory is a particular pattern of order
supported by long range correlations.” Indeed, Frohlich’s
[19] landmark proposal suggests how a continuous supply
of energy should lead to the establishment of coherent
order over macroscopic distances via long-range phase
correlations between molecules. Upon pumping, excitations
of the densely packed particles with electric and elastic
interactions are expected to lead to vibrations building up
into collective modes of photons, phonons, and so forth this
generates a coherent dipolar wave motion which exchanges
energy with the surrounding electromagnetic field. And,
being coherent, this energy gets stored in an ordered manner
(not thermalized). Importantly, the electromagnetic field
coupled to the dipolar biomolecules plays a key role in
mediating their coupled interactions.

Now, this picture of correlated components connected
via an environmental (electromagnetic) field obviously
calls for a paradigm shift from the conventional picture
of independent system parts that could be isolated from
each other, and also the environment to keep thermal
effects at bay. Traditionally complex biosystems are dealt
with either thermodynamic or causal-dynamical approaches.
Now, while holistic approaches like the former miss out
on microscopic details in their search for global princi-
ples, reductionist ones like the latter lose sight of holistic
features like coherence. Furthermore, features like coher-
ence demand a knowledge of the underlying manifolds
of the interactions, that is, the structure of the space in
which the components are interacting. Although causal-
dynamical approaches can provide such a description, too
much “reductionism” associated with them interferes with
a holistic formulation; in contrast, thermodynamics is way
too macroscopic for adequate descriptions of underlying
interacting fields. In this context, quantum electrodynamics
(QED)—the acknowledged “Queen” of all quantum field
theories (QFTs)—has a natural in-built holistic feature
without losing out on causality which is needed to address
hierarchical description all the way from microscopic to
macroscopic domains [20] (For a flavour of this vast subject,
the reader is referred to a tutorial [21] elsewhere). As noted
by the Del Giudice group, the field environment, crucial for
the dynamics of the correlated particles, finds a powerful
representation in the QFT language of “vacuum” (originally
formulated for empty space). Now, while a modern form
of QFT predicts the existence of infinitely many minima
(degenerate vacuum), the former nevertheless owes its origin
to its simplest form, namely the so-called unique vacuum—
the single state of lowest energy. The time evolution of
these degenerate vacua on the other hand follows a more
complex pattern of symmetry principles than the one
followed by system components in empty space (governed
by Euler-Lagrangian equation). And different patterns of
time evolution of the vacua, characterized by breaking
of conventional symmetries—especially time reversal—as
compared to that of the system components in empty space,
allow for a description of the evolution of the system across
its vacua in an irreversible (biolike) fashion [22-24]. In this
scenario, the “phase transitions” of the system are seen as
typical QED symmetry-breaking effects corresponding to the
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different vacua that are imprinted on the dynamics of its
components [25].

Del Giudice and Tedeschi [26] further argue that the
archetypal framework of a crowded chemical reactor of
randomly colliding independent molecules (range of few
angstroms only) cannot explain how, despite crowding,
living matter components detect each other from afar and
interact via long sequences of biochemical reactions, with
sharply defined space-time order. Also, in a chemical reactor,
released energy gets dissipated as heat, that is, increased
kinetic energy of randomly moving molecules, leading to
increase in entropy and wild temperature fluctuations. In
contrast, in living matter, where energy gets stored for
carrying out different functions, its supply seems to fit in
with a wave-like QED scenario (see Section 2) of a moving
electromagnetic field whose frequency depends on the coher-
ence strength of the medium and therefore can attract “cores-
onating” molecules. In this way, as energy gets captured
in a coherent medium, its coherent domain expands (by
adding more and more field-coupled molecules), while fresh
electromagnetic oscillations are added to the existing ones;
thus, by mutual feedback, the process multiplies rapidly. This
scenario ensures growth and order at very low entropy [27]
at almost constant temperature (Section 2). And by virtue
of the fact that the intensity of the coupled electromagnetic
field is inversely proportional to the difference of their oscil-
lation frequencies, so that only molecules whose oscillation
frequencies are nearly resonant attract themselves strongly, a
dynamic basis to the origin of the selective-recognition codes
orchestrating the bioreactions (hitherto accepted as dogma)
is achieved [28].

1.3. Outline of Paper. These insights lead to the intriguing
possibility that the colloidal state can also show properties
associated with crystal lattices, and when seen from this
angle, the two approaches seem to converge, with colloidal
minerals participating in a functional template as a basis for
selection of biomolecules—from simpler building units to
increasingly complex ones (like membrane phospholipids,
proteins, carbohydrates, nucleic acids, etc.)—and also their
mutual interactions. Indeed, this is in addition to their
capacity to act as catalytic soft surfaces, compatible with
dynamics. Thus, the following may be outlined:

(1) we briefly review the scenario of water domains
organized on hydrophilic colloidal surfaces envisaged
by Del Giudice and coworkers [29] as to how these
dissipative structures forming by coherent dynamics
can show a reducing nature and effects electromag-
netic potentials (instead of fields) can exert on a
system with long-range phase correlations, before
concluding this section with a brief historical per-
spective on QED developments (Section 2);

(2) water being the common denominator in the hypoth-
esized Hadean scenario and in the present day life
forms, we consider how mineral colloids can pro-
vide a correspondence with the collective response
behaviour [30] of complex biological molecules.
Analogous to H-field induced associative networks

with ferrofluids, we look at the “mound scenario”
[7] where magnetic iron-sulphur colloids can be
similarly controlled with a (spatially varying) field
from magnetic rocks [31, 32]. In a thermody-
namic description, the symmetry-broken patterns
of hypothesized field-driven mineral colloid assem-
blies and ATP-driven soft biomatter are compared
(Section 3);

(3) we point out how the presence of two different
dipolar modes could have implications for water CDs
to have acted as the “scaffold” enabling “takeover”
(Section 4);

(4) we consider how the paradigm of a soft “scaffold” (cf.
[13]) of field-controlled catalytic-mineral colloids
enrobed in organized water [26] could address the
entangled emergence of both (metabolic and repli-
cating) wings of life (Section 5);

(5) conclusions and scope (Section 6).

2. Dissipative Coherent Domains and Vector
Potential Effects

Having appreciated the relevance of a coherent system of
phase-correlated components, for being in a position to
intercept energy as in life processes, one also sees the huge
jump needed for a molecular assembly (as in conventional
origin-of-life approaches)—an uncorrelated ensemble—to
make, in order to achieve that status. To that end, Del Giudice
and coworkers [25, 27-29] consider the unique role of water
in living systems (that accounts for 70% in weight and 99% in
molar weight). In fact, the ordering of water, leading to what
is called exclusion zones in the presence of structure makers
like PEG or natural ones like carbohydrates, has for long
been exploited for the stabilization of biomolecules for in
vitro and in vivo purposes [33]. In contrast to ordinary water,
interfacial water close to hydrophilic biosurfaces, studied in
detail by Pollack’s group, has been found to have a number
of anomalous properties. Apart from resisting penetration
of solutes, this exclusion zone (EZ) is associated with charge
separation; the structured zone itself is negatively charged,
while protons concentrated in the region beyond are free
to diffuse, as dictated by the local electric gradient [3]. The
boundary between EZ and normal water forms a redox pile
thanks to the negative electric potential of the former of the
order of 100 mV relative to the latter. Remarkably, the growth
of this zone has been found to be induced upon exposure
to light radiation, thus making this energetic pathway a
central protagonist for the origin of life. What is more,
fluorescing exclusion zones show the possibility of electronic
transitions, with implications for protometabolic processes;
recall that energy of the order of soft X-rays is required to
ionize a water molecule (ionization potential 12.60 eV [29]).
And the diffusing protons—a by-product of the thus built-
up exclusion zone—enable the process of coalescence by
balancing the inter particle repulsion (owing to negatively
charged structured water envelopes on the biomolecules),
forming ordered arrays. This is indeed consistent with the



observation that increasing the light intensity diminishes
the distance between microparticles [3]. But this scenario of
orderly motion is at variance with the conventional picture of
water with uncorrelated rotations and thermal effects [34],
which is typically described with two-body interactions at
relatively large distances. On the other hand, at much smaller
relative distances, the opposite scenario dominates. Namely,
the N-body interactions become increasingly dominant
as r becomes smaller, when radiative corrections acquire
increasing dominance giving rise to time-dependent e.m.
fluctuations (necessarily coherent as against thermal effects).

These observations therefore have a natural interpre-
tation in terms of the QED-based “coherence domain”
(CD) theory [26, 35] in which charged system components
are coupled to the e.m. field. CD theory makes use of a
new collective ground state of the structured water (with
entrapped e.m. fields) whose features differ from those of
the isolated molecular ground state water (the incoherent gas
phase). The noncoherent and coherent states are separated
by an energy gap (Acp = hc/Eex = 0.1 m), corresponding
to the infrared region, where Ex = 12.06eV is the energy
of the excited state of water molecules. In this manner,
this ubiquitous molecule gives rise to a “coherence trap,”
eventually leading to a larger coherence unit [26, 34], where
the water CD offers a reservoir of almost free electrons that
are excitable at each step of metabolism with a concomitant
reduction of entropy. Now, QFT, as distinguished from mere
(single-particle) quantum mechanics, is characterized by
an uncertainty relation connecting the number N of field
quanta (unspecified) and a “phase” @ which—unlike the
usual phase of wave-like motion in quantum mechanics—
describes something more subtle, namely the (coherent)
“rhythm” (a la Del Giudice) of the field oscillations as a
whole. This uncertainty relation [36] in QFT which reads as

ANA® > g (1)

plays an important part in determining the collective coher-
ence measure (®) of the aggregate of the bioparticles (vis-
a-vis their number N) under the influence of the ambient
e.m. field. A second uncertainty relation brings in the zero-
point energy, or the energy of the quantum vacuum, which
is best illustrated by the harmonic oscillator problem in
quantum mechanics, namely, iw/2, plays a subtle but crucial
role in energy book keeping in the physics of biosystems. This
concept shows up rather dramatically when a large number
of (incoherent) particles undergo a “phase transition” down
to an ordered state with a decrease in entropy. This process
must be accompanied by the release of a certain amount
of heat energy (so as not to violate the second law of
thermodynamics). And the source of this energy is precisely
the zero point quantum vacuum energy noted above.

As another interesting observation, Ho [37] has inferred
the presence of coherent domains in embryos serving
as detectors for the Aharanov-Bohm effect in a suitably
designed setup. The abnormality profiles of these embryos
match those exposed to weak static magnetic fields, pointing
to the sensitivity of the former batch to the vector potential in
an essentially field-free region. The significance of this subtle
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effect has been interpreted by Brizhik et al. [38] in terms
of nonlinearity of the corresponding Schrodinger equation.
For a quick derivation, reinterpret the usual momentum p
as kinetic momentum, on the lines of its energy counterpart
which admits of a division in terms of kinetic and potential
energies. Now, the corresponding “potential momentum”
involves the e.m. vector potential A in the form eA where e
is the charge of the concerned particle, so that the kinetic
momentum becomes (p — eA), and the usual kinetic energy
term p2/2m term gets replaced by (p — eA)*/2m. Now, for a
linear (perturbative or 1st order) dependence on A, the phase
¢ can be simply “gauged away” (i.e., trivially eliminated),
so that only a noncoherent description of the state remains!
But with a more complete (nonlinear) dependence on A,
one has the more interesting possibility that the phase ¢
can no longer be eliminated and depends directly on A,
thus producing a coherence effect, while the “mundane”
amplitude ¥, has a more or less “classical” (noncoherent
like) dependence on the fields E and H [38]. Note also that
the phase ¢ is directly connected to the Aharanov-Bohm
effect (recall the definition of its characteristic phase shift)!

To sum up the findings with a historical perspective, it
is good to recall that the unique vacuum was the source of
fundamental discoveries in the middle of the last century,
such as the “Lamb shift,” which had generated novel ideas
of renormalization of the vacuum, as well as second-
and higher-order electromagnetic corrections, leading to
incredible agreement with experiment up to one in 10'2!
In the excitement of these dramatic discoveries however,
the potential powers of the e.m. field for impacting other
(less exotic) phenomena somehow got lost sight (due to lack
of immediate motivation?). In this respect, an important
phenomenon—first recognized by the Italian group of Del
Guidice and coworkers—concerns the role of QED as an
(ubiquitous) ambient field making its impact on biomatter
at the more earthly “first-order level” itself, even without
going into such fancy second-order corrections! What Del
Giudice’s group recognized was that in the ambient interac-
tion of the e.m. field with biomatter, its vacuum is already
in a highly degenerate form, together with its features of
symmetry breaking and the presence of long-range Nambu-
Goldstone (NG) bosons [27, 28, 39]. This interaction is best
expressed in terms of the e.m. potentials A, ¢ (which have
longer ranges than the corresponding field quantities E and
H). It seems surprising that this elementary form of e.m.
interaction with biomatter which is otherwise quite basic was
not considered earlier in the literature in such a “holistic”
form.

3. Water Organized on Biomatter versus
Field-Controlled Mineral Colloids

The above framework for stable dissipative structure for-
mation and storage of energy in coherent form brings
about a synthesis of energy and information (!) that seems
highly relevant for water, which is capable of changing its
supramolecular organization depending upon its interaction
with the environment. This is thanks to the special properties
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of the electronic spectrum of the ubiquitous molecule—their
proposed candidate providing the “hardware.” As discussed
above [38], the vector potential A—the “brain” behind
the coherent arrays (of e.m. field-entrapped CDs)—already
offers a “switch” for controlling the phase of the coherent
system, with a range of implications for living organisms,
such as global selection mechanisms and communication
networks. But, as water in the coherent organized state
requires a hydrophilic surface for its structuring, this may
well also hold the key to how the “takeover” from minerals
by organics [13] had come about, its collaborating presence
being a common factor in both scenarios—hypothesized
mineral colloids in the Hadean and organic living systems
today. In particular, we refer to the dynamical basis of
selection via the e.m.f. mediated resonancebasis of attraction
of molecules ([24, 26-28], Section 2). Now, since life is a
historical phenomenon, the question of how the phase of
the coherent water system could have been manipulated
must hence be intimately entangled with the properties, the
nature, and the workings of these “eccentric” biomolecules
that “took over” from their inorganic ancestors. In addition,
noncovalent interactions between the complex molecules,
like lipids, proteins, carbohydrates, and nucleic acids, via
a variety of recognition modes—that underlie biological
language—frequently appear in myriad conserved patterns
for propagating information observable across kingdoms of
life. Instead of life’s emergence based on the single origins of
only one of these complex forms in a suitable geochemical
setting (where the issue of how these associations might have
happened would have to be either postponed or skipped),
the picture gels with that of gradually building up organic
networks within a special microenvironment that could
allow time for associations between molecules and later
between types of molecular networks to occur [10, 11].
And a dynamic superscaffold comprising organized water
domains (see Section 2) could have selected different kinds
of specialized organics to replace its components carrying
out different functional roles; this scenario entails that
associations between complex biomolecules came about by
these substitutions.

3.1. Soft-Matter and Large Response Functions: A “Thermody-
namic” Description. We start with a phenomenological (a la
statistical mechanics) description urging that the attributes
of what has come to be known as “soft matter” coined by
de Gennes [30] be reviewed in the light of the “principle
of biological continuity” (see, e.g., [40]). One could ask if
mineral-like clusters (iron sulphur, etc.) have been around
for “more reasons” than the huge list already compiled
hitherto [41] (see Section 3.2 next). Had a soft mineral-
containing scaffold given residence to a quasiparticle/s,
which was equally comfortable in association with its organic
successor, providing the same pattern of dynamic functional
“goods”? Again, the huge advances in the materials sciences
sector show couplings between different d.o.fs (magnetic,
elastic, thermal, etc.), as in those of biomolecular systems
[42] and raise the possibility of similar patterns in mineral
colloidal particles [43]. In fact, thermally stable mineral

liquid crystalline phases are of interest as they can be
electronrich in contrast to organic ones and therefore possess
pronounced electrical, optical, and magnetic properties [44].
Now, the collective nature of the “large response functions”
[30] underlies the susceptibility of complex biomatter to
small external perturbations. In fact, the main aspects of soft
matter: response functions, noncovalent weak interactions,
and entropic forces, play a key role in biological organization
and close-to-equilibrium dynamics. Its emergence seems
hard to imagine from very simple organics at the core
(that could be traced to primordial abiogenics) unless this
transition can be in principle addressed in a continuous
deterministic manner. Guided by Cairns-Smith’s paradigm
that any material with this potential was fine so long as it
was readily available, we suggest that a template comprising
mineral colloids [32] could have realized these functions.
In particular, one may recall that fields can carry signatures
such as sensitive material responses, indicating how a
coherent source can supply energy to matter to sustain
an isothermal, symmetry-broken aperiodic assembly subject
to random fluctuations. At a macroscopic level, a good
example was provided by Breivik [45] who showed how
magnetic information transfer (via self-assembled 3 mm-
sized magnets) helps encode a sequence of independent and
identically distributed random variables [46], underlying
life’s information-rich aperiodic order [47]. For an extension
of this to the nanoscale, consider field-induced aggregates
observed in ferrofluid dispersions [48, 49], described as
a phase separation of a particle-concentrated phase from
a dilute one [50]. These close-to-equilibrium structures
(requiring about tens of milli Tesla fields for their formation)
are dissipative in nature, breaking up when the field is
switched off, and offer a basis for slowly changing patterns as
in soft biomatter. The external H-field breaks the rotational
symmetry of the dispersed and disoriented single-domain
particles that are subject to thermal fluctuations from the
bath and imposes a directional order. Again, Dyson’s [51]
use of field-accreted matter for simulating “analog life,”
gives an instructive edge to magnetism-based proposals, for
example, implementation of Boltzmann machine type of
neural network based on interspin exchange interactions in
a spin glass [52] and associative memory simulations, using
particle-particle dipolar interactions in nanocolloids [53].

3.2. Rock Magnetism and Magnetic Colloids in “Mound
Scenario”. Similarly, as magnetic rocks are a good provider
of moderate H-fields for accretion of nanoparticles forming
on the Hadean Ocean Floor [31], this brings us to the
alkaline seepage site mound scenario [6, 54, 55], illustrated in
Figure 1 (reproduced with permission from Russell and Mar-
tin [7]; Russell et al. [54]). Here, negatively charged colloidal
mineral greigite forming under alkaline mound conditions
(as pH well above 3 [56]) does resemble an aqueous-based
ferrofluid. Significantly, the key to stabilizing its colloidal-
gel state lies with organics [57]. And the strong structural
similarities between iron-sulphur clusters in enzymes and
their mineral counterparts that were likely to have been
present on the primordial ocean floor underly the interest in
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FIGURE 1: The hydrothermal mound as an acetate and methane generator. Steep physicochemical gradients are focused at the margin of
the mound (see text also [54] for details). The inset (cross-section of the surface) illustrates the sites where anionic-organic molecules are
produced, constrained, react, and automatically organize to emerge as protolife (from Russell and Martin [7] and Russell et al. [54], with

permission).

sea-floor hydrothermal systems [7]. Clusters of iron-sulphur
are seen ubiquitously across living systems (despite their
predominantly organic basis) and carry out a variety of roles,
such as electron transfer, radical generation, sulfur donation,
and control of protein conformational changes associated
with signal transduction, to name some [58—61]. In fact,
spin polarization and spin coupling are key characteristics
of the sulphur-bridged complexes, embedded within these
ancient bioconstructs [62]. The spins on metal sites in di-
to polynuclear iron sulphur clusters are coupled via what is
called Heisenberg exchange coupling, which typically favors
antiferromagnetic alignment of neighbor spins. This in
combination with valence delocalization within the cluster
helps bring about coupling of different degrees of freedom
and add to the complexity of the system [62]. Ligand binding
can thus affect not only the electronic distribution, but
also the pattern of spin alignment, and hence the net total
spin state [63]. The complex web of interactions—orbital
interactions, electron delocalization, and spin coupling—
in the iron-sulphur clusters [64] shows the likelihood of a
similar profile for magnetic mineral colloids in the mound
membranes.

In the mound scenario, colloidal membrane surfaces,
envisaged as hosting simple metabolic cycles, comprise of
iron-sulphide minerals, such as mackinawite and greigite,
which along with some other transition metal compounds
could have been geochemically available for carrying out

similar catalytic type of functions and acted as protometabol-
ically relevant catalysts [7, 55, 65]. Not only that, but
also the confrontation of geofluids at different pH across
precipitating colloidal FeS membranes also provides insights
into the essential dependence of biological processes on
a proton-motive force (chemiosmotic gradient) across cell
membranes, which is a more or less invariant mechanism of
energy conversion across living forms [66].

The “mound scenario” thus weaves together the key
material patterns highly relevant to life processes—soft
colloid gel state, catalytic enzyme-like iron-sulphur clusters
(for primordial metabolism), plausible abiogenic reactions
(with passage of electrons to lower energy states), and natural
gradients (of redox, pH, and temperature), to name some—
into a persuasive geochemical location on the Hadean Ocean
Floor. It gives a plausible account of how key abiogenics
could have accumulated [67] and coordinated with each
other [10] in membranous inorganic compartments, as well
as dynamically ordered framboidal reaction sacs [68], the
latter forming through interplay of attractive and repulsive
forces (cf. [69]). Indeed, spherical, ordered aggregates of
framboidal pyrite about 5um in diameter were found in
fossil hydrothermal chimneys [70-73], see Figures 2(a) and
2(b), that seemed to have grown inorganically from the
spherical shells of FeS gel. Furthermore, Russell and cowork-
ers [70] have noted the size similarities of the magnetosome
crystals to that of pyrite crystallites (~100 nm in diameter)
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FIGURE 2: Framboids in chimneys: (a) small pyrite vent structure: reflected ore microscopy of transverse section shows a central area of
empty black spaces plus (grey) fine framboidal pyrite and a fine euhedral authigenic rim surrounded by baryte, with minor pyrite; (b) Sheaf
system, formed from coalescing rods of anastomosing microcrystalline pyrite. Black areas are empty spaces; central regions are framboidal
pyrite with an exterior of crystalline pyrite. (Labelled pictures given by Dr. Adrian Boyce are reproduced with his kind permission; source:

Boyce et al. [71, 72, 80]).

comprising the interior of framboids that appeared to have
grown inorganically from spherical shells of iron-sulphide
gel; their earlier stages would have comprised reduced forms
of framboidal iron sulphide, just as in iron-sulphide-bearing
bacteria. Here, the quasiperiodic organization associated
with naturally formed framboids [74] is intriguing in view
of their resemblance to the well-studied dynamic order in
laboratory-made quasicrystals. These form via an accretion-
based mechanism [75] and show unusual combinations of
properties (resembling living matter). Thus, the observation
of scale-free framboids rekindles the long-standing interest
in these forms for the origins of life [76], providing as they
do, an opportunity to study the surface-minimized packing
of colloidal spheres as independent dynamical components
[46]. Wilkin and Barnes [56] explain the formation/stability
of micro meter-sized framboids, using an interplay of neg-
atively charged repulsive and magnetically attractive forces,
where a size >100 nm would orient crystals to the weak geo-
magnetic field ~70 microTesla. Extrapolation of this to the
milli-Tesla scale (via a local field from magnetic rocks) shows
the feasibility of nanoscale aggregates, analogous to ferrofluid
ones. This conjecture [31], inspired by chimneys showing
framboids (plate 2 of [73]), gets support from observations
of fractal greigite framboids [77] which independently affirm
the natural propensity of this mineral towards an aperiodic,
nested organization.

As to the possible relevance of these observations to the
coherent dynamics discussed in the previous sections, we
note in passing that a correspondence exists between fractal
structures and the algebra of “q-deformed” coherent states
(Fock-Bargmann Representation); see Vitiello [78, 79] for
details. While this is beyond the scope of the present paper,

this is an interesting way to describe the emergence of long-
range correlations at the global (mesoscopic/macro) level
from local (microscopic) deformation patterns.

3.3. Environment as a Field: “Taming the Noisy Shrew”. Now,
the scenario of a magnetic template for “soft biomatter”
unfolds a novel role for the environment. Here, far from being
solely a harbinger of perturbative influences, the environ-
ment holds the controls for the assembly process itself: the
field enables the superparamagnetic particles to overcome
thermal fluctuations so that in the resulting aggregates, the
components are held together by reversible weak dipolar
interactions. Thus, in contrast to crystal lattices, the soft
assemblies seem conceptually compatible with dynamics and
would have remained intact, even if the “layers” of the
aggregates were used as surfaces for adsorption (e.g., by
abiogenics) or as passages to diffusively migrating particles.
For an H-field can connect the response-to-field variations
(i.e., susceptibility) and the correlators between interacting
spins via the fluctuation-dissipation theorem (FDT). And,
for gradual flux changes to be consistent with effectively
isotropic local surroundings for particles (diffusing through
the field-induced aggregates), moderate gradients in the
mound may have sufficed (cf. [55]). Sure enough, the weak
magnetic dipolar interactions between the latter and those
forming the “layers” have a striking resemblance to the
recognition-based movement in transcription and transla-
tional processes. Note that the same patterns of diffusive
migration through assemblies also map with the ATP-driven
migration of biomolecular motors on cytoskeletal protein
networks. Next, to consider coupling of scalar chemical
reactions with vector processes like diffusion [81], let us



extend surface-transfer reactions envisaged in ligand shells
of adjacent transition metal elements on crystal surfaces
[82] to “template” layers of magnetically ordered particles
(cf. [10]). Now, within a common FDT framework for
asymmetric movements, binding to nonmagnetic ligands
(e.g., organics) would increase the net potential energy
barrier of the particles for interacting with their “template”
partners compared to their unbound counterparts. Thus,
greater diffusive exploration of the organic bound particles
(as in biomolecular motors) contrasts with the entrapment
of the unshielded ones into an expanding network of
dipolar interactions (as in growth phenomena). Note that
the isothermal, cyclic switching between different entropic
states in molecular motors is pictured here using a gentle
flux gradient (nonhomogeneous rock H-field) periodically
perturbed by local H-fields of “template” partners, leading
to alternating high- and low-“template” affinity states due to
the dipole’s magnetic degree of freedom [31]. In contrast to
these first-order-like phase transitions, the superimposition
of a gentle temperature gradient on field-induced structures
results in a decrease in magnetization (a second-order phase
transition) of a diffusing dipole (cf. [83]). Here, changes
in susceptibility seem a plausible response mechanism for
harnessing various fluxes in the mound, enveloped by further
colloidal/mineral precipitates. In this context, the coupled
d.o.fs in biomatter ([42], see Section 3.1) have a strong
resemblance to the secondary effects of magnetism in a sub-
stance arising as a consequence of couplings between its dif-
ferent physical properties: magnetocaloric, magnetoelectric,
magnetooptic, and magnetostriction [84]. Hence similarly,
via the fluctuation-dissipation response mechanism, these
couplings could have enabled the environment to harness
any gentle gradients using its field as a “switch.” In addition,
the passage of charges is expected owing to gradients in the
mound, which would induce a magnetic field. The scenario
of the latter interacting with the rock field at the base of
the mound, and leading to a (reversible) homopolar-motor-
like rotation of conducting assembly components, does seem
reminiscent of the rotatory ATP-driven pumps that are
thought to be amongst the early-evolved mechanisms.

3.3.1. Chirality (Naaman and Rosenberg): Mound Scenario.
All along, the constructive use of noise (via FDT) is possible
thanks to the magnetic asymmetry of the assembly. Their
ATP-driven soft-matter counterparts in living systems, how-
ever, employ chiral molecules for achieving ratchet effects.
A causal connection to understand this correspondence
could be given in terms of spin-polarized electrons (as in
[85]). This is also consistent with the geochemical-based
view of life’s origin [54], which posits that life emerged
on the surface of a wet planet (likely earth) once the early
evolved mechanisms were set in place (mechanisms requiring
light, such as photosynthesis, therefore evolved later in this
scenario, which makes it relevant to consider interactions
with chirality ingredients like circularly polarized light for
later stages of evolution). Briefly, the work of Naaman
and coworkers [85, 86] reveals how co-operative effects
can endow assemblies of chiral dipolar molecules with the
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capacity to selectively discriminate between spins pointing
“up” or “down.” A similar spin-filtering effect is achieved
in spintronics by applying an external field to induce
magnetization in ferromagnetic thin films. On the other
hand, the magnetization in its biological counterpart—
layered organization of dipolar chiral molecules—is based
on two stages: (1) the magnetic field created by transfer of
charge (electron or hole) through chiral molecules aligns the
magnetic dipole of the charge transferred; (2) then exchange
interactions in the layered domain keeps them aligned (the
spin-orbit interaction is negligible here). Furthermore, in an
important study, Rosenberg [87] has shown how chirality
can affect reactions in the presence of spin-polarized elec-
trons, provided by radiating the magnetic substrate binding
the organics. The requirements for producing low-energy
spin-polarized electrons—ionizing radiation and a magnetic
substrate—seem to match with the “infrastructure” available
at the base of the mound. In addition to the presence
of high levels of radioactivity and the reducing conditions
prevailing in the Hadean Earth’s crust, Ostro and Russell
(unpublished results 2008) have described how iron and
iron-nickel particles derived from the subhypervelocity flux
of iron and NiFe-metal containing chondritic meteorites and
micrometeorites, and distributed on the ocean floor, would
be partially scattered throughout the mound (see [31]).
The invasion of the mound by magnetized extraterrestrial
materials would have been further reinforced by secondary
magnetization of the magnetite produced as an alteration
product at the base of the mound [31] as a consequence
of serpentinization [88]. The plausibility of having spin-
polarized electrons in the mound then throws up the
intriguing correspondence between the available carriers
of the spin-polarized electrons—the field-ordered magnetic
dipolar colloids [31, 32] and structured water [3, 24, 27—
29]—and the assemblies of chiral dipolar biological replace-
ments which show magnetic behaviour upon polarized
charge transfer [86]. Indeed, recent results demonstrate that
mackinawite, which is isostructural with high-temperature
Fe-based superconductors, also shows similar magnetic
profiles, thus leading to the conjecture that this important
component of the “mound scenario” may well be one of the
simplest among Fe-based superconductors [89].

4. QFT Scenario: Two Modes of Water
CD “Scaffold”

Albeit described above (Section 3) at a “stat mech” (ther-
modynamic) level, one repeatedly encounters analogies of
collective behaviour (many coupled spins versus many cou-
pled atoms), where symmetry-broken patterns in inorganic
colloids show matching correspondences with their biolog-
ical counterparts. This scenario is fully compatible with
a QFT description, with merely a change from imaginary
(Matsubara) “time” to real time, a la Feynman, the system,
as the carriers of ordering information. With the “ordering,”
there is effectively a freezing of the d.o.fs of some elementary
(microscopic) components, leading to a coherent, collective
(macroscopic) quantum behaviour called the ordered pat-
tern (see [21, 24, 39]). One can also check that the rotational
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symmetry-broken N-G-bosons (magnons) seem to be more
relevant to dynamical biological systems (see the application
of rotational symmetry breaking via electric dipoles in the
dissipative brain model of Vitiello [90]), rather than the
translational symmetry-broken phonons—N-G bosons in
the crystal context. Nevertheless, the quasiparticles associ-
ated with the symmetry-broken organization patterns could
hold the key to how the “takeover” [15] from inorganic-
magnetic dipolar to organic-electric dipolar nature came
about, the association with interfacial water CDs being
common to both scenarios.

We have already seen in Section 2 how organized water
can exhibit crystal-like collective properties, where a deep
reshuffling of its electron clouds allows it to act as an
electron donor. Water CDs can act like machines and collect
energy—even noncoherent sources like thermal noise—and
store in a coherent form and even include “guest molecules”
[26]. Further, the association of coherent water CDs with
a reservoir of quasifree electrons enables the production of
metastable coherent-excited states [91]. Thus, when excited
by some externally supplied energy, the ensemble of quasifree
electrons executes rotational motion (as cold vortices) with
quantized magnetic moments that can align to ambient
magnetic fields; their stability is ensured by their “cold”
coherent nature, preventing thermal decay [26]. Thus, the
water CDs can be associated with both electric (oscillatory)
and magnetic (rotatory) dipoles. Now, the criterion for a
“guest” molecule to gain entry into the CD “machine” is
that of a matching frequency to that of the CD host via its
(lowest order) radiative dipole. And interfacial water CDs—
capable of both kinds of absorption/emission exchanges—
can provide a powerful scaffold mechanism for swapping
between inorganic (magnetic-rotatory dipolar) and organic
(electric-oscillatory dipolar) colloidal organizations. This is
since being coherent systems, their phase can be tuned by an
external e.m. potential [35, 38]. Thus, for consistency with
the principle of biological continuity, e.m. potentials associ-
ated with quasiparticles, arising from the various symmetry-
breaking contexts in biological organization today, had
to be similarly linked to mineral-based ancestors in the
Hadean, for enabling the envisaged “takeover” [13]. Again,
the correspondences between the hypothetical Hadean and
biological scenarios (Section 3) provide functional contexts
for energy dissipation; here, the thermodynamic-FDT basis
of description can be checked for their compatibility with
coherent exchanges with water CDs. The latter can increase
their coherent stores even by accepting incoherent thermal
noise, the requirement for release being that the “guest” pro-
vides a matching frequency (see above). Evidently though,
the organics could not “takeover” all the functions, such as
electron transfers and sensing (see below).

5. Metabolism, Replication, and Sensing

Magnetic networks also provide a conceptual platform
for bringing together a variety of mechanisms—such as
harnessing different fluxes (since further colloidal/mineral
precipitates could envelop the mound)—as an alternative

to say, awaiting the emergence of the elaborate genetic
setup enabling lateral gene transfers. For in principle the
presence of magnetic-dipolar modes in water CDs offers
a mechanism for a framboid-like scalingup of magnetic
assemblies, permitting their navigation to zones with weaker
field intensities. And we speculate that once the weak
geomagnetic field started to develop, similarly organized
organic replacements could have disembarked from the
mound. The former also offers a plausible response-based
mechanism for navigation. Note the similarity between the
passage of a mag-netosome-containing bacterium, moving
in response to the extremely low-frequency geomagnetic
field [92] (although by sensing changes in the inclination
magnitude increasing from the equator to the poles) and
the scaled-down scenario of ligand-bound superparamagnetic
particles traversing a field-induced aggregate in response to
(gentle changes in flux lines due to) an external moderate
H-field [31]. For bacteria do use these cell components as
compasses [93-95] that help to orient them to the geomag-
netic field, as they navigate through waters. Interestingly,
magnetosomes are composed of ordered magnetite crystals,
as well as greigite ones, albeit less frequently [96, 97]. Their
ancient origins can be appreciated from the conjecture that
“Magnetoreception may well have been among the first
sensory systems to evolve” based on the universal presence
of single-domain crystals of magnetite across many species
and groups of organisms, ranging from bacteria through
higher vertebrates that exploit the geo-magnetic field for
orientation, navigation, and homing [98, 99]. In addition,
different magnetite-based models of biological magnetic-
torque transducers have been proposed as a basis for sensing
and transducing magnetic-field changes via direct/indirect
coupling to mechanosensitive ionchannels [100]. Indeed, to
quote from Kopp and Kirschvink [101], “The magnetosome
battery hypothesis suggests the possibility that the magne-
tosome arose first as an iron sulfide-based energy storage
mechanism that was later exapted for magnetotaxis and still
later adapted for the use of magnetite.”

The gradual substitutions of colloidal magnetic networks
bound by weak dipolar interactions could conceptually
explain how recognition-based communication language
(e.g., complementary base pairing, enzyme substrate, etc.)
may have arisen in water-coated bionetworks bound by
noncovalent, weak recurring bonds (H-bonds, van der
Waals); note the capacity of the latter to undergo sol-gel
transformations, like reversible magnetic gels. Further, as
structure (shape, polarity, etc.) dictates interactions, one
wonders if incorporation of substitutes had not been an
information-registering mechanism of a coherent ancestor
leading to the structure-function associations across biol-
ogy, the “contents” being different functions in different
structural (memory) addresses. Now, the emergence of
a digital form of storing information in this scenario—
where associative networks were available [31]—is likely
to have been a later development that can be understood
in terms of connections developing between networks [10,
11]. Nevertheless, a magnetic environment proposed by
us (see [102]) can provide a basis [32] for Patel’s [103]
proposal of a quantum search leading to a digital mechanism
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if a coherent ancestor indeed brought forth life, that is.
Other workers have also provided arguments involving iron-
sulphur minerals [104] and the colloid state [105] that
support a quantum basis for the origins of life.

6. Conclusions and Scope

Cairns-Smith’s crystal scaffold is softened via field-responsive
colloids to conceptually access the “replicator” in two
stages: (1) an environmental field enabled the assembly,
induction of asymmetries, response effects for close-to-
equilibrium dynamics, and associative networks of magnetic
colloids, besides providing a coherent environment for
stabilizing associated (a variety of) symmetry-broken quanta
and their feedback-interactions with those of the coherent
water domains; (2) analogue processes in a coherent water-
mineral-colloid assembly are speculated to have enabled the
“leap” to digital form of information processing. In this new
scenario, the catalytic activity and soft-matter patterns arose
from field-responsive mineral colloids, whereas energy cap-
ture (from protometabolic reactions and a variety of fluxes)
and storage in far-from-equilibrium dissipative structures
was throughout associated with the coherent water domains
organized on the colloidal inorganic or organic surfaces.
This might provide insights into the entangled origins of the
replicating and metabolic wings of life.

Indeed, in this manner, Nobel Laureate Albert Szent-
Gyorgyi’s view of life being “an electron looking for a place
to rest” can be seen to be consistent with CO, as its eventual
destination [55] and the essentially organic nature of life.
Again, in the words of the father of modern biochemistry,
if “water was dancing to the tune of solids"—with tunes
as the associated e.m. potentials—this “dance” would have
continued uninterrupted if organic replacements of the
inorganic ancestors had played the same “tune.”
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We investigate the direct and inverse magnetocaloric effect in NigssMnys30In;; s Heusler alloy ribbons comparing the results
obtained for the as-quenched sample with the ones after different annealing procedures. An enhancement and shift of the entropy
maximum to near room temperature is observed in all annealed samples. A remarkable magnetocaloric effect is observed in
samples with short-time treatment (10 minutes) and at the lowest annealing temperature. We show that the suppressing of
uncompensated martensitic transition and thermal hysteresis are both influenced by the heat treatment. Also, an improvement
on Curie’s temperature is observed and, at low magnetic field, it has been risen up to 310 K. Our results demonstrate that the
martensitic transformation is highly sensitive to the applied magnetic field and also to the annealing treatment, which means that
the magnetocaloric effect can be tuned showing different behaviors for each sample.

1. Introduction

Many first-order phase transition materials have been found
to exhibit giant magnetocaloric effect (MCE) [1-3]. Cur-
rently, the search for a cheap magnetic material which
exhibit a large MCE that works in the temperature range
of 100 up to 300K for a magnetic field variation of AH =
10 kOe is carried out. The most extensively studied Heusler
alloys have those of the Ni-Mn-Ga system, nevertheless
to overcome some of the problems related with practical
applications (such as the high cost of Gallium and the
usually low martensitic transformation temperature), the
search for Ga-free alloys has been recently attempted. In
order to reduce such costs and to improve the martensitic
transition temperature, the substitution of Ga is proposed
and, in particular, by introducing In or Sn [4-7].

These ferromagnetic shape memory alloys (FSMA)
exhibit ferromagnetic and shape memory effect simul-
taneously. The ferromagnetic shape memory effect can
be controlled by temperature, stress, and by magnetic
field. Recently, Ni-Mn-In Heusler alloys have drawn much

attention due to their potential as ferromagnetic shape
memory alloys, which undergo a thermoelastic martensitic
transformation (MT) from parent austenitic phase to a
martensitic one on cooling [8]. These alloys exhibit notable
sensitivity of MT to the applied magnetic field, they seem
to be among the most suitable for the room temperature
(RT) applications for example, in micro and nanomechanics
devices and in alternative energy technologies, due to the
giant magnetocaloric effect (MCE) observed in this alloys
[9, 10]. Moreover, some authors have reported that such
FSMAs also present giant magnetoresistance (GMR) due to
the first-order phase transition, which can undergo a GMR
variation of around 80% [11].

In this work, we present the influence of different
annealing treatments on the martensitic transition and
magnetic entropy change in a nonstoichiometric Ni-Mn-In
Heusler alloy ribbon in order to tailor the MCE around RT.
These alloys are of particular interest due to the existence
of both direct and inverse magnetocaloric effect in a rather
narrow temperature interval. The value of the entropy



change depends on the difference in the magnetic state of
the sample corresponding to the austenite and martensite
phases and consequently is determined by the magnetic
phase diagram. Along with the scientific interest of the
results, these materials could be exploited in refrigeration by
using positive and negative magnetic entropy changes.

2. Experimental

Polycrystalline Nigs sMnys 9In;; 5 alloy was produced by arc-
melting with the appropriate amounts of high purity
(99.99%) Ni, Mn, and In. Then, the master alloy was
induction melted in quartz tubes and ejected in argon
environment onto the polished surface of a copper wheel
rotating at an elevated linear speed of 48 m/s. Rapid
quenching by melt spinning offers two potential advantages
for the fabrication of these magnetic shape memory alloys:
the avoiding or reduction of the annealing to reach a
homogeneous single phase alloy and the synthesis of highly
textured polycrystalline ribbons. During the solidification
process, the ribbon is continuously fragmented due to high
crystallization kinetics and brittleness of the alloy. The
crystal structure was checked by X-ray pattern diffraction
technique and additionally the microstructure and elemental
chemical composition analyses were performed by means of
scanning electron microscope (SEM, JEOL 6100) equipped
with electron dispersive X-Ray spectroscopy detector (EDX,
Inca Energy 200). From these analyses, we obtain an average
composition of NigssMngsolngys (e/a = 7.91) for the
produced ribbon. Taking the EDX error into concern, the
Heusler alloy ribbons are very close to the nominal alloy
value. The magnetic properties were measured using a quan-
tum design VersaLab VSM in the temperature range of 50—
400K and up to 30 kOe applied magnetic field. Martensitic
transition (MT) was characterized from the thermomagnetic
measurements, which means zero-field cooling (ZFC), field
cooling (FC), and field heating (FH) routines that were
performed using different applied magnetic fields. The
temperature ramping rate used was 4 K/min.

Ribbon flakes were annealed using different thermal
treatments, 873, 973, and 1073 K, which it will lead to distinct
magnetic behaviors. The annealing was performed under a
vacuum chamber with a base pressure of 5 x 107® mbar. In
addition, we have used different annealing times; in the cases
of 873, and 1073 K we let the sample inside the heat chamber
for 10 minutes and in the other treatment (973 K) for 20
minutes.

3. Results and Discussion

Figure 1 shows the martensitic transition for the as-
quenched ribbon. As one can note, two different peaks are
observed (and marked) in ZFC-FC-FH measurements. These
peaks are related to uncompensated martensitic transitions
and can also be directly affect by the applied magnetic field.
For magnetic fields below 5 kOe, the predominant peak is the
one denoted with number 1, and above this value, we can
note that the peak 2 rules above the other. For an applied
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FiGure 1: ZFC, FC, and FH thermomagnetic curves of as-quenched
Niys5Mnys3Ing; 5 ribbon obtained at different magnetic field. Arrows
indicate cooling and heating regimes in ZFC, FC, and FH protocols.

small magnetic field (50 Oe), we are also able to observe
negative susceptibility during cooling the ribbon bellow
some critical temperature around 125K. Such a behavior
disappears at higher applied field values. This quasidiamag-
netism effect has been recently attributed by Prudnikov et
al. [12] to a strong nonequilibrium of the system due to the
presence of magnetic and structural disorders and exchange
anisotropy. The origin of this anisotropy is related to the
existence of antiferromagnetic interactions, characteristic in
the system under study due to the presence of Mn atoms in
In-sites, which means that at low temperature, an exchange
bias effect should be appreciable and expected [13]. This
could be experimentally demonstrated by the exchange shift
of the hysteresis loop of the field-cooled sample at low
temperature.

Figure 2(a) shows a comparison among the thermomag-
netic measurements at 50 Oe for different ribbons. As we
can note, a short time annealing can improve the magnetic
response in a temperature interval close to RT, whereas a
twice-larger annealing time and higher annealing treatment
can dramatically decrease the magnetic moments, as a
consequence of the shifting induced by the annealing on the
martensitic phase transformation to a higher temperature.
Besides, the annealing procedure has an important role on
the properties of the martensitic transition. It's remarkable
that by annealing the Niss5Mnys 9In;; 5 ribbons, we are able
to suppress those uncompensated martensitic transitions
(see Figure 1). The annealing has relaxed the residual struc-
tural stress originating from the melt spinning fabrication.

The annealing temperatures can be related with the
shifting to RT of the first-order transition (see Figure 2(b)),
even at high annealing temperature, the magnetic transition
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FIGURE 2: Temperature dependence of magnetization of as-
quenched and annealed Niys5Mnys¢In; 5 ribbons at 873K, 973K,
and 1073 K obtained at a field of 50 Oe (a) and 30 kOe (b).

cannot be observed in the temperature range of 50-400 K for
an applied magnetic field of 30 kOe. Other feature related
to the different annealing temperatures is the reduction of
the thermal hysteresis. In this case, as higher the annealing
temperature, smaller is the thermal hysteresis.

This behavior could be explained by the annealing
influence due to the increase in the grain size and crystal
defects, along with the variation of internal stresses induced
during the quenching process. It is also worth mentioning
that the excess of Mn atoms, in this non stoichiometric
Heusler alloy, are located in different sites leading to
exchange interactions very sensitive to the Mn—Mn distance
that could be modified by the annealing process.

The evaluation of the magnetocaloric effect has been
estimated by the entropy variation, which was calculated
using the Maxwell’s relation [14]

oM(T)
oT

H
asu(Du = || 2557 an, M
0 H

where dM/0T is obtained directly from thermomagnetic
measurements (ZFC-FC-FH). Such route to perform the
calculations makes their accuracy improved since there is
no need to extrapolate points, like in the case of isothermal
curves, therefore the derivatives of thermomagnetic mea-
surements are directly proportional to the entropy variation.

Figure 3 shows the entropy variation for ribbons with
different annealing procedures. A very remarkable improve-
ment is seen in the ribbon annealed for 10 minutes at
873 K. The entropy variation in this case had shown an
enhancement on the order of 5 times higher than in the
as-quenched ribbon, which is a dramatic feat. In addition,

the temperature value at which the inverse magnetocaloric
effect achieves its maximum is shifted from 276 K up to
284K in this case. Thus, this first annealing is proved
to be able to enhance the inverse magnetocaloric effect
and shift the temperature where its maximum occurs by
8 K. The annealed ribbon at 973K presents practically the
same entropy variation as the as-quenched one, nonetheless,
the temperature where the inverse magnetocaloric effect
achieves its maximum is, in this case, in the range of RT
achieving a value of 307 K. Hence, we obtain using such
annealing procedure an impressive temperature shift by
31K, nevertheless, the inverse magnetocaloric effect is not
enhanced like in the previous case. Finally, at 1073 K, it is
observed that the entropy variation decreases drastically and
the inverse magnetocaloric effect reaches its maximum at
386 K, well above the RT, but the effect is not improved
comparing with the other cases. Other feature that is also
observed in the sample annealed at 1073K is the fact
that the magnetic phase transition from ferromagnetic to
paramagnetic is not displayed since such thermal treatment
shifts the Curie temperatures to a higher value, which is
found to be above 400K and, then, we are not able to see
this transition due to our equipment limitation.
The refrigerant capacity (g) is defined by [15]

T,
a= | AS(T)gdr, 2)
T

where T; and T, are the temperatures of cold and hot
reservoir of the refrigeration cycle, respectively. The value
of q can be obtained by performing the integration over
the full width at half maximum (FWHM) in a AS-T curve,
according to literature [16]. The different thermally treated
ribbons display different refrigerant capacities being 54.8 J/kg
(as-quenched), 163.6J/kg (873K), 44.6]/kg (973K), and
17.6J/kg (1073 K). Comparing the entropy variation for as-
quenched and annealed at 973 K, one should expect that
the refrigerant capacities would be similar. However, the
presence of uncompleted martensitic transformation in as-
quenched ribbon produces a broader entropy peak and thus
the increasing in the refrigerant capacity in such sample.
In fact, this reduction in the refrigerant capacity for the
sample annealed at 973K is also due to the range of
working temperatures T} and T; that, in such specific case, is
narrower than all the previous samples, reducing the working
temperature interval. For another annealed ribbon (873 K),
the refrigerant capacity was rather increased comparing to
the other two. An improvement of around 70% has been
observed.

4. Conclusions

In conclusion, we have studied the magnetostructural and
magnetocaloric properties of a Nigs 5Mnys0In; 5 ferromag-
netic shape memory alloy with ribbon shape and the effect
of different annealing treatments. The short annealing at
873 K proved to be the best choice to achieve a high entropy
variation, however, the other annealings, at 973 and 1073 K,
showed to be very efficient to shift the martensitic transition
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of 30kOe (a). Magnetic entropy change maxima versus field change obtained at the structural transformation (b) and at the magnetic

transition (c).

towards a temperature higher than the room temperature
(above 300 K), which leads to a entropy variation in the range
of potential applications as magnetic coolant. The problem
still lies in the working temperature range and the low
refrigerant capacity that needs to be enhanced in the future.
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We present the experimental results on magnetorefractive effect (MRE) in ferromagnetic metal-metal and metal-insulator multi-
layer films of different composition and different type of magnetoresistive effects. The shape and magnitude of the MRE depend-
ences are found to be very sensitive to the spin-dependent scattering parameters and the effective polarization of the electron
density of state around the Fermi level. A study of an MRE in multilayered films is shown to be sufficient for direct extracting of
the spin-dependent relaxation times of electron (for GMR-like samples) and energy dependence of the tunnel spin-polarization
density of states near the Fermi level for layered TMR films. It is proposed to use the magnetorefractive effect as a noncontact probe
of magnetoresistive effects in thin magnetic films through investigations of the field-dependent reflection behaviors of multilayered

films in the IR region.

1. Introduction

The discovery [1, 2] of the giant magnetoresistance (GMR)
effect has led to many technological applications, especially
in data storage devices such as GMR read heads, magne-
toresistive random access memory, and in magnetic sensors
[3, 4]. The GMR effect reflects changes in resistivity as result
of spin-dependent scattering of two spin channels across
the interfaces between the magnetic and nonmagnetic metal
layers (i.e., GMR effect) or magnetic and insulating layers
(i.e., tunneling magnetoresistance) [5]. The key property of
these materials is the reduction of their electrical resistivity
in magnetic field. Tunneling magnetoresistance effect (TMR)
draws much attention for its fascinating transport properties
and industrial applications [4, 5].

The most common method of measuring magnetoresis-
tance (MR) involves passing an electrical current through the
sample via a four-point probe. On the other hand, Jacquet
and Valet [6] proposed and demonstrated an alternative
noncontact method for the measurement of magnetotrans-
port effects using electromagnetic radiation of infrared (IR)
spectral region. It relies on the fact that at IR wavelengths

the optical properties in metals depend mainly on electron
transition within the conduction band (intraband transi-
tions). The method is based on the magnetorefractive effect
(MRE). The MRE is the variation of the complex refractive
index (dielectric function) of a material due to a change in
its conductivity at IR frequencies when a magnetic field is
applied. MRE opens a new stage in magnetooptics (MO)
because it is not connected with spin-orbit interaction. MRE
is an even MO effect, namely, it is linear with magnetization
squared, like GMR. Moreover, the MRE is sufficiently larger
in the IR region than the corresponding MO values [6-8].
Infrared transmission or reflection spectroscopy can provide
a direct tool for probing the spin-dependent conductivity in
GMR and TMR samples [6-11].

The MRE of ferromagnetic/nonmagnetic metal multi-
layer and granular films has been a field of intensive studies
over the last decade. This interest in MRE was motivated
by three aspects: (i) its importance as an experimental
noncontact (in situ) magnetoresistance tool, (ii) its being a
means of measuring the spin-dependent characteristics of
ferromagnetic (FM) materials, and (iii) its application in
magnetooptical crystal. The main advantages of the MRE



over other techniques are following: (i) the surface sensitivity
with typical information depth of ~10-30nm; (ii) a time
resolution can be down to the subpicosecond regime [6, 8];
(iii) a reasonable spatial resolution tends to ~1-10 ym [6,
11]; (iv) using robust and inexpensive experimental setups.

The full quantitative MRE information is generally not
linked by simple analytic formulas to the material properties,
which are the dielectric function of all involved layers and
their GMR or TMR values. Moreover, the literature is al-
most exclusively limited to the MRE in multilayer and granu-
lar films with GMR effect. The magnetotransport character-
ization of metal-dielectric multilayers (TMRs) is more dif-
ficult than continuous metallic multilayer (GMR), and hence
there is a great tendency to develop a noncontact method
for studying their electrical behaviors. The spin-dependent
characteristics extracted from modeling of the MRE are also
important in fundamental research. From a microscopic
point of view the MRE in layered TMR films is due to the
interplay of the exchange interaction leading to a splitting of
the bands and the spin-dependent density of states around
the Fermi level.

In this work we have measured the MRE of CoFe/Cu
multilayer films with GMR effect and of CoFe/Al,O3 films
with TMR effect. Measurements are made in reflection mode
which is the most likely mode for practical remote sensing
of magnetoresistance effects. The good agreement at middle
IR wavelengths between electrical magnetotransport mea-
surements and noncontact magnetorefractive effect demon-
strates the possibilities of using IR reflection spectroscopy
for the characterization of giant magnetoresistive systems.
We have chosen the multilayer structures with low values of
magnetoresistance for checking the sensitivity of magnetore-
fractive effect. It was shown that the spin-dependent scat-
tering times 7' and 7' (or mean free path) of majority and
minority electrons can be directly extracted from the MRE
dependences in the IR region. We also demonstrate how a
low-energy spectrum of the tunnel spin-dependent density
of states around of the Fermi level for layered TMR films
can be reconstructed from its magnetoreflective spectrum.
This can be done by modeling the MRE dependences as an
effective polarization, Pes(E), and extracting the optical con-
ductivities of the different layers from the reflection spectra.
Our results demonstrate direct schedule for obtaining the
energy dependence of the spin-polarization density of states
near the Fermi level.

2. Experimental Techniques

The choice of the CoFe/Cu(Al,O3)-based film structures was
motivated by the fact that spin polarization of the CoFe
alloy exceeds those in Co and Fe, while nonmagnetic Cu
demonstrates excellent electrical conductivity and insulating
Al,Oj3 provides a low tunneling barrier and high values of the
TMR. The multilayer films were prepared by dc magnetron
sputtering at ~107* Torr Ar gas pressure. The films were de-
posited on glass and Si substrates using two targets of CoFe
and Cu or ALOs. For the ferromagnetic layers we used
Co7sFeys target which is a soft magnetic alloy. The room
temperature GMR was measured using standard four-point
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probe technique in magnetic fields of up to 8kOe with
both current and applied magnetic field H in the films
plane. For TMR measurements a 50 nm thick CoFe layer was
deposited onto glass (Si) substrates in the form of stripe 10 X
20mm?. Then the [CoFe(1.6nm)/Al,O3(3nm)];p multi-
layer structures were sputtered onto the center of the CoFe
(50 nm) film in form of stripe 10x 10 mm?. On top of devices
second electrode CoFe (50 nm) was formed in the rectangu-
lar shape 10 X 20 mm? perpendicular to the long axis of
the first thick CoFe layer. In process of TMR measurements
the magnetic field was oriented perpendicular to the current
direction and parallel to the film plane.

A Bruker IFS 113 Fourier transform spectrometer was
employed to study reflectance spectra of multilayer struc-
tures at 300K in the mid-IR range from 2.0 to 25 ym. The
IR radiation was focused onto the sample placed in the
electromagnet gap. The magnetoreflectance was determined
by analogy with the magnetoresistive effect: Ap/p = (p(H) —
p(H = 0))/p(H = 0), and AR/R = (R(H) — R(H = 0))/
R(H = 0). These functions describe the changes in the elec-
trical resistivity Ap/p and light reflectivity AR/R of a material
in an external magnetic field. The magnetic field was oriented
perpendicular to the IR propagation direction and parallel to
the film plane. The magnetic field strength was varied from 0
to 4.0 kOe. The angle of incidence of light on the sample was
closed to ~45°. The incoming light was polarized in plane of
incidence (p-polarization) using a KRS-5 grid polarizer. The
IR reflection spectra were taken for all samples at least 100
scans in the spectral range 2.0-25 ym and with resolution of
4cm™!,

3. Experimental Results and Their Discussions

The MRE spectra of the [CoFe(2 nm)/Cu(1.2nm)];o mul-
tilayers are presented in Figure 1(a). These spectra have a
broad positive peak at short wavelengths (2—6 ym) followed
by a crossover into a reduced reflection region resulting in
negative MRE at longer wavelengths. AR/R spectra of CoFe/
Cu multilayer films reveal deep minima at A ~ 20-21uym
(Figure 1(a)). As the magnetic field increases from 1.2 to
3.75kOe, AR/R grows in absolute magnitude nonlinearly
from ~0.3 to ~1.1%. The decrease of the reflectivity in an
applied magnetic field is consistent with the increase in elec-
trical conductivity resulting from the magnetically induced
modification of the scattering of the Drude-like free elec-
trons. The lowest value of the MRE spectrum located at
a wavelength A ~ 20.7um, which is far away from the
short wavelength region where interband transitions are im-
portant.

Figure 1(b) shows the dependence of MRE for
[CoFe(1.6 nm)/AL,O3(3 nm)],o multilayer films. The MRE
goes down with increasing wavelength of the incident IR
probe light and reaches the maximal negative value at wave-
lengths A ~ 13-14 ym. It can be seen that absolute value of
the MRE tends to value of ~0.5% in the magnetic field of
H = 3.75kOe. Note that the MRE demonstrates a nonlinear
dependence on the magnetic field H and the function AR/R
becomes positive (changes its sign) in the low wavelength
region 2.0-5um due to contribution of the interband
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Ficure 1: The experimental MRE spectra for [CoFe(2nm)/
Cu(1.2nm)]y, (a) and [CoFe(1.6 nm)/Al,O3(3nm)], (b) multi-
layer films, H = 1.2,2.5, and 3.75 kOe. Inset of (b): the IR reflection
spectra of the CoFe/Al,O; multilayer films.

electron transitions. Thus, the competition between the in-
traband and interband contributions leads to a change of
sign of MRE as a function of wavelength. This experimental
fact contradicts to the predictions of the Drude model [6—
10], where the intraband contribution into the conductivity
is considered only. Due to such contribution the MRE curve
always keeps the same sign. It means that the main mech-
anism of electron transport in the metal-metal and metal-
insulating multilayer structures is the s-d exchange scattering
[5]. The shape of the MRE curves as a function of wavelength
is therefore sensitive to the s- and d-dependent electron
scattering parameters, which determine the GMR and TMR
effects.

The IR reflection spectra of the CoFe/Al,O; multilayer
films (inset of Figure 1(b)) display the complex structure as-
sociated with the phonon vibrations in oxide layers. For the
spectral region 5-20 ym the reflectivity R(A) of multilayers
becomes similar to the spectrum of the pure Al,Os. Rest-
strahlen band of high reflectivity between ~5 and 20 ym is
visible. R(1) spectra show pronounced features at A ~ 5.0—
7.5 and 17-18 ym which can be assigned to the longitudinal
optical (LO) and transverse optical (TO) vibration modes
of aluminium oxide which is in agreement with previous
studies [11]. It should be pointed out that the value of A0,
where the reflectivity tends to its minimum, is shifted to
lower wavelengths with respect to Al,Os, and the reflectivity
between LO and TO modes does not reaches the value R =
100%.

Figure 2 shows the high correlation between the electrical
measured GMR (TMR) and the optically measured MRE for
CoFe/Cu and CoFe/Al,O3 multilayer films. The differences
in the nonmagnetic layer Cu or AL, O; lead to different
values of the magnetoresistive effect (Figure2(a)). The
maximum value of magnetoresistance of about ~12.5% and
~2.5% in the magnetic field H = 8.2kOe is observed
for CoFe/Cu and CoFe/Al,O3; multilayer films, respectively.
The measurements of the MRE profiles were carried out
at fixed wavelength when the magnetoreflectance reaches a
maximum. The experiment was performed by direct record-
ing of the changes in the reflected intensity as a function
of applied magnetic field at A ~ 20.7ym and A ~ 13.5um
for CoFe/Cu and CoFe/Al,O5 multilayer films, respectively
(Figure 2(b)). It has been previously shown [9, 11] that the
correlation between the GMR and MRE should be most evi-
dent at extreme wavelengths where the MRE reproduces the
maximum values. These dependences (Figures 2(a) and 2(b))
clearly show the possibility to perform noncontact magneto-
transport measurements on the samples with giant and tun-
neling magnetoresistance by measuring the variation of their
reflected intensity in magnetic field at fixed wavelength, A.
Note that the absolute magnitude of MRE in CoFe/Cu multi-
layer films is higher than that in CoFe/Al,O3 films and this
trend is consistent with GMR (TMR) dependences.

4. Theoretical Treatments

4.1. MRE Effect in Metallic Magnetoresistive Samples with
GMR. To interpret our results we have performed simula-
tions of the MRE for two different systems and their depend-
ence on the scattering and carries characteristics of the differ-
ent type of magnetoresistance. The calculations of the reflec-
tion, transmission, and absorption spectra are performed
using a 2 X 2 characteristic transfer matrix for N number
of parallel, homogeneous, isotropic layers [13]. This formal-
ism takes into account the multiple reflections on the inter-
faces of the multilayer film and could also be used to
calculate the MRE in different multilayer structures. The
optical response of every layer describes by a complex
effective index of refraction. We have simulated the MRE of
[CoFe(2 nm)/Cu(1.2nm)];p multilayers using the frequen-
cy- and spin-dependent conductivity for FM film. Con-
ductivity o(w) of the FM layer is a sum of the Drude
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FIGURe 2: (a) The experimental Ap/p data of [CoFe(2nm)/
Cu(1.2nm)];o and [CoFe(1.6 nm)/Al,O5(3 nm)];o multilayer films;
(b) measured MRE versus magnetic field at fixed wavelength (A =
20.7 ym) for [CoFe(2nm)/Cu(l.2nm)],p and (A = 13.5um) for
[CoFe(1.6 nm)/AlL,O3(3 nm)] ;o multilayer films.

contributions from majority- and minority-spin electrons
(7,8, 14]:

oc'(w=0)
1+iwt!

o' (w=0)
1+iwt

o(w) = ' (w) +0'(w) = (1)
in which ¢'")(w = 0) and 7'(*) are the spin-dependent dc
conductivity and relaxation times, respectively. This conduc-
tivity is given by o'V(w = 0) = n'®er'/m, where
n'") are spin-dependent conduction electron density and
m is the mass of an electron. In ferromagnetic alloy CoFe
electronic bands are exchange split, which implies different
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Fermi wavevectors for the spin-up and spin-down electrons,

k}“). The values k. ~ 7.5nm™! and kf ~ 4.5nm~! were
determined assuming a free electron gas [15, 16], and the
magnitude of n'") can be estimated from the relation n'(*) =

(k}(l))3/ 3m2. We have introduced the spin-asymmetry para-
meter oy, which is defined as the ratio between the spin-
up and spin-down relaxation times for zero magnetic field,
ay = 14/75. These average spin-dependent scattering times
for spin-up and spin-down connect to the spin-independent
scattering time, 77, in the ferromagnetic CoFe: Tj?l =

((TOT)_I + (Té)_l)/Z. For fitting experimental results the fol-
lowing parameters were chosen according to literature data
(8, 12, 14]: 7y = 1.25 X 107" s closed to the relaxation time
of pure Co, &y = 3 the spin-asymmetry parameter, 7, =
Tcy = 2.5 X 1075 the spin-independent scattering time in
the nonmagnetic layer, Cu. In the external magnetic field the
spin-dependent relaxation time changesasa 7'(") = 70" (1 +
). The parameter « is connected to the GMR: Ap/p = apax —
o/ (g +1). This expression for Ap/p results from (1) at w = 0,
including the spin-asymmetry parameter ag. Thus we have
all parameters to calculate the spin-dependent conductivity
in the middle IR region for ferromagnetic materials. In the
next step, the Drude’s model was employed to find the com-
plex refractive index for CoFe and Cu layers:

nf—ikf=1l£f,—m£(§72), (2a)

2

I P (2b)
in = ik = Jam w(1l —iwt,)’

Here, w, = 1.0x10'®s7! is the “quasifree” plasma frequency
of Cu [12], & = 8.85 X 1072 As/Vm is the permittivity
of free space, ¢fr, and ¢, is the relative dielectric constant
of the CoFe and Cu layer, respectively, which is contributed
by bound electrons. For the highly conducting films used in
our model we can set values &y, &,, equal to 1; they do not
influence on the complex optical constants of ferromagnetic
CoFe, ny — iky and nonmagnetic Cu, n, — ik, films.

Figure 3(a) shows the theoretical MRE spectra for
CoFe/Cu multilayer films. It is shown that the wavelengths
dependence of AR/R can be explained quite well, and our fit
is satisfactory for spectral region 2-25 ym. In order to exactly
reproduce the shape of MRE we modified the effective Drude
parameters. According to [17] the spin-dependent relaxation

time 7o'(") is multiplied by function of [(hw — EILU))/EILU)]2
which includes the contributions from interband electrons
transitions into MRE effect. Due to such dependence the
MRE changes the sign from positive to negative values at
short wavelengths.

The shape of the MRE curves as a function of wavelength
is more sensitive to the spin-dependent scattering parameters
that determine the GMR. The most important parameters
in determining the MRE response are wt'("), the product
of the angular frequency of the IR radiation and relaxation
times appropriate to spin-up and spin-down. It is instructive
to consider typical values of the critical parameter wt'(") at
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Figure 3: The theoretical MRE spectra for [CoFe(2nm)/
Cu(1.2nm)];o (a) and [CoFe(1.6 nm)/Al,O3(3nm)];o (b) multi-
layer films, H = 1.2,2.5, and 3.75 kOe.

certain points in the MRE curves. From theoretical point of
view [10, 18] the MRE curves are predicted to cross zero
values at the frequencies: w;t' ~ 1 and w,r' ~ 1. From
dependences represented in Figure 1(a) we can estimate the
value of 7! ~ 4.4 X 107" s. As the wavelength is increased
the MRE reaches the maximal absolute value where w7y =
1. The extracted value of 7y =~ 1.12 x 107's is con-
sistent with literature data (7 =~ 1.25 x 107"s [12]).
The measured spectral region is restricted by 25um, and
the MRE curves do not cross again the zero value where

TasLE 1: Comparison of the theoretical and extracted from MRE
spectra spin-dependent parameters for the CoFe/Cu multilayer
films.

Theoretical data Experimental data

Parameters

(8, 12] (MRE)
Average scattering 1.25 % 1075 112 % 1075
time: 7/
Spin-dependent
scattering times: 1.6x 107 s L1x10™"s
spin-up 7'
spin-down 7' 46x 107" s 4.4x1075s

w1T" ~ 1. This result shows immediately the effect of the
two separate spin directions on the total MRE spectra. The
relationship between the relaxation time and GMR depends
on the specific scattering mechanism; for example, a high
GMR may be the result of a very long 7' or a very short
7'. The comparison between theoretical and experimental
spin-dependent scattering parameters as extracted from the
experimental MRE are presented in Table 1. Thus, we have
shown that the known dependence of MRE enables a direct
extraction of spin-dependent relaxation times 7'(*) (or mean
free path) without fitting parameters. Such extraction of
79'(") is possible due to crossing the MRE curves of zero
values.

4.2. MRE Effect in Al,Os-Based Magnetic Tunnel Junctions.
We now turn to the investigation and discussion of the
MRE in [CoFe(1.6nm)/Al;O3(3nm)];p multilayer films
with TMR effect. TMR originates from the difference in the
density of states (DOS) at the Er between spin-up N (Er)
and spin-down N (EF) electrons. In order to fit the TMR data
(Figure 2(a)) we have used the known Julliere law for multi-
layer films [19]. According to this model of spin polarized
tunneling [19, 20], TMR is given by

Ap _ p(H) — p(0) _ _2hP
p p(O) 1+P1P2)

(3)

where p(0) and p(H) are the junction resistance for the
antiparallel and parallel magnetisation configurations of the
two ferromagnetic layers, respectively. P; and P, are the
spin polarization of the two FM materials (for our struc-
tures, Py = P;): P = (N} —N,)/(N1+N,). From modelling the
TMR data (3) we obtained the effective tunnel spin-polari-
zation P equal to ~11%. This value is lower than the
spin-polarization of Fe (P ~ 44%) and Co (P ~ 35%),
and CosgFesg (P ~ 55%) films, respectively [20]. The low-
er values of Peg are probably the result of following factors.
(1) The tunnelling spin polarization is not only determin-
ed by the properties of the FM layers but also depends
on the electronic structure of the insulator and ferromag-
netic/insulator interfaces. (2) A number of different pro-
cesses may contribute to the variation of TMR, such as
the spin-dependent electronic structure of the FM layers,
inelastic scattering by defect/impurity states in the barrier,
and electron-phonon, electron-magnon, and electron-elec-
tron interactions. The decrease in TMR is also caused by



oxidization of FM layers and roughness of surface at inter-
faces.

Our investigation of the MRE of CoFe/Al,O3 multilayer
has shown that magnetoreflectance (AR/R) is more sensitive
to the abovementioned factors than magnetoresistance
(Ap/p). TMR as a function of P, is independent from
energy (the values P , are taken at fixed energy, Er). In meas-
ured MRE dependences for layered TMR films the functions
P, stay energy dependent. To model the MRE in CoFe/
Al, O3 multilayer films, it can be logical to consider the spin-
dependent conductivity of two FM layers (1). The tunnel
conductivity increases when the magnetizations of the two
FM layers are parallel than when they are antiparallel. Ana-
lyzing the results in the same way as for TMR the difference
in conductivity can be defined as

Ao(w) o(w,H)-o(w,H=0) B 2P (w)P>(w)
olw) o(w,H) T 1+ P(w)Py(w)’

(4)

where the polarizations P;(w) = P,(w) = P(w) are connect-
ed to Ap/p at w = 0 (3). Since spin-flip scattering is neglect-
ed, the total conductivity is comprised of two independent
electron-tunneling transitions associated with two spin
populations.

According to the Hagen-Rubens relation [7, 14], the
GMR (TMR) and MRE effects are connected to each other
and the reflectivity is a function of the conductivity at low
energies, 0(w), R =1 — 2[2e0w/0(w)]Y?, where g is the per-
mittivity of free space. The change in reflectivity AR/R can be
obtained as a first derivation of R(1):

AR _ 2eow/a(w)]"?

Ao(w) _1-R y Ao (w)
R 1 - [2eow/a(w)]"?

20(w) R 20(w)’
(5)

It is evident from (5) that AR/R depends on magneto-con-
ductivity (Ao(w)/o(w)). Thus, substituting the wavelength
dependence of R(1) and Ac(w)/o(w) in a Hagen-Rubens
relation we can accurately describe the MRE in metal-insu-
lating multilayer and find the correlation between the mag-
netorefractive and magnetoresistive effects (w — 0). Com-
bining (4) and (5), leads to a definition for a fractional
change in magnetoreflectance as

AR _ 1-R y Ao(w) _1-R Pi(w)P>(w)

R R 200w) R 1+Pi(0)Pr(w) (6)

This expression shows the proportionality between MRE and
polarizations P(w) in ferromagnetic/dielectric multilayer
films. In the present analysis the reflectivity of the multilayer
can be obtained using Fresnel’s reflection and transmission
coefficients [13]. The complex refractive index of CoFe
thin film can be extracted from (2a). In the midinfrared
region, where optical phonons can be excited, the dielectric
function ¢4 of insulating A, O3 can be approximated by a
phenomenological Lorentz oscillator model [21, 22]:

2 2
YLOoi“® — V" — 1VYLOj
Ed:&»n ! Y0 (7)

2 2 1 ’
; Y10 — V° — 1VY10j
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respect to Ep, extracted from the MRE and reflectivity measure-
ments for [CoFe(1.6 nm)/Al,O5(3 nm)],o multilayer films: experi-
mental and simulated data.

where ¢ is the high-frequency dielectric function. The vi-
brating frequencies and Lorentz widths of the LO and TO
modes are vioj, v1o; and yroj, yroj,> respectively. For our
calculation only two pairs of phonon modes (LO/TO, j =
1,2) were considered. The abovementioned parameters were
taken from [21, 22].

Figure 3(b) displays the theoretical magnetoreflectance
of the CoFe/Al, O3 multilayer films as a function of the wave-
length for different values of tunnel magnetoresistance
(magnetic field), Ap/p (Figure 2(a)). The shape and spectral
position of the dips for the MRE spectra (Figure 1(b)) are
well described by our theoretical model (Figure 3(b)). In
spectral region of 12-14 ym the absolute value of AR/R be-
comes maximal.

It was shown above that the TMR dependence
(Figure 2(a)) is connected only with the electron states near
the Fermi level. For MRE there is a substantial contribution
of electrons which tunnel from the occupied states below
Er of one FM layer into the empty states above Er of the
other FM layer. The effective polarization Peg(E) of the CoFe
layer can be obtained by fitting the magnetoreflectance AR/R
(Figure 3(b)) as a function of Ac(w)/0(w) using (5). The
experimental and simulated tunnelling spin-polarization
spectra of the CoFe/Al,Os; multilayers are shown in
Figure 4. The experimental data for P(E) were obtain-
ed from optical reflectance, R(A) (inset of Figure 1(b)), and
magnetoreflectance, AR/R, dependences using the expression
(6). It is worth noting that we determined the Peg(E) only in
spectral region where the MRE has negative values. In this
region we can use the Drude-like model for spin-dependent
conductivities (1). Both experiment and theory suggest
that the Fermi level falls in a region of maximal density of
electron states. The measured and simulated spectra show
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a similar profile of P.g(E) around the Fermi level. However,
some differences between simulated and measured data are
observed. In particular, the simulated peak in Peg(E) at Ep
is sharper than in the experimental spectra. The measured
P.i(E) seems displaced towards positive energy as compared
to the simulated spectra (Figure 4). This discrepancy could
be related to the features in AR/R and R spectra which have
been attributed to scattering of light at defects in amorphous
Al,O3 matrix. The maximal values of P.g(E) extracted from
MRE and TMR data (7), (3) at the Fermi level are in good
agreement. The P.g(E) at Ep is the largest (Peg(Ep) =~ 11%
from fitting TMR data) and is reduced below and above Er.
The value of Peg(Er) exhibits small spin polarizations in
comparison to pure CoFe alloy due to the particle oxidation
of the CoFe surfaces. The P.(E) is found to be most
strongly reduced bellow Ep. The Peg(E) is associated with
the filled (unfilled) states near (above) Er of the CoFe/Al,O;
emitter or receiver interfaces. We determined the P.g(E)
only for energies about 0.2 eV below Er because of the negli-
gible contribution to the tunnelling from the deepest elec-
tron states. Note that the spin-dependent tunnelling DOS
of Co/ALOs film extracted from the magnetocurrent of
transistor-like devices and reported in [23, 24] shows a pro-
file similar to our spectra (Figure 4).

5. Conclusions

We report experimental and theoretical study of the field-
dependent IR magnetoreflectivity for CoFe/Cu and CoFe/
AL O3 multilayer films. It was found a good correlation
between GMR (TMR) and MRE as a function of the applied
magnetic field which clearly displays the possibility of
performing noncontact magnetotransport measurements by
measuring the variation of the IR reflected from samples in-
tensity of light at fixed wavelengths with high surface resolu-
tion (in case of focusing light to size of A). The shape of
the MRE curves as a function of wavelength is sensitive to
the spin-dependent scattering parameters (in case of the
GMR) and spin-dependent density of states at the Ep for
layered TMR films. Experimental results show that the MRE
is sensitive to this fundamental parameter rather than just
the magnitude of the magnetoresistance. The accurate fitting
of the shape of the MRE curve as a function of wavelength
allows determining the spin-dependent relaxation time,
'] for films possessing GMR effect. The effective tunnel
spin polarization P.g(E) versus energy can be extracted from
the experimental dependences of MRE spectrum and reflec-
tivity for CoFe/Al, O3 multilayer films.

This study is of primary importance for applications of
such materials in spintronics devices and magnetophotonic
crystals.

References

[1] M. N. Baibich, J. M. Broto, A. Fert et al., “Giant magnetore-
sistance of (001)Fe/(001)Cr magnetic superlattices,” Physical
Review Letters, vol. 61, no. 21, pp. 2472-2475, 1988.

[2] G. Binasch, P. Griinberg, F. Saurenbach, and W. Zinn, “En-
hanced magnetoresistance in layered magnetic structures with

antiferromagnetic interlayer exchange,” Physical Review B, vol.
39, no. 7, pp. 4828-4830, 1989.

[3] B. Dieny, B. A. Gurney, S. E. Lambert et al., “Magnetoresistive
sensor based on the spin valve effect,” US patent 5206590,
1993.

[4] C. Chappert, A. Fert, and E N. van Dau, “The emergence of
spin electronics in data storage,” Nature Materials, vol. 6, no.
11, pp. 813823, 2007.

[5] A. Fert, A. Barthelemy, and F. Petroff, “Spin transport in mag-
netic multilayers and tunnel junctions,” in Nanomagnetism:
Ultrathin Films, Multilayers and Nanostructures, D. M. Mills
and J. A. C. Bland, Eds., chapter 6, Elsevier, Amsterdam, The
Netherlands, 2006.

[6] J. C. Jacquet and T. Valet, “A new magnetooptical effect dis-
covered on magnetic multilayers: the magnetorefractive
effect,” in Magnetic Ultrathin Films, Multilayers and Surfaces,
E. Marinero, Ed., pp. 477-490, Materials Research Society,
Pittsburg, Pa, USA, 1995.

[7] V. G. Kravets, D. Bozec, J. A. D. Matthew et al., “Correlation
between the magnetorefractive effect, giant magnetoresis-
tance, and optical properties of Co-Ag granular magnetic
films,” Physical Review B, vol. 65, no. 5, Article ID 054415, 9
pages, 2002.

[8] J. van Driel, E. R. De Boer, R. Coehoorn, and G. H. Rietjens,
“Magnetic linear dichroism of infrared light in ferromagnetic
alloy films,” Physical Review B, vol. 60, no. 10, pp. R6949—
R6952, 1999.

[9] R. T. Mennicke, D. Bozec, V. G. Kravets, M. Vopsaroiu, J.
A. D. Matthew, and S. M. Thompson, “Modelling the mag-
netorefractive effect in giant magnetoresistive granular and
layered materials,” Journal of Magnetism and Magnetic Mate-
rials, vol. 303, no. 1, pp. 92-110, 2006.

[10] A. B. Granovsky, I. V. Bykov, E. A. Gan’shina et al., “Mag-
netorefractive effect in magnetic nanocomposites,” Journal of
Experimental and Theoretical Physics, vol. 96, no. 6, pp. 1104—
1112, 2003.

[11] V. G. Kravets, L. V. Poperenko, and A. E. Kravets, “Magnetore-
flectance of ferromagnetic metal-insulator granular films with
tunneling magnetoresistance,” Physical Review B, vol. 79, no.
14, Article ID 144409, 2009.

[12] M. Vopsaroiu, D. Bozec, J. A. D. Matthew, S. M. Thompson,
C. H. Marrows, and M. Perez, “Contactless magnetoresistance
studies of Co/Cu multilayers using the infrared magnetore-
fractive effect,” Physical Review B, vol. 70, no. 21, Article ID
214423, 7 pages, 2004.

[13] M. Born and E. Wolf, Principles of Optics, Cambridge Univer-
sity Press, Cambridge, UK, 1999.

[14] A. V. Sokolov, Optical Properties of Metals, Blackie, Glasgow,
UK, 1967.

[15] C. Kittel, Introduction to Solid State Physics, Wiley, New York,
NY, USA, 1995.

[16] M. Julliere, “Tunneling between ferromagnetic films,” Physics
Letters A, vol. 54, no. 3, pp. 225-226, 1975.

[17] K. H. Bennemann, Ed., Nonlinear Optics in Metals, Clarendon
Press, Oxford, UK, 1998.

[18] V. G. Kravets, D. Bozec, J. A. D. Matthew, and S. M.
Thompson, “Calculation of the magnetorefractive effect in
giant magnetoresistive granular films,” Journal of Applied
Physics, vol. 91, no. 10, pp. 8587-8590, 2002.

[19] J. C. Slonczewski, “Conductance and exchange coupling of
two ferromagnets separated by a tunneling barrier,” Physical
Review B, vol. 39, no. 10, pp. 6995-7002, 1989.

[20] E. Y. Tsymbal, O. N. Mryasov, and P. R. LeClain, “Spin-
dependent tunneling in magnetic tunnel junctions,” Journal of
Physics: Condensed Matter, vol. 15, pp. R109-R142, 2003.



(21]

M. Schubert, T. E. Tiwald, and C. M. Herzinger, “Infrared
dielectric anisotropy and phonon modes of sapphire,” Physical
Review B, vol. 61, no. 12, pp. 8187-8201, 2000.

V. G. Kravets, “Polaron interpretation of the magnetore-
flectance effect in insulating a-Al,O3,” Physical Review B, vol.
72, no. 6, Article ID 064303, 2005.

B. G. Park, T. Banerjee, J. C. Lodder, and R. Jansen, “Tunnel
Spin polarization versus energy for clean and doped Al,Os
barriers,” Physical Review Letters, vol. 99, no. 21, Article ID
217206, 2007.

S. O. Valenzuela, D. J. Monsma, C. M. Marcus, V. Narayana-
murti, and M. Tinkham, “Spin polarized tunneling at finite
bias,” Physical Review Letters, vol. 94, no. 19, Article ID 196601,
2005.

Physics Research International



