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With the development of online learning and distance education, online learners’ discussions in forums become increasingly
effective to facilitate learning. Superposters, who play a more and more important role in forums, have attracted researchers’ close
attention. The key to the research is how to identify superposters among a large number of participants. Some studies focus on the
network interaction of superposters and some content-related features but neglect the basic quality like language expression that a
superposter should possess and the learning-related features like learning collaboration. Based on the analysis of online learning
corpus, through network interaction and combination of the different features of N-gram, the paper proposed the superposter
identification method based on the three primary features including language expression (L), content quality (C), and social
network interaction (S) and the eight secondary features including learning collaboration. The paper applied the method in the
real online learning forum corpus for identifying 28 preset superposters, achieving the results of P@15 = 1.0, Avg.PQ15 = 1.0,
P@28 = 0.86, and Avg.P@28 = 0.95. Experiments showed that this was an effective superposter identification method in online

learning forums.

1. Introduction

With the improvement in online learning and remote ed-
ucation, discussions in online forums become increasingly
effective to facilitate learning. Through online messages with
teachers, learners may solve problems and ease emotional
loneliness during learning. Previous research study has
proved that the opinion of leaders plays an important role in
online learning and has a positive effect on interactions
[1, 2]. Their posts may significantly help themselves and
others to learn. To differentiate between the opinion leaders
in social networks, this paper terms them as superposters in
learning forums. At present, research is almost nonexistent
on superposter identification in online learning forums,
unlike the opinion leaders in a traditional sense where much
research exists [3-10]. In the context of online learning

forums, superposters refer to the users who are active in
posting high-quality information, which may help learners
to solve problems and prompt learning [11]. Considering the
differences in discourse environment, the superposters of
online learning forums differ from popular opinion leaders
in social networks. Opinion leaders in social networks
mainly spread information via the Internet and thus exert an
influence on information receivers in terms of public
opinions and tend to affect public opinions. Therefore,
according to the explanation of superposters and opinion
leaders, there are similarities and differences between them.
Both are active in interactions; superposters aim to boost
cooperative study, but opinion leaders try to influence public
opinions by swaying others. How do we identify super-
posters among thousands of online learners? Previous
similar research was made on the basis of social online
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communities and applied in the fields of society and
economy, but little was based on the forums of online
learning platforms and applied in the field of education [5].
Although Reppel [12] asserted the application was applied in
education, the research was mainly made on blogs for
identifying opinion leaders in online learning communities.

Through analysis of authentic online learning forums and
the characteristics of superposters, this paper obtained three
points with which superposters and ordinary learners were
distinguished, whereby a model framework for superposter
identification in online learning forums was constructed. The
framework considers both of the network interaction struc-
ture of learners and the discourse features of posts, so as to
better identify superposters. Experiments showed that con-
sidering the above appropriate different features was effective
in identifying superposters in online learning forums.

There are two main contributions of this work: one is
proposing a new framework to identify the superposters in
learning forums, and the other is proving the framework is
useful for identifying the superposters in online learning fo-
rum, by experimenting on real-online learning forum corpus.

In the following, the related work will be reviewed in
Section 2, the superposter identification framework will be
detailed in Section 3, the experimental design and result will
be analyzed in Section 4, and discussion and summary will
be made in full in Section 5.

2. Related Work

Opinion leaders play a significant role in social networks. As
a result, identifying opinion leaders in the context of social
networks attracts the great attention of the related re-
searchers like those in the fields of sociology and business.
The role includes participation in social politics [13], pro-
motion and popularization of new products or services in
the field of business, and effect on decisions made by other
consumers [6, 12]. According to the current literature, the
following are main methods of identifying opinion leaders:

(1) Identification based on network interaction struc-
ture: on the basis of the structure, in combination
with users” social influence and attributes of web
links, this is to reflect users’ centrality and prestige in
social networks through web link addresses, such as
the famous PageRank, HITS algorithm, and social
network analysis, which are used to identify opinion
leaders [4, 6, 10, 14]. With these methods, the net-
work interaction structure with graph models is
simulated to observe the importance of user nodes,
which emphasizes the structure but fails to consider
the comments of opinion leaders; moreover, in the
event network nodes increase for the purpose of
increasing the amount of information, the graph
structure will become so complicated that opinion
leaders cannot be identified effectively [15].

(2) Identification in combination with network interac-
tion and post contents: in consideration of such
limitations as sole dependence on network interac-
tion, plenty of research is made to identify opinion
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leaders in combination with post contents and net-
work interaction. Based on social network analysis
and user comments, Bodendorf and Kaiser explored
the opinion leaders in online communities and the
propagation trend of the public opinions they make
[16]. In combination with the features of network
structure and user behavior and the emotional fea-
tures of posts, through analysis of multidimensional
features, Cao et al. studied the social network-based
opinion leaders [17]. Li and Du constructed an
opinion leader identification framework with blog
contents, author attributes, reader attributes, and the
network relationship between blog authors and
readers to identify the opinion leaders committed to
word-of-mouth marketing in online social blogs [5].
Although good results were achieved, the above re-
search depended too much on influence or centrality,
making it impossible to reflect the quality of the
contents published by opinion leaders and thus ac-
curately identify opinion leaders. Meanwhile, they
were made based on social networks instead of
identification in the field of education. In accordance
with the features of expertise, novelty, influence, ac-
tivity, longevity, and centrality, Li and Ma et al. built
an indicator framework to identify opinion leaders
[18]. Huang et al. identified superposters according to
the quantity and quality of learners’ posts in course
forums [19]. This is rare in terms of opinion leader
(superposters) identification in online learning fo-
rums but fails to reflect the quality and role in co-
operative study of superposters’ posts.

In the opinion of the author, superposters in learning
forums are different from opinion leaders in social network,
and they must have a certain cultural quality and cooperative
study skills, which are not reflected in the above research
studies. Therefore, in consideration of the limitations of the
abovementioned studies on opinion leader identification,
this paper proposes a superposter identification framework
based on language expression, content quality, and inter-
action structure, so as to identify superposters among the
participating learners and learning supporters.

3. Superposter Identification Framework

The authors consider that the superposters in online learning
forums should be as follows: (1) be active in posting/replying;
(2) be excellent in language expression; (3) post high-quality
posts and have a good ability to learn, or be knowledgeable, or
accurately reflect learning needs, or provide other assistances
to online learners. These not only reflect the importance of
poster nodes in interaction through forums but also indicate
the authority of their posts. Based on these features, the paper
proposes the framework (see Table 1) for superposter iden-
tification in online learning forums (Chinese as the working
language), as shown in Table 1. According to the definition
given by this paper, for a superposter, we expect to reflect the
language expression level of learners, quality of post contents,
and activity of interaction, respectively, through language
expression, content quality, and social network interaction.
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TaBLE 1: Indexes and description of model features.

Items Features (symbol)

Description

Word normalization (W_I)

Language expression (Le_Index)

Content quality (Cq-Index) (CL.I)

Expertise of content (Ec_I)
Out-degree centrality (DC,)
In-degree centrality (DC;)

Social network interaction
(Sns_Index)

Term nonnormalization (T_I)
Language elegance (Le_I)
Learning collaboration (Lc_I)
Correlation with the thread

To survey the use of Class I and Class IT Chinese characters in
posts
To survey the use of uncivil words and Internet slangs in posts
To survey the use of words, phrases, and idioms
To survey posters’ ability to solve others’ problems
To survey the similarity between the reply content and the thread
title
To survey the knowledge points involved in posts
To survey the intermediate status of posters in network structure
To survey the authority of posters in network structure

3.1. Social Network Interaction. In social network analyses,
degree centrality is an important index that measures the
social interaction of individuals as well as a common index
that evaluates the social status and prestige of individuals,
including out-degree centrality and in-degree centrality;
out-degree centrality is used to reflect the replies of a poster
(learner or learning supporter) a; to others’ posts, as
expressed with the following formula:

N
NumReplyOut (a;) 2 j1,ji%j
DCy (a;) = N_1 XN wN N
2it1 Zj:l Aij = iy %

(1)

where a; is the i™ learner of learners set A; N is the total
number of learners, similarly hereinafter; NumReplyOut (a;)
is the reply of g; to others, i.e., the number of linkout of node
a; in interactive networks, which reflects the importance of
node position; Z;\il,j#:i aij/(Zf\:]l Zj\il a; - YN a;) is the
ratio of the number ot a;’s replies to others’ posts to the total
number of replies (excluding all self-replies), which reflects
the degree of interaction in which a; participates; and tra-
ditional algorithms only consider NumReply Out(a;)/ (N —
1) but ignores the degree of interaction reflected by
N N ¢N N

Zj:l,thi aij/(Zi:I Zj:l aij — ity @i)-

Degree centrality, also known as Prestige [20], may
reflect the replies of other posters to the posts of g;, as
expressed with the following formula:

>

Z?Ll, i#i Rji
Z;\Ll Zf\:]l aji — Zzl\:r1 aii’
(2)
where a; is the i'™ learner of set A; N is the total number of
learners; NumReplyIn (g;) is the number of link in of node a;

in interactive networks, which reflects the node prestige; and
Zj‘\il,j#i a]-l-/(Z;\il P aj— YN a;) is the ratio of the total

_ NumReplylIn (a;) “
- N-1

DC (a))

CH_I_Freq(a;)

number of others’ replies to a post of g; to the total number
of others’ replies (excluding all self-replies), which reflects
the centrality of a; in interactive networks but is rarely
considered in traditional algorithms.

Therefore, the index of social network interaction of g; is
calculated as follows:

Sns_Index (a;) = 0 x DCy(a;) + (1 - 0) x DC;(a;), (3)

where o is a weighting parameter.

3.2. Language Expression. Plenty of research on identifica-
tion of opinion leaders failed to consider the language ex-
pression skill of an opinion leader. However, whether in
terms of interaction in social networks or online learning
forums, an opinion leader or a superposter must ensure
fluent language expression and owns a certain cultural
quality. If a post involves violent words or unclear ex-
pressions all along, no matter how innovative or important it
is, other users (learners of learning forums) may refuse to
discuss further. For this reason, this paper makes a survey on
language expression with three indexes including “word
normalization,” “term nonnormalization,” and “language
elegance.” These are relatively easily achieved and may re-
flect the language expression skill of posters.

3.2.1. Word Normalization. Word normalization is to sur-
vey the frequency of Class I and Class II commonly used
Chinese characters in posts and thus verify the normali-
zation of the words used by learners. When uncommon
words are used in posts to appear intellectual, learners may
find it difficult to achieve optimal learning, thus limiting the
spread of information. To facilitate survey, the index of the
normalization of the words used by a; is defined as follows:

CH_II Freq(a;)

W_I(a;) = 0.9 x

Total_CH_Freq(a;) 2500

where CH_I_Freq (a;) and CH_II_Freq (g;), respectively, are
the frequency of Class I and Class II commonly used Chinese
characters in all posts of a;; Total CH_Freq(a;) is the total

. CH-IType (a;) .

. CH-IIType (a;)

, 4
1000 )

8 Total_CH_Freq(a;)

frequency of Chinese characters in all posts of a;; and
CH_I_Type(a;) and CH_II_Type(a;), respectively, are the
number of the types of Class I and Class II Chinese



characters in all posts of a;. Constants 2500 and 1000, re-
spectively, are the number of the types of Class I and Class II
Chinese characters; 0.9 and 0.1 are weighting parameters and
empirical values.

3.2.2. Term Nonnormalization. Term nonnormalization is
to survey the use of uncivil words by learners (Internet
users). Such usage involves impolite, violent, and vulgar
words and some Internet slangs in the process of exchange in
forums. Thus, to further analyze the normalization of the
words use by surveying the use of uncivil words and Internet
slangs, the paper defines the index of term nonnormalization
of a; as follows:

_ CxUnC_W Freq(a;) + Net W _Freq(a,)

Journal of Advanced Transportation

where C= 1.2 as a constant and reflects that uncivil words are
more improper than Internet slangs and UnC_W _Freq(a;),
Net_W _Freq(a;), and TotalWFreq(a;), respectively, are the
frequency of uncivil words and frequency of Internet slangs
in all posts of a; and the total frequency of words.

3.2.3. Language Elegance. Language elegance is to survey the
use of fixed phrases (including fixed terms, phrases, and
idioms) in posts. Although language derives from life, we
cannot deny the fact that “individualized teaching” (yin cai
shi jiao-E M HE#, Chinese idiom) is more concise, refined,
and elegant than “adopting different teaching methods for
different students” in terms of expression. If similar ex-
pressions are frequently used in a post, we may see the

I (ai) TotalWFreq (al.) > vocabulary and language mastery of the poster. Accordingly,
(5) the paper observes the language expression ability based on
this. The language elegance of a; is calculated as follows:
Les (0 = 01 X CW 1Freq(a;) “ CW 1 Type(q;) x CW 2 Freq(a;) § CW 2 Type (a;) ¥ (l=0,—a)) % Idioms Freq(a;) “ Idioms Type (a,-))
i Total W Freq(a;) ~  Type 1 Num Total W Freq(a;) ©  Type2Num Total W Freq(a;) ~  TypeI Num
(6)

where CWI1 Freq (g,
), CW2 Freq(a;), Idioms Freq (a;), and Total W Freq(a;) are
the frequency of commonly used class I words, frequency of
commonly used class II words, frequency of idioms in all
posts of a;, and the total frequency of words, respectively;
CW1Type(a;), CW2Type(a;), and IdiomsType(qa;), re-
spectively, is the number of the types of Class I and Class II
words and idioms;

Type 1 Num, Type 2 Num, and Type I Num, respectively, is
the total number of the types of Class I and Class II words
and idioms; and ¢, = 0.25and 0, = 0.35 as constants, which
are the coefficients from locally optimal solutions obtained
through repeated experiments and empirical values.

Therefore, the index of language expression of g; is
calculated as follows:

Le_Index(a;) =9, xW_I(a;) =9, xT_I(a;)+(1 -9, —9,) x Le_I(a;), (7)

where J; as weighting parameters, j =1, 2.

3.3. Content Quality. The content quality of posts directly
affects the result of interaction in online learning forums.
Therefore, in the process of identifying superposters, sur-
veying the content quality is very important. In surveying the
quality of the contents posted by superposters, the paper
mainly focuses on three questions:

(i) Ql: do the post contents help others to solve
learning problems?

(ii) Q2: are replies relevant to a topic?

(iii) Q3: how about the conformity of post contents with
knowledge points?

That is, if a; is a superposter, his/her posts will be
considered high-quality, helpful to others in the process of
interaction and highly relevant to a topic (rather than spam
or meaningless posts) and to have highly professional
knowledge points. Therefore, the paper evaluates content

quality based on the learning collaboration, correlation with
the thread, and expertise of content.

3.3.1. Learning Collaboration. Learning collaboration,
mainly used to observe the role of posts and interaction
activities in supporting participants to learn, is to survey
whether post contents may help others to solve problems
herein. The learning collaboration of g; is defined as follows:

_ HelpPostNum (a;) y BeneficiaryNum (g;)
~ TotalPostNum (a;) N

Le_I(a;)

>

(8)

where HelpPostNum (a;), TotalPostNum (a;),
and BeneficiaryNum (a;), respectively, is the number of helpful
posts of a;, total number of posts, and the number of the
beneficiaries from the posts of a;.

The present difficulty is how to confirm whether a post of
a; may help others to solve problems. There is also similar
research, including that on manual confirmation, which is
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time and labour consuming and undesirable for massive
corpus, and that on automatic confirmation, which identifies
answer-question in forums in combination with rules and
forum structure and achieves good results in extraction
experiments [21]. In addition, this is also confirmed by vote
in forums [22]. With the second method, the paper confirms
the data about helpful posts and beneficiaries in line with
rules and in a statistical manner.

3.3.2. Correlation with the Thread. Correlation with the
thread title is the correlation of replies to the topic discussed
in the main post. In the process of discussion in online
learning forums, learners often post some irrelevant com-
ments about question B in a post where question A is
discussed. A superposter must not or rarely do so and should

KnowledgePointNum(a,-)C j)

comment in accordance with threads. Therefore, the cor-
relation of a reply of a; to topic is calculated as follows:
CorrNum (a;)

I L) = y
Ct-T (@) TotalReplyNum (a;) ®)

where CorrNum (a;) and Total Reply Num (a;), respectively,
are the number of the replies of a; considered relevant to the
target topic (main post) and the total number of the replies
of a;. The correlation between a reply of a; and the target
thread is calculated with the cosine value.

3.3.3. Expertise of Content. Expertise of content is the course
knowledge points involved in a post, by which the index of
expertise of content in the posts of a; in the C; forum can be
calculated as follows:

KnowledgePostNum(a,-, C j) (10)

Ec.I(a;) =

1

where KnowledgePointNum (a;,C;), KnowledgePostNum
(a;,C j), and TotalPostNum (a;, C j), respectively, are the
frequency of the knowledge points of C; included in the
posts posted by a;, number of the posts which contain at least
1 knowledge point, and the total number of the posts posted
in the C i forum. TotalKnowledgePointNum (C ]-) is the total

- TotalKnowledgePointNum(C j)

TotalPostNum(ai, C j)

frequency of knowledge points of C; in the forum. Each
knowledge point which appears for 1 or 0 times is not be
counted repeatedly. Ec_I(a;) is the index of educational
content of the posts sentby a; in the C; (j = 1,.. ., K) forum.

Accordingly, the content quality of a; can be calculated
as follows:

Cq-Index(a;) = p, x Le_I(a;) +uy X Ct_I(a;) + (1 — py — py) x Ec_I(a;), (11)

where y;, (i =1, 2) are weighting parameters.

3.4. Superposter Index. With the MIN-MAX method, the
paper normalizes the results of
Le_Index, Cq-Index, and Sns_Index. For example, Le_Index
can be normalized with the following formula to an extent
that realizes the result within the range from 0 to 100:

Le_Index(a;) - MIN(Le,Index(a»iJ

NLe_Index (a;) = % 100.

MAX(Le,Index(aj)j] 1) - MIN(Le,Index(a j)j,il)

(12)

Similarly, we may obtain NCq-Index and NSns_Index.
In conclusion, superposter index (Super_I) is calculated
as follows:

Super_I = (1 — & — §) x NLe_Index + « x NCq_Index + 3 x NSns_Index, (13)

where aand 3 are weighting parameters which may be set
according to the actual situation.

So Algorithm 1 can be described as ALG_Super_1 (see
Algorithm 1, ALG_Super_1).

4. Experimental Result and Analysis

4.1. Data Set. The data in the paper are downloaded from the
Q&A forum [23] for online learning course Computer
Application Foundation. The dataset includes 7494 subject,
22369 posts, and 6747 participants (including 6712 learners

and 35 teachers). Among the 35 teachers, 28 were found to
meet the defined conditions of a superposter, through
sampling and analysis of the data about their posts (see
Table 2). Therefore, 28 teachers were considered as super-
posters and identified with the method proposed in the
paper; there were 7 teachers unqualified to be superposters
for 4 teachers who posted 2 posts each and 3 teachers who
posted 1 post each. In addition, to count the number of
knowledge points in posts, the paper constructs an online
unified examination knowledge point set based on the
Fundamentals of Computer Application [24].
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(1) A «— Counting online learners.
(2) For each online learner a;

(3) Rank Super_I;
(4) Return Super_I.

Input: the post dataset of online learners, D; training parameter set, P.
Output: Superposter index, Super_I.

(1) Computes Sns_Index (a;) by using formula (4);
(2) Computes Le_Index (a;) by using formula (7);
(3) Computes Cq-Index (a;) by formula (11);
(4) With the MIN-MAX method, normalizes the results of Le_Index(a;),
Cq-Index (a;) and Sns_Index (a;):
NSns_Index (a;) < Sns_Index (a;);
NCq-Index (a;) «— Cq-Index (a;);
NLe_Index(a;) «— Le_Index (a;);
(5) Computes superposter index Super_I (a;) by using formula (13).

ALGORITHM 1: ALG_Super_1: framework of computing superposter index.

4.2. Evaluation. There have been no mature and recognized

methods of assessing superposter identification. In this

section, evaluation is made with the following indexes [11].
The accuracy of TOP M (PQM) is as follows:

PM
PQ@QM = the number of correct super posters in .

(14)

The average accuracy of TOP M (AvgPQM) is as
follows:

M .
Avg PQM = (ZH—P@’). (15)
M

4.3. Result Analysis. With the three feature indexes of the
model including language expression (L), content quality
(C), and network interaction structure (S), the paper makes a
test on the effect of identifying the 28 superposters. Through
repeated weighting tests on data, the weighting parameters
are set in Table 3, and the results and statistical analysis are
described in Tables 4 and 5, respectively. Comparison of the
results of our algorithm with the PageRank algorithm (PR) is
shown in Tables 5 and 6 and Figures 1-3.

According to Table 5, @ the model indexes achieve good
results of superposters identification, and the model is very
effective in application in the dataset. @ In terms of the
identification result achieved by each feature, content quality,
which realizes the average accuracy of over 0.9, is considered
best. Language expression is just as the N-gram model, in
which only 14 superposters are correctly identified among
TOP 28, and is considered good. Social network structure, a
common index in social network analysis by which 22 are
correctly identified among TOP 28, is considered better.
®Although a single feature is unable to perform well, their
combinations may realize striking effects: with the combi-
nations like LC, CS, and LCS, 24 superposters are correctly
identified among TOP 28. With the combinations like LC and
LCS, all of the superposters can be identified among TOP 15,

which undoubtedly proves that the feature designs are ra-
tional and effective. ® The single feature L performs aver-
agely, but its combination with other features performs well,
especially LC. We are confused about whether this means that
the two models are mutually complementary as part of
contents in terms of structure. ® Among TOP 28, 14
superposters are identified by L and LS models. This shows
that language expression greatly depends on the length of text
and is not sensitive to identification of the superposters of
short text although consideration has been given to avoidance
of this case in design. Since the number of the superposters
identified by LS is less than that by S, we are confused about
whether this means that L and S have something in common.
However, there is a difference between L as a content-based
result and S as a graph-based (network interaction) result in
structure. We are confused that whether it is or not because
the two models with different structures are mutually ex-
clusive, which causes the result to deteriorate. Actually, this is
also the case with the CS model, which achieves a result
inferior to that C does, which we cannot explain in this study.
Particularly, in the event of TOP 51, all of the 28 superposters
can be identified. From Table 5, the trend chart for identi-
fication results and for average identification results achieved
by each feature in different cases can be obtained (see Fig-
ures 1 and 2). Compared with the PageRank algorithm, the
experiment result (see Tables 5 and 6 and Figures 1-3) of our
algorithm (LCS) is better.

4.4. Discussion. In social networks, it is widely believed that
out degree is as important as in degree; in the process of
testing the weighting parameter of S, we found that when
0 =1, a good result was achieved locally and other values
slightly improved; however, this was considered very un-
balanced; that is, it only considered the replies to others’
posts but neglected others’ replies to own posts, leaving it not
universal; through observation of data set, we found that
there is a difference between the number of threads and the
number of replies, especially in relation to the 28 teachers; in
consideration of the generality of the model, through
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TaBLE 2: Comparison between two kinds of user of different identities in basic indexes.

. Maximum number Maximum number Less than Average number Total number of Chinese  Total number of
Objects . . .
of posts sent of replies 10 posts of posts sent characters in posts words in posts
(T;;’)Cher 8617 8565 10 307.86 275340 147897
Learner
(6712) 47 25 6658 1.73 548607 284833
TaBLE 3: Parameters settings.
Parameters Value
9, 0.2
9,, 0 0.5
W 0.3
Uy 0.4
TaBLE 4: TOP 10 examples in L, C, and S.
User ID L C S Super_I
1527315 96.91504829 99.99880313 99.99430712 99.3807
1196662 98.79587171 53.61549801 0.868037451 46.82733
1191173 99.99825778 52.56897262 0.407785774 46.40647
1031382 97.07805875 49.47187606 0.023758924 44.15868
1191171 95.15300193 49.2480221 0.070274765 43.67569
1348 94.43927005 48.98495494 0.027054183 43.38845
511546 94.76087703 48.63108673 0.007664835 43.27002
1149 93.84371959 48.82328467 0.019282605 43.18617
1093505 92.56949365 48.49936007 0.020990493 42.76988
1237 93.38233965 48.13972648 0.002324243 42.74703
TasLE 5: Identification of superposters with each feature and their combinations.
Features P@5 Avg P@5 P@10 Avg P@10 P@15 Avg P@15 P@20 Avg P@20 P@28 Avg P@28
L 0.8 0.96 0.7 0.80 0.6 0.74 0.55 0.69 0.5 0.65
C 1.0 1.0 0.9 0.94 0.93 0.93 0.9 0.93 0.86 0.92
S 0.8 0.91 0.9 0.89 0.87 0.88 0.9 0.88 0.79 0.86
LC 1.0 1.0 1.0 1.0 1.0 1.0 0.95 0.9975 0.86 0.98
LS 1.0 1.0 0.7 0.85 0.6 0.78 0.55 0.72 0.5 0.70
CS 0.8 0.96 0.9 0.92 0.93 0.92 0.9 0.92 0.86 0.91
LCS 1.0 1.0 1.0 1.0 1.0 1.0 0.9 0.98 0.86 0.95
PR 1 1 0.8 0.97 0.86 0.93 0.8 0.89 0.64 0.84
Note. LC = 0.4L + 0.6C,LS = 0.3L + 0.7S, CS = 0.6C + 0.4S, LCS = 0.2L + 0.45C + 0.35S.
TaBLE 6: Recall and accuracy of identifying 28 superposters by LCS and PR.
TOP 5 TOP 10 TOP 15 TOP 20 TOP 28 TOP 51 TOP 571
Recall-LCS 0.179 0.357 0.5367 0.64 0.86 1 —
Accuracy-LCS 1 1 1 0.9 0.86 0.549 —
Recall-PR 0.179 0.286 0.464 0.571 0.643 0.786 1
Accuracy-PR 1 0.8 0.86 0.8 0.643 0.43 0.049

comprehensive consideration, the paper sets o = 0.5. Other
parameters are set according to the optimum effects
achieved by a single feature in experiments.

According to the intermediate results based on content
quality, we found that some data were lost, such as the
number of beneficiaries and helpful posts, especially as to
learning supporters; for example, the posts sent or replies by
teachers were related to the course and helpful to learners;
therefore, all of the learners who participate in the

interaction were beneficiaries, and the posts of the teachers
were considered helpful; however, the paper was unable to
accurately obtain such information, leading to a loss of
related data and affecting the identification of the teachers as
superposters (the relationship between recall and accuracy
can be seen in Table 6 and Figure 3). Nevertheless, through
the model (LCS), all of the 28 superposters can be identified
among TOP 51. It can be done by PageRank algorithm at top
571 cases.
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FiGure 1: Trend chart for identification results achieved by each feature in different cases.
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FIGURE 2: Trend chart for average identification results achieved by each feature in different cases.
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FIGURE 3: Trend chart of recall of and accuracy of identifying 28 superposters by LCS and PR.
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5. Conclusion

Through analysis of the data on the posts sent by learners in
online learning forums, the paper proposed a superposter
identification model based on characters, words, and net-
work interaction structure. First, through analysis of the
network interaction of users based on graph structure, the
paper calculated the out-degree centrality and in-degree
centrality of each user node in networks, which involved
both the interaction breadth and depth of each node, so as to
determine its activity and importance in interactive net-
works. Then, learners’ language expression was included in
the identification framework, including word normalization,
term normalization, and language elegancy, by which the
normalization of the words and terms used by learners and
their basic ability to master language are judged. The third-
dimensional feature is most important in online learning
forums, i.e., content quality, which includes learning col-
laboration, correlation with the thread, and expertise of
content. An online learning forum is designed to facilitate
cooperation between learners and interaction in relation to
learning contents. Learning collaboration mainly considers
whether a post is helpful to others in study; correlation with
the thread is to verify the correlation between a post and the
topic discussed therein; expertise of content is to survey
whether course knowledge points are included in a post.
Accordingly, the three indexes work, respectively, in online
learning forums on a targeted basis.

Although there are some deficiencies in the design of the
superposter identification model, such as the need of re-
peated experiments on manual setting of weighting pa-
rameters in the process of calculation, a good result was
achieved with the proposed method for identifying the
preset 28 superposters. Considering that the method is easily
realized and involves few calculations, and it is worthy to be
applied in practical online learning systems.
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With the continuous advancement of China’s supply-side structural reform, the country’s energy consumption structure has
undergone considerable changes, including an overall reduction in fossil energy use and a rapid increase in clean energy ap-
plication. In the context of China’s coal overcapacity, port and rail capacities are difficult to change in the short term. This study
forecasts the monthly coal traffic of Dagin Railway on the basis of the seasonal autoregressive integrated moving-average Markov
model and then uses the monthly coal transport data of this railway from September 2009 to November 2019 as samples for model
training and verification. Coal traffic from December 2019 to September 2020 is accurately predicted. This study also analyzes the
effects of China’s industrial structure adjustment, clean energy utilization, and low-carbon usage on the coal transport volume of
Daqin Railway. In addition, the characteristics of seasonal fluctuation and the development trend of Daqin Railway’s coal traffic
are explored. This study provides a reference for adjusting the train operation chart of Daqin Railway’s coal transport and
developing a special coal train operation plan. It can determine the time of coal transport peak warning, improve the efficiency of

coal transport management, and eventually realize a reasonable allocation of resources for Dagin Railway.

1. Introduction

Accounting for 1% of the length of China’s railways, Dagin
Railway comprises 20% of the country’s national railway and
13% of its national coal transport volume. Daqin Railway
holds and even constantly breaks the record for the fastest
train running speed, the highest running density, the largest
single railway volume, and the best transportation efficiency.
It is a strategic artery of China’s “west-to-east coal trans-
port,” which continuously carries coal to the Bohai Sea at a
rate of 6.3 tons per second. However, under the background
of China’s coal production capacity, port and railway
transport capacities are excessive and difficult to change
within a short period. Moreover, the competition for China’s
coal supply transport channel is becoming increasingly
fierce, and consequently, Daqin Railway is expected to ex-
perience pressure from new industry competition. Historical
data can be used to predict the changing trend of coal traffic

in Daqin Railway. The railway transportation department
can then adjust the train operation chart and formulate a
coal train operation plan in accordance with the predicted
coal traffic.

At present, local and foreign scholars have focused on
railway freight forecasts. Many research achievements have
been reported in the prediction of railway freight volume.
Commonly used methods include the adaptive flocking al-
gorithm [1], support vector machines [2], the gray model [3],
time series models [4], neural networks [5], combination of
models [6], multiple models [7], and regression analysis
models [8]. Liu and Yu [9] used the seasonal autoregressive
integrated moving-average (SARIMA) model to predict and
analyze railway freight volume. Zhang [10] applied a time
series model and a neural network to predict the annual
freight volume of the Guangzhou-Shenzhen railway line.
Zhao [11] solved an autoregressive integrated moving-average
(ARIMA) model by using EViews software and predicted
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China’s railway freight volume. Huang et al. [12] and Yuan
et al. [13] analyzed the considerable error produced by the
gray Verhulst model in predicting railway freight volume and
used a Markov chain model to modify the prediction results of
the Verhulst model, improving prediction accuracy. Zhang
and Zhou [14] used the gray forecast-Markov chain-quali-
tative analysis method to predict railway freight volume. Tang
[4] constructed an improved gray MARKOV prediction
model and predicted the future freight demand of China’s
railways. In Milenkovi¢ et al. [15], the time series of the
monthly passenger flow in Serbian railways from January
2004 to June 2014 was fitted and predicted using the SARIMA
method. In Tang and Deng [16], an ARIMA model was
established and R programming language was used to solve
this model to make reasonable predictions of the future
development trend of civil aviation passenger transport.

On the basis of existing studies, local and foreign scholars
have conducted considerable research on railway freight
transport prediction by using different methods and from
various perspectives. However, relatively few studies on railway
coal transport prediction have been performed in the context of
China’s coal production capacity, excessive railway transport
capacity, and fierce competition among coal transport chan-
nels. In the current work, the actual coal transport volume
situation of Daqin Railway is considered, and the SARIMA-
Markov model is adopted to predict the monthly coal transport
volume of Daqin Railway. This research analyzes the economic
and market reasons for coal transportation in Dagin Railway
and explores the seasonal fluctuation characteristics of coal
transportation in this railway. The results of this study will
provide an important reference for the managers of Dagqin
Railway to adjust their train operation chart and formulate a
special operation plan for coal trains. The peak time of coal
transport can be determined, and the efficiency of coal
transport management can be improved.

The remainder of this paper is organized as follows. In
Section 2, we provide the seasonal inspection data of
monthly coal volume in Daqin Railway. In Section 3, we
describe the SARIMA-Markov prediction model in detail. In
Section 4, we verify the applicability of the SARIMA-Markov
model by selecting the monthly coal volume of Dagqin
Railway from January 2009 to September 2019 as sample
data for testing the model and forecasting future trends.
Finally, we summarize the study in Section 5.

2. Seasonal Inspection of the Monthly Coal
Traffic Volume of Daqin Railway

Dagqin Railway provides a steady momentum for China’s
sustained economic development, and it has become a
landmark among China’s railways since the country’s
reform and opening up 40 years ago. In the monthly
forecast of the coal traffic volume of Daqin Railway, the
historical data of the railway’s monthly coal traffic vol-
ume should be analyzed, and then an appropriate forecast
model should be developed. In the current study, the
monthly coal traffic volume of Daqin Railway from
January 2009 to September 2019 is selected as the
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observation data, and the time chart of the coal traffic
volume of Daqin Railway is drawn using EViews 10.0, as
shown in Figure 1.

As shown in Figure 1, the monthly coal traffic of Daqin
Railway exhibited a linear growth trend from 2009 to 2014. As
a pilot industry of the supply-side structural reform, the State
Council and the National Development and Reform Com-
mission issued corresponding policies to cut coal capacity
from 2015 to 2016, resulting in a linear decrease in the coal
transport volume of Daqin Railway. After 2017, remarkable
achievements were made in adjusting the industrial structure,
and the overall benefit of the coal industry recovered steadily.
The coal volume of Daqin Railway presented an increasing
trend. In the short term, the monthly coal traffic of Dagin
Railway exhibits evident seasonal fluctuation characteristics,
with a cycle of 12 months. When constructing a prediction
model, seasonal, trend growth, and random interference
factors should be considered. In addition, the parameters of a
matching prediction model should be selected to reduce
prediction errors.

3. Modeling the SARIMA-Markov
Prediction Model

3.1. SARIMA Prediction Model. The SARIMA model is
derived from the ARIMA model. Its basic form is
SARIMA (p,d,q) (P, D, Q)%. The monthly coal transport
volume  time series of Daqin  Railway s
{x,t=0, £1, £2,...,}. The autoregressive (AR) model is
as follows:

X =CHP1 X T PXpp T T QX+ & (1)

The moving-average (MA) model is as follows:
xp=c+e—0g —bg - -0, (2)
where ¢ is a constant, ¢ is the residual sequence, and
& ~ N (0,02). When p is the lag order of the time series, the
model is referred to as the AR (p) model. When q is the lag
order of the residual sequence, the model is referred to as the

MA (g) model. Equations (1) and (2) can be simplified as
follows:

9(B)x, =c+¢,

x; =c+ 0(Be, 3)
where B is the backward shift operator, and
Bjxl- =X js
9(B)=1-¢,B= B~ ~¢pB’, (4)
6(B)=1-6,B-06,B"~---—6,B".

Models AR(p) and MA(q) are combined to produce
ARMA (p, q),

Xp=CHQX Xyt QX & — 08 5)

By~ =B,
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FIGURE 1: Time chart of the monthly coal traffic of Daqin Railway.

Equation (5) is simplified to the following:

¢ (B)x, = ¢ + 0(B)e,. (6)

The time series should be stationary during analysis;
otherwise, false regression will be produced, leading to
unreliable predicted results. Obtaining a strictly stationary
time series is difficult, and thus, a time series is required to be
weakly stationary. The difference method is typically used to
change a weakly stationary time series into a stationary
sequence. Some time series can be changed into a stationary
sequence after one difference; however, other time series
may require multiple differences. A stationary sequence with
d-order difference is called a d-order difference sequence. A
d-order difference sequence is applied to the ARMA (p, q)
model to form the ARIMA (p,d,q) model, which is rep-
resented by the following:

¢(B)(1-B)x, = c+ 6(B)e,. (7)

Considering the periodicity of a time series, the SARIMA
model can be obtained from the seasonal difference and the
seasonal parameters of the ARIMA model. The general form
of the SARIMA model is as follows:

o(BYO(BY) (1-BY(1-B) x, = c+ 0(B)O(B’)e,, (8)

where s is the period of a time series, D is the order of
seasonal difference, and B° is the seasonal shift operator.
Then, ®(B%) =1-®,B- ®,B* ... - ®,B, @(B%) =1 -
®, B-0©,B* ... - ©pBY%,

The SARIMA model is denoted as SARIMA (p,d,q)
(P, D,Q)°, where d is the difference order of each period, D
is the order of seasonal difference, p is the autoregressive
order, g is the moving-average order, P is the seasonal
autoregressive order, and Q is the seasonal moving-average
order.

The steps of the SARIMA prediction model are as
follows:

(1) The sample data sequence is stabilized. Historical
data for the observation period are selected as the
sample sequence x,. The first-order difference of x; is
determined to obtain dx, = D(x,,d,S). The trend
component in x, is extracted, where d is the

difference order and S is the number of periodic
difference steps.

(2) The SARIMA (p, d, q) (P, D,Q)’ model is identified.
The parameters (p,d,q) (P, D,Q) of the model are
determined. The correlation of the difference se-
quence dx, is analyzed, and the possible values of p
and g are preliminarily identified in accordance with
the truncated and trailing autocorrelation coefficient
and partial correlation coeflicient of dx, [17]. Then,
the significance of the model parameters is tested.
The index values of R?, the Akaike information
criterion (AIC), and the Schwarz criterion (SC) are
compared. The optimal model parameters are
identified.

(3) Model adaptability is tested, and parameters are es-
timated. The correlation of the fitting residual se-
quence ¢, is analyzed to check if it is a white noise
sequence. Whether the SARIMA (p,d,q) (P, D, Q)
model fully extracts the useful information contained
in sequence x, is verified. If the correlation test result
of & is significant, then ¢, is not a white noise se-
quence, and the model cannot be adopted even if its
evaluation index value is higher. By contrast, when the
model passes the adaptability test, the least squares
method is used to estimate model parameters.

(4) The model's predictive power is evaluated.
SARIMA (p,d, q) (P, D, Q)’ is evaluated. The evalua-
tion index of the predictive power of the model in the
sample period is MAPE = (1/n)|((%, — x,)/x,) x 100.
If the prediction effect of MAPE < 5% is excellent, then
the prediction effect of 5% < MAPE < 10% is good, that
of 10% <MAPE<20% is qualified, and that of
10% < MAPE < 20% is unqualified [18].

3.2. Markov Prediction Model. The Markov model exerts a
nonposterior effect. For a random time series {X (¢),t € T},
where T is a discrete time set, the nonposterior effect is
expressed as follows [19]:

= P{XVI+1 = in+1 |Xn = in}'

(9)



The steps of the Markov prediction model are as follows:

(1) The residual sequence e; is solved as follows:

e,=x;—f;, i=0,1,2,..., (10)
where x; denotes the original data, and f; is the
predicted value of the SARIMA model [20].

(2) The states are divided. e; is divided into r states, with
the same spacing width from large to small. The
upper limit of the j state in step i is as follows:

i—1
U,; = mine; + 1= (maxe; — mine;), (11)
r

and lower limit is as follows:

L;j = mine; + J (maxe; — mine;). (12)
r

(3) The probability of state transition in k steps is solved.
Suppose the state space is Q = {i;,1,,...,1,}, and the
probability of state transition in step k s
{i; =i, =iy, ...,0; = 1,} [21].

(4) The state transition matrix is built. A one-step transfer
matrix that can reflect the probability transfer of
various states between systems is denoted as follows:

Pu - Pir
P = P (13)
Pr o P

(5) The predicted value of the Markov model is
expressed as follows:

.
X1 = fen = Zai(t)zi, (14)
i=1
where X, is the predicted value of the SARIMA-Markov
model at time ¢t + 1 [22].

a;(t)(i = 1,2,...,r) is the probability for a one-step state
transition of the row vector of the state transition matrix
[22-24]. z;(i = 1,2,...,r) is the possible predicted value of
each state interval. z; = (U;; + L;;)/2 is selected in this study
[25].

4. Case Analysis

To verify the applicability of the SARIMA-Markov model,
this study selected the monthly coal traffic volume of Dagin
Railway from January 2009 to September 2019 as sample
data to establish the prediction model. Evaluation indicators
were adopted to evaluate the model. Among these, sample
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data from October to November 2019 were used for the
model test, and trend extrapolation was performed for the
period of December 2019 to September 2020.

4.1. SARIMA Model

(1) The data sequence x, of the sample period is stabilized.
EViews 10.0 software is used to find the first difference
of x,. The mean value of dx, = D(x,,1,0) is ap-
proximately zero, and the trend characteristic disap-
pears, as shown in Figure 2. The linear trend of sequence
x, is fully extracted by the first-order difference [26].

The autocorrelation diagram of the first-order differ-
ence sequence dx, is provided in Figure 3. The au-
tocorrelation coefficients near the 12th and 24th orders
are significantly not 0, and thus, a seasonal feature with
a period of 12 exists in the first-order difference se-
quence dx,. This finding is consistent with the intuitive
analysis results of the sequence diagram [27].

After the difference operation with a period of 12 on
dx,, a new sequence d'x, = D(x,,1,12) is obtained
[28]. As shown in Figure 4, the 12th-order auto-
correlation coefficient of the second-order difference
sequence d'x, is close to 0, indicating that the pe-
riodic factor dx, is fully extracted [29-31].

An augmented Dickey-Fuller (ADF) test was per-
formed on the second-order difference sequence
d'x,, and the results are provided in Table 1.

The unit root statistic is ADF = —7.635505, which is
less than the critical value with a significance level of
1%. Thus, the null hypothesis that states that the
second-order difference sequence d'x, has a unit
root was rejected, indicating that the sequence d'x, is
a stationary sequence. Accordingly, the parameters
of the SARIMA (p,d,q)(P,D, Q) model are
d=1,D=1,S=12.

(2) The SARIMA (p,d, q) (P, D, Q)® model is determined
[32]. As shown in Figure 4, x, exhibits no significant
correlation between different points in the same pe-
riod. Thus, a simple seasonal model is established for
the data sequence SARIMA (p,1,9) (1,1, 12 of the
sample period. The 1st-order autocorrelation coefhi-
cient of the differential stationary d'x, is significant,
and its 2nd-order partial autocorrelation coefficient is
also significant. The autocorrelation and partial au-
tocorrelation diagrams are tailed; thus, five models
can be built as follows:

SARIMA (2,1,1)(1,1,1)"%,
SARIMA (4,1,0)(1,1,1)"%,
SARIMA (1,1,3)(1,1,1)"%, (15)
SARIMA(1,1,1)(1,1,1)"%,
SARIMA (1,1,2)(1,1,1)*%.
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FIGURE 3: Autocorrelation of sequence dx;,.

The five models are tested for parameter significance,
and the results are presented in Table 2.

R? is the goodness of fit of the entire model; the
higher the R* value, the better the fit degree, where
R? € [0,1]. AIC and SC are information criteria; the
lower the value, the better the fitting degree of the
model [33]. The test results of five compared models
are provided in Table 2. The sequence model of data
x, in the sample period is SARIMA (4, 1,2) (1,1,1)"2.
Model adaptability is tested, and parameters are esti-
mated. In EViews 10.0, the SARIMA (4, 1,2) (1, 1, 1)
model is used to obtain the fitting residual sequence ¢,
as shown in Figure 5.

5
Sample: 2009M01 2019M09
Included observations: 114
Autocorrelation Partial correlation AC PAC Q-stat Prob
o o 1 -0.710 -0.710 58.933 0.000
[ =] [ 2 0309 -0.392 70.208 0.000
= [ 3 -0.197 -0.405 74.837 0.000
e [ 4 0121 -0.419 76.608 0.000
N o 5 0025 -0.209 76.684 0.000
i =l 6 -0.115 -0.274 78315 0.000
' o 7 0.138 -0.151 80.657 0.000
o o 8 -0.147 -0.183 83360 0.000
' il 9 0.151 -0.098 86251 0.000
o (= 10 -0.164 -0.226 89.660 0.000
=) o o 11 0.174 -0.151 93.533 0.000
g R 12 -0.104 0.002 94.922 0.000
K B 13 0.005 0.020 94925 0.000
K i 14 -0.016 -0.102 94.958 0.000
i o 15 0.038 -0.174 95.148 0.000
i R 16 0.070 0.015 95815 0.000
o i 17 -0.188 -0.119 100.62 0.000
=] R 18 0.202 -0.011 106.26 0.000
o K 19 -0.165 0.041 110.03 0.000
i i 20 0.101 -0.088 111.46 0.000
K i 21 -0.031 -0.057 111.59 0.000
K K 220017 0.040 111.63 0.000
K iy 23 -0.017 0.045 111.68 0.000
il il 24 -0.051 -0.067 112.06 0.000
FIGURE 4: Autocorrelation of sequence d'x,.
TasLE 1: ADF test results of sequence d’x,.
t-statistic Prob.
Augmgnted dickey-fuller test 7 635505 0.0000
statistic
1% level —3.487550
Test critical values 5% level —2.886509
10% level —-2.580163
TaBLE 2: Significance test of model parameters.
Model R? AIC SC
SARIMA (2,1,1)(1,1, 1)12 0.3977 14.2007 14.2676
SARIMA(1,1,2)(1,1, 1) 0.4073 14.1851 14.2519
SARIMA(1,1,3)(1,1, 1) 0.4064 14.1866 14.2534
SARIMA (4,1,0)(1,1,1)" 0.0088 14.6795 14.7241
SARIMA (4,1,2) (1,1, 1) 0.6762 13.7281 13.8395

A white noise test is performed on the model residual
g of SARIMA (4,1,2)(1,1, 1)12; that is, a random
test of fitting residual sequence ¢,. The test results are
presented in Figure 6.

As shown in Figure 6, the statistical value of Q is
8.963, and the associated probability is 0.34 > 0.05
from line K = 12. The null hypothesis states that no
correlation exists and ¢, is accepted, indicating that ¢,
is a white noise sequence. Therefore, the
SARIMA (4,1,2)(1,1,1)"? model passes the adapt-
ability test, and its expression is as follows:
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FIGURE 5: Fitting of the SARIMA (4, 1,2) (1, 1, 1)'* model.

Date: 11/20/19 Time: 13:22

Sample: 2009M01 2019M09

Included observations: 116

Q-statistic probabilities adjusted for 4 ARMA terms

Autocorrelation Partial correlation AC PAC Q-stat Prob
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9 0.02... -0.0... 8.153... 0.14...
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11 0.06... 0.05... 8.958... 0.25...
12 -0.0... 0.00... 8.963... 0.34...
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FiGure 6: Correlation test of the residual sequence ¢, in the
SARIMA (4,1,2)(1,1,1)? model.

+(1+0.6569B + 0.9473B° + 0.2925B° - 0.0381B")
-(1-0.148B")A,,lgx,
=(1-0.4657B - 0.8686B")(1 + 0.87B' )s,.

(16)

(4) Model predictive power is assessed. In EViews 10.0,
the SARIMA (4,1,2)(1,1,1)'> model is used to
predict the sample data of the coal traffic volume of
Daqin Railway from January 2010 to September
2019. The predicted results are presented in Figure 7.
An analysis model prediction level evaluation index,
namely, mean absolute percentage error (MAPE) =
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F1GURE 7: Prediction result of the SARIMA (4, 1,2) (1, 1, 1)12 model
in the sample period.

5.1439%, is used to determine whether the model’s
predictive capability is good.

The SARIMA (4, 1,2) (1, 1, 1)*? model is used to predict
the monthly coal transport volume of Daqin Railway from
January 2009 to September 2019, and the results are pro-
vided in Table 3. The analysis of Table 3 indicates that the
error of the single prediction model is still relatively large. To
avoid this situation, the Markov model is adopted to correct
the residual. This model can reduce the relative residual
value and find the internal regularity.

4.2. SARIMA-Markov Model. In accordance with the steps
of the Markov model, the range of the residual sequence
€ [-6.884,5.834] is first determined by dividing the re-
sidual sequence into E,,E,,E;, E, state intervals. The
boundary value of state interval E, is as follows:

1-1
Ujj = —6.884 + — — (5.834 — (-6.884)) = ~6.884,
(17)

1
L;j =-6.834 + y (5.834 — (—6.884)) = —3.705.

Similarly,
E, € [-3.705,-0.525],
E; € [-0.525,2.655], (18)
E, € [2.655,5.834].
In accordance with the state distribution of the residual
series, the frequency statistics of the one-step transfer from

E; to E; are provided in Table 4.
The state transition probability matrix is as follows:
0 0  0.6000 0.4000
0.0263 0.2895 0.4737 0.2105
P(O) = . (19)
0.0545 0.4000 0.4909 0.0545

0.0769 0.3846 0.5385 0

We obtain the following:
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TABLE 3: Statistical table of the SARIMA model’s predicted value
and residual sequence (in million tons).

Time ACTUAL SARIMA F Error
2010/6 35.5380 36.3685 —-0.8305
2010/7 36.3230 36.6030 -0.2800
2010/8 36.2110 36.1051 0.1059
2010/9 32.5760 36.0014 —3.4254
2010/10 34.0840 32.7257 1.3583
2010/11 32.8800 35.9553 -3.0753
2010/12 33.4990 34.0188 -0.5198
2011/1 37.1090 32.5815 4.5275
2011/2 34.7510 36.8717 -2.1207
2011/3 39.1160 36.4210 2.6950
2011/4 28.8430 35.7270 —6.8840
2011/5 39.0050 34.0413 4.9637
2011/6 37.2460 38.0273 -0.7813
2011/7 38.1220 38.9142 -0.7922
2011/8 36.9390 36.7624 0.1766
2011/9 34.7450 35.8810 -1.1360
2011/10 37.9690 35.2646 2.7044
2011/11 36.8160 38.5455 -1.7295
2011/12 38.3310 37.8582 0.4728
2012/1 38.1740 39.5214 —-1.3474
2012/2 34.8760 37.6725 —2.7965
2012/3 36.8430 37.0296 -0.1866
2012/4 31.4010 31.2652 0.1358
2012/5 39.1010 37.1483 1.9527
2012/6 34.6950 38.1825 —3.4875
2012/7 32.7310 35.4198 —2.6888
2012/8 31.2900 32.1657 -0.8757
2012/9 34.9530 29.1189 5.8341
2012/10 34.2850 35.6686 —-1.3836
2012/11 38.1570 34.3911 3.7659
2012/12 39.3840 38.9422 0.4418
2013/1 38.8740 41.9307 -3.0567
2013/2 34.8820 36.7719 —-1.8899
2013/3 38.1690 37.8120 0.3570
2013/4 33.1170 32.6547 0.4623
2013/5 37.7950 39.3172 —-1.5222
2013/6 37.0570 35.7993 1.2577
2013/7 36.6493 37.0051 —-0.3558
2013/8 37.7550 36.3293 1.4257
2013/9 38.0900 36.7567 1.3333
2013/10 35.3830 39.4495 —4.0665
2013/11 38.2820 36.5611 1.7209
2013/12 39.1930 39.4069 -0.2139
2014/1 39.7410 40.0323 -0.2913
2014/2 34.0330 36.6904 -2.6574
2014/3 39.3990 37.0087 2.3903
2014/4 32.1220 33.8711 -1.7491
2014/5 40.6070 38.3192 2.2878
2014/6 38.9360 38.3357 0.6003
2014/7 38.9250 39.6389 -0.7139
2014/8 38.1540 38.4263 -0.2723
2014/9 37.6650 38.3145 —-0.6495
2014/10 34.5620 37.6351 -3.0731
2014/11 37.5350 36.0587 1.4763
2014/12 38.5080 38.1776 0.3304
2015/1 38.1860 39.0928 —-0.9068

7
TABLE 4: Statistics of the one-step state transfer frequency.
1
Yi— 1
j=1 j=2 j=3 j=4 Vi)
1 0 0 3 2 5
2 1 11 18 8 38
3 3 22 27 3 55
4 1 5 7 0 13
z, = —5.2945,
z, = —2.115,
(20)
z3 = 1.065,
z, = 4.245,

from the formula z; = (U;; + L;;)/2. The prediction value of
the SARIMA-Markov model is calculated in accordance
with equations (13) and (14), and the prediction capability of
the model is determined to be excellent by the analysis
model’s prediction level evaluation indicator, i.e,
MARPE = 3.8009%. The fitting curves of the actual (AC-
TUAL), the predicted value of the SARIMA model (SAR-
IMA F), and the predicted value of the SARIMA-Markov
model (SARIMA-Markov F) are presented in Figure 8. As
shown in the figure, the fitting effect of the SARIMA-Markov
model is better than that of the SARIMA model (in million
tons).

4.3. Model Validation. To verify the prediction accuracy of
the established model, the SARIMA-Markov model was
used to predict the monthly coal traffic volume of Daqin
Railway in October and November 2019. The predicted
values for October and November 2019 were 32.5864 and
38.7377  million tons, respectively, when the
SARIMA (4,1,2)(1,1,1)'? model was used. From Table 3,
the state probability transfer vector in September 2019 is Es,
and  the  initial  state  transfer  vector  is
Xy = [0.0545 0.4 0.4909 0.0545 ].

In accordance with the initial state probability transfer
vector 1 and the state probability transfer matrix 2, the state
probability transfer vectors of October and November 2019
can be calculated as follows:

X;=Xg* Py = [0.0415 0.3319 0.4925 0.1328],

(21)
X, = X, % Py = 0.0458 0.3432 0.4954 0.1133].

Then, from equations (13) and (14), the predicted coal
transport volume in October 2019 is 34.1619 million tons
and the predicted coal transport volume in November 2019
is 32.8694 million tons. The results are provided in Table 5.

In the current study, mean absolute error (MAE) and
MAPE were used to evaluate the fitting effect of the model, as
indicated in Table 6. Both indexes were smaller for the
optimized model than those before optimization. The fitting
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FIGURE 8: SARIMA-Markov model fitting diagram.

TABLE 7: Statistics of the forecast results (in million tons).
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TaBLE 5: Statistics of the prediction results (in million tons).
Time Actual SARIMA F SARIMA-markov F
201910 36.4439 32.8313 34.1619
201911 35.4127 38.6018 32.8694

TABLE 6: Model test list (in million tons).

Model fitting Model forecasting

Forecast model

MAE MAPE MAE MAPE (%)
SARIMA 5.7611 5.1439 3.4003 9.4576
SARIMA-markov 4.2570 3.8009 2.4094 6.7126
Unit: 10 thousand tons
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FIGURE 9: Prediction result of the SARIMA (4, 1, 2) (1, 1, 1)'2 model
outside the sample period.

accuracy of the SARIMA-Markov model reached 96.1991%,
which was higher than the prediction accuracy of the
SARIMA model (94.8561%). The prediction accuracy of the

Time Company F SARIMA F SARIMA MARKOV F
2019/12 (E) 39.4429 40.5264 38.7993
2020/01 (E) 41.5839 39.4894 40.5889
2020/02 (E) 34.7971 36.6173 35.5534
2020/03 (E) 41.0039 40.6742 40.7300
2020/04 (E) 34.2827 34.2780 34.3346
2020/05 (E) 43.4109 41.4161 41.4787
2020/06 (E) 38.8871 40.6402 39.5333
2020/07 (E) 40.3224 39.7717 40.7116
2020/08 (E) 34.8113 39.5051 38.7080
2020/09 (E) 34.5971 34.6678 34.4061

SARIMA-Markov model reached 93.2874%, which was
higher than the prediction accuracy of the SARIMA model
(90.5424%). Thus, the prediction accuracy of the SARIMA-
Markov model is high and meets the requirements.

4.4. Model Prediction. The model was built on the basis of
the monthly data of the coal traffic volume of Daqin Railway
from January 2009 to September 2019. The predicted se-
quence x ; and the actual sequence x were drawn in the same
diagram for comparison, as shown in Figure 9. In accordance
with the state probability transition matrix P and the initial
state transition vector x,, the state transition vector from
December 2019 to September 2020 was determined. Simul-
taneously, the predicted values of SARIMA (4,1,2)(1, 1, 2
from December 2019 to September 2020 were obtained.

The coal traffic volume of Daqin Railway from De-
cember 2019 to September 2020 was predicted using the
SARIMA-Markov model. The results are provided in
Table 7.
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5. Conclusion

The SARIMA-Markov model was applied to the monthly
coal traffic forecast of Daqin Railway. The SARIMA model
comprehensively considered the influence of the seasonal
correlation of coal traffic volume on Dagin Railway.
Meanwhile, the Markov model used a residual sequence,
state partition, and state transition matrix to modify the
influence of the sample data on the predicted value.
Compared with the simple use of the SARIMA model alone,
the combination of the two models can ensure higher
prediction accuracy, verifying the scientificity and feasibility
of the model and providing a new method for the coal
volume prediction of Daqin Railway. Moreover, the coal
traffic volume of Dagin Railway from December 2019 to
September 2020 was predicted via trend extrapolation, and
the forecast results were analyzed as follows.

(1) China’s economy is less dependent on coal. As
China’s economy moves toward high-quality de-
velopment, the growth rate of the country’s gross
domestic product will remain at approximately 6% in
the next few years. Meanwhile, the Dagin Railway, as
a strategic artery of China’s “coal transport from the
west to the east,” will experience a growth rate of
approximately 5%. This conclusion indicates that
China’s extensive economic development model
based on coal energy consumption is beginning to
weaken, and the economic form is developing to-
ward the low-carbon, efficient, and green direction.
China’s coal dependence is decreasing due to the
country’s effort to adjust its industrial structure,
encourage innovations, and increase the intensity of
scientific ~ and  technological research  and
development.

(2) Initial results have been achieved in optimizing the
energy structure. The growth rate of the coal
transport volume of Daqin Railway will gradually
slow down under the influences of energy structure
adjustment, industrial structure adjustment, non-
fossil energy development, and other factors. This
scenario shows a steady decline in the proportion of
coal in energy consumption. The rapid development
of low-cost nuclear, photovoltaic, and wind power
will further reduce the demand for coal, which will
account for a smaller share of the country’s total
energy consumption, while clean, renewable energy
will obtain a larger share.

(3) The process of providing heat from clean energy is
proceeding in an orderly manner. China is a de-
veloping industrial country that uses coal boilers to
provide heating during winter, particularly in the
north of Qinling and Huai River. Under the back-
ground of the energy revolution, China has effec-
tively promoted clean heating in the north and has
replaced coal with gas and electricity for providing
heat in an orderly manner, reducing the consump-
tion of coal. In accordance with the local conditions,
we expand the variety of clean heating methods to

ensure the balanced development of clean heating. In
our future research, the SARIMA model will be
combined with the random forest model to improve
the accuracy of the model prediction.

Data Availability

Dagqin Railway belongs to China Daqin Railway Co., Ltd.,
which is a listed company. The data required in this paper
can be inquired in the monthly or annual financial state-
ments of China Dagqin Railway Co., Ltd., which belongs to
the public information of the company.
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This paper defines and introduces the formulation of the Real-RCPSP (Real-Resource-Constrained Project Scheduling Problem), a
new variant of the MS-RCPSP (Multiskill Resource-Constrained Project Scheduling Problem). Real-RCPSP is an optimization
problem that has been attracting widespread interest from the research community in recent years. Real-RCPSP has become a
critical issue in many fields such as resource allocation to perform tasks in Edge Computing or arranging robots at industrial
production lines at factories and IoT systems. Compared to the MS-RCPSP, the Real-RCPSP is supplemented with assumptions
about the execution time of the task, so it is more realistic. The previous algorithms for solving the MS-RCPSP have only been
verified on simulation data, so their results are not completely convincing. In addition, those algorithms are designed only to solve
the MS-RCPSP, so they are not completely suitable for solving the new Real-RCPSP. Inspired by the Cuckoo Search approach, this
literature proposes an evolutionary algorithm that uses the function Reallocate for fast convergence to the global extremum. In
order to verify the proposed algorithm, the experiments were conducted on two datasets: (i) the iMOPSE simulation dataset that
previous studies had used and (ii) the actual TNG dataset collected from the textile company TNG. Experimental results on the
iMOPSE simulation dataset show that the proposed algorithm achieves better solution quality than the existing algorithms, while
the experimental results on the TNG dataset have proved that the proposed algorithm decreases the execution time of current

production lines at the TNG company.

1. Introduction

Scheduling is used to arrange the resources and tasks in
many fields, where scheduling algorithms can have an
important impact on the effectiveness and cost. In a lo-
gistic system, not only are cargo vehicles characterized by
the factors of speed and carrying capacity, but also the skill
of the driver is the most important factor in determining
the quality of transportation. By taking into account all
the factors, especially the driver’s skill one, scheduling
algorithms help manage and coordinate the transport
system. An intelligent scheduling algorithm helps man-
agers exploit the maximum potential of resources in-
cluding vehicle and driver to get the project done.

In the wireless sensor networks, the node scheduling
aims at selecting a set of nodes (i.e., sensors) that provide the
data service. This scheduling can effectively reduce the
number of nodes and messages and at the same time extend
the network lifetime [1-3]. The basic goal of Edge Com-
puting [4] is finding the optimal scheduling for extending
the Cloud’s resources such as servers and routers from
remote data centers to the edge of the Cloud where they are
closer to users, thus overcoming the bottlenecks issue by
cloud computing and providing higher performance.

Solving the MS-RCPSP [5-7] problem is to find out the
schedule to execute the project in the shortest possible time
without breaking any constraints. In other words, the
scheduling algorithm’s goal is to find a schedule with the
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smallest execution time while meeting any task and resource
constraints. In this paper, the term “makespan” will be used
to refer to the distance in time that elapses from the start of
work to the end of execution time. MS-RCPSP is among the
most commonly investigated optimization problems that
have received a lot of attention due to their significant role in
network resource scheduling and controlling.

MS-RCPSP appears in many practical situations such as
logistics and cargo transportation, widely applied to military
operations such as sorting missions and determining travel
routes [8]. Hosseinian and Baradaran [9] used an evaluation
method to make plan decisions with MS-RCPSP. Nazafzad
etal. [10] employed a biobjective optimization model for the
MS-RCPSP considering shift differential payments and
time-of-use electricity tariffs. Their study tried to minimize
the cost and the makespan of a given project. Younis and
Yang [11] propose the heuristic algorithm to solve a par-
ticular case of the MS-RCPSP occurring in grid computing.

However, the MS-RCPSP has one serious defect. What
often happens in practice is that a resource with a higher skill
level has a shorter processing time. This paper presents a new
problem, which is a more practical extension of the MS-
RCPSP, called the Real-RCPSP. In other words, Real-RCPSP
is a specific case of the MS-RCPSP. In the Real-RCPSP, the
processing time depends on the skill level of the resource.
The real-life nature of Real-RCPSP comes from production
lines at the industry factory, where the higher the skill level
of a worker is, the faster he can make the product.

This paper is organized as follows. The next section
presents some previous algorithms for solving the Resource-
Constrained Scheduling Problem. This section also briefly
introduces the Cuckoo Search strategy [12], one of the most
widely used metaheuristics. Section 3 formulates the Real-
RCPSP. The proposed algorithm (called R-CSM) is de-
scribed in the fourth section. Section 4 introduces the most
important components of R-CSM, consisting of the function
Reallocate, the schedule representation, and a novel schedule
measurement model. To verify the performance of the
proposed algorithm, in Section 5 and Section 6, we arrange
the experiments on the iMOPSE dataset and TNG’s dataset,
respectively. In these two sections, the experimental results
are analyzed to compare the performance of the proposed
algorithm R-CSM with the best previous algorithms such as
GreedyDO and GA. Finally, Section 7 ends the paper with
the conclusion and future works.

2. Related Works

Despite the importance of the Real-RCPSP, no one to the
best of our knowledge has studied this problem. This paper is
the first work that mentions Real-RCPSP; thus this section
introduces the existing algorithms to solve another problem
that is close to the Real-RCPSP, namely, MS-RCPSP. In
Section 5 and Section 6, these algorithms will be used as
reference algorithms in our experiments.

Myszkowski et al. [6] proved that MS-RCPSP is an NP-
hard problem, so it is difficult to deal with classical opti-
mization methods. Until now, many different solutions have
been introduced for solving the MS-RCPSP; among them,
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the most successful metaheuristics are the GA [13] and ACO
[14].

In their research, Maghsoudlou et al. [15] and Bibiks
et al. [16] applied the Cuckoo Search algorithm to build
multirisk project implementation schedules based on three
different evaluation objectives. Zhu et al. [17] proposed an
evolutionary algorithm based on the multiverse and several
other heuristic algorithms.

Myszkowski et al. [6] have built a hybrid algorithm that
combined the Difference Evolution and greedy heuristic for
managing human and machine resources in factory pro-
duction projects. The proposed hybrid algorithm tried to
minimize makespan and production costs. Besides, iMOPSE
[6], a dataset that was generated based on real-world data
from the project scheduling problem, was introduced.

As a specific case of the MS-RCPCP problem, Real-
RCPSP is researched and applied in many fields of the
Internet of Things. Hosseinian and Baradaran [18] proposed
a greedy heuristic for maximizing the modularity to find
high-quality communities of employees and to arrange them
to the tasks based on the founded communities. Younis and
Yang [11] introduced a hybrid scheduling algorithm for task
arrangement in grid computing environment.

Some other researchers have also studied the new ex-
tension problems of the Constrained Project Scheduling
Problem and applied them in many fields of science and
finance. Polo-Mejia et al. [19] developed a scheduling al-
gorithm to manage nuclear laboratory operations. To solve
the problem of the dense sensors in wireless sensor net-
works, Wan et al. [20] proposed an energy-saving scheduling
algorithm, which arranges some redundant sensors into the
sleep mode to reduce the data transmission collision and
energy dissipation. Guo et al. [21] developed a PSO-based
algorithm that acquired better performance than previous
approaches in power efficiency. Cheng et al. [22] have
formulated another PSO-based algorithm named DPSO-
CA, which is based on the discrete PSO that aims at min-
imizing the cochannel interference in the network.

Previous studies have also been performed to address
other subissues of the Constrained Project Scheduling
Problem. Barrios et al. [23] and Javanmard et al. [24] studied
the Multiskill Stochastic and Preemptive Scheduling Prob-
lem to minimize the execution time and proposed the
mathematical models for the project’s resource investment.

Cuckoo Search (CS) algorithm is a metaheuristic in-
troduced by Yang [25] based on the cuckoo bird behavior.
Previous algorithms such as Difference Evolution (DE) [26]
and Particle Swarm Optimization (PSO) [21] have been
proven to be special cases of the Cuckoo Search algorithm.
The efficiency of CS has also been shown to be better than
those of DE and PSO in some cases [27]. For the above
reasons, in this paper, we have built an algorithm inspired by
CS.

3. Problem Statement

The Real-RCPSP can be described as follows.
A project represented by a graph G(V,E) has to be
realized. Each node of graph G represents a task, while G’s
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arc represents the relationship between 2 tasks (Figure 1).
Specifically, the arc (7, j) means that task i has to be finished
by the time when task j is started. Each task has an execution
time (or duration) that is calculated by subtracting the start
time from the end time. The task must be performed
continuously from start to finish and must not be stopped at
all.

The execution of each task requires some specific re-
sources. Each resource can perform only one task at a time.
The task’s execution requires several skills, while each re-
source possesses its own skills; thus not every resource can
perform a given task.

The objective of the Real-RCPSP is to shorten the project
implementation time to the smallest value while not
breaking any constraints. A schedule must be found in which
execution will minimize execution time while still meeting
the task and resource constraints. As mentioned above, the
MS-RCPSP is proved to be NP-hard [5-7], and no poly-
nomial-time algorithm exists, assuming that P # NP.

Real-RCPSP could be stated by using the following
notations:

(i) C;: the set of the parents of task i

(ii) r;: the set of skills required by task i. A certain
resource must have an equal or higher skill level of
r; to perform task j

(iii) S: the set of all skills; S;: the set of skills belonging to
resource i; S;CS

(iv) t: the time it takes the resource that possesses
subset of skill S; to complete task j

(v) L: the set of resources; L¥: the set of resources that
could handle task k; L¥cL

(vi) L;: resource i

(vii) W: the set of tasks; W*: the set of tasks that could
be performed by resource k, WkcW

(viii) W: task i
(ix) By, Ej: starting time and ending time of task k

(x) Afw: a Boolean variable; when it equals 1 it means
that task u will be executed by resource v at time I;
it equals 0 in other cases

(xi) h;: the level of skill i g;: type of skill i

(xii) r4: a resource must possess skill 7, to perform task

k

(xiii) m: the period time of the schedule

(xiv) P: a candidate schedule; P,: the set of candidate
schedules

(xv) f(P): makespan (execution time) of schedule P

(xvi) y: number of tasks; z: number of resources

Real-RCPSP could be defined as follows:

minimize f (P), (1)
where
£ (P) = max{E] - min{B,}, @

3
FiGure 1: The relationship between tasks.
subject to

T;>20, VjeW, (4)
E;>0, VYjeW, (5)
E,<E;-t; VYjeW,j#1,ieC,, (6)
VieW,3reS g, =g,.h2h, (7)

n
VkeLVtem: Y A<l (8)

i=1
VieW3ltemlkelL: Ajp=1, 9)
Ifhy<hjthenty >tV (r, r;) € {S; x S,}. (10)

Note the following:

(i) Formulation (6) forced the parent task to must be
finished before the start time of the children task

(ii) Formulation (7) means that, for every task, there is
always at least one resource that has enough skill
level to handle that task

(iii) Formulation (8) ensures that each resource (k) can
only perform at most one task (j) at any time (¢)

(iv) Constraint (9) aims to restrict each task to only be
executed at most one time. Every task must be
performed continuously from start to finish and
must not be stopped at all.

(v) Constraint (10) means that the execution time of the
higher-skill resources is smaller than the execution
time of the lower-skill resources

4. Proposed Algorithm

4.1. Schedule Representation. We represent a schedule as a
row that consists of several elements, and the number of
elements denotes the number of tasks. Each element of the
row represents the resource that will perform the respective
task.



4.1.1. Example 1. Suppose that we have 10 tasks
W ={1,2,3,4,5,6,7,8,9,10} and 3 resources L ={l1,2,3}.
Assume the following:

(i) Sx = S,Vk € L; every resource has an equal skill set
(ii) L¥ = L, Vk € W; any resource can perform any task

(iii) The execution times of the tasks are presented in
Table 1

We also assume that the constraint to prioritize the
performance of the tasks is shown in Figure 1, specifically:

(i) Task 1 has to be performed firstly
(ii) Task 6 has to be performed after task 2
(iii) Tasks 7 and 9 have to be performed after task 3
(iv) Task 5 has to be performed after task 4
(v) Task 8 has to be performed after task 5
(vi) Task 10 has to be performed after tasks 6, 7, and 9

With the above assumptions and constraints, a possible
schedule is shown in Figure 2. Table 2 shows how that
schedule assigns 3 resources to perform 10 tasks in detail.

As described in Table 2, resource 1 executes task 2 and
task 6; resource 2 handles tasks 1, 3, 5, and 8; resource 3
executes tasks 4, 7, 9, and 10.

4.2. Measurement Model. Cuckoo Search algorithm is an
optimization scheme dealing with real functions such as the
Gaussian probability distribution function, whereas Real-
RCPSP is the optimization problem of discrete functions.
Therefore, in order to apply the Cuckoo Search algorithm to
the Real-RCPSP, it is necessary to build a model for
schedules measuring. The following will present our pro-
posed measurement model in detail:

(i) V= (v}, vy,...,v,) is called “unit vector,” where
v; = 100/ (z; — 1): z; is the number of resources that
possess set of skills g;.

(ii) Vector K = {k,k,,...,k,} is the distance between

schedule P={p,,p,,....p,} and schedule

Q=1{91>9» - -->q,}- This leads to K =P - Q.
Meanwhile, if schedule Q={g;,9,,...,q,} is
added with a difference K ={k,k,,...,k,},

schedule P = {p,,p,,...,p,} is obtained, where

we have the following:

(iii) p; = position (round(q; + k;)) and position (i)
presents the respective resource

(iv) k; = v; x (order (p;) — order (g;))
order (p;): the place ofp; in the L;

4.2.1. Example 2. Suppose that L' = {L,, Ly, Ly, Ly, Ly}. We
have z, = 5; v, = 100/ (5 — 1) = 25.

Journal of Advanced Transportation

TaBLE 1: Execution times of the tasks.

Task W, W, Wy, W, W, W, W, Wy, Wy W,,
Eﬁfg“ti"n 3 2 3 4 3 4 3 6 2 6
L1 2 6

L2 1 3 5 8

L3 4 7 9 10

01 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18
Time

FIGURE 2: A possible schedule.

TaBLE 2: The assignment of a possible schedule.

Task W, W, W, W, W, W, W, Wy Wy W,

Resource L, L, L, Ly L, L, Ly L, L; L;

TaBLE 3: The order of resources.

Order 0 1 2 3 4
Resource L, L, L, Ly L,
Resource L L, Lg Ly,

Similarly, suppose that L' = {Lg,L,,Lg, L,,}. We have
Z, =4 v, = 100/ (4 — 1) = 33.33,

Table 3 depicts the order of resources.

Schedule P = (1, 8) and schedule Q = (4, 7) are shown in
Table 4.

Consider the distance K=P-Q = (k,,k,) where
k, = v, x abs(order(p,) — order(q,)) = 25abs (0 — 2) = 25.

k, = v, x abs (order (p,) — order(q,)) =33.33 x abs
(2-1) =33.33.

This leads to K = (50, 33.33).

Given K, = (0,66.66), we have

Z=P+K— Kp+K — (4,10) (Table 5).

4.3. Proposed Algorithm R-CSM. The proposed Algorithm 1
R-CSM is represented as follows.

f is objective function.

Note that, in line number 16, function Reallocate()
improves the quality of b_plan, as analyzed in the next
subsection.

4.4. Function Reallocate. c_plan is the most appropriate
feasible schedule until now. L, is the last resource to finish.
Function Late() will find out the value of R;,.Size() is the size
of a set or an array.N_makespan is execution time of the new
resource-task arrangement
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TaBLE 4: The assignment of schedules P and Q.
Schedule Task
1 2
P L, Ly
Q L, L,
TABLE 5: Measurement value.
Task 1 2
P L Ly
Kp 0 66.66
K 50 33.33
Ky, +K 50 99.99
Z=Kp+K L, Ly,
input: maxGeneration
iMOPSE datasets
output: makespan of project
(1) Begin
2) t<—0
(3)  Size «— number of individuals (i.e. possible schedules)
(4)  p(t) < the first population
(5)  f(t) <« the fitness, b_plan(bestnest), makespan
(6) pa=0.25
(7)  While (t < max_gen)
(8) n_plan «— create new nest by Lévy Flight
9) r_plan «— Select random nest from P (t)
(10) If (fin_plan) < (r_plan))
(1) r_plan=n_plan
(12) End if
(13) P(t) < Remove pa worst nest and replace by new nests, new nests created by Lévy Flight
(14) F(t) «— the fitness, b_plan, makespan
(15) b_plan «— Reallocate(b_plan)//schedule b_plan is improved by the//function Reallocate(), which is described in the next
subsection in details.
(16) te—t+1
(17)  End while
(18)  return makespan
(19) End

ALGORITHM 1: R-CSM algorithm.

Line 12 and line 13 show that the new schedule (n_plan)
is always equal to or better than the old schedule (c_plan) in
terms of the makespan.

The function Reallocate() (Figure 3) generates the new
schedule from the best schedule, so it inherits and promotes
the advantages of the current population (Algorithm 2).

4.4.1. Example 3. Suppose that W ={1,2,3,4,5,6,7,8,
9,10}; L = {1,2,3}.

We also assume that resource 1 can handle tasks 1, 2, 3, 4,
6, 8,9, and 10; resource 2 can execute tasks 1, 3, 7, and 9;
resource 3 can perform tasks 1, 4, 5, 8, 9, and 10.

The constraint regarding the task order is illustrated in
Figure 1, and the task’s execution time is shown in Table 1.

Table 6 depicts the schedule P; its makespan is equal to
18 as shown in Figure 4 in detail.

The function Reallocate uses schedule P as the input and
arranges task 9 to resource 1 (see Table 7) instead of resource
3 as before.

The results point out that function Reallocate decreases
the makespan from 18 to 17, as described in Figure 4.

5. Simulation with iMOPSE Dataset

5.1. Simulation Settings. To verify the performance of the
R-CSM, the simulations are conducted by using iMOPSE
dataset [6], which has been used by previous studies to
examine algorithms such as GreedyDO and GA [28].
iMOPSE’s instances have the following fields:
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[

4

n_plan < b_plan;
makespan < f (b_plan)

!

L, < Late (n_plan); i < 0
WP ¢ {tasks are performed by
resource L}

False
—>

True

W;e WP, i=1.size (WP);j=0
L' ¢ {resource can perform task i} - L,

False

b_plan = n_plan
jH+s j < size (L)

&
<

—
Ll

W« W+{Wi}
Wb« Wb - {w}

f(b_plan) <
makespan

False

makespan < f (n_plan)

FiGure 3: Function Reallocate.

(i) Number of tasks and resources
(ii) The constraint regarding the task order
(iii) Set of resource’s skills

This paper arranges the simulations on iMOPSE’s
instances listed in Table 8. All of our simulations were run
on a machine with Intel® Core i7 CPU at 2.2 GHz, 6 GB
RAM, running Windows 10. Our R-CSM algorithm was
programmed in Matlab. Simulation results are described
in Table 9.

Each simulation was set up with parameters as follows:

(i) Dataset: 30 iMOPSE’s instances that are described
above

(ii) Number of individuals in population N, = 100

(iii) The program execution process consists of 50,000
generations (N g =50, 000)

(iv) Each instance was repeatedly executed 30 times

5.2. Simulation Results. To show the efficiency of the pro-
posed algorithm, we compare R-CSM with two existing
algorithms, which are GreedyDO and GA [28]. Myszkowski
did not provide the tool for GreedyDO; thus Table 9 just lists
the best value of the algorithm GreedyDO that was published
in the author’s literature. Meanwhile algorithm GA is
reprogrammed using the GARunner, the tool provided by
the authors in [6, 28]; thus Table 9 lists the average value, the
best value, and the standard deviation value of the algorithm
GA’s makespan.
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Input: b_plan//the best feasible schedule that the algorithm has found until now
Output://the feasible schedule which is better than the input
(1) Begin
(2)  makespan = f(b_plan)
(3) n_plan="b_plan;//the best resource-task assignment plan so far
(4) L, < Late(n_plan)//the resource finish its execution latest
(5)  Wjeset of tasks is performed by resource L,
(6) Fori=1 to size(W,)//examine the set of tasks performed by resource L,
(7) Wi =W, li];
(8) L'—L-L,L'—L —Lb//set of resource can perform the task i except L,
9) For j=1 to size(L")
(10) W/ = Wi + {Wi}//task i will perform the resource L
1) WP = WP + {(Wi}//task i is eliminated from L,
(12) n_makespan = f(n_plan)
(13) If n_makespan < makespan
(14) Makespan = n_makespan
15) Return b_best;
16) End if
17) b_plan =n_plan;
(18) End for
(19)  End for
(20)  Return n_plan
(21) End Function
ArGoriTHM 2: Function Reallocate.
TABLE 6: Resource-task assignment of P.
Task W, W, W, w, W, W W, Wy Wy Wi
Resource L, L, L, L, L, L, L, L, L, L,
Resources
A
[ Resource L3 | | 4 7
Before
reallocation| Resource L2 1 3 I 5 8
| Resource L1 2 6 Time
I | | | b
[ Resource L3 | | 4
After I
reallocation Resource L2 1 3
__ Resource L1 2 6
Il Il Il -
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Time
F1GURE 4: The schedule changes as a result of the function Reallocate.
TABLE 7: Resource-task assignment of new P.
Task W, W, w, W, W, W, w, Wy W, Wi,
Resource L, L, L, Ly Ly L, L, L, L, Ly
Table 9 and Figure 5 demonstrated that the makespan of (i) Compared with the original CS, the R-CSM algo-
the R-CSM’s schedules is smaller than the makespan of rithm is equipped with function Reallocate, which
GreedyDO and GA. The comparison between algorithms is makes R-CSM capable of fast convergence. This

discussed as follows in detail: ability is clearly demonstrated by the comparison of
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TaBLE 9: Makespan of algorithms (in hour).

Dataset instance Tasks Resources Precedence relations Skills

100_5_22_15 100 5 22 15
100_5_46_15 100 5 46 15
100_5_48_9 100 5 48 9
100_5_64_15 100 5 64 15
100_5_64_9 100 5 64 9
100_10_26_15 100 10 26 15
100_10_47_9 100 10 47 9
100_10_48_15 100 10 48 15
100_10_64_9 100 10 64 9
100_10_65_15 100 10 65 15
100_20_22_15 100 20 22 15
100_20_46_15 100 20 46 15
100_20_47_9 100 20 47 9
100_20_65_15 100 20 65 15
100_20_65_9 100 20 65 9
200_10_128_15 200 10 128 15
200_10_50_15 200 10 50 15
200_10_50_9 200 10 50 9
200_10_84_9 200 10 84 9
200_10_85_15 200 10 85 15
200_20_145_15 200 20 145 15
200_20_54_15 200 20 54 15
200_20_55_9 200 20 55 9
200_20_97_15 200 20 97 15
200_20_97_9 200 20 97 9
200_40_133_15 200 40 133 15
200_40_45_15 200 40 45 15
200_40_45_9 200 40 45 9
200_40_90_9 200 40 90 9
200_40_91_15 200 40 91 15

R-CSM with the previous most powerful algorithms.
R-CSM’s best value is smaller than GreedyDO from
21% to 85% and faster than GA from 6% to 33%. The
average value of the R-CSM’s makespan is better
than the GA from 6% to 33%.

(ii) Thanks to the function Reallocate and the pro-
posed measurement model, the process of finding
the optimal schedule of the R-CSM is not only fast
but also stable. This is demonstrated by the ex-
perimental results in Table 9. The total value of
R-CSM’s standard deviation is 92.52 only,
whereas the total value of GA’s standard devia-
tion is equal to 180. This result shows that the
R-CSM algorithm is more stable than the GA
algorithm.

6. Experiment with TNG Dataset

6.1. Experimental Setting. In general, the major disadvan-
tage of verifying on simulation datasets, such as iMOPSE, is
that sometimes the results do not match what is actually
happening. In order to make the experiment more con-
vincing, we have collected and used the dataset of In-
vestment and Trading Joint Stock Company (TNG) [29]. At
TNG textile factory, the dataset construction is carried out
as follows:

. GA R-CSM

Dataset instance GreedyDO

Avg Best Std Avg Best Std
100_5_22_15 630 524 517 5 485 484 1.41
100_5_46_15 693 587 584 5 541 538 2.55
100_5_48_9 779 535 528 10 493 490 2.16
100_5_64_15 640 530 527 2 496 490 4.55
100_5_64_9 597 521 508 10 479 474 3.68
100_10_26_15 370 294 292 2 238 237 0.94
100_10_47_9 549 299 296 3 256 253 2.36
100_10_48_15 344 282 279 3 245 242 225
100_10_64_9 533 305 296 7 249 243 532
100_10_65_15 426 290 286 5 247 245 1.25
100_20_22_15 353 169 163 6 127 124 34
100_20_46_15 394 207 197 7 167 164 2.85
100_20_47_9 390 186 185 0 146 143 1.89
100_20_65_15 310 243 240 2 213 210 2.05
100_20_65_9 408 187 181 5 133 128 45
200_10_128_15 780 583 577 5 471 468 2.94
200_10_50_15 763 577 553 17 489 485 33
200_10_50_9 817 589 585 5 484 484 047
200_10_84_9 999 583 567 11 509 505 3.91
200_10_85_15 706 555 549 5 476 474 1.32
200_20_145_15 480 328 326 2 244 240 3.48
200_20_54_15 488 385 363 21 261 257 3.19
200_20_55_9 999 318 312 4 251 248 2.87
200_20_97_15 680 438 424 10 335 334 1.89
200_20_97_9 816 326 321 6 249 244 3.42
200_40_133_15 512 222 215 6 154 148 4.19
200_40_45_15 616 210 201 6 165 161 3.68
200_40_45_9 821 213 209 3 159 152 8.06
200_40_90_9 963 215 211 3 152 148 3.72
200_40_91_15 519 205 200 3 141 135 4.92

(i) The company TNG contracts with business part-
ners, whereby each order corresponds to a product
sample with a large quantity

(ii) A given order will be performed by a subset of
employees

(iii) A product consists of several components, and each
component takes an execution time

(iv) The skills of each worker are evaluated based on that
worker’s rank

Conducting experiments on a simulation dataset is al-
ways convenient because the parameters of the dataset are
set by the experimenter; therefore these parameters are
completely consistent with the problem formulation.

In contrast, the parameters of a real dataset are factory-
defined, so they are not compatible with the conventions in
the problem formulation. For this reason, before conducting
experiments with TNG’s dataset, the parameters of this
dataset need to be converted to a format that matches the
Real-RCPSP formulation.

This conversion is conducted as follows:

(i) Order is demonstrated by the project
(ii) Product’s stage is depicted by a task

(iii) An employee is depicted by a resource
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FIGUre 5: The comparison of performance between R-CSM and GA.
TasLE 10: TNG dataset.
Dataset instance Name Tasks Resources Precedence relations Skill levels Project time
71_37_1026_1 TNG1 71 37 1026 6 409
71_39_1026_1 TNG2 71 39 1026 6 325
71_41_1026_1 TNG3 71 41 1026 6 296
71_45_1026_1 TNG4 71 45 1026 6 392
137_37_1894_1 TNG5 137 37 1894 6 1174
137_39_1894_1 TNG6 137 39 1894 6 1052
137_41_1894_1 TNG7 137 41 1894 6 871
137_45_1894_1 TNG8 137 45 1894 6 996
TaBLE 11: Makespan of GreedyDO, GA, and R-CSM (in hour).
Dataset instance TNG GreedyDO GA R-CSM
TNG1 409 236 201 166
TNG2 325 243 198 165
TNG3 296 258 212 168
TNG4 392 248 176 175
TNG5 1174 972 751 710
TNG6 1052 963 791 715
TNG7 871 834 810 727
TNGS8 996 906 720 677

(iv) Employee’s grade is depicted by the resource’s skill
level

(v) The manufacture sequence is denoted by the task’s
relationship

(vi) The execution time of the order is demonstrated by
the makespan

The TNG dataset is described in Table 10.
Experiment setting is as follows:

(i) Dataset: 8 TNG’s instances that are listed in Table 10
(ii) Number of individuals in population N, = 100

(iii) The program execution process consists of 50,000
generations (N g =50, 000)

(iv) Each instance was repeatedly executed 35 times

6.2. Experimental Results. The experiments in this section were
conducted on the TNG dataset to prove that the proposed al-
gorithm is more efficient than existing algorithms not only when
they are operating on the simulated dataset such as iMOPSE but
also when operating on the actual dataset.

Experimental results (listed in Table 11) demonstrated
that the proposed algorithm R-CSM is not only more effi-
cient than previous algorithms such as GreedyDO and GA
but also more efficient than the actual production plan at the
TNG factory, which is presented in column TNG.

As depicted in Table 11, compared to the execution time of
the actual production plan at the factory TNG,the GA and
GreedyDO algorithms reduce the makespan by 7%-55% and
4%-42%, respectively, while R-CSM has the best results of
17%-59%.
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TaBLE 12: Experimental results with Real-RCPSP.

. MS-RCPSP (1) Real-RCPSP (2) (2) vs. (1)
Dataset instance TNG (A)
Best vs. (A) (%) Best vs. (A) (%) Hours %
TNG1 409 166 59 131 68 35 21.1
TNG2 325 165 49 133 59 32 19.4
TNG3 296 168 43 132 55 36 21.4
TNG4 392 175 55 127 68 48 27.4
TNG5 1174 710 40 572 51 138 19.4
TNG6 1052 715 32 626 40 89 12.4
TNG7 871 727 17 569 35 158 21.7
TNG8 996 677 32 560 44 117 17.3
800 strategy, the proposed algorithm has been upgraded by using
200 function Reallocate; thus it achieved high performance.
600 The experimental results show that the proposed algo-
00 rithm R-CSM is better than the previous algorithms such as
100 GreedyDO and GA at 21%-85% and 6%-33%, respectively.
At the same time, the proposed algorithm converged to the
200 optimal solution faster than previous approaches.
200 In the near future, we are going to continue researching
100 on Real-RCPSP in order to improve the solution quality and
0 the speed of the convergence. Multifactorial optimization
TNGI TNG2 TNG3 TNG4 TNG5 TNG6 TNG7 TNG8

—e— Real-RCPSP
—o— MS-RCPSP

FiGURE 6: R-CSM to solve MS-RCPSP and Real-RCPSP.

As the best current evolutionary algorithms, GreedyDO
and GA are both better than the actual production plan at
the factory TNG. However, neither of these algorithms is as
good as the proposed algorithm R-CSM. In experiments on
the TNG datasets, R-CSM lessens the makespan from 17% to
59% compared to the current factory schedule. To sum up,
the proposed algorithm R-CSM has been proven to be
overall more effective compared to existing approaches such
as GreedyDO, GA, and the current factory schedule.

Applying the R-CSM algorithm on the data from table
Table 11 to solve the Real-RCPSP, we get the results shown in
Table 12.

Experimental results in Table 12 show that, thanks to the
application of the R-CSM algorithm to the actual problem
with data on the textile production of TNG, the production
time is reduced from 12.4% to 27%. These results also show
that the greater the difference between the skill levels of
workers, the more efficient the R-CSM algorithm.

Figure 6 shows the effectiveness of algorithm R-CSM
when it is applied to solve the MS-RCPSP and the Real-
RCPSP on the textile dataset of TNG textile company.

7. Conclusion

This article aims to announce and survey Real-RCPSP, a new
combinatorial optimization problem that appears in many
fields such as Edge Computing, industrial production, and IoT
systems. The new problem is stated, and then a new algorithm
named R-CSM is proposed. Inspired by the Cuckoo Search

seems to be one of the promising approaches to this
problem.
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The paper uses the standard iMOPSE dataset to test the
efficiency of the algorithm. This dataset is publicly available
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mission from TNG to use these data.
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Traffic forecasting is an important prerequisite for the application of intelligent transportation systems in urban traffic networks.
The existing works adopted RNN and CNN/GCN, among which GCRN is the state-of-the-art work, to characterize the temporal
and spatial correlation of traffic flows. However, it is hard to apply GCRN to the large-scale road networks due to high
computational complexity. To address this problem, we propose abstracting the road network into a geometric graph and building
a Fast Graph Convolution Recurrent Neural Network (FastGCRNN) to model the spatial-temporal dependencies of traffic flow.
Specifically, we use FastGCN unit to efficiently capture the topological relationship between the roads and the surrounding roads
in the graph with reducing the computational complexity through importance sampling, combine GRU unit to capture the
temporal dependency of traffic flow, and embed the spatiotemporal features into Seq2Seq based on the Encoder-Decoder
framework. Experiments on large-scale traffic data sets illustrate that the proposed method can greatly reduce computational

complexity and memory consumption while maintaining relatively high accuracy.

1. Introduction

Traffic forecasting using timely information provided by
Internet of Things technology (IoT) is an important pre-
requisite for the application of intelligent transportation
system (ITS) [1] in urban traffic networks, because an ac-
curate and efficient prediction model can be used for
travellers to select high-quality reference routes, maximize
the utilization of road networks, and provide a basis for the
reasonable planning of urban construction departments.
However, along with worldwide urbanization, urban road
networks have been expanded significantly [2], which brings
challenges for traffic forecasting because the corresponding
computation complexity will greatly increase due to the
expanded road networks [3].

This paper mainly studies the problem of urban traffic
forecasting based on the Internet of Things technology (IoT)
in large urban road traffic networks. This problem is how to
use historical traffic flow data to predict traffic flow data in
future timestamps in large urban road traffic networks. In
the literature, there has been plenty of studies in traffic
forecasting, including traffic volume, taxi pick-ups, and

traffic in/out flow volume. Initially, numerous statistical
based methods, such as Historical Average (HA) [4], Time
Series [5], K Nearest Neighbors Algorithm (KNN) [6], and
Kalman Filter [7], have been proposed to predict road traffic.
However, these models are generally suitable for relatively
stable traffic flow, which cannot well reflect the temporal
correlation of traffic flow data, nor can they reflect the real-
time nature of traffic flow. In order to solve the unstable
characteristics of traffic flow data, ARIMA [8] and its var-
iants [9, 10] are used in this field [11]. Although these studies
show that the prediction can be improved by considering
various other factors, they are still unable to capture the
complex nonlinear spatiotemporal correlation. The latest
advances in deep learning enable researchers to model
complex nonlinear relationships and show promising results
in multiple fields. This success has inspired many attempts to
use deep learning technology in traffic flow prediction.
Recent studies have proposed the use of improved LSTM
[12] and GRU [13] to predict traffic flow. Furthermore,
considering the influence of spatial structure on the traffic
flow of different roads, Li et al. [14, 15] proposed modeling
the traffic volume of the city as an image and partitioning the
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city map (the image) into a large number grid. Within each
grid cell, the traffic volume within a period of time can be
regarded as a pixel value. Based on that, Li adopted
ConvLSTM [16] to model the spatial-temporal correlation
among traffic flows, where the convolution operation and
the LSTM unit are utilized to model spatial and temporal
correlation, respectively. However, the conversion of traffic
flow into images loses the spatial topology of urban roads. Li
etal. [17] modeled the traffic flow as a diffusion process on a
directed graph and captured the spatial dependency using
bidirectional random walks on the graph and the temporal
dependency using the Encoder-Decoder architecture with
scheduled sampling. Seo et al. [18] used GCN [19-21] to
extract the spatial topology of the traffic network and RNN
to find dynamic patterns to optimize traffic forecasting.
However, GCN suffers from the scalability issue, because it
requires a lot of space to maintain the entire graph and
embed each node in memory [22-26], and it has a very high
computational complexity [27].

In order to solve the above problem, we propose
forming the road network into a geometric graph and
constructing a spatiotemporal graph convolution network
based on the abstract graph to capture the spatiotemporal
features of traffic flow for prediction. We propose using
GCN as the spatial topology extractor of the model and
applying the sampling method [28-30] to GCN. The
method can put the nodes in the graph into the model in
batches, sample the neighbors of the nodes in each batch,
extract the nodes that have a greater impact on the nodes in
this batch, and perform convolution operations, which
greatly reduces the calculation complexity and memory.
FastGCN can effectively process the large graph by im-
portance sampling so that memory overflow is not easy to
occur. Then, we further combine GRU to extract temporal
features to achieve the extraction of spatiotemporal features
of traffic flow. Finally, we embed spatiotemporal features
into Seq2Seq [31] based on Encoder-Decoder framework
for prediction.

2. Problem Analysis

Urban traffic flow prediction is based on historical traffic
flow sequences, which are highly time-varying, nonlinear,
and uncertain. The traffic flow in the road network usually
has the following temporal characteristics [32]:

(a) Periodicity. Traffic flows change periodically. The
time series of traffic flow usually presents a wavy or
oscillatory fluctuation around the long-term trend.

(b) Trend and Trend Variability [33]. The time series of
traffic flow shows a regular change trend. It will not
change randomly, but it will continuously change
with time. For example, from spring to summer, the
traffic volume of the morning peak will gradually
advance. Present a trending change.

(c) Continuity. Traffic flow has continuity in time; that
is, there is a correlation between the value of traffic
flow at different times, especially in adjacent time
periods.
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At a certain time, traffic flow also has some spatial
characteristics, such as the impact of traffic flow upstream
and downstream of the road on the current road, and the
rules of speed limit and traffic flow limit of the same level of
road.

In view of these two main influence factors, especially
considering the large scale of the road network [34-39],
which requires a lot of time for spatial calculation, this paper
proposes the Fast Graph Convolution Recurrent Neural
Network (FastGCRNN).

It uses recurrent neural network to capture the long-
term temporal dependency of traffic flow and the graph
convolution neural network (GCN) to capture the spatial
correlation among roads in different geographical locations.
At the same time, importance sampling is applied to GCN to
reduce the computational complexity of large road
networks.

3. Preliminaries

3.1. Notations. Given an undirected graph G = (V,E, X),
where V = {v;,v,,...,v,} is a set of nodes with |[V|=n,
EcV xV is a set of edges that can be represented as an ad-
jacency matrix A € {0,1}"", and X =[x,x,...,
x,]" € R™ is a feature matrix with x; denoting a feature
vector of node v; € V. d, is the length of the historical time
series, and each feature in x; corresponds to the traffic flow at a
certain time. Our target is to obtain the traffic information Y =
(V15 Vs -+ o5 ¥u)T € R™ou (d_ is the length of traffic flow
time series to be predicted) of a certain period of time in the
future according to the historical traffic information X.

3.2. Graph Convolution Networks. As a semisupervised
model, GCN can learn the hidden representation of each
node. The hidden vectors of all nodes in layer [ + 1 can be
represented recursively by the hidden vectors of layer [ as
follows:

HO = o( D AR PHOW), )

where A =A+1, W denotes the learnable weight matrix
atlayer,D; =) in i and o/ () is an activation function, such
as ReLu. Initially, H® = X.

4. Fast Graph Convolution Recurrent
Neural Network

The traffic flow of a road is affected by the traffic flow of the
surrounding roads and the historical traffic flow of the road
itself, so the prediction model should consider these two
factors. To model the temporal dependency of historical
traffic on the road, GRU unit is embedded in the Seq2Seq
model based on Encoder-Decoder framework to complete
sequence prediction, and, to model the spatial correlation
among neighbor roads, FastGCN is used in the traffic map of
the road network to reduce the computational complexity
and improve the efficiency. We integrate a model for quickly
extracting spatiotemporal features, so we propose the
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FastGCRNN (Fast Graph Revolution Recurrent Neural
Network) model. The overall architecture of the model is
shown in Figure 1.

This model mainly includes six parts, namely:

(a) Input Sequence X. It is the input data of the whole
prediction model, which is fed into the encoder part.
In the road network traffic graph, it is the traffic flow
of each node in a continuous period of time.

(b) Output Sequence Y. It is the output of the whole
prediction model (the output of decoder part). In the
road network traffic graph, it is the traffic flow of
each node road in the future.

(¢) FastGCN Unit. It can extract the spatial structure
information of the road network through graph
convolution. Based on that, it further uses sampling
to reduce computational complexity.

(d) GRU Unit. Traffic flows are time series signals, so we
use GRU units to capture the long-term or short-
term temporal dependence between the input traffic
flow time series and embed two FastGCN units in its
internal.

(e) Encoder Unit. It is composed of GRU unit, and the
output state of hidden layer is obtained by encoding
the time series of the input traffic flow network
graph.

(f) Decoder Unit. 1t is also composed of GRU units.
When it receives the encoder output, the decoder
will continuously predict the traffic flow of each
node.

The whole FastGCRNN model adopts the Seq2Seq
model based on the Encoder-Decoder framework, which can
use traffic flow of each road within the road network to
predict the future traffic flow. Firstly, the continuous traffic
flow data X on the road network is fed into the encoder part,
and the data instance at each timestamp needs to go through
FastGCN units to extract the spatial structure information
between the road nodes, and then it needs to be processed by
the GRU units in the encoder to get the temporal features of
the traffic flow. After encoding, the hidden state output by
the GRU units in the encoder is fed to the GRU units in
decoder, and spatial features are further extracted by
FastGCN. The final GRU units continuously predict the
traffic flow Y.

4.1. Fast Spatial Feature Extractor: FastGCN. Each road in
the urban road network does not exist in isolation but
connects with the surrounding roads to form a whole. The
traffic flow between roads is interactive; particularly, on the
two-way road, there are vehicles flowing in and out. To
model spatial correlation of traffic flows among road net-
works, we abstract the roads in road networks as nodes and
their intersections as edges, as shown in Figure 2, where blue
lines and dots represent road and intersections in road
networks, respectively. Because we intend to predict traffic
flows of the roads, while GCN can only make prediction on
nodes, we model roads as nodes and their intersections as

3
FastGCN1 FastGCNO
FastGCNO FastGCN1
= Time series M
' r Predict series
5 ()
Input

Output

F1GURE 1: FastGCRNN model.

F1GURE 2: Construction process of road network graph.

edges, as illustrated through the red triangles and yellow
lines in Figure 2, respectively.

In order to consider the influence of multihop in GCN,
the number of layers of GCN will be increased recursively to
realize the information exchange between multiple upstream
and downstream roads. However, the recursive neighbor-
hood expansion across layers poses time and memory
challenges for training with large, dense graphs. To solve this
problem, the FastGCN method is used, which interprets
GCN as the integral transformation of the embedded
function under the probability measure. The integration at
this time can use the Monte Carlo method for consistency
estimation, and the node training in the graph can also be
performed in batches. Because the node training is carried
out in batches, the structure of the graph is not limited; that
is, when performing test prediction, the number of nodes
and the connection relationship in the graph can change,
and it does not have to be the same as the graph structure
during training. This increases the generalization ability and
scalability of the model to a certain extent.

The nodes in the graph of FastGCN can be regarded as
independent and identically distributed sampling points that
satisty a certain probability distribution, and the calculated
loss and convolution results are expressed as the integral
form of the embedding function of each node. The esti-
mation of integration can be expressed by Monte Carlo
approximation which defines the sampling loss and sam-
pling gradient. In order to reduce the variance of estimation,
the sampling distribution can be further changed to make it
more consistent with the real distribution. For example, the



simplest way is to use uniform distribution for sampling
convolution. The improved method is to use importance
sampling to make it continuously approach the real dis-
tribution and reduce the error caused by sampling.

If a node v in the graph G is taken as the observation
object, its convolution can be considered as the information
embedding expression of node v and all nodes in the graph
in the upper layer through the addition of other forms of
adjacency matrix and then the transformation of feature
dimension through the trainable parameter matrix, which is
equivalent to a discrete integral, and the adjacency matrix is
equivalent to a weight given to each node. Therefore, the
convolution process of node v in the graph is expressed in
integral form as

R () = J;‘(V’ wh® wyw PdpP (w),

h“%m:(‘“%ﬂ I=0,...,

GCN in the form of integration is integrated by Monte
Carlo method, and then it is transformed into the discrete
form of sampling. At layer I, t; points (ul(l),...,ut(ll)) are
sampled independently and identically with probability p,
and the approximate estimation is

(2)
M-1

t
B0 = LY A O ()W,
e 3)

(I+1)

= (1+1)

B o) =o(B W) =0 M1
If each layer of convolution uses this method for sam-

pling and information transfer, after layer M, the embedded

expression of node v is

H(H)(v,:):a( S A(vu®)H¢ (;D,;)ww),
= (4)

1=0,....,.M -1

In the above integral form of GCN, the embedded in-
formation expression of node V needs to be obtained from
all nodes in the graph. However, after sampling, only t;
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nodes in the graph need to exchange and fuse information in
FastGCN, so the calculation complexity of the whole graph
changes from n* to (t; xn), and the efficiency is greatly
improved.

Here is an example to illustrate the advantages of
FastGCN compared with GCN, if the abstract road network
graph has 5 nodes and 6 edges, as shown in Figures 3 and 4.

In GCN, each epoch must be put into a complete graph,
instead of using only a few nodes in the graph; that is, each
node in the graph needs to convolute and exchange infor-
mation with all other nodes in the graph. In FastGCN, we
decompose the large graph into several small graphs by
batch operation and put them into memory, as well as the
method of sampling to remove the information exchange
with some low correlation nodes. Each node only interacts
with the sampled nodes in the graph. As shown in Figure 4,
each node only interacts with node A and node E. In this
way, the computing efficiency is greatly improved, especially
when it can be calculated on a large graph without memory
overflow.

For the sampling method, in order to make the sampling
closer to the real connected nodes, FastGCN does not use
uniform sampling [40], but importance sampling. That is,
each node is not sampled according to the same probability,
but using probability distribution Q. No matter what
probability distribution sampling is used, the mean value of
the sample is constant, but it will affect the variance of the
sample. In order to minimize the error, the distribution Q
which can minimize the sample variance is selected here. At
this time, the calculation output of node v passing through

FastGCN layer is
4 A ul )H(l)(u](-l),:)W(l)>
(5)

F 0D _
o U(” ;Zl q(u”)

l)~q,l=0

LM-1

In the experiment, only two FastGCN units were used to
extract spatial features. This is because we need to avoid the
problem of oversmoothing [41]. The specific calculation
process is as follows:

) (u;o)>)>(u;1), :)W(”

0 1
, u§)~q,u](»)~q. (6)

fAX)=0 =3

lj:] qul)

4.2. Fast Temporal Feature Extractor: GRU. This is a key issue
to effectively capture the long-term temporal dependence of
traffic flow. The observed value of each timestamp is shown
in Figure 5. The flow value of each node will change with
time. The prediction is a typical time series prediction
problem; that is, given the observed value of each road at d;,,
timestamps in history, the traffic flow value of d,, time-
stamps in the future will be predicted.

out

L A(n ) o (1L (A(n ) X ()W

LSTM and GRU are commonly used in time series
prediction. Both models use gating mechanisms to re-
member as much long-term information as possible and are
equally effective for various tasks. To maximize efficiency, we
chose GRU with relatively simple structure, fewer param-
eters, and faster training ability. GRU unit has update gate,
reset gate, and memory unit, which can make it have a
process of screening memory for historical data, so it can
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F1GURE 3: The process of GCN performing a convolution operation. (a) Convolution process of node A. (b) Convolution process of node

B. (¢) Convolution process of node E.
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F1GURE 4: Convolution operation process in a batch of FastGCN under sampling distribution. (a) Sampling convolution operation of node
A. (b) Sampling convolution operation of node B. (c) Sampling convolution operation of node E.

t
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1

Figure 5: Traffic flow data with graph structure at different
timestamps.

retain long-term memory. In GRU, time sequence infor-
mation is saved by memory unit, which can capture long-
and short-term memory in time and improve the accuracy of
prediction.

In order to complete the sequence prediction, the
Seq2Seq model based on the Encoder-Decoder structure is
used. Seq2Seq puts the input history sequence into GRU,
extracts the timing features, and obtains the hidden state
vector C of the input sequence as the coding result of the
encoder. This state vector C contains the feature information

of all previous moments, which is a centralized embodiment
of their temporal features. In the decoder, C is used as the
initial input of decoder to generate the predicted time series.
In this way, Seq2Seq can extract the temporal characteristics
of the traffic volume in the previous period, such as the
proximity, trend, and periodicity of the traffic flow in the
time dimension. When predicting the traffic volume, the
model can obtain a smoothly changing traffic volume
according to the proximity, and the characteristics of the
proximity can be adjusted according to the trend and
periodicity.

5. Experiment

In order to illustrate the role of the model in the large graph,
1865 roads in Luohu District of Shenzhen city are selected
for the experiment, and the specific roads and areas are
shown in Figure 6.

To calculate the traffic flows in each road, we map the
GPS coordinates to the corresponding roads through the
Frechet method [42]. The format of the mapped data is
shown in Table 1. The core fields are road number
(road_id), license plate number (car_id), and upload time
(time). Each data record represents the information; the
taxis with the car_id are on the road with road_id at the
specific time.



Mean_road_flow

—— 0.000000 - 5.015625

—— 5.015626 - 15.782552
15.782553 - 34.382161
34.382162 - 66.836263

—— 66.836264 - 138.000326

FIGURe 6: Part of the road network map of Luohu District,
Shenzhen.

TaBLE 1: Shenzhen taxi GPS record information example.

Road_id Car_id Time
92230 02341 2015-01-01 00:03:46
92230 03982 2015-01-02 06:23:12

5.1. Data Preprocessing. In data preprocessing, the taxi data
in Shenzhen is transformed into the form of continuous
timestamps on the road network, i.e., the traffic data shown
in Figure 5. Specifically, we map the original GPS upload
data to the road and count the traffic flow on each road in
each time period. The data preprocessing algorithm is shown
in Algorithm 1.

5.2. Comparative Experiment. The biggest advantage of
FastGCRNN model is that it can be applied to large graphs,
and it can reduce the computational complexity without
losing the accuracy of the model. On the road network data
of Shenzhen, the experiment is conducted with the traffic
flow series of different time intervals to compare with some
classic traffic flow prediction models: (1) HA, (2) ARIMA,
(3) SVR, (4) LSTM, (5) ConvLSTM, (6) GCRN [18], and (7)
GCRNN-nosample. The evaluation standard used in the
experiment is Root Mean Squared Error (RMSE) [43]. The
specific experimental results are shown in Table 2.

From the table results, we can find that FastGCRNN
model has reached the best prediction performance in terms
of RMSE. In these comparison models, HA, ARMIMA, SVR,
and LSTM only consider the temporal correlation without
considering the spatial correlation, which is also one of the
reasons for their poor accuracy. ConvLSTM divides the
urban area into a grid and maps the traffic volume in each
time period to the grid, and the traffic volume is regarded as
the pixel value of the grid. Although this method considers
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(1) Initialize: time_interval =5 min (or 30 min),
begin_time = 2015-01-01 00:00:00,
roadflow[roadid][time_num] =0

(2) For Every data record do

(3)  time_num —(time-begin_time)/time_interval

(4) End for

(5) All data records are grouped by car_id, sorted by
time_num within the group

(6) For each group records do

(7)  Remove duplicates records based on road_id and
time_num

(8)  Count roadflow

(9) End for

(10) Output: roadflow

ALGORITHM 1: Generate traffic flow time series for different roads.

TaBLE 2: Comparison of results between FastGCRNN model and
other traffic flow prediction models.

Time
Model RMSE
5min 30 min
HA 19.502 23.158
ARIMA 17.541 19.097
SVR 17.895 19.005
LSTM 13.102 16.930
ConvLSTM 19.481 21.038
GCRN 11.892 16.265
GCRNN-nosample 9.950 16.231
FastGCRNN 9.867 16.2734

the spatial correlation of vehicle flow, it also loses the to-
pological structure relationship of the road network graph.

For verification, the proposed GCRNN can reduce the
computational complexity, compared with the GCRN
model, which also captures the topology information of the
road network; the result is shown in Figure 7.

In Figure 7, we only compare the baselines with higher
prediction accuracy, namely, GCRN and GCRNN-nosam-
ple. From Figure 7, it can be observed that the computational
complexity of FastGCRNN is the lowest. The training time of
FastGCRNN is about 0.03 times that of GCRN. Moreover,
FastGCRNN reduces the training time to 1/3 times that of
GCRNN-nosample, i.e., the GCRNN model without sam-
pling. From the experiment results, it can be concluded that
both the GCRNN model and the sampling method can
reduce the training time.

5.3. Model Parameter Analysis. In FastGCRNN, each sam-
pling point has a certain effect on the accuracy and training
time of the model. When using 1685 roads in Shenzhen for
experiments, different sampling sizes were set to compare
the accuracy and time changes. The experimental results are
shown in Figure 8. The abscissa in the figure shows the
sampling size of FastGCN unit in the first and second layers,
respectively. The blue column represents the RMSE of the
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FIGURE 7: Time consumption of training an epoch with different models.
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FiGure 8: RMSE and training time when using different sampling sizes in two layers of FastGCN.

prediction results. The red line indicates the time con-
sumption in each epoch, and the upper and lower ends are
the maximum and minimum values of time consumption in
the training process.

From the experimental results, it can be seen that
choosing different sampling sizes has little effect on accu-
racy, and it does not necessarily mean that the more the
samples, the more the information obtained, and the better
the prediction effect. For example, the accuracy of sampling
50 nodes for each layer in the figure is not the best, because
there are “bridge” type (other nodes affecting the central
node will spread to other unrelated distant areas) and “tree”
type (other nodes affecting the central node will be limited to
the small area to which the node belongs) of connection
relationship between nodes [44]. If more nodes are sampled,
the influence relationship of the nodes will spread to un-
related areas, resulting in information redundancy, mis-
leading the update of node features, and reducing the
prediction accuracy. In addition, in the road network graph,
intersections generally connect four roads; that is to say,
selecting four nodes in one hop can complete the extraction
of feature information. Here is the statistics of 1865 selected
roads’ degrees, as shown in Figure 9. Among them, the nodes
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FiGure 9: Distribution of node degree of road network graph in
Shenzhen.

with degree 4 are the most, and the degrees of 70% of the
nodes are less than 5, and the degrees of nearly 99% of the
nodes are less than 7. Therefore, the case of sampling size 5
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can already include the neighbors in one hop around it. In
this case, not only the training time is reduced, but also the
accuracy is not reduced.

And we compared the time consumption of FastGCN
and standard GCN in different sizes of graphs. The exper-
imental results are shown in Figure 10.

From the experimental results, it can be seen that
FastGCRNN has obvious advantages in dealing with large
graph problems. Particularly, when the size of graph reaches
a certain degree, FastGCRNN is still running normally when
GCRNN-nosample model has overflowed memory and
cannot be trained.

6. Conclusions

This paper mainly deals with the problem of large graphs
with spatiotemporal properties by constructing the
FastGCRNN model and applies them to road network traffic
graphs. The model predicts the traffic flow by extracting the
temporal and spatial attributes of the traffic flow on the
large-scale road networks. Among them, FastGCN is used to
extract the topological structure in the space and accelerate
training and reduce complexity. GRU is used to extract time
series features, and the Seq2Seq model based on the En-
coder-Decoder framework can complete sequence predic-
tion tasks of unequal length. The most prominent advantage
of this model is the FastGCN embedded in it, which uses the
sampling method to accelerate the extraction of spatial
features, reduce computational complexity, and improve
efficiency. Moreover, the model is not prone to memory
overflow in processing large-scale graph-structured data.

It is worth mentioning that this model is not only ap-
plicable to traffic flow data, but also applicable to all graph
structure data with spatiotemporal characteristics, especially
the largerscale data.

Data Availability

The data used to support the findings of this study are
available upon request to Ya Zhang, zndxxxxyzy@
csu.edu.cn.
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In recent years, with the gradual networking of high-speed railways in China, the existing railway transportation capacity has been
released. In order to improve transportation capacity, railway freight transportation enterprises companies have gradually shifted
the transportation of goods from dedicated freight lines to passenger-cargo lines. In terms of the organization form of collection
and distribution, China has a complete research system for heavy-haul railway collection and distribution, but the research on the
integration of collection and distribution of the ordinary-speed railway freight has not been completed. This paper combines the
theories of the integration of collection and distribution theory, coordination theory, and coupling theory and incorporates the
machine learning fuzzy mathematics to construct an “Entropy-TOPSIS Coupling Development Degree Model” for dynamic
intelligent quantitative analysis of the synergy of railway freight collection and distribution systems. Finally, we take the
Tongchuan Depot of “China Railway Xi’an Group Co., Ltd.” as a research object to construct a target system and use the intelligent
information acquisition system to collect basic data. The analysis results show that through the coordinated control of the freight
collection and distribution system, the coordination between the subsystems of the integrated freight collection and distribution
system is increased by 5.94%, which verifies the feasibility of the model in the quantitative improvement of the integration of
collection and distribution system. It provides a new method for the research of integrated development of railway freight
collection and distribution.

1. Introduction

In recent years, China’s high-speed railway construction
has been developing very rapidly. By the end of 2019, the
operating mileage of high-speed railways has exceeded
35,000 kilometers, leading to a widely-covered high-speed
railway network between major cities. With the rapid
advancement of the high-speed railway network, the
existing railway transportation capacity has been released,
which makes it possible for railway transportation en-
terprises to gradually expand the freight organization from
the dedicated freight line to the passenger-cargo line to
improve freight transportation capacity. With the rapid
development of various modes of transportation, the

transportation mode is moving towards the direction of
collaboration, cooperation and the establishment of joint
transportation system. To meet the needs of railway lo-
gistics and to improve railway freight volume and the
transportation network’s efficiency, it is of vital impor-
tance to integrate the freight collection and distribution
based on railway transportation channels and accelerate
the speed of cargo assembly and delivery. However, the
traditional static traffic flow control is no longer suitable
for the current dynamic changing collection and distri-
bution system.On the other hand, the integrated trans-
portation organization, as well as dynamic control and
integration of the railway freight collection and distri-
bution system, will both help to coordinate the overall
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integrated configuration, which plays a key role in the
coordinated development of railway collection and dis-
tribution system, such as improving the planning and
layout, coordinating the point and line capacity, and
matching of technical standards.Simultaneously, the re-
search is conducive to actively carrying out collaborative
marketing, realizing dynamic coordination and distribu-
tion of empty and heavy cargoes, expending the trans-
portation market share of transportation, and achieving
the purpose of unblocked transportation and maximum
benefits.

This paper provides a new method for the research of
integrated development of railway freight collection and dis-
tribution system. Based on the theories of integration of col-
lection and distribution theory, synergy theory, coupling
theory, and fuzzy mathematics, we construct an “Entropy-
TOPSIS Coupling Development Degree Model” for dynamic
and intelligent quantitative analysis of the degree of synergy
between collection and distribution systems. Through the
Entropy-TOPSIS model, we obtain the collaborative devel-
opment evaluation index, which can help us make a longi-
tudinal evaluation of the comprehensive coordination situation
of the railway freight collection and distribution system. On
this basis, we also construct the coupling development degree
model to obtain the coupling development degree among the
various subsystems, so that we can quantify the synergy be-
tween the collection and distribution integrated systems. The
result provides a substantive reference basis for railway
transportation companies to further strengthen the integrated
regulation of freight collection and distribution system, which
also plays an important role in the planning and construction
of the railway collection and distribution system channel, the
optimization of resource allocation, the improvement of
transportation capacity and the diversified development of
railway freight transportation.

The remainder of this study is organized as follows:
Section 2 summarizes the related literature on the collection
and distribution system.Section 3 clarifies the cooperative
connotation of the integration of the railway freight col-
lection and distribution system, and establishes an evalua-
tion index system for the cooperative configuration of the
railway freight collection and distribution system. Section 4
constructs a mathematical model, called the “Entropy-
TOPSIS Coupling Development Degree Model” for quan-
titatively analyzing the synergy of the railway freight col-
lection and distribution system. Section 5 takes Tongchuan
Depot, which is a sub-division of “China Railway Xi'an
Group Co.,Ltd.”, as a research object and carries out a
quantitative analysis of the coordinated development of the
target collection and distribution system, to verify the fea-
sibility of the model. Finally, Section 6 offers conclusions and
future research directions.

2. Literature Review

The concept of the collection and distribution system theory
first appeared in international port cargo transportation.
Having a suitable geographical location and an efficient
collection and distribution network is a guarantee for the

Journal of Advanced Transportation

port healthy development. With the development of logistics
transportation, a comprehensive collection and distribution
system becomes an effective way to diversify the port. Article
[1, 2] pointed out from the perspective of shipping links that
the development of port collection and distribution system
was mainly affected by the conditions of the collection and
distribution infrastructure, the adaptability of the collection
and distribution method, and the environment. Huang [3]
constructed an optimization model of the Shanghai Port
container transportation system for the port collection and
distribution system and predicted the development bottle-
neck of the Shanghai Port container transportation collec-
tion and distribution system. Geng [4] put forward the basic
characteristics of the medium and long-term development of
the port collection and distribution railway and the prob-
lems that the current development needs to address, which
provided theoretical support for promoting the development
of combined transportation of railway and water, accelerated
the construction of an integrated transportation system, and
achieved cost reduction and efficiency increase in the lo-
gistics industry. Xu [5] analyzed the current situation and
existing problems of the collection and distribution systemof
Tonghai Port Area, and provided reference for the con-
nection of the special line of the Shugang Railway and the
station setting. The research of the heavy-haul railway
collection and distribution system is also relatively complete.
Wu [6] analyzed the main coordination factors of the railway
transportation system in the Caofeidian port area from three
aspects: facilities, production organization and operation
management and used cloud model to evaluate the coor-
dination of the railway transportation system. Kong and He
[7] explored the capacity coordination of the Shenhua
heavy-duty coal transportation special line collection and
distribution system from the three subsystems. Besides, they
established a capacity coordination model for the collection
and distribution system of the heavy-haul coal trans-
portation dedicated line, and proposed a classification
scheme for the coordination degree to provide a reference
for optimizing the heavy-haul railway collection and dis-
tribution system. Feng et al. [8] analyzed the connotation
and synergy motivation of the integrated organization of the
railway heavy-duty collection and distribution system and
believed that it was determined by the self-organization,
instability principle, dominating principle, and order pa-
rameter principle of the railway heavy-duty transportation
system. From the system perspective, Yu [9] analyzed the
heavy-haul railway collection and distribution system and
proposed research methods. The results show that the
method can not only effectively meet the transportation
target effectively, but realize the expansion and transfor-
mation of the railway transportation subsystems as well.
Therefore, it can meet future development needs.

As for the freight flow control, the allocation of empty
and heavy cargoes is an important part of the railway freight
collection and distribution link. Therefore, the realization of
the dynamic control of the flow of cargoes will facilitate the
alleviation of the operating pressure of busy stations and the
improvement of the efficiency of integrated operations.
Liang and Lin [10] constructed a strategic optimization
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model for the organization of dynamic train flow in railway
transportation. The model combined heavy and empty cargo
transportation and designed an improved genetic algorithm
based on integer coding that can solve large-scale network
problems. Regarding the bottleneck section of the railway
network, Wang et al. [11] established a multiobjective
planning model for the optimal allocation of transport ca-
pacity resources in the bottleneck section, and verified the
rationality and effectiveness of the method for calculating
traffic flow and the optimization of transport capacity re-
source allocation in the bottleneck section. Xue et al. [12]
provided the calculation method of the coupling degree
between the station stage plan and the dynamic traffic flow.
The results of the calculation example showed that the
proper traffic flow allocation can improve the coupling
degree between the stage plan and the dynamic traffic flow to
a certain extent.

In terms of the research theory, this paper mainly deals
with collaborative marketing in synergy. Varadarajan [13]
summarized the connotation and application scope of sym-
biotic marketing, studied the impact of business environment
changes and organizational development on symbiotic mar-
keting, and discussed the feasibility of symbiotic marketing and
its planning and execution. Xie [14] started from the definition
of collaborative marketing, analyzed the principles of selecting
collaborative objects, and gave suggestions on how to choose
collaborative objects for enterprises. As for the research
methods, this paper mainly involves evaluation cooperative
model and coordinated development model. Both are often
used in the fields of economics and systems science. Sun [15]
used fuzzy comprehensive evaluation and a method with
preference to evaluate partners. Yin and Bao [16] used the
Entropy-TOPSIS method to conduct financial risk evaluation
research on high-tech enterprises. Wang and Tang [17], taking
the Dongting Lake area as a research object, and based on the
construction of an evaluation index system for the coordinated
development of the Ecological-Economic-Society complex
system, introduced the coupling coordination degree function
was introduced to empirically measure the coupling degree,
coordination degree, and comprehensive development value,
among the subsystems. In view of the coordination of regional
development under the background of high-speed railway.
Zhang et al. [18] established a High-speed railway-Population-
Economy coupling coordination degree evaluation index
system to measure the coupling coordination degree of 27
provinces across the country, and analyzed the spatial con-
nections among them.

From the above literature review, the following poins can
be seen. To sum up, the following poins can be seen. For the
research object, the collection and distribution technology is
widely used in the port and multimodal transportation.
However, in the railway freight transportation, this research
has a limitation on the single line or a single transportation
organization mode. For freight flow scheduling, realizing the
dynamic real-time control of train flow is an imperative
measure for railway transportation enterprises; for the re-
search method, the Entropy-TOPSIS model which method
can objectively evaluate the target system, is often adopted in
the railway field, while the coupling development degree

model, though it has been fully utilized in the economic and
system science field, is rarely applied in the railway field.
Hence, the combination of the Entropy-TOPSIS modle and
coupling development degree model into the integrated
development of the collection and distribution system will
generate some new discoveries.

3. Synergy Connotation and Characteristics of
Integrated Railway Freight Collection
and Distribution

3.1. The Main Connotation of the Integrated Railway Col-
lection and Distribution Transportation System. As a system
platform, the railway collection and distribution system con-
nects the railway loading station, road trunk and branch line,
hub and technical operation station, and unloading station,
realizes the balanced transportation of goods between the
production and consumption places.

The railway collection and distribution system is a
complete integrated logistics chain, which is usually com-
pleted by the railway and other transportation modes [19].
The railway collection and distribution system is mainly
composed of three subsystems: “collection system”,
“transportation system”, and “digestion system”. The sub-
systems are interrelated and restricted with each other and
together form a “link” for the flow of goods, cargoes and
trains [19]. The flow diagram of the railway collection and
distribution system is shown in Figure 1.

3.2. Synergy Connotation and Characteristics of the Integra-
tion of Railway Freight Collection and Distribution.
Synergys is a theory founded established by the German
physicist Haken in the 1970s to study how the various
subsystems in a complex and complex system work together
well. It is an important branch of the system science.

The connotation of the integrated integration of railway
freight collection and distribution is: under the condition of
a certain level of transportation organization, through the
close cooperation between various units and departments
within the railway enterprise and the cooperation of the
“Consolidation-Dispersion” side, coordinate and, comple-
ment each other’s functions, and realize the capabilities of
the “aggregation,” “dispersion,” and “transportation” sub-
systems are coordinated to achieve the overall optimum.
Meanwhile, the integrationof railway freight collection and
distribution can actively carry out collaborative marketing,
expand the transportation market share, and achieve the
goal of unblocked transportation and maximum benefits.

3.3. Evaluation Index System. Based on the operation pro-
cess of the railway freight collection and distribution system,
we combine with the components of the collection and
distribution system. Then, from the perspective of the three
subsystems of consolidation, transportation, and dispersion
system, we analyze, the railway freight collection and dis-
tribution system coordination evaluation index system,
which is shown in Figure 2.
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FIGURE 2: Evaluation index system for coordinated allocation of the railway freight collection and distribution system.

4. Entropy-TOPSIS Coupling-Coordinated
Development Degree Model

This section introduces an “Entropy-TOPSIS coupling-
coordinated development degree model” that the En-
tropy -weighted TOPSIS model and the coupling de-
velopment degree model to quantify the synergy of the
collection and distribution system. The proposed model
can adapt to the real-time dynamic change of the
railway network and realize the dynamic control of the
collaborative configuration of the collection and distri-
bution system. Simultaneously, for the ambiguity of the
coordination size limit between the subsystems of the
railway freight collection and distribution, we intro-
duce the machine learning Fuzzy c-means (FCM) algo-
rithm to clarify the intimacy and sparse relationship
between the sub-samples, so as to divide the coordination
size.

4.1. Entropy-TOPSIS Model. The Entropy-TOPSIS model
[20] is an objective comprehensive evaluation method based
on the finite unit multi-objective decision analysis in system
engineering by combining the Entropy weight method with
the TOPSIS model. The relative proximity, whichis obtained

through calculation, reflects the overall situation of the
coordinated development of the transportation system.

4.1.1. Entropy Weight Method to Determine Evaluation Index
Weight

(1) Data Standardization. The data of each indicator are
standardized. The indicators are generally divided into
economic indicators and cost indicators.

For economic indicators,

_ ij jmin
Yij = — (1)
xjmax xjmin
For cost indicators,
Xio— X
. jmax ij
Yij=——— (2)
xjmax - xjmin

where y;; is the j index value of the i unit after dimensionless
processing; x;; is the original j index data of the i unit.

(2) Calculation of the Information Entropy of Each Evalu-
ation Index
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where Y;; is the j index value of the i unit after normal-
ization processing, e; is the information entropy value of the j
index, e; is not greater than 1,and In ~ mmust be greater than 0.

(3) Calculation of the Weight of Each Evaluation Index

d;
W] = 5
(4)
24
=
dj=1-e;. (5)

where W is the weight of the j evaluation index; d is
the information utility value. The smaller the entropy
value ej of the index, the larger the weight, which indicates
that corresponding indicator carries more information in
the integrated development of railway freight collection
and distribution; otherwise, the less .

4.1.2. TOPSIS Evaluation Method to Determine Relative
Proximity. The core of the TOPSIS evaluation method is to
find the “relative proximity of the ideal point,” that is, to
obtain the relative proximity between each evaluation object
and the optimal solution, which is as a basis for evaluating
the pros and cons .

(1) Establishing a Standardized Decision Matrix

(6)

where x;; is the j index value of the i unit; r;; is the j index
value of the i unit after the normalization process. Since the
entropy weight method has obtained the normalized matrix,
which is Y;;, this step will not be repeated.

(2) Calculation of the Weighted Standardized Decision
Matrix

V= [WiYy) 7)
(3) Determining Positive and Negative Ideal Solutions

A* ={v¥,...,v2}, ®)

A" ={v,,...,v }

5
For economic indicators:
+ .
v; = max{vij,z =1,... ,m},
S ©)
v = mln{vij,1 =1,... ,m}.
For cost indicators:
+ . .
Vi = mm{vij,z =1,. ..,m},
- (10)
v = max{vij,i =1,... ,m},

where A* is the positive ideal solution; A~ is the negative
ideal solution.

(4) Calculation of the Distance from Each Unit to the Positive
and Negative Ideal Solutions

- +\2 .
(V,]—v]), i=1,...,m,
=1

lefz\ . '

n
D; =

i=1

where D} is the distance from unit 7 to the positive ideal
solution; D} is the distance from unit i to the negative ideal
solution.

[

(11)

N2
(v,-j—vj) , i=1,...,m,

[

(5) Calculation of the Relative Proximity of Each Unit to the
Optimal Plan

(12)

where O; is the relative proximity. It takes a value between 0
and 1. The closer the O; is to 1, the closer the evaluation
object is to the optimal level; otherwise, the closer it is to 0,
the closer the evaluation object is to the worst level. This
paper uses relative proximity to express the comprehensive
coordination of the system.

4.2. Coupling Development Degree Model

4.2.1. Coupling Degree. System coupling is used to indicate an
interaction relationship between multiple systems (the number
of systems >2). The coupling degree is used to characterize the
degree of influence between subsystems. It is quantified by
using the dispersion coefficient C, in mathematics.

According to the definition of coordination degree, this
paper constructs the comprehensive benefit function of the
“collection and distribution” system :
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f(x), g(y), and h(z) are the comprehensive benefit func-
tions of the “consolidation,” “transportation,” and “dis-
persion” systems. The weight of each system index is
obtained by formula (4).

As far as the binary system is concerned, taking the
“consolidation system” and “transportation system” as ex-
amples, we hope that the smaller the deviation between f (x)
and g(y), the better.That is,
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The smaller, the better (S is the standard deviation). As
can be seen from the abovementioned formula, the necessary
and sufficient conditions for making C, smaller are better:

__ x99k
[(f (x)+g(2]*

f(x)-g() }
[(f (x)+g)/2)”]
(14)

(15)

The bigger, the better. We call the formula derived above
as the “coupling coordinated degree model.” In the formula,
C is called “coupling degree of collection and distribution
subsystems” (also called coordination coeflicient), which
reflects the quantity and degree of combination and coor-
dination between two subsystems.

4.2.2. Coupling Development Degree. Coupling degree, which
is a quantitative index to measure the excellent degree of
coordination between systems or elements, can be used to
measure the degree of harmony and consistency among the
systems or inner-elements during the development process.
However, for different collection and distribution systems
under the same index system, there may be situations in which
the degree of coupling and coordination among subsystems or
elements is extremely similar, but the actual coordination is not
consistent. Hence, the coupling coordinated degree cannot
fully and systematically describe the level of coordinated de-
velopment between systems, leading to the loss of accuracy of
the evaluation results. In this regard, in view of the connotation
of coordinated development, based on the “Environment and
Economic Coupling Development Degree Model” constructed
by Liao [21] scholar, we construct a “Coupling Development
Degree Model of railway freight collection and distribution”
based on the content of this paper.

For the binary system, the “second-degree coupling”
model (taking the “Consolidation-Transportation” system as
an example) is built:
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D) =1Cr) Ty
ZWJ ij ZWJY‘J

Y16
((Z W] ,] + ZW]Y,]>/2>

T _oc*ZW] 1]+ﬁ ZW]YU,
j1

Cp =

where D ,, is the coupling development degree, C ;) is the
coupling degree of the binary systems, and T ,, is the overall
benefit (or level) of the binary systems; & and 3 are unde-
termined coefficients. We believe that the importance of
each link in the railway freight collection and distribution
system is consistently, so the values of « and j3 are set to 0.5.

For the ternary system, the “three-degree coupling”
model is built:

D@ =+Cu Ty

an lel % Z”z W2Y2 * Z"% W3Y3 13

C(3) — J Y J U J ’J
(Y Wiyl + 32 w2v2 + Y wiyy]’

T(3)_“*ZW1 11+ﬁ ZWJ 11+V*ZWJYIJ’
7

(17)

where D ;) is the coupling development degree, C ) is the
degree of coupling and coordination of the ternary system,
T (3 is the overall benefit of the ternary system, a, 3, and y are
the undetermined coeflicients of the consolidation system,
transportation system, and dispersion system, respectively,
and a+p+y=1. In this paper, the undetermined coeffi-
cients , 3, and y are all attached with a value of 1/3.

The volume of the coupling coordinated development
degree directly reflects the coordinated development degree of
each subsystem or element in the system. The larger the value is,
the stronger the close relationship of mutual cooperation and
promotion exists between each subsystem or element, which is
conducive to the sustainable development of the system.

4.3. Fuzzy Clustering FCM Algorithm

4.3.1. Algorithm Principle. The FCM algorithm is an un-
supervised fuzzy clustering method based on the optimi-
zation of the objective function in the machine learning
method. We use fuzzy mathematics to quantitatively de-
termine the fuzzy relationship between samples quantita-
tively.So as to cluster objectively and accurately perform
clustering, and divide the data set into multiple categories or
clusters.

The mathematical relationship between the input and
output of the FCM algorithm is shown as follows.
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The input-Variable set is

X ={x1, x5, .., x,},

Classification matrix: U =

output

Cluster center vector collection: V =

where p represents the characteristics of the input el-
ements, ¢ is the number of clusters, and # is the number of
elements in the data set. The cluster center represents the
representative point of each class.

For the FCM algorithm:

Objective function:

(U V) =Y Y ulids, (19)

i=1 j=1

Restrictions:

Cc
Yu;=1, 1<j<n, (20)

where U represents the original matrix, V represents the
cluster center, u;; is the degree of membership, which refers
to the degree of membership of the j element corresponding
to the i category; and d?; is the distance between the element j
and the center point i under the Euclidean distance;m is a
parameter of the degree of fuzzification. The interpretation
of the restrictions is that the values of the degree of
membership of an element to all categories add up to 1.

The mathematical relationship corresponding to the final
effect to be achieved by clustering is to replace the objective
function of FCM algorithm. The expression of the optimal
solution is

min (J,, (U, V)) m1n<zzu§“;df]> (21)
i=1 j=1

The Lagrangian multiplier method is used to construct
function:

LM“

Z$%+ZM<Z%—Q- (22)
=1 j=1 i=1

By solving the objective function, the optimal solutions
of U and V are obtained:

c d”>2/(m—l)]_1
ij

ul: —_— >
! [;(dkj

S om (23)
Z Xjtij

xk € RP,

Uy = Uy

, (18)

U = Uy / exn

{vivas v}, v € RP.

In summary, the FCM algorithm requires two param-
eters, one is the number of clusters ¢ and the other is the
parameter m. In general, ¢ is much smaller than the total
number of cluster samples, and at the same time, ¢ > 1 must
be guaranteed. There is an evaluation function L (c) for the
selection of the number of clusters c:

c n 5
Z ZuZ-’"vi —E” [(c-1)

i=1 j

C
2 X il -
i [%

i=1 j=1

L(c) = (24)

S

vi”Z/(n - c)‘

In the formula, the numerator represents the sum of the
distances between classes, and the denominator represents
the sum of the distances within the classes; m is a parameter
that controls the flexibility of the algorithm. If m is too large,
the clustering effect will be weak; if m is too small, the al-
gorithm will approach the hard-clustering algorithm. By
referring to the common sense of multiple papers, it is more
appropriate to choose m = 2.0, which causes less noise to the
data.

4.3.2. Algorithm Steps. According to the algorithm princi-
ple, the algorithm execution process is shown in Figure 3.

5. Case Analysis

Based on the research foundation of related projects,
weselect the Tongchuan Depot of Xi’an Railway Bureau that
meets the basic requirements of the gathering and trans-
portation system as the target system to start an example
analysis.

The jurisdiction of the China Railway Xi’an Group Co.,
Ltd Tongchuan Depot is the two branch lines of Xiantong
line and Meigi line, with an operating mileage of 177.182
kilometers. The stations pass through Gaoling County,
Sanyuan County, Yanliang District of Xi’an City, Fuping
County, Yaozhou District of Tongchuan City, and Tong-
chuan City. It has 24 stations under its jurisdiction and is
mainly responsible for the transportation of coal, aluminum,
coke, cement, building materials, grain, chemical fertilizer,
and other materials and people’s daily necessities in the
Tongchuan area, along the line and in various jurisdictions.
The simplified plan of the Tongchuan Depot is shown in
Figure 4.

Through the intelligent information system, the relevant
guarantee information such as the capacity schedule of each
loading and unloading point and the freight volume
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FiGUre 3: FCM algorithm flowchart.

summary report is extracted.By counting, analyzing, and
filtering the information in the freight traffic report provided
by the Tongchuan Depot,we select 13 stations as the target
stations to build the collection and distribution system. After
taking into account the expected difficulties in the subse-
quent indicators, we select the number of loading/unloading
cargoes, the capacity of consolidating/distributing lines, the
capacity of receiving/departing from technical stations, and
the number of transfer or nontransfer cargoes as indicators.
It should be noted that since the number of non-transfer
cargoes at Meijiaping Station has decreased, the number of
shunting cargoes can better represent the operating capacity
of the technical station. Therefore, the analysis is mainly
based on the number of shunting cargoes.

According to the selected index statistics, the initial data
of the Tongchuan Train Depot collection and distribution
system in 2017 is shown in Tables 1-3.

According to formula (12), the relative proximity of the
system in each month of the Tongchuan Depot in 2017 is
shown in Table 4.

It can be seen that in the first half of 2017, the coordi-
nation of the system fluctuates greatly, and the development is
more irregular ; in the second half, the coordinated transition
is relatively small, and the development tends to be stable.
Among them, the system in April has the highest compre-
hensive coordination and cooperates most closely coordi-
nated system. This is closely related to the operation of each
station every month.

In order to more intuitively reflect the closeness of the
coordinated development among the various subsystems,
based on the original data, according to the description in
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Section 4, we construct a Multi-Entropy-TOPSIS Coupling
Development Degree Mode. The obtained coupling devel-
opment degree is a quantitative expression of the coordi-
nated development relationship between the collection and
distribution subsystems of the Tongchuan Depot in 2017 and
can more intuitively reflect the strength of interaction and
the level of coordinated development among the various
subsystems. The obtained results are shown in Table 5. In
order to more intuitively reflect the closeness of the coor-
dinated development among the various subsystems, based
on the original data, according to the description in Section
4, we construct a multi-Entropy-TOPSIS Coupling Devel-
opment Degree Mode. The obtained coupling development
degree is a quantitative expression of the coordinated de-
velopment relationship between the collection and distri-
bution subsystems of the Tongchuan Depot in 2017, and can
more intuitively reflect the strength of interaction and the
level of coordinated development among the various sub-
systems. The obtained results are shown in Table 5.

Through the horizontal analysis of results in Table 5, the
coupling development degree between the binary systems is
generally higher than that of the ternary system, indicating
that the coordination between the binary systems is rela-
tively tight, but the overall coordination is loose; in the
results of the binary system coupling results D,, the
“Consolidation-Dispersion” system coupling development
degree is relatively low except for January and February, and
the remaining months are at the highest values among other
coupling methods. It shows that, among the various system
coupling methods, the internal coordination between the
consolidation system and dispersion system is the closest,
which means that the operation efficiency of the “Consol-
idation-Dispersion” system is higher and the empty-weight
distribution is more balanced.

Longitudinal analysis, as a whole, due to the increase in
the number of passenger trains and the addition of temporary
passenger trains during the Spring Festival, will relatively
affect the development of freight capacity, so the coupling
development degree between multiple systems is relatively
low in February; from the range of the D,, in addition to
“Consolidation-Dispersion,” the internal coordinated devel-
opment of other multisystem combinations gradually
changed from disorder to order. Among them, the value of
the coupling coordination development degree in February
and May is relatively low.We definethem as the bottleneck
months, and the impact factors involved are defined as
bottleneck factors. Through the analysis of statistical data, it
can be seen that the key factor affecting the month of bot-
tlenecks is the Meijiaping Station, which is the hub technology
station of the transportation subsystem. Its receiving-dis-
patching capacity and transfer capacity in February and May
are among the lowest and second lowest in the year 2017.

Due to the difficulty of control, it is easier to control the
binary system of the collection and distribution system
under the same time and space than the ternary system.
Hence, in view of the more difficult direct control, we
consider improving the coordination of the ternary system
by improving the coordination of the binary system to
improve the overall coordination of the target transportation
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The simple plane diagram of stations in Tongchuan depot

Qianhe station

Jinghe station ) ~ Liulinzhen station Yaoqu station
Meijiaping station Sigou station Anzigou station
Pujiagou station quhe station

Yongledian station ianjiazui station

i . Lve
Balidian station Yaoxianxi station

Dacheng station Zhuangli station

Sanyuan statiom
Dulicun station

Fuping station

Yanliang station iaobeibao station Tongchuannan station

Yaoxian station Huangbao station

Tongchuan station

FiGure 4: Simplified floor plan of the Tongchuan Depot.

TaBLE 1: Initial statistics of the “consolidation” system of the Tongchuan Train Depot in each month in 2017.

Qianhe  Anzigou Yaoqu Tianjiazui  Liulinzhen = Huangbao  Yaoxian C lidati C lidati
Month loading  loading  loading loading loading loading loading l.onso \cating- onsolidating-
. . . . . . . inel capacity line2 capacity
capacity capacity capacity capacity capacity capacity capacity
1 2979 1513 3103 1498 773 478 163 4121 634
2 3875 1497 4467 1663 1105 433 133 4689 493
3 3302 2113 3443 1942 1103 402 187 4002 513
4 4327 1892 4567 2384 1002 663 87 4896 576
5 4243 2189 4345 2415 1127 613 113 4890 553
6 3217 2113 3254 2267 833 601 98 3967 663
7 3174 1874 3665 2078 872 801 90 4323 830
8 3042 2298 4334 2575 1045 553 57 4897 590
9 3487 1684 3654 2288 788 153 32 4796 102
10 3198 1937 3471 2104 1015 133 34 4834 297
11 3023 1983 3112 1904 801 221 124 4089 404
12 3144 1873 3547 2075 843 234 81 4822 334
TaBLE 2: Initial statistics of the “transportation” system of the Tongchuan Depot in 2017.
Month Meijiaping receiving capacity Meijiaping dispatching capacity Meijiaping transfer ability
1 29167 29512 25780
2 21783 21914 18633
3 28694 28839 25510
4 26134 26048 23046
5 21976 20733 18696
6 24343 24121 20924
7 26196 25382 23142
8 23287 23490 20074
9 25334 25229 22013
10 27565 27475 24761
11 27432 27348 24001
12 28910 28905 25325
TaBLE 3: Initial statistics of the “dispersion” system in the Tongchuan Depot in 2017.
Month Fuping unloading  Yanliang unloading  Sanyuan unloading Yongledian unloading Jinghe unloading  Dispersing-
capacity capacity capacity capacity capacity line capacity
1 11 111 366 27 552 674
2 12 39 221 18 421 784
3 23 24 401 25 572 853
4 12 58 532 32 601 835
5 5 62 640 47 653 894
6 16 94 620 102 731 889
7 33 68 756 98 551 857
8 20 95 715 0 482 898
9 56 150 988 31 445 1134
10 53 133 955 24 385 1032
11 85 86 717 12 477 986
12 95 63 555 27 455 779
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TaBLE 4: The relative proximity degree of the integrated collection and distribution system of Tongchuan Railway Depot in each month in
2017.

Month O, Sort
1 0.3021 12
2 0.4470 4
3 0.4077 7
4 0.5674 1
5 0.5517 2
6 0.3900 10
7 0.4237 5
8 0.3733 11
9 0.4203 6
10 0.4045 8
11 0.4014 9
12 0.4592 3

TaBLE 5: The results of the multiple coupling development degree D; of the collection and distribution system of Tongchuan Depot in 2017.

Binary system coupling D, Ternary system coupling D,

Month Consolidation-transportation Consolidation-dispersion Transportation-dispersion Consolidation-transportation-
D,, D,, D,; dispersion
1 0.1417 0.1349 0.1374 0.0797
2 0.0385 0.1192 0.0371 0.0492
3 0.1665 0.1610 0.1369 0.0921
4 0.1476 0.1785 0.1243 0.0951
5 0.0230 0.1927 0.0229 0.0519
6 0.1091 0.1887 0.1105 0.0837
7 0.1379 0.1957 0.1355 0.0937
8 0.0945 0.1662 0.0877 0.0753
9 0.1226 0.1829 0.1272 0.0870
10 0.1490 0.1815 0.1497 0.0937
11 0.1315 0.1588 0.1489 0.0864
12 0.1546 0.1807 0.1592 0.0960
Average D, 0.1180 0.1701 0.1148 0.0820

TaBLE 6: Correlation coefficients between multiple systems. TaBLE 7: The relative proximity degree of the integrated collection

and distribution system of Tongchuan Railway Depot in each

Characteristic Correlation coefficients month in 2018.
D,5D,, 0.953
D,5D,, 0.422 Month O, Sort
Dy5D,, 0.939 1 0.5257 1
2 0.3615 12
3 0.4909 3
system. Using the Correl function, according to the data in 4 04252 7
. . 5 0.4276 6
Table 5, we calculate the correlation coefficient of the p 0.4645 4
coupling coordination development degree of each multi- 7 0.5164 )
element system. The calculation results are shown in Table 6. 3 0.3766 11
The results show that the coordinated development of 9 0.3788 10
the ternary system is not closely related to the “Con- 10 0.4473 5
solidation-Dispersion” of the binary system, but highly 11 0.3956 9
related to the “Consolidation-Transportation” and “Trans- 12 0.4133 8

portation-Dispersion.” Therefore, if we want to improve the
overall coordination of the constructed Tongchuan Depot
collection and distribution system, the focus of the coor-

dination configuration should be on strengthening the
“Consolidation-Transportation” and “Transportation-Dis-
persion” of these two types of binary systems.

Combined with the above mentioned analysis, the
bottleneck factors affecting the coordinated development of

Tongchuan Train Depot collection and distribution system
and the correlation between multiple systems are analyzed.
In order to meet the requirements of improving the volume
of railway freight and the comprehensive utilization effi-
ciency of the railway networks, this paper mainly focuses on
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the following three aspects to strengthen the overall internal
coordinated development of the collection and distribution
system: the operation efficiency of the freight yard station,
the traffic organization of the hub marshalling station and
the technical standard of the station line to organize and
control the coordinated configuration of the system in the
2017 bottleneck month of the Tongchuan Depot.

5.1. The Operation Efficiency of the Freight Yards and Stations.
According to the results of the horizontal analysis of the
coupling development degree, the system stations in January
and February still need to strengthen the coordination ability
of collecting and distributing operations. The operation
efficiency of the freight collection and distribution terminal
is mainly affected by the fluctuation of the transportation
cargo flow, the fluctuation of the operation time, the
unsmooth operation connection, the mutual interference
and the interference of the adjacent subsystems. In view of
the current freight environment of the Tongchuan Depot, it
is reccommended to make full use of the effective cargo space
in the freight yard under its jurisdiction and strengthen the
coordination of freight flow distribution. The number of
cargos in the freight yard can not only directly affect the
storage capacity of the yard, but also indirectly affect the
loading and unloading capacity of the yard. According to
“The table statistics of the capacity of each loading and
unloading point in the Tongchuan Depot,” it can be con-
sidered that the Qianhezhen station, Anzigou station,
Tianjiazui station and Liulinzhen station, all of which have
less effective storage space, should adopt an effective storage
space sharing strategy and strengthen the coordination of
the distribution of empty and heavy cargoes flow among the
freight yards. Secondly, to improve the collection and dis-
tribution efliciency, we consider strengthening the coordi-
nation efficiency of the internal operations of the
coordinated collection and distribution yard, which can
shorten the connection time.

5.2. Organization of Traffic Flow at a Hub Marshalling
Station. According to the longitudinal analysis results of
the coupling development degree, Meijiaping Station,
which is the key marshalling station that affects the co-
ordinated development of the entire “Consolidation-
Transportation-Dispersion.” The poor organization of the
operation coordination in the station directly causes the
transit time of the cargoes and the residence time of the
operation. The increase of negative feedback will affect the
coordinated development of the whole railway system. For
the inside of the yard, when the traffic flow arrives in a
certain period of time or a direction, the yard should
communicate with the dispatcher of the dispatching
station to give priority access to the required traffic flow or
nonadjustable transfer train. For urgent cargoes at the
destination freight yard, the following principles should
be adopted for coordination: “delivery first, picking up
first; disassembling cares for delivery; delivery cares for
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loading and unloading; loading and unloading cares for
picking up; and picking up cares for marshling”.

5.3. The Technical Standards of Station Lines. At present,
domestic freight stations are gradually fully electrified with
single and double lines, but most of the freight yards in the
Tongchuan Depot, such as Zhuangli Station, Yongledian
Station and Yaoxian Station, still maintain manual loading
and unloading, which will directly affect the operation ef-
ficiency and safety. In addition, as the modernization of
railway logistics advances, it is necessary for the stations to
upgrade the technical standards of the lines. It is possible to
adopt reasonable configuration and transformation of the
rain shed (quantity, construction and use area), platform,
open cargo area, and special lines of some low-level technical
freight yards in the Tongchuan Depot. By comparing the
efficiency, capacity, price, technical parameters and other
factors of facilities, we determine the facilities and equip-
ment that should be configured in the freight yard, monitor
the whole life cycle of facilities and equipment to realize
dynamic facility equipment configuration and control the
cost and improve the input-output ratio of the system.

Based on the abovementioned analysis, the bottleneck
problems and rectification plans of the system are fed back to
the Tongchuan Depot. After a year of follow-up statistics,
atthe end of 2018, the initial statistics of the collection and
transportation system of the Tongchuan Depot under the
same indicators were compiled. According to formula (12),
the relative proximity of the integrated system of gathering
and transportation in the Tongchuan Depot in 2018 is shown
in Table 7.

Compared with the data in Table 4,it can be shown in
Figure 5 that the overall coordination of the Tongchuan
Depot collection and distribution system in 2018 has less
fluctuations and a relatively smooth development compared
with the 2017. It shows that after organizational adjustment,
the overall development trend of coordination in each
month of 2018 is relatively consistent and the overall de-
velopment is relatively balanced.

In the same way, a multi-system Entropy-TOPSIS
Coupling Development Degree Model is constructed to
quantify the coordinated development of the collection and
distribution subsystems of the Tongchuan Depot in 2018.
The value of coupling coordination development degree is
obtained as shown in Table 8.

The purpose of the paper is to analyze whether the synergy
among the ternary subsystems of the Tongchuan Depot has
been improved. However, as synergy is a fuzzy concept, the
coupling development degree should be a quantified em-
bodiment of the synergy. Therefore, we use FCM algorithm to
divide the value of the coupling development degree to
compare and analyze whether the coordination has been
improved. For D, in 2017, first the number of clusters ¢ by
formula (24) is selected , and then it is determined that 4 is
the optimal number of clusters for fuzzy clustering. The final
clustering result is [(2, 5), (1, 8), (6, 9, 11), (3, 4, 7, 10, 12)]
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FIGURE 5: Comparison of relative proximity degree.

TaBLE 8: The results of the multiple coupling coordinated development degree D; of the collection and distribution system of Tongchuan

Depot in 2018.

Binary system coupling D,

Ternary system coupling D,

Month Consolidation- Consolidation-dispersion  Transportation-dispersion - L .
. Consolidation-transportationdispersion
transportation D, ; D,, D,,

1 0.1721 0.1828 0.1563 0.0997

2 0.0405 0.1645 0.0401 0.0541

3 0.1717 0.1712 0.1436 0.0965

4 0.1407 0.1906 0.1376 0.0931

5 0.0499 0.1935 0.0495 0.0647

6 0.1100 0.1901 0.1139 0.0852

7 0.1527 0.2042 0.1500 0.1004

8 0.0990 0.1811 0.0970 0.0782

9 0.1262 0.1779 0.1274 0.0859

10 0.1600 0.1949 0.1507 0.0996

11 0.1469 0.1726 0.1455 0.0905

12 0.1598 0.1746 0.1549 0.0947

Average D, 0.1275 0.1832 0.1222 0.0869

TaBLE 9: Levels of the coupling development degree of the ternary system in each month of 2017.
Month Coupling development level

February and May

January and August

June, September, and November

March, April, July, October, and December

Primary coordinated development
Intermediate coordinated development
Good coordinated development
Quality coordinated development

(statistics by month). The classification results of the coupling
development degree is shown in Table 9.

By using the level division in Table 9 as a reference, and
by adopting the same calculation method in the above
formula (24) , we can determine that 3 is the optimal
number of clusters for fuzzy clustering of D, in 2018, and
the clustering result is [(2, 5), (4, 6, 8, 9, 11), (1, 3, 7, 10,
12)]. According to the classification of the coupling co-
ordination level of the ternary system in each month of
2017, it can be seen that the value of the coupling devel-
opment degree in each month of 2018 is higher than the
highest value in the primary coordination development
category, indicating thatthrough the improvement of the
bottleneck factors, the overall internal coordination of the
system in 2018 is above the primary coordination; that is,

the coordination of the collection and distribution system
has been improved.

In order to more intuitively reflect the coordinated
floating changes between the multi-systems , the annual
averages of the coordinated development degree of the bi-
nary and ternary systems are compared. The result is shown
in Figure 6.

To sum up, through the analysis and improvement of the
bottleneck factors that affect the coordinated development of
the collection and distribution system, the following results
can be found: for the overall development of the system, the
system in 2018 is generally smooth and the synergy effect is
better; for the internal coordination relationship of the
system, from the comparison results of the coupling de-
velopment degree, it can be seen that the coupling
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Comparison of collaborative development between the integrated collection and distribution system
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FI1GURE 6: Comparison of the collaborative development between the integrated collection and distribution system.

coordination development degree between various multi-
systems has improved compared with 2017. Furthermore,
with the improvement of the capacity between the two types
of binary systems of “Consolidation-Dispersion” and
“Transportation-Dispersion,” the integration and coordi-
nation between the “Consolidation-Transportation-Disper-
sion” ternary subsystems of the Tongchuan Depot increased
by 5.94%.

6. Conclusions

Based on the integration of collection and distribution
theory, synergy theory, coupling theory, and fuzzy mathe-
matics, this paper constructs the “Entropy-TOPSIS Cou-
pling Development Degree Model” for quantitative analysis
of the synergy between collection and distribution systems,
which provides a new method for the research on the
coordinated development of an integrated railway freight
collection and distribution system. Compared with the
expert scoring method and the AHP method, the Entropy-
TOPSIS can help reduce the randomness and uncertainty
of the overall collaborative evaluation of the system, and
makes the evaluation method more reliable; the coupling
development degree model can describe the internal co-
ordinated development relationship of various aspects in
detail, and the quantitative analysis effect is effective. The
method simultaneously incorporates the ideas of fuzzy
mathematics in machine learning, which has has better
robustness to the random freight flows. Through the
quantitative analysis of the coordination of the Tongchuan
Depot System of the China Railway Xi’an Group Co., Ltd.
The bottleneck factors that affect the synergy development
of the system are identified, and the rectification programs
are proposed. Through one-year follow-up research, the
results show that in 2018, the synergy of the Tongchuan
Depot integrated transportation system in 2018 increased
by 5.94% compared with that in 2017. The results verify the
practicality of the intelligent analysis model. However, for

the weight of the model’s comprehensive benefit function, a
part of the coupling development degree model in this
paper, the current research assumes that the importance of
each subsystem is the same, but in the actual transportation
organization, the phenomenon of uneven resource allo-
cation will inevitably occur. The importance of each system
can be considered in subsequent studies, which will enrich
the integrated research system of the railway freight col-
lection and distribution. In addition, the analysis time will
be refined, from month to week, so as to improve the effect
of collaborative analysis.
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Data mining and simulation of the Internet of things (IOT) have been applied more and more widely in the rapidly developing
urban research discipline. Urban spatial structure is an important field that needs to be explored in the sustainable urban
development, while data mining is relatively rare in the research of urban spatial structure. In this study, 705,747 POI (Point of
Interest) were used to conduct simulation analysis of western cities in China by mining the data of online maps. Through kernel
density analysis and spatial correlation index, the distribution and aggregation characteristics of different types of POI data in
urban space were analyzed and the spatial analysis and correlation characteristics among different functional centers of the city
were obtained. The spatial structure of the city is characterized by “multicenters and multigroups”, and the distribution of
multicenters is also shown in cities with different functional types. The development degree of different urban centers varies
significantly, but most of them are still in their infancy. Data mining of Internet of things (IOT) has good adaptability in city

simulation and will play an important role in urban research in the future.

1. Introduction

The concept of sustainable development was put forward in
1987, with the speeding up of globalization and urbaniza-
tion; China’s urban economy entered a period of rapid
growth, the speed of urban development is accelerating and
the scale of urban construction is generally increasing.
However, at the same time, the urban problems brought
about by the rapid development period have also attracted
the attention of urban researchers. In the view of many
scholars, the ideal sustainable urban spatial structure can
alleviate or solve the problems that arise in the process of
urban development in a limited way, which is an innovation
of its mode and an unremitting exploration of the ideal
urban spatial structure.

The development of the city presents a feature of con-
tinuous diffusion and reaggregation in space. In the process
of aggregation and expansion in urban development, a
gathering center will be formed in space. The gathering
center is the space carrier of urban public activities and the
core area of urban activities [1]. With the phenomenon of

diffusion and aggregation more obvious, the urban spatial
structure has evolved from the original single center to a
multicenter spatial structure [2, 3]. The multicenter spatial
structure has quickly become a research hotspot and re-
search difficulty in urban development research. Under the
guidance of the current national macro policy and deliberate
guidance of planners, megacities such as Beijing, Shanghai,
Guangzhou, and Shenzhen have begun to use multicenters
as the core goal of urban space development strategy [4-6].

Chinese scholars’ research on the spatial structure of
urban centers mainly involves urban center theory research
[7, 8], central structure measurement and efficiency research
[9-12], performance evaluation [8, 13-15], organization and
governance [16, 17], etc. Most of China’s domestic analysis is
based on geospatial analysis and morphological analysis. The
urban central structure is analyzed from the distribution
characteristics of different elements of urban space [18, 19].
However, there are few studies on the spatial structure of
urban centers from different functional types.

In recent years, the use of urban mass data to analyze the
spatial structure of cities has provided a new research
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paradigm for the sustainable development of cities. The use
of a wider range of urban data includes rail transit card data,
mobile phone signaling data, network review data, thermal
map data, microblogging sign-in data, and night lighting
data. Ying, Feng, Zhiqiang, Yang, and Xiong analyzed the
spatial structure of the city through these “big data” cities
[20-25]. However, based on the big data of these cities, there
are problems in data acquisition difficulties, fewer ways, and
inability to update in real time. Based on the open source
data POI (Point of Interest), it provides an accurate and
effective alternative to urban research. The POI data is an
expression of a virtual abstraction of a real geographical
entity in space, has spatial attribute information, has a large
amount of data, and is easy to acquire. It is one of the most
important data in the study of urban geography. It has been
widely used in urban research. Chinese scholars’ research on
POI data mainly focuses on urban spatial structure research
[26], urban functional area identification [27], etc. Based on
POI data, urban spatial structure can be well recognized, but
through geographic information system and POI big data to
cities. There is still little research on the development of the
central space structure.

At present, the research on a large number of urban
center spatial structures is mainly concentrated in first-tier
cities and megacities such as Beijing, Shanghai, and
Guangzhou. There is less attention to general provincial
capital cities. Choosing China’s Guiyang as a research object
is more representative. Guiyang is one of the core cities in
western China and one of the birthplaces of China’s “big
data.” In Guiyang’s urban sustainable development strategy,
the development concept of building a multicenter city is
also mentioned, and the spatial structure layout of the city’s
multicenter is formed. To this end, this study uses the POI
data of Guiyang City from 2016 to 2018, taking the main city
of Guiyang as an example and using the nuclear density
analysis and spatial correlation index in geography to an-
alyze the evolution characteristics of urban centers in the
main urban area of Guiyang. As one of the central cities in
the west, Guiyang analyzes the spatial structure of the de-
velopment of Guiyang multicenter. Through the analysis of
Guiyang, it summarizes the achievements and shortcomings
of the development of Guiyang urban center, and it provides
new thinking for city planning and sustainable development
mode of the city through the development of Guiyang urban
center and the optimization of spatial structure.

Big data are used to simulate the urban spatial structure
to achieve the purpose of exploring the urban spatial form of
Guiyang, the capital city of western China. And further
explore the sustainable development model of urban spatial
structure.

2. Methodology

2.1. Study Area. Guiyang is the capital city of Guizhou
province in western China and the central city in western
China. By 2018, Guiyang had a permanent resident pop-
ulation of 3.136 million, with a GDP of US $53.672 billion,
ranking the second fastest growth rate in China. Since March
2015, cities in western China have been developing slowly
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due to their inland location. The National Development and
Reform Commission and other departments jointly issued
the “One Belt And One Road” development strategy,
bringing historical development opportunities to western
cities. The urban spatial structure of Guiyang has undergone
drastic changes (Figure 1).

2.2. Data Source. The data for this study was from December
2016 to December 2018. Get online map POI data about
Guiyang, China, through an open interface. POI data has
been widely used in urban navigation systems in urban
geography, with spatial attributes and location information
of urban entity objects. Therefore, the POI data basically
contains all the entity objects in the study area urban space.
As a kind of big data of geographic information, POI is
widely used in the simulation of geographic space, especially
in urban space, due to its advantages such as large quantity,
fast update, and accurate positioning. Compared with other
big data in model cities, POI has a better result.

After obtaining the POI data (http://www.amap.com),
the data is verified and cleaned up. Among them, the 2016
POI data is 204,000, the 2017 POI data is 248516, and the
2018 POI data is 253231, a total of 705747. According to the
online map POI classification system combined with dif-
ferent functional attributes of the city, 705,747 POI data are
divided into five categories: public service, life service, leisure
and entertainment, residence, and business (Table 1).

2.2.1. Kernel Density Estimation [28]. Kernel density anal-
ysis simulates the distribution of density by calculating the
density values of points in the space and the neighborhood of
the line features. In recent years, nuclear density analysis has
been widely used in the study of spatial distribution of
geography. This study compares the results of each nuclear
density analysis under different search radii to explore the
spatial distribution of the overall urban and urban areas of
Guiyang’s main urban area and different types of POL:

1Y D3\’
pi:nnszzkj< _F>’ W

j=1

where k; is the spatial weight of the research object j (POI);
Dj; is the distance between different POIs in space; and R is
the bandwidth within the search area (bandwidth).

2.2.2. Spatial Correlation Index [29]. The spatial correlation
index is currently used to describe the characteristics of cities
in geospatial. This study uses the Getis-Ord General G and
Getis-Ord Gi* indices to measure the global and local
features, structural patterns, and clustering of spatial loca-
tions in urban geospatial space, respectively. The spatial
distribution of hot spots and cold spots is used to indicate the
degree of association.
Getis-Ord General G:

> Wi (d)xixj

G(d) =
@ szixj

(2)
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TaBLE 1: Classification of urban POI data in Guiyang.

POI classification

Classified content

Quantity (%)

Road auxiliary facilities, public facilities, transportation

Public service

facilities services, access facilities, government agencies and

132117/18.72

social groups, and cultural and educational services

Domestic services

Catering services, shopping services, and health-care services

435803/61.75

Leisure and entertainment Resorts, golf-related, entertainment venues, and sports venues 49442/7

Reside Community, villa area, and dormitory 26031/3.68

Business Company, company, and bank

Total 705747/100

where d is the distance of Guiyang city center; w;;(d) is the L 2w (dx;

spatial weight in the study area; and x; and x; are the ex- Z(G]) = jn—x (5)
]

tended intensity index of urban land. Under the assumption
that space does not agglomerate, the expected value of G(d)
is E(G):

w
EQ = to-r

w=Y Y w;(d).

Under the condition of positive distribution, the sta-
tistical test value of G(d) is Z(G):

(3)

(G- E(G)]

v/ Var (G) (4)

[E(G) =W, (n-1)].

Z(G) =

When G(d) is higher than E(G) and the Z(G) value is
significant, high-value clusters appear in the study area;
when G(d) approaches E(G), the study area variables appear
randomly distributed:

3. Result

3.1. Urban Center Evolution Process Based on Nuclear Density
Analysis

3.1.1. Evolution of the Overall Urban Center. In nuclear
density analysis, different search radii will result in different
results for density analysis. The search radius of 500, 1000,
1500, and 2000 m was set to compare the density of POI in
Guiyang main city from 2016 to 2018. It is found that, as the
search radius increases, the internal POI will gradually
merge. When the search radius is increased to a certain
distance, the spatial agglomeration characteristics of the POI
will be weakened to some extent. In general, when the search
radius is small, a small range of POI aggregation areas can be
identified. When the search radius is increased, it can reflect
the macroscopic scale of the urban spatial structure, and the
nuclear density equivalent curve will be smoother. This study
explores the evolution of the urban center structure and



urban center. According to the scale comparison of existing
urban research and the overall and local effects of different
search distances in Kunming, 1500 m is finally selected as the
nuclear density search radius of this study.

Based on the search radius R=1500m, the nuclear
density analysis of Guiyang three-year POI was carried out.
It can be seen from Figure 2 that, in 2016, Guiyang City
Center is Times Square, Longjiyuan and Tianjiao Haoyuan
are subcenters, and Sunshine Garden and Ganjing Bridge
have large groups. There are also obvious groups on both
sides of Guanshan Lake. In 2017, Guiyang City Center was
Times Square, but the city’s subcenter changed, with Sun-
shine Garden surpassing Tianjiao Haoyuan and Longjiyuan
as the city’s subcenter. The group on both sides of the
Ganjing Bridge and Guanshan Lake has an increasing trend,
and a new urban group is formed in Longwan International.
In 2018, the city center is still the Times Square. The sub-
center of the city has undergone significant changes. The
Longwan International Group has the fastest development,
and the concentration is close to Longjiyuan, becoming a
new subcenter of the city. The concentration of urban groups
on both sides of the Ganjing Bridge and Guanshan Lake
continues to increase (Figure 2).

Analysis of the POI nuclear density map of Guiyang City
from 2016 to 2018, we can find that Guiyang has begun to have
a multicenter spatial structure in the city since 2016. By 2018,
the urban multicenter spatial structure has become more
apparent. The main city of Guiyang is dominated by Times
Square and has the widest range of radiation. It starts from
Yunyan District in the north and goes to Guiyang Station in
the south. In 2016-2018, there was a significant change in the
city center of Guiyang. The main center of Guiyang City has
been growing around Times Square. And it is very obvious to
expand to Shantou Park. Guiyang City subcenter has a clear
growth trend, but Tianjiao Garden is not growing faster than
Sunshine Garden and Longwan International Group. There
are many agglomeration groups in the main city of Guiyang,
among which the development of Longwan International and
Sunshine Garden Group is the most significant. The devel-
opment of the groups on both sides of Guanshan Lake is slow,
and the Ganshan Bridge also has obvious growth, but there is
still a big gap from the city’s subcenter.

Guiyang, China, is already developing into a multicenter
city, but the development of the main and secondary centers
is unbalanced. The growth of the main center in Guiyang is
more obvious and the development is relatively perfect, but
there is still a large space for the development of the sub-
center and each group. In addition to the main center, the
other secondary centers show the characteristics of dynamic
growth. In general, the development of the spatial structure
of the Guiyang urban center has initially highlighted the
characteristics of dynamic “multicenter” development.

3.1.2. Evolution Process of Different Types of Urban Centers.
Due to the urban development, planning policy guidance,
and the public role of natural conditions, there are signif-
icant differences in the spatial distribution and agglomer-
ation of urban centers with different functions. Therefore,
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different types of POIs tend to have large differences in
spatial distribution structures. The nuclear distribution of
the centers of different functions is explored by performing
nuclear density analysis on the distribution of different types
of POLs.

As can be seen from Figure 3, the spatial distribution of
different types of POIs is highly variable. In 2016, the public
service category POI was centered on Times Square, and
there were small groups in Guanji Lake Longjiyuan and
Sunshine Garden. The residential POI is centered on Times
Square, with Guiyang Station as the subcenter, and the main
and subcenters have a tendency to merge with each other.
There is a large group presence in Longwan International.
The business category POI is centered on Times Square, and
a small number of groups exist near Guanshan Lake. The
life-oriented POI is centered on Times Square and spreads to
the vicinity of Guiyang Station. Ganjing Bridge and Long-
jiyuan in Guanshanhu District are subcenters. Longwan
International, Sunshine Garden, and Tianjiao Haoyuan have
large urban groups. Leisure POI is centered on Times
Square, and Longwan International is a group.

In 2017, the public service category POI was centered on
Times Square, and the Longwan International Group had a
growing trend. The residential POI is centered on Times
Square and the subcenter has been integrated. And they grew
to Guiyang Station and Shenlong Cave, respectively. The
Guanji Lake Longjiyuan Group continued to grow. The
business category POI is centered on Times Square and
Shantou Park is the subcenter. Longjiyuan has a group
presence, which is a big change from 2016. The life class POI
is centered on Times Square. The radiation area has further
increased, and the concentration of Longwan International,
Sunshine Garden, and Tianjiao Haoyuan City has caught up
with the Ganjing Bridge and Longjiyuan in Guanshanhu
District. The same as the city’s subcenter, a new city group
appeared on both sides of Guanshan Lake. The concen-
tration of leisure POI urban main centers and urban groups
has further increased.

In 2018, the public service POI was centered on Times
Square, and the growth trend of the main center was more
obvious than the growth trend of the group. The residential
POI is centered on Times Square, and the growth trend
toward Guiyang Station and Shenlong Cave is more obvious.
The business category POI is centered on Times Square, and
the Shantou Park subcenter tends to merge with the main
center. In the vicinity of Guanshanhu Park, the phenomenon
of urban group formation is more obvious. The life class POI
is centered on Times Square. A new subcenter was formed
near Guiyang Station, and the concentration of POI in the
other subcenters was also more obvious. The leisure POI city
main center has a differentiation trend in the direction of
Shenlong Cave.

From the analysis of different types of POI nuclear density
maps from 2016 to 2018, we can find that, in the past three
years, different types of POIs are based on Times Square. The
development of urban centers with different functions is quite
different. Among them, the development of living services
and residential urban centers is relatively perfect, but the
center of life services is growing faster than leisure centers.
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The public service and business city centers are generally
developed. The growth rate of the main center is much
larger than that of the subcenters and groups. Leisure
basically exists in the form of a single center.

There are great imbalances in the development of dif-
ferent functional city centers in Guiyang, China. Some urban
centers only have one single center, while the degree of

development of the main centers in other cities is much
higher than that of the secondary centers and clusters. There
is even a situation that the secondary centers and clusters are
assimilated into the main centers with the development of
the main centers. The multicenter of urban function is still in
its infancy, and the spatial structure of urban center also
presents an obvious dynamic change.



3.2. Urban Center Evolution Based on Spatial Correlation
Index. Based on the evaluation unit of Guiyang City and the
degree of urban POI aggregation, the spatial growth cor-
relation index of the city center of Kunming, Getis-Ord
General G and Getis-Ord Gi*, is calculated. Thus, the global
and local characteristics of the city center due to spatial
correlation are described.

The global characteristics are shown in Table 2: in three
years, the observation value G(d) of the global statistical
indicators of the Guiyang City Center Growth Correlation
Index is greater than the expected value E(d), and the Z score
is obvious, indicating that it is in the main city of Guiyang.
There is a phenomenon of high/low value agglomeration, but
the Z value rises and falls, and the agglomeration phenom-
enon also increases and decreases. The overall Z value is the
highest in 2016-2018, indicating that the growth of POI in
Guiyang has been growing around a few cores in the past
three years. Except for the overall Z value, the Z values of other
functional POIs have increased, and the central polarization
has been strengthened; 2016-2018 The public service, living
service, and business Z value are relatively high, indicating
that the growth of three types of POIs around several centers
in three years is obvious; in 2016-2018, the Z value of public
services and life services has increased rapidly, and the central
polarization has strengthened. And the Z value of life service
rose the fastest, indicating that the polarization intensity of the
high/low agglomeration center is rapidly increasing. The
above analysis also verified the results of the nuclear density
analysis.

The spatial correlation index Getis-Ord Gi* in the three-
year evaluation unit is calculated separately, and the high-
level cartographic representation based on ArcGIS is used to
obtain the “hot spot area” and “cold spot area” distribution
map of the POI growth intensity in the main urban area of
Guiyang (Figure 4). The hot spot area and the “cold spot
area” have obvious evolution and migration processes in the
spatial distribution.

Analysis of the distribution map shows that, from 2016
to 2018, with the acceleration of the urbanization process in
Guiyang, the urban POI increased, the number of “hot
spots” increased significantly, and the “cold spot area” de-
creased continuously. It has risen from 33.6% in 2016 to
38.2% in 2017 and reached a maximum of 40.8% in 2018. In
the three periods, the “cold spot zone” became a significant
downward trend, accounting for 33.9%, 29.7%, and 24.8%,
respectively. In the three periods, except for Times Square,
which has been in the “hot spot”, “hot spot” such as
Longwan International, Longjiyuan, and Sunshine Garden
has been constantly evolving and changing.

In 2016-2018, there was no obvious change in the “hot
spot” of public service category, mainly due to the increase in
the number of hotspots and cold spots, and the growth of the
hotspots as Times Square, but there were also new hotspots
in Longwan International.

In 2016-2018, the “hot spot” of the residential category
changed more obviously. First of all, the “hot spot” increased
to 69.7% within three years. Secondly, outside the Times
Square, new growth cores appeared in Longwan Interna-
tional, Longjiyuan, and Sunshine Garden. The growth
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nuclear periphery was followed by high-value area and
median area and low-value area; the peripheral structure is
more obvious.

In 2016-2018, the change of “hot spot” in business
category mainly showed that it changed from south of Times
Square to the north, and more “cold spot areas” were
converted into median areas, but the increase of “hot spots”
was not obvious.

The “hot spot” of life service category has the most
significant changes. First, the “cold spot area” is all converted
into “hot spot area” and “media area”, and then the “hot spot
area” is spread to the whole city, in Times Square, Longwan
International, Guanjihu District Longjiyuan, and Sunshine
Garden have all become the core of growth and have reached
the development level of urban multicenter.

The leisure “hot spot” has not changed significantly in
three years, and its growth rate is slow.

According to the above analysis, in 2016-2018, the
growth characteristics of various POIs in Guiyang City
showed a rapid growth process, and the “hot spot” was
roughly reflected in the development process of the upper
and lower ends of Times Square. In 2016-2018, various POIs
are mainly concentrated in Times Square, which guides the
growth of Guiyang City Center. During the continuous
expansion of the “hot spot,” it gradually evolved into a
relatively continuous gathering area in the Guanshan Lake
area, and it tends to develop in the direction of Longjiyuan in
Guanshanhu District. In the three-year change, basically the
spatial structure of the single center of Times Square has
been transformed into a spatial structure led by Times
Square, Longwan International, Guanshan Lake, Long-
jiyuan, and many other city centers.

It can be seen from the spatial correlation index Getis-
Ord General G and Getis-Ord Gi* that the spatial structure
change of the urban center of Guiyang is a very obvious
dynamic “multicenter” development process. However,
except the main urban centers, the other centers were not
significantly developed. With the passage of time, the sus-
tainable development model of the urban center spatial
structure in Guiyang is bound to be a dynamic “multicenter”
development.

4. Discussion

4.1. Simulation of Urban Center Evolution Based on POI Data.
This study studied the spatial structure of urban centers
based on the analysis of POI data from 2016-2018 through
geographic information technology. For the perspective of
urban geography research and the research paradigm, the
POI can describe in detail the geographical distribution and
agglomeration of various elements in the city and then
identify the geospatial structure of the city. Compared with
traditional conventional data, POI data has better observ-
ability and timeliness. The clustering characteristics of POI
can quickly reflect the problems of urban geospatial con-
struction, industrial distribution, and functional improve-
ment. Therefore, it provides a strong reference for urban
development. However, the POI data is only the abstract
expression of the urban entity in geospatial space, lacking the
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TaBLE 2: Getis-Ord General G index of POI in Guiyang main city from 2016 to 2018.

Total Public service Domestic services Leisure Live Business
G(d) 0.000087 0.000174 0.000159 0.000180 0.000203 0.000246
2016 E(d) 0.000019 0.000077 0.000096 0.000117 0.000155 0.000110
VA 154.765599 49.719755 31.666177 18.253169 18.999336 35.250216
G(d) 0.000078 0.000169 0.000137 0.000165 0.000220 0.000198
2017 E(d) 0.000018 0.000079 0.000080 0.000114 0.000174 0.000089
Z 154.646603 54.024563 36.362221 17.605138 18.541761 41.195000
G(d) 0.000072 0.000133 0.000004 0.000165 0.000214 0.000174
2018 E(d) 0.000018 0.000055 0.000002 0.000104 0.000165 0.000085
VA 156.753601 70.542463 146.959363 22.548152 20.214073 41.786830
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FIGURE 4: The evolution of the “hot spot” in the main urban area of Guiyang from 2016 to 2018.

detailed information of the attributes of the geographic
entity. This study does not consider the grade and scope of
the POI in the urban space. In the future, the spatial weight
of the POI will be deeply studied.

4.2. The Wide Application of Big Data to Simulate Urban
Space. It can be seen from this study that big data has been
playing an increasingly important role in urban spatial
computing. In today’s development of new disciplines,
traditional data in urban simulation computing can no
longer adapt to the development of new disciplines. More
and more big data should be introduced into urban simu-
lation calculation, among which POI data is a typical one.
POI big data has been used to simulate the calculation of
cities with good results. In future studies, more and more

updated big data should be introduced to calculate cities in
order to obtain better results.

4.3. Prospects for the Integration of Geographic Information
Technology and Urban Geographic Big Data. The spatial
structure of urban centers based on sustainable development
belongs to the discussion of the sustainability of urban space.
The research on the sustainability of urban space is a hot
issue in urban development, and it is also an urgent problem
needed to be solved. The sustainable development model of
urban spatial structure is closely related to urban nature,
urban population, land use scale, infrastructure, and other
factors. This study studied the spatial structure distribution
of urban centers through the analysis of urban big data and
analyzed that the sustainable development mode of Guiyang



urban space is a dynamic “multicenter” development, which
provides a good reference for the sustainable development of
urban space structure in terms of exploration methods and
results.

5. Conclusion

This study is based on POI data, using nuclear density
analysis and spatial correlation index, according to the
distribution, agglomeration, and correlation characteristics
of POI data in space. The evolution characteristics of dif-
ferent urban centers in the main urban area of Guiyang City
were discussed, and the following preliminary conclusions
were obtained.

Guiyang’s main urban area presents a more obvious
“multicenter, multigroup” space structure, and Times
Square dominates Guiyang’s urban development.

Under five different types of functions, the urban
structure has a relatively obvious multicenter distribution.
Public services, living services, residence, and business
tunctions are relatively complete. The public service and life
service center are mature. In particular, the Life Service
Center is basically distributed in multiple centers.

In general, the development of the central areas of
Guiyang’s main city is relatively perfect. Although the
multicenter development of the city is still in its infancy, the
differences between the centers are obvious, and there is a
big gap from the multicenters of the city. However, the
centers in Guiyang are independent of each other and have
great development prospects. In the future, the spatial
structure of urban center in Guiyang will inevitably present a
sustainable development model of dynamic “multicenter”
development.

The urban spatial structure and form explored through
big data is more authentic and objective in the expression of
cities. It plays a guiding and leading role in the future urban
planning and construction and provides references for ur-
ban builders and planners.
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