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Soft computing includes machine learning, computer sci-
ence, and computing technologies in certain engineering
disciplines. Soft computing enables research, simulation,
and analysis of complex problems and phenomena. More-
over, related developmental theories can be applied and used
to solve problems that occurred in the manufacturing
process of Industry 4.0.

Industry 4.0 is also known as industrial internet, smart
factory, or advanced manufacturing. With the assistance of
new technologies such as the Internet of �ings (IoT) and
the wide applications of mobile technologies, organizations
generate large amounts of data in di�erent formats at a faster
rate than before. In addition, data content, process, ana-
lytical model, and management of big data transformation
have also developed huge challenges and opportunities.
Hence, advanced soft computing methods and decision-
making techniques can be used to extract useful information
and obtain e�ective manufacturing intelligence. �ey
combine the algorithms with related decision-making
techniques from the big data to make equipment automa-
tion. In addition, they are able to detect potential failures in
the early stage under certain circumstances, diagnose de-
fects, control advanced equipment/process, decrease cycle
time and costs, and increase productive rate. �e aim and
scope can cover wide ranges of �elds such as arti�cial in-
telligence (AI), robotics, Internet of �ings (IoT), autono-
mous vehicle, 3D printing, nanotechnology, materials
science, and energy storage.

�e aim of this special issue is to bring together original
research and review articles regarding the latest

developments, problems, and challenges of the applications
of soft computing in the manufacturing process of Industry
4.0. Many papers were submitted to this special issue;
however, through a strict peer review process, only 14 ar-
ticles were accepted in this special issue. We summarize
these 14 papers as follows.

In the research article “An Adaptive Location-Based
Tracking Algorithm Using Wireless Sensor Network for
Smart Factory Environment,” the authors Chiu et al. com-
bined the Kalman �lter and the adaptive network based on the
fuzzy inference system to present a new adaptive location base
service algorithm for the smart factory environment. Chiu
et al. applied Kalman �lter characteristics to eliminate noise in
the signal transmission process in order to improve the
stability and accuracy of localization. Moreover, the authors
used the adaptive network based on the fuzzy inference
system to obtain the environment parameter of the target.

In the research article “Evaluate the Consumer Accep-
tance of AIoT-Based Unmanned Convenience Stores Based
on Perceived Risks and Technological Acceptance Models,”
Wang et al. combined the technology acceptance model and
the perceived risks of customers and used multivariate
analysis of variance to evaluate the consumer acceptance of
unmanned convenience stores. �eir method were easy to
use, in addition, the results showed that behavioral inten-
tions and positive attitude of male consumers are all sig-
ni�cantly higher than female consumers for the unmanned
convenience stores based on the arti�cial intelligence In-
ternet of �ings. Conversely, male consumers had a lower
perceived risk than female consumers.
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In the research article “Establishing an AIModel on Data
Sensing and Prediction for Smart Home Environment
Control Based on LabVIEW,” the authors Yao et al. used
laboratory virtual instrument engineering workbench as the
main architecture for smart home systems to achieve the
intelligent control at home environment. Furthermore, they
utilized Python to construct the artificial neural network
intelligence model to collect information and forecast data.

In the research article “A Deep Learning Model of Dual-
Stage License Plate Recognition Applicable to the Data
Processing Industry,” Tung et al. presented the dual-stage
license plate recognition model to confirm the license plate
detection. #ey combined the convolutional recurrent
neural network and the connectionist temporal classification
to conduct training loss function for automatic recognition
of the license plate.

In the research article “A Novel Contractor Selection
Technique Using the Extended PROMETHEE II Method,”
the author Chang combined the soft set concept and the
PROMETHEE II method to propose the novel contractor
selection technique. For incomplete information, the author
used the weighted arithmetic averaging method to fill in the
data and used the PROMETHEE II method to deal with the
experts’ subjective preferences and relative importance of
criteria.

In the research article “In a Stressful Social Environment,
Can Using Sports Apps Relieve the Physical and Mental
Stress of the Elderly? From the Perspective of Industry 4.0,”
Huan et al. explored whether using sport apps can relieve
elderlies’ physical and mental stress when facing COVID-19
pandemic. #eir research confirmed that the lower the in-
tensity of leisure exercise, the more the negative emotions
they may produce from the elderlies. In the research article
“Effects of Output Quality and Result Demonstrability on
the Perceived Usefulness of GPS Sports Watches from the
Perspective of Industry 4.0,” Yuan et al. used the concept of
Industry 4.0 to explore the impact of GPS sports watches on
the perceived usefulness of users. In the research article
“Uplink Spectrum Overlay Coverage Enhancement Algo-
rithm in 5G Network,” Jiang and Ding proposed the 5G
network-based uplink coverage enhancement algorithm to
handle the uplink and downlink coverage issues of 5G
network.

Pannakkong et al. used the artificial neural network,
support vector machine, and deep belief network to perform
the hyperparameter tuning in machine learning algorithms.

Chen et al. combined the decision-making and trial eval-
uation laboratory (DEMATEL) and the DEMATEL analytic
network process (DANP) method to explore the business
model in affiliated restaurants. Tripathi et al. proposed a new
smart production management system to handle the com-
plex shop-floor problems in Industry 4.0. Chang integrated
the hesitant fuzzy linguistic term sets and minimal variance
ordered weighted average (MVOWA) to handle the supplier
selection issues of hesitant information. Guo et al. proposed
the time-delayed feedback control algorithm strategy for the
vehicle semiactive suspension system. Tripathi et al. pro-
posed the data-driven decision-making system to regulate
the shop floor management of uncertain production con-
ditions in Industry 4.0.

Although the papers published in this special issue is very
limited for the field of soft computing in the manufacturing
process of Industry 4.0, we still believe that the 14 papers of
these special issues will provide positive contributions in the
manufacturing process of Industry 4.0. We are looking for-
ward to provide follow-up researchers with more ideas and
research directions in related research fields.
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Nowadays, industries are emphasizing the implementation of a smart shop �oormanagementmethod because of di�erent types of
problems faced in controlling the production activities in Industry 4.0. Several shop �oor management methods are currently
implemented in the present Industry 4.0 scenario, including lean manufacturing, logistics, Internet of things, smart
manufacturing, cyber-physical system, and arti�cial intelligence. �e present research work is focused on the development and
Taguchi validation methodology of a data-driven decision-making system using L9 orthogonal array for smart shop �oor
management based on the relationship between production sustainability and constraints. �e proposed system has been
validated by a comprehensive investigation of a case of mining machinery manufacturing unit. �e result of the investigation
revealed that productivity has been enhanced by e�ective controlling of production activities on the shop �oor. Taguchi L9
orthogonal array method of design of experiments is implemented to enhance �exibility for shop �oor control and meanwhile
minimize the production time due to ine�cient operating conditions on the shop �oor. Taguchi method was implemented for
critical conditions a�ecting production lead time and resource utilization. �e authors have detailed discussion on developing
present novel hybrid integration of lean and smart manufacturing approaches to enhance operational excellence in production
activities and other complicated manufacturing environment on the shop �oor within available resources. �e present �nding
demonstrates that the adopted digital technologies under smart manufacturing with lean manufacturing are found to be cost-
e�ective approach under di�erent environmental conditions. �e proposed system has signi�cantly improved the e�ciency of
production management and operational performance by using smart systems and has proved e�ective in improving the �nancial
position by making a safer shop �oor management approach. In this article, a robust problem-solving system is provided. �e
present work aims to introduce revolutionary methods for Industry 4.0 that would result in productivity enhancement and
bene�cial impact on industry persons by improving the smart shop �oor management. �e study also provides valuable
perspective and sustainable guidelines to facilitate industry individuals to implement lean and smart manufacturing for pro-
ductivity enhancement in the production environment of Industry 4.0.
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1. Introduction

Nowadays, the primary demand of Industry 4.0 is to control
production within available resources. For this, advanced shop
floor management methods are used to control the production
in the present scenario [1]. /e main objective of shop floor
management is to maximize productivity within limited
constraints [2, 3]. In Industry 4.0, smart manufacturing, lo-
gistics, Internet of things, lean manufacturing, cyber-physical
system, and artificial intelligence are used for operation
management on the shop floor [4]./esemethods are based on
different principles, but they have the same objective—how to
optimize the production processes efficiently. /ese methods
are used to control the operational excellence of production
processes in different working conditions. Figures 1(a) and 1(b)
describe methods and objectives of advanced shop floor
management in Industry 4.0.

/e shop floor management concept was originated from
Toyota Production System after the crisis in production
management in terms of higher production time, higher cost,
poor quality, insecure environment, and higher resource uti-
lization [5]. /e concept is used to eliminate sources of non-
value-added activity (waste) and to plan an efficient work plan
for productivity enhancement [6, 7]. With the passage of time,
the production system changes and the need for advanced
methods started increasing. To accomplish this, traditional
methods are changed and modified. /e developed methods
are implemented to enhance production in Industry 4.0 [8].
/e main aim of developed methods is to eliminate waste
found in different production conditions on the shop floor [9].
In previous research, several strategies were used to identify
waste found in production conditions and to investigate the
real shop floor condition and constraints of the relevant
production management system. Figure 2 illustrates the
strategies implemented in previous research works to identify
wastes.

Previous research shows that production performance
dependson several factors likeproductionplanning, activities,
intelligent system availability, working environment, auto-
mation adaptability, sensors, and availability of resources [10].
However, the improvements in productivity from the dis-
cussed methodology were poorer than the improvements
achieved from a systematic strategy using the advanced shop
floor management concept. /e advanced shop floor man-
agement approach is introduced as a production reformer,
and it helps to increase productivitywithin limited constraints
[11].Constraints are the limits of themanagement system, and
they are found in mainly three forms in industries. Figure 3
describes the constraints faced in the productionmanagement
system on the shop floor in Industry 4.0.

/e shop floor management approaches are used to
eliminate waste found in production processes in the in-
dustry [12]. Previous researchers have been used in various
methods to enhance operational performance in production
processes by eliminating waste. Table 1 shows what has been
done so far in the past in terms of the methodology used in
previous research works.

Researchers have been appreciated smart manufactur-
ing, lean manufacturing, and the Internet of things to

production enhancement in Industry 4.0. Other shop floor
management methods like Kaizen and lean six sigma have
been used by some researchers. Because these methods can
be applied only in specific production situations with many
limitations. /ese methods use traditional strategies which
are not beneficial in Industry 4.0. To increase the effec-
tiveness of all these methods, they were integrated with
advanced shop floor management methods and called the
hybrid approach. /e hybrid approach has been imple-
mented in previous research, which mainly includes lean
smart manufacturing, lean Kaizen, and smart Kaizen. /e
authors of the present research are studying the method-
ologies developed in previous research works to clarify the
message. /e research gap and conclusion identified by
previous research work are as follows:

(i) All the studies that have developed the system for shop
floor management applications in the production
environment concluded that improving theworkplan
can reduce production parameters but concluded that
this is not a generalized strategy that can apply in all
types of the Industry 4.0 production environment.

(ii) /ere is no clarity in previous research on how to
enhance production in Industry 4.0 by identification
of waste./erefore, the shortcomings of the previous
studies reported in the literature were mainly the
lack of control systems implemented for smart shop
floor mapping in factories.

However, only a few studies in the open literature
studied the methodology development to control shop floor
management for enhancement in productivity in Industry
4.0. Nevertheless, several methodologies have been devel-
oped to improve the production process using shop floor
management methods. /is study analyses advanced shop
floor management methods implementation in Industry 4.0
by a developed methodology. /e following questions are
raised as part of the research work objective:

(i) How to demonstrate the problem-solving key of
shop floor management in Industry 4.0 through an
efficient method using a methodology for reducing
nonproductive activities (waste) influencing pro-
ductivity level.

(ii) How to identify wastes in the production environ-
ment by applying the proposed methodology. Here,
the production environment refers to higher pro-
ductivity levels within limited constraints.

/e present research work is focused on the develop-
ment of a novel methodology using lean and smart
manufacturing for control of uncertain production man-
agement system based on the relationship between shop
floor management and resource availability.

2. Research Methodology

/e development of a methodology is a systematic strategy
to implement shop floor management methods that the
regulation of production can be possible. In previous studies,
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researchers developed a system to improve the effectiveness
of shop floor management methods for enhancement in
productivity. In the proposed methodology, emphasis was
laid on improving the control of resource utilization
according to the shop floor management system in Industry
4.0. /e following features distinguish the proposed
methodology and prove essential for implementing the shop
floor management method:

(i) /e proposed system helps in identifying the reason
for waste and source of waste and investigates the
impact of the shop floor management method on
the production environment in Industry 4.0.

(ii) /e proposed data-driven decision-making system
provides a systemic illustration of the shop floor,

and it helps the management system to control
production process and activities in smart factory.

(iii) /e developed system enhances production within
limited constraints, through advanced shop floor
management methods including smart manu-
facturing, Internet of things, and cyber-physical
system.

(iv) /e proposed system can be implemented in In-
dustry 4.0 and obtain industrial sustainability using
smart sensor-based system.

/e data-driven decision-making system has been de-
veloped to improve and regulate the production processes
within limited constraints. Figure 4 describes the proposed
system for shop floor management in Industry 4.0.

1 Lean manufacturing
Production enhancement by modification

in workflow chart 

3 Internet of things Convergence of advanced technologies

5 Hybrid approach
Modification in production management
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Figure 1: (a) Illustration of shop floor management methods in industry 4.0. (b) Illustration of objective of advanced shop floor
management in industry 4.0.
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3. Developed Data-Driven Decision-Making
System for Shop Floor Management

/e main objective of the data-driven decision-making
system is to control uncertain production activities within
limited constraints, and it has been possible by the elimi-
nation of waste found in production processes on the shop
floor. /e developed system is an effort to improve the
manageability of the shop floor management system to
enhance productivity within limited constraints in Industry
4.0.

3.1. Product Information. /is case example deals with the
improvement in production on a semiautomated assembly
line in a leading earthmoving machinery manufacturing
unit. /is assembly line was dedicated to producing a skid-
steer loader. Skid-steer loader is earthmoving machinery and
is based on cutting-edge technology. /e skid-steer loader is
a marvel in the mining machinery industry, complete with
maneuverability, compactness, and versatility. /e present
industry is unable to meet the needs of the customers within

the available constraints and is facing continuous customer
complaints regarding the quality of the product. /is results
in dissatisfaction in customers and looking to go to other
manufacturers who can provide better mining equipment
within the specified time. /e actual information of pro-
duction condition has been collected by Gemba Walk,
discussion with workers in meeting, previous records, and
direct observation. Table 2 describes previous production
records of the shop floor management system.

3.2. Analysis of Shop Floor Management. Lean and smart
manufacturing was adopted to investigate the efficiency of
the present production management system. A sample case
of the earthmoving equipment assembly unit was selected as
an example. /e production shop floor data have been
summarized by an analysis of production factors. A flow
chart was developed to understand the actual activities
performed on the shop floor. Figure 5 shows production
processes performed on the shop floor. /e waste related to
the production process was identified from the activities
being carried out at workstations and by analyzing the
production parameters derived from them; the actual state of
production was evaluated as was in the proposed method-
ology. Table 3 describes resources available at the work-
station of the present case and it has been analyzed by
observation and discussion with workers.

/e problems faced by the management system in the
present case have been identified by the analysis of resources
and actual performance of production processes on the shop
floor. To do this, production condition is evaluated by
calculating the production parameters and identifying the
problems faced on workstations. /e production parameters
such as lead time (LT), idle time (IT), available time (AT),

Recognition
of wastes

Data analytics

Performance
analysis

Survey

Meeting and training

Shop floor

Parameters

Planning and 
workload

Interviews

Machinery condition

Questionnaire

Processes 
and activities

Figure 2: Strategies implemented in previous works in recognition of wastes.

Monitoring and Control 
System Functionality

Resources condition 
and availability

Financial condition

1

2

3

Figure 3: Constraints faced in operation management on the shop
floor in industry 4.0.
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Table 1: Description of previous research works according to implemented work methodology.

References Medium of
observation Analysis of factors Method Result

Ramani and
Lingan [13] Survey Production activities,

workload, work plan
Value stream mapping

(VSM) Productivity improvement

Shou et al. [14] Questionnaire,
interview

Production activities,
production parameters VSM Reduction in production time

Saqlain et al.
[15] Work plan Production processes, work

plan Internet of things Productivity enhancement and prognosis
of production line

Gijo et al. [16] Survey Machinery condition Lean six sigma Reduction of cost and defects

Mittal et al.
[17] Survey, interview

Production process,
production parameters, work

plan
Smart manufacturing Smart manufacturing able to improve

production management system

Stadnicka and
Litwin, [18] Survey

Production process,
production parameters, work

plan
VSM Reduction in production time

Asif and Singh
[19]

Production
activities, work plan

Production processes, work
plan Internet of things Cost reduction

Cannas et al.
[20] Survey /e production process,

machinery condition
Lean manufacturing,

Kaizen
Improvement in production time and

work performance

Das et al. [21] Survey /e production process, work
plan, production parameter

VSM, Kaizen, single
minute exchange of die

Reduction in production time, work-in-
process inventory, congestion on the shop
floor, and improvement in workplace

safety
Chien and
Chen [22]

Production
activities

Production processes, work
plan, machinery Smart manufacturing Improved machinery effectiveness,

reduced production time
Gaspar et al.
[23] Survey Production processes, work

plan Internet of things Proved superior decision-making method

Kumar et al.
[24] Survey, meeting

Production activities,
production parameter, work
plan, machinery availability

Lean manufacturing,
Kaizen

Reduction in production time, manpower,
and machinery setting time

Méndez and
Rodriguez [25] Interview, meeting

Production activities,
machinery condition, work
plan, production parameter

Total productive
maintenance Improvement in productivity and quality

/omas et al.
[26] Survey, meeting

Production processes,
production parameter, work

plan
Lean six sigma Reduction in production time and cost.

Lu and Yang
[27] Survey

/e production process, work
plan, production parameters,

workload

Lean manufacturing,
Kaizen

Reduction in production time and
improvement in resource utilization

Torres et al.
[28] Survey Production process, work

plan Smart manufacturing Smart manufacturing proved an efficient
method for shop floor management

Tyagi et al. [29] Survey, interview,
meeting

Production process, work
plan, production parameter VSM Reduction in production time

Andrade et al.
[30] Survey

Production process,
production parameter,

workload
VSM Reduction in production time and

improved utilization of work position.

Frankό et al.
[31] Work plan Production processes on the

shop floor Internet of things Enhanced efficiency of logistic task

Seth and Gupta
[32] Survey

Production process, work
plan, production parameter,

workload
VSM Improvement in production and reduction

in work-in-process inventory

Liao et al. [33]
Production

processes, work
plan

Production activities,
machinery condition, work

plan,
Internet of things Reduction in cost and improvement in

customer satisfaction in terms of product

Vinodh et al.
[34]

Survey,
questionnaire

Production process, work
plan, production parameter,

machinery availability
VSM Reduction in production time and defects

Beliatis et al.
[35]

Work plan,
interview Traceability of the product Industrial Internet of

things Reduction in bottleneck and lead time

Horak et al.
[36] Work plan Vulnerability of the

production line
Industrial Internet of

things

Cyber-attack responsible of malfunction of
Internet of things devices and failure of

production line
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uptime (UT), cycle time (CT), change over time (CO), value-
added time (VAT), and non-value-added time (NVAT) of
production processes have been calculated and shown in
Table 4. /e problems faced on present production shop
floor management system have been described in Table 5.

3.3. Development of New Production Shop Floor. Planning
and execution of new production shop floor include four
steps according to the working environment: elimination of
non-value-added activities, optimization of production
processes, proposal of actionplan for the eliminationofwaste,
and illustrationof productionplanning aflowchart./e steps
refer to improvement in overall production processes on the
shop floor. /is type of step involves all the optimization of

production processes, identification of non-value-added
activities, resources, and work plan. /e proposed data-
driven decision-making system aims to provide a guideline to
industry persons for improving production on the shop floor
using leanand smartmanufacturing./esteps involved in the
proposed methodology are shown in Figure 6.

/e next step is to develop a workflow chart by opti-
mization of production processes by a suitable method, and
the new workflow chart will help the production manager
clearly understand the production processes and propose an
action plan for the elimination of waste. With all the details
of production shop floor management, a workflow sheet has
been prepared and presented in Figure 7.

Table 6 shows the proposal of the action plan prepared
for smart production shop floormanagement in all activities.

Production
information

1.Brainstorming
2.Gemba walk
3.Dynamic modelling
4.Constraint's analysis
5.Product specification

Development of new
production shop floor

Analyze shop
floor management

Validation of
methodology

1.Design work plan
2.Simulation of
activities
3.Bottleneck analysis
4.Automation
condition
5.Cyber security

1.Embedded system
2.Asset tracking system
3.Optimization of
production processes
4.Virtual workstations
5.Automated production
line

1.Production enhancement
Sustainable production
management system

2.Computational
intelligence
3.Optimization of
production time using L9
Taguchi orthogonal array

4.Comprehensive validation
of process plan
methodology using
Taguchi approach in order
to enhance operational
excellence

5.Comparative analysis by
previous research work
results
6.Adapted to the production
situation of Industry 4.0

Figure 4: Proposed data-driven system for shop floor management in industry 4.0.

Table 2: Observed production condition on the shop floor.

Production condition Quantity
Working time 570 minutes
Break time 50 minutes
Available time 520 minutes
Production time Job shop production
Number of shops 10
Number of product/days 6
Number of processes 18
Number of employees 52
Number of workers 44
Number of shifts 1
Shop floor area 34.5meter× 76 meter
Material handling equipment Hoist, forklift
Customer requirement Time, service, quality, cost

Constraints Manpower, shop floor area, material handling tool, present shop floor working
environment, machinery, budget

Production problems Higher distance between workstations, breakdown of material handling equipment,
lack of production planning, congestion on the shop floor, improper clamping

Process for higher production time Outsourcing services like painting
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Production process
& Workstation

Assembly Fabrication Profile
cutting
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Manufacturing
of loader arm

Complex part
manufacturing
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running condition

Cabin
installment

Electric
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Servicing
(If required)

Quality testing

Hydraulic pump
& motor
assembly

Chassis &
loader arm
fabrication

Testing of
workability with

tools

Figure 5: Observed production plan on shop floor.

Table 3: Resource availability on the present production shop floor.

Workstation
Shop floor
management

method

Resources

Manpower Shop floor area
(square meter)

Machinery
condition

Machinery
position

Material
handling
equipment

Transmission assembly Lean manufacturing 4 72.5 Ok Unplanned Manual
Engine assembly Lean six sigma 2 18.7 Poor Planned Manual

Wheel assembly Smart
manufacturing 2 16.36 Ok Planned Manual

Hydraulic pump assembly Lean manufacturing 2 12.53 Ok Unplanned Manual
Hydraulic motor assembly Lean manufacturing 2 12.53 Ok Unplanned Manual
Manufacturing of loader
arm Lean manufacturing 3 71.23 Ok Planned Hoist

Chassis manufacturing Lean manufacturing 5 45.99 Poor Unplanned Manual
Chassis and loader arm
fabrication Lean six sigma 3 56.125 Insufficient Unplanned Forklift

Complex part
manufacturing

Smart
manufacturing 1 113.94 Ok Planned Hoist

Painting (baby part) Lean manufacturing 2 89.02 Ok Planned Hoist
Painting (loader and
chassis) Lean six sigma Outsourcing 72.5 Not available Not available Forklift

Handover of equipment to
the inspection team Lean manufacturing 2 72.5 Not required Not required Manual

Inspection at running
condition Lean manufacturing 4 837.47 Not required Not required Not required

Testing of tools workability
on field Lean manufacturing 4 72.5 Ok Planned Manual

Cabin installment Smart
manufacturing 2 110.800 Malfunctioning Planned Hoist

Electric gauge assembly Lean manufacturing 2 89.04 Ok Planned Manual
Quality inspection Lean six sigma 2 135.66 Ok Unplanned Not required
Servicing Lean manufacturing 2 Not required Ok Unplanned Manual
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Table 4: Analysis of present production processes on the shop floor.

S.No. Process AT
(minute)

UT
(%)

No. of
operators

CO
(minute)

CT
(minute)

NVAT
(minute)

IT
(minutes)

1 Transmission assembly 520 82.69 8 90 360 105 15
2 Manufacturing of loader arm 520 87.50 3 65 245 95 30
3 Chassis manufacturing 520 85.58 4 75 265 140 65
4 Wheel assembly 520 97.12 3 15 150 25 10

5 Chassis and loader arm
fabrication 520 79.81 3 105 300 150 45

6 Inspection of fabrication 520 97.12 3 15 60 45 30
7 Painting (baby parts) 520 95.19 2 25 315 55 30
8 Painting (large parts) 520 90.38 1 50 300 1490 1440
9 Engine assembly 520 93.27 2 35 190 50 15

10 Hydraulic pump and motor
assembly 520 95.19 2 25 120 45 20

11 Roll off and hot testing 520 89.42 6 55 2370 165 110
12 Cabin installment 520 96.15 2 20 185 60 40
13 Electric gauges assembly 520 95.19 3 25 195 70 45
14 Final inspection 520 98.08 2 10 160 35 25

Table 5: /e problems faced by the management system in production processes.

S.No. Name of shop Problems Source of problem

1. Transmission

1. Long-distance between workstations (i) Lack of workload allotment
2. Unplanned location of machinery (ii) Ergonomics issues

3. Lack of material handling equipment (iii) Absence of condition monitoring
system

4. Lack of safety on the shop floor (iv) Lack of production planning
5. Improper workload

2. Fabrication

1. Workplaces are not decided (i) Inefficient production workflow
2. More workstations (ii) Lack of layout
3. Lack of fabrication plan
4. Lack of fabrication equipment

3. Profile cutting

1. Mostly shutdown. (i) Absence of smart control system
2. Higher setup time (ii) Lack of awareness
3. Rarely required
4. Lack of skilled workers

4. Engine assembly

1. A longer distance between workstations (i) Safety issues
2. Higher material handling time (ii) Manual power control system
3. Lack of workers (iii) Lack of work allotment plan
4. Poor arrangement for material handling

5. Painting

1. Painting of larger parts has been done in another plant (i) Outsourcing of services
2. Required extra worker for inspection of larger part painting (ii) Logistics issues
3. Fewer number of workers in the painting shop (iii) Traditional safety equipment
4. Ergonomics issues (iv) Congestion at the workstation

6. Hot testing
1. No timeline set for the workstation (i) Lack of work plan
2. Due to the lack of shop floor area at the next workstation, the
movement time of the product is not determined

(ii) Parking in open space due to shortage
of area on the shop floor

7. Cabin installment Lack of worker’s experience (i) Lack of training and meetings
Malfunctioning in machinery (ii) Manual control system

8. Electric gauge
assembly

1. Lower worker skills (i) Worker’s involvement in more than
one shop

2. Higher workload (ii) Lack of workload plan

9. Quality inspection 1. Non-detection of faults (i) Manual inspection
2. Unnecessary change of workers (ii) Lack of workload plan
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After the review of the production management system, it
has been decided that which workstation and production
process needed to improve. /e review process was done by
production workflow analysis session and evaluation of
production parameters. /e calculation of each parameter
used in production shop floor management has been dis-
cussed in Table 7.

4. Results and Discussion

4.1. Development of the Current System in Order to Enhance
theOperational Performance byUsingHybrid Integrated Lean
and Smart Manufacturing Methodology. In line with the
research, the objective raised the result demonstrated non-
value-added activities and production time reduction and

Table 6: Proposed action for production planning.

S.
No. Name of shop Proposed action Non-value-added activity

Suggested smart
production management

system

Process
optimization

1. Transmission

(i) Reduced distance between
workstations

Transportation, inventory,
motion, non-utilized talent

Automated production
line Yes

(ii) Machinery placed at the
planned location
(iii) Provide material handling
equipment
(iv) Followed up safety norms on
the shop floor
(v) /e workload has been
decided according to the skill of
the workers

2. Fabrication

(i) Decided workload according
to the skill of the workers

Non-utilized talent, motion,
waiting, defect Embedded system Yes

(ii) Reduced number of
workstations
(iii) Developed fabrication
planning
(iv) Arranged fabrication
equipment in a systematic
manner

3. Profile cutting

(i) Organized training for
operators Non-utilized talent, motion Embedded system NA(ii) Eliminate unnecessary
activities

4. Engine assembly

(i) Improvement in layout

Transportation, inventory,
motion, non-utilized talent, excess

processing

Automated production
line Yes

(ii) Reduced distance between
workstations
(iii) Increased number of workers
(iv) Arranged material handling
equipment in a proper manner

5. Painting

(i) Increased number of workers

Motion, waiting, overproduction Embedded system Yes
(ii) Provided safety equipment
for workers
(iii) Both the processes were
started simultaneously

6. Hot testing

(i) Decided timeline on the
workstation Motion Embedded system, asset

tracking system Yes(ii) Increased shop floor area in
layout

7. Cabin
installment

(i) Organized meetings and
training Excess processing, motion Automated production

line, embedded system Yes

8. Electric gauge
assembly

(i) Replaced operator by skilled
operator Excess processing, non-utilized

talent, inventory Embedded system Yes(ii) Decided workload
distribution

9. Quality
inspection

(i) Improve production planning
Motion, excess processing Automated production

line Yes(ii) Eliminate unnecessary
activities
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provided benefits in production improvement within lim-
ited constraints through the proposed methodology using
the shop floor management method for the mining ma-
chinery assembly unit in Industry 4.0. In this production
management application study, production time reduction
was successfully achieved by reducing the waste by facing the
challenges of complex environments of the production shop
floor. Authors used a new methodology on production shop
floor conditions, logically followed only production work-
flow which does not get into the concept of production
management methods, like production parameters, pro-
duction factors within limited contraints which have been
promoted by the previous researchers. /e study reports
overall production time reduction within available con-
straints on the production shop floor. To know actual im-
provement achieved by proposed methodology
implementation, an analysis has done between previous
condition and improved condition of the production shop
floor. /e analysis of production enhancement has been
shown in Table 8.

/e similar results have been found out by Dehghani et al.
[37], who proposed a new game-based optimization algorithm
named dart game optimizer. /e quality and ability of the
performance of dart game optimizer was checked by twenty-
three objective functions and was compared with other eight
optimization algorithms, including particle swarm optimiza-
tion, genetic algorithm, gravitational search algorithm, grey
wolf optimizer, teaching learning-based algorithm, grasshop-
per optimization algorithm, marine predators algorithm, and
whale optimization algorithm. /e result of the study showed
that the developed algorithm was efficient and able to exploit
and explore in solving different optimization problems.
Dehghani et al. [38] developed a new optimizer named mul-
tileader optimizer to solve optimization problems. /e
designed optimizer was used to conduct the algorithm toward a
quasi-optimal solution by using information from population
members. /e result of the study showed that the developed
algorithm was superior in solving optimization problems.
Dehghani et al. [39] developed a binary model of orientation
search algorithm named binary orientation search algorithm.

/e twenty-three benchmark test functions tested the devel-
oped model. /e result of the study showed that the developed
model was able to solve optimization problems efficiently.

Dehghani et al. [40] developed a spring search algorithm
to solve single-objective constraints optimization problems.
/e functionality of the developed algorithm was evaluated
by thirty-eight established test mark functions and com-
pared with other eight optimization algorithms, including a
teaching learning-based algorithm, genetic algorithm,
gravitational search algorithm, grasshopper optimization
algorithm, particle swarm optimization, a spotted hyena
optimizer, a grey wolf optimizer, and emperor penguin
optimizer. /e result of the study showed that the developed
algorithm has superior exploitation and exploration capa-
bilities compared to other algorithms.

/e proposed methodology has been efficiently imple-
mented in the present case example of Industry 4.0, in which
systematic work planning has been helpful for the reduction
in congestion on the shop floor and results in productivity
enhancement. Productivity improvement on the shop floor
in terms of production parameters has been shown in
Figure 8.

/e similar results have been reported by Dhiman and
Kumar [41], who developed a metaheuristic algorithm called
spotted hyena optimizer. /e developed algorithm was
implemented to one unconstrained engineering design
problem and five real-life constraints and compared with
eight algorithms on twenty-nine benchmark test functions.
/e result of the study demonstrated that the developed
algorithm was better than other metaheuristic algorithms.
Dhiman and Kaur [42] developed a bio-inspired algorithm
named sooty tern optimization algorithm for constrained
industrial problems. /e developed algorithm was imple-
mented to solve six constrained industrial applications and
compared with nine algorithms over forty-four benchmark
functions./e result of the study revealed that the developed
model was able to solve constrained problems and was ef-
ficient in comparison to other algorithms. Kaur et al. [43]
proposed a bio-inspired algorithm named tunicate swarm
algorithm./e performance of the tunicate swarm algorithm

Table 7: Improvement in production parameter in product.

S.
No. Process AT

(minute)
UT{UT� (AT−CO)/

AT)} (%)
Number of
workers

CO
(minute)

CT
(minute)

NVAT
(minutes)

Idle time
(minutes)

1 Transmission assembly 520 85.58 7 75 340 85 10

2 Manufacturing of loader
arm 520 88.46 4 60 245 80 20

3 Chassis manufacturing 520 86.54 5 70 250 130 60
4 Wheel assembly 520 98.08 3 10 135 20 10

5 Chassis and loader arm
fabrication 520 79.81 5 105 320 160 45

6 Painting 520 90.38 2 50 240 1470 1420
7 Engine assembly 520 93.27 3 35 180 50 15

8 Hydraulic pump and
motor assembly 520 96.15 3 20 120 40 20

9 Roll off and hot testing 520 91.35 7 45 2310 135 90

10 Cabin installment and
electric gauge assembly 520 94.23 3 30 330 75 45

11 Final inspection 520 98.08 2 10 150 30 20
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was evaluated on seventy-four benchmark test problems by
ANOVA test. /e result of the study revealed that the de-
veloped algorithm was able to provide a better optimal
solution compared to other algorithms. Dhiman and Kumar
[44] developed an optimization algorithm called emperor
penguin optimizer. /e performance of the developed al-
gorithm was evaluated on forty-four benchmark test func-
tions by implementing seven nonlinear and mixed-integer
structural problems. /e result of the study demonstrated
that the developed algorithm was able to provide better
results than other metaheuristic problems. Dhiman and
Kumar [45] proposed a bio-inspired algorithm named
seagull optimization algorithm. /e performance of seagull
optimization algorithm was compared with forty-four
benchmark functions. /e result of the study revealed that
the developed algorithm was able to solve large-scale con-
strained problems and was efficient in comparison to other
optimization algorithms.

Due to the problems encountered in production shop
floor management, the present case study shows the elim-
ination of waste and the improvement in productivity levels
that have been possible through the proposed system. To
substantiate this statement, a comparative analysis was
performed on the present research work with previous

research works. It was found from the analysis that the
proposed methodology is superior in the elimination of each
production problem and non-value-added activities in In-
dustry 4.0. /e comparative analysis on some important
production conditions between previous researches and the
present study has been shown in Table 9.

/e related work has been revealed by Dhiman et al. [46],
who developed a metaheuristic algorithm named emperor
penguin optimizer. Twenty-five benchmark functions vali-
dated the output of the developed algorithm. Furthermore,
the result of the study demonstrated that the developed
algorithm was superior in comparison to other algorithms.
Dhiman [47] developed a bio-inspired metaheuristic opti-
mization approach named emperor penguin and salp swarm
algorithm. /e efficiency of the developed algorithm was
evaluated by convergence analysis, scalability analysis,
ANOVA test, and sensitivity analysis. /e result of the study
revealed that the developed algorithm was superior and
provided optimal solutions compared to other algorithms.
Dhiman et al. [48] developed a bio-inspired optimization
algorithm named rat swarm optimizer to solve optimization
problems. In the study, the performance of the developed
algorithm was validated by comparing it with eight opti-
mization algorithms. /e result of the experiment revealed

CO (P1) CO (P2) CT (P1) CT (P2) NVAT
(P1)

NVAT
(P2) IT (P1) IT (P2) Worker

(P1)
Worker

(P2)
Assembly 210 170 1200 1105 355 270 145 100 20 19
Fabrication 245 235 810 600 385 370 140 125 10 14
Painting 75 50 615 240 1545 1470 1470 1420 3 2
Hot testing 55 45 2370 2310 165 135 110 90 6 7
Quality inspection 25 10 220 150 80 30 55 20 5 2
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Figure 8: Analysis on parameter between present and proposed shop floor (P1-observed shop floor condition, P2-modified shop floor
condition).

Table 8: Analysis of improvement in terms of production parameter and utilization of resource.

Name of shop
Production parameters Utilization of resource

CT
(minutes)

CO
(minutes)

IT
(minutes)

NVAT
(minutes)

UT
(%)

No. of
worker Machinery Shop floor area (square

meter)
Assembly 45 25 5 30 3.97 2 Yes 224.9
Fabrication 305 95 105 190 12.56 2 Yes 0
Painting 375 25 50 20 4.35 0 NA 89.1
Roll off and hot
testing 60 10 20 30 1.76 1 NA 837.5

Installment 50 15 40 55 2.71 2 Yes 110.8
Inspection 10 0 5 5 0 3 Yes 0
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that the developed algorithm was efficient in solving real-
world optimization problems. Vaishnav et al. [49] per-
formed a logical analysis on total death, total cases, and total
recovery reported in the pandemic of COVID-19. In the
study, decision tree regression and random forest models
were used to perform logical analysis. /e result of the
study revealed that the prediction accuracy of the random
forest model and a regression model was 76% and 70%,
respectively.

After a comparison of the proposed data-driven deci-
sion-making system with previous research works as sug-
gested in the literature, it has been concluded that majorly
three drawbacks were found in previous systems. /e
drawbacks included the inability to produce within limited
resources, giant gaps in resource utilization, and poor
working conditions on the production shop management.
/e present article proposed a data-driven decision-making
system that pays attention to these drawbacks. /e proposed
methodology was proved superior by productivity en-
hancement obtained in results within limited constraints in
Industry 4.0. /e comparison between results obtained by
the previous methodology and presented methodology as
discussed in Table 8 revealed that the proposed system is able
to provide superior results within limited constraints in
Industry 4.0.

4.2. Implementationof L9TaguchiOrthogonalArray toReduce
Production Time. /e management teams were curious to
optimize production processes in the present industry for
operational enhancement because they were facing several
problems in productionmanagement, including higher cycle
time, inefficient workers, higher downtime, and excess
power consumption. In the present work, brainstorming
sessions have been organized with team members and
workers to recognize the exact reason for problems in the
production processes on the shop floor. Brainstorming
sessions have concluded that the main reasons for the
problem were the excess movement of workers due to lack of
workload distribution, breakdown of material handling
equipment due to lack of planning, shop floor congestion,
disarrangement of machinery, outsourcing, and lack of
monitoring system. /erefore, three parameters, including
cycle time, number of operators, and available time, influ-
enced operational performance on the shop floor. In the

study, Minitab is used to design experiment-based Taguchi
method considering three parameters with three levels in
which level 1 is lowest and 3 is highest (Table 10).

Analysis of variance is used to identify the relative
significance of the individual production parameters as il-
lustrated in Table 11. /e table can conclude that the idle
time, cycle time, and non-value-added time reduction have
contributed efficiently.

ANOVA proved that number of operators is the most
significant parameter effecting the production time and it
contributes 74.78% to obtain minimum production time.
Available time is also another significant parameter, and its
contribution is 22.40%, while cycle time is insignificant.
Table 12 shows the model summary.

/e operational performance of production processes is
analyzed by Taguchi’s L9 orthogonal array method and
expressed in signal-to-noise ratio. /is analysis is performed
to obtain the precise operational setting for production time
on the Industry 4.0 shop floor. Tables 13 and 14 illustrate the
response table for the signal-to-noise ratio (smaller is better)
and the means. Figures 9 and 10 show the analysis found on
the signal-to-noise ratio.

Response table for S/N ratio and means signifies that no.
of operators is the important factor that effects production
time followed by available time and cycle time.

Main effects plot for production time reveals that
available time of 520 minutes, cycle time of 5260 minutes,
and number of operators of 44 yield minimum production
time.

4.3. Validation of Methodology. /e results of validation are
compared with the estimated with the optimum production
parameters. Minimum production time could be obtained at
available time of 520minutes, cycle time of 5260 minutes,
and number of operators of 44 based upon the response plots
as shown in Figures 5 and 6 of production time analysis./is
indicate that the obtained optimal setting of controllable
factors for available time, cycle time, and number of op-
erators results in the lower production time. As a result,
Taguchi validation method as great potential application in
highly competitive mining machinery shop floor industry
due to its reliability and predictive accuracy in managing the
process operating factors and limited number of trial ex-
perimentation required, which saves time, effort, and

Table 9: Benefits of the proposed methodology in comparison of previous methodologies.

Industry condition
Previous methodologies Proposed methodology

Authors Changes Status Changes Status
Production capacity [25] 10.7% Improved 66.67% Improved
Production cost [5] 40% Improved 46% Improved
Production lead time [34] 1.07% Improved 11.10% Improved
Manpower requirement [36] 26.08% Improved 34.09% Improved
Utilization of machinery [25] 8.9% Improved 16.67% Improved
Shop floor utilization [21] NA Improved 33.55% Improved
Reduction of defects [16] 85.26% Improved 88.89% Improved
Setup time reduction [24] 65.85% Improved 72.37% Improved
Working environment [21] NA Improved Safety, working time, workload Improved
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resources. As far as optimization and plan validation is
concerned, the production time has been optimized by using
L9 Taguchi orthogonal array by considering available time,
cycle time, and number of operators as input parameters.
/is novel process optimization methodology has been
strongly recommended to detect, mitigate, and eliminate the
production uncertainties and non-value-added activities
within available resources in order to achieve vital pro-
gressive objectives of Industry 4.0.

A smart system should monitor some types of valida-
tions (constraints, resource conditions, workload distribu-
tion, workflow flexibility, shop floor capability, etc.). As
discussed above, each type of validation is related to pro-
duction efficiency or operational excellence on the shop floor
[50]. Production efficiency means that the desired pro-
duction process parameters can be improved by maximizing
resources. At the same time, operational excellence dem-
onstrates that eliminating waste can improve the desired
production process parameter. /e types of validations
should be evaluated to investigate the production system’s
actual effectiveness and significant for the improvement in
production efficiency and elimination of waste [51].

/e developed system has been implemented to optimize
production processes and identify waste. /e proposed data-
driven decision-making system uses the lean and smart
manufacturing concept to execute production planning on
the shop floor. Production evaluation shows that the pro-
duction system has improved in terms of productivity level,
floor layout, safety, production time, working environment
and worker efficiency. /e validation of the proposed
methodology involves four levels of action according to the
present industrial working environment: analysis of pro-
duction enhancement in terms of production parameter and
utilization of resources; comparison of improvement on the
shop floor in terms of production conditions; comparative
analysis between proposed system and previous system as
suggested in previous research work; and validation of
methodology by analysis of improvement achieved in pro-
duction./ese levels help validate the proposedmethodology
and can give the management system confidence that it can
provide improvements in the production system with in-
creased productivity in Industry 4.0. Figure 11 describes
improvement obtained on the production shop floor in terms
of production parameter within available resources, and it
validates that the proposed methodology will be helpful for
the production management system in Industry 4.0.

Table 10: Experimental data used for the analysis.

Available time (mins) No. of operators Cycle time (mins) PT (mins) SNRA3
490 43 5245 7820 −77.8641
490 44 5260 8510 −78.5986
490 45 5280 7544 −77.552
520 43 5260 8280 −78.3606
520 44 5280 8832 −78.9212
520 45 5245 8004 −78.0661
560 43 5280 7590 −77.6048
560 44 5245 8510 −78.5986
560 45 5260 7590 −77.6048

Table 11: Analysis of variance.

Source DF Seq SS Adj SS Adj MS F P Percentage contribution
Available time (mins) 2 0.46562 0.46562 0.232809 47.84 0.020 22.40%
No. of operators 2 1.55439 1.55439 0.777196 159.69 0.006 74.78%
Cycle time (mins) 2 0.04896 0.04896 0.024481 5.03 0.166 2.36%
Residual error 2 0.00973 0.00973 0.004867 0.47%
Total 8 2.07871

Table 12: Model summary.

S R-Sq R-Sq (adj)
0.0698 99.53% 98.13%

Table 13: Response table for signal-to-noise ratios.

Level Available time
(mins) No. of operators Cycle time

(mins)
1 −78.00 −77.94 −78.18
2 −78.45 −78.71 −78.19
3 −77.94 −77.74 −78.03
Delta 0.51 0.97 0.16
Rank 2 1 3

Table 14: Response table for means.

Level Available time
(mins) No. of operators Cycle time

(mins)
1 7958 7897 8111
2 8372 8617 8127
3 7897 7713 7989
Delta 475 905 138
Rank 2 1 3
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5. Notable Contributions of Lean and Smart
Manufacturing Concept in Industry 4.0

/e production management team members emphasize
developing a decision-making system to enhance opera-
tional excellence in complex manufacturing environments,
including Industry 4.0, using process optimization methods.
Various process optimization methods that have been used
in previous research work for shop floor management in-
clude smart manufacturing, artificial neural network, lean
manufacturing, Internet of things, and cyber-physical sys-
tem. In an extensive literature review, it has been found that
the researchers and industry individuals preferred to

implement lean manufacturing concept on the shop floor,
but industrial revolutions and changes have led to a demand
for newmethods in shop floor management./e researchers
focus on developing a hybrid method for operations man-
agement on the shop floor to accomplish this. /e hybrid
method uses the integration of two or more methods to
enhance the adaptability of operational excellence in pro-
duction processes on the shop floor. Lean and smart
manufacturing concepts works as hybrid method and fulfil
this need of the industry individuals to enhance productivity
within limited constraints. Implementing lean manu-
facturing in the shop floor management, including Industry
4.0, can effectively improve operational excellence when
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integrated with the smart manufacturing concept. Gho-
bakhloo and Ching [52] discussed the identification of
determinants of smart manufacturing-related information
and digital technologies. /e data for analysis were collected
from an electronic survey and questionnaire organized in
Malaysian and Iranian small and medium enterprises. /e
results showed that smart manufacturing-related informa-
tion and digital technologies were costly for most small and
medium enterprises and significantly influenced by the
imposition from the environment. Tripathi et al. [53] de-
veloped an agile system to improve operational performance
using a methodology coupled with VSM. /e developed
method was validated by improving the operating perfor-
mance of a production management system in Industry 4.0
environment. Furthermore, the result of the study revealed
that the developed system was able to enhance operational
excellence by eliminating waste within available resources in
Industry 4.0.

Li [54] developed a conceptual model using lean, smart
manufacturing and implemented it in the bicycle industry.
/e result of the study demonstrated that lean and smart
manufacturing could enhance operational excellence of the
management system by setting up a smart factory platform
in Industry 4.0. Dey et al. [55] proposed smart chain
management for imperfect production processes where
demand rate was variable and demand depended on the
advertisement. /e study developed a mathematical model
to identify imperfect items in production processes for
making more innovative processes. /e results revealed that
the developed model could help managers reduce total costs
and enhance system profit. Chiarini and Kumar [56] in-
vestigated on the integration of Industry 4.0 technologies
and lean six sigma. /e analysis has been done by direct
observations and interviewing experts and managers of ten
Italian manufacturing industries. /e result demonstrated
that lean six sigma could enhance outcomes effectively by
using Industry 4.0 technologies. Amjad et al. [57] developed

a framework for integration of green manufacturing, lean
manufacturing, and Industry 4.0 in harmonious way. /e
framework was validated by implementing in an auto-parts
manufacturing industry. /e result of the study demon-
strated that the developed framework was efficiently opti-
mized and reduced the lead time, value-added time,
greenhouses gas emission, and non-value-added time
emission effectively by 25.60%, 24.68%, 55%, and 56.20%,
respectively.

It has been observed that the hybrid methods attract the
attention of researchers in operation management on the
shop floor because of the enhancement of operational ex-
cellence within limited constraints [4, 12, 16, 24, 26, 47,
56, 58]. /e present research work focuses to develop a data-
driven decision-making system using lean and smart
manufacturing for smart and safer shop floor management.
/e developed system has been validated by implementing it
in an actual production condition for the shop floor man-
agement. /e study revealed that the developed data-driven
decision-making system enables the shop floor management
teams to enhance productivity and industrial sustainability
by eliminating waste within available resources in Industry
4.0. Figure 12 demonstrates the benefits of the developed
data-driven decision-making system compared to previous
research outcomes regarding standardized factors of the
shop floor management system.

Lean and smartmanufacturing is a prevalent approach for
operation management on the shop floor and it is used to
enhance operational performance by optimization of pro-
cesses and elimination of waste. Lean and smart concept helps
industry individual in improvement in operational control on
the shop floor by understanding and analyzing actual pro-
duction condition. /e management teams use various
standard parameters to evaluate the observed production
system using lean and smart manufacturing. /e parameters
include available time, uptime, worker, changeover time,
cycle time, idle time, and non-value-added time.

Production lead
time Working time Idle time NVAT

Production per
day

Observed 7745 570 1920 2530 6
Modified 6885 610 1755 2275 10
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Figure 11: Improvement obtained in production parameters.
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In previous research works, it has been observed that
available time has been calculated by finding the difference
between total working hours and break time; uptime is
measured as the difference between available time and
changeover time and the ratio between their available time;
the number of operators has been calculated by observing
allotment of workers at each workstation; change over time
has been computed by observing time taken for changing
time between two processes including setup time; cycle time
has been calculated by completion time of each process; the
non-value-added time has been computed by the sum of
changeover time and idle time; and idle time has been
measured by observing the time in which no any activity
performed. /ese parameters are used to investigate the
actual performance of the shop floor management system.
/e researchers and management teams used all the pa-
rameters in previous research works to identify the primary
source of the problem. /e parameters help industry indi-
viduals to understand and control production processes by
implementing a robust action plan.

Ramani and Lingan [13] improved the performance of
the production management system by implementing value
stream mapping in an industry of gas-insulated switchgear
design. Value stream mapping is a lean-based method to
enhance productivity by eliminating waste. /e manage-
ment team members drew an actual shop floor diagram
using the value stream mapping principle to identify and
eliminate sources of waste. Results showed a 30% im-
provement in productivity and a 30% reduction in man-
hours. Sutharsan et al. [59] examined the application of the
lean concept in the Monoblock pump industry using value
stream mapping. Value stream mapping improved the
workflow chart diagram of production processes by elimi-
nating waste by calculating parameters including available
time, lead time, value-added time, and cycle time. /e study
showed a reduction in lead time, cycle time, and defect rate
by 1.4 days, 12.8 minutes, and 2%, respectively. Sahoo et al.
[5] developed a systematic strategy to implement Taguchi’s

method’s lean concept. /e developed strategy was imple-
mented in a forging industry for improvement in opera-
tional performance by the elimination of waste. /e study’s
result revealed a significant reduction in non-value-added
activities, shop floor area, and lead time by 72 minutes, 27%,
and 325minutes, respectively. Tripathi et al. [60] developed a
model for shop floor management using an artificial neural
network coupled with value stream mapping. /e developed
model was implemented in an earthmoving equipment
machinery manufacturing unit. In the study, value stream
mapping was used to enhance operational performance by
eliminating waste. In addition, various parameters were
analyzed, including available time, uptime, cycle time, up-
time, non-value-added time, and the number of workers, to
understand the present production shop floor condition.
/e developed model was machine learning-based and
tested by proposed shop floor management. /e result of the
study revealed that the developed model was efficient for
prediction purposes with mean absolute error and mean
square error.

6. Conclusions

In the present research article, a methodology has been
developed for robust regulation of shop floor management
in uncertain production conditions in Industry 4.0. It has
been observed that lean and smart manufacturing is able to
control uncertain production conditions on the shop floor in
Industry 4.0. /e proposed data-driven decision-making
system enables the management team to enhance produc-
tivity and industrial sustainability within limited constraints
in Industry 4.0. From the reported result, it was observed
that the proposed system significantly improved the effi-
ciency of production management and operational perfor-
mance by suggesting smart systems. /e results of the study
showed that a substantial reduction in production time and
cost has been achieved. In this article, the authors suggested
an ingenious methodology that allows a simultaneous

Aim of the present data-
driven decision-making 

system in industry 4.0

Outcomes obtained in
previous research 

works

Develops a data driven decision
making system to enhance industrial
sustain ability and operation
management inindustry 4.0.

Efficiently identifies waste in
production processes on the shop floor
including industry 4.0.

Obtains smart and safer shop floor
management to enhance operation
excellence within limited constraints.
Provides a robust decision-making
guidelines to shop floor management
teams to improve productivity and
financial profit ability through efficient
process optimization methods.

Applicable in all types of complex
production shop floor management
system including industry 4.0.

Obtained operational excellence
with in limited constraints.

Enhanced productivity by
maximizing utilization of
resources.

Improved working conditions
by organizing conversations
with employees.
Improved financial profit ability
by eliminatingwaste and
unnecessary activities.

Applicable in specific production
environments with various
conditions.

Comparative analysis on 
standardized factors of the shop 
floor management using present 

system

Productivity 
has been 

improved by
56%.

Financial 
profitability 

has been 
improved by

25%.

Shop floor 
utilization has 

been 
improved by 

34%.

Quality 
has been 
improved 

by 66%.

Changeover 
time has been 

reduced by
17%.

Figure 12: Description of benefits of the developed system in comparison with findings of previous research works.
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optimization and process parameter validation that is
production time by using Taguchi approach in order to
provide more flexibility and productivity efficiency for shop
floor management in Industry 4.0. Based on the results
obtained under validation of Taguchi method, ANOVA
results evidenced that number of operators is the most
significant parameter effecting the production time and it
contributes 74.78% to obtain minimum production time.
Available time is also another significant parameter, and its
contribution is 22.40%, while cycle time is insignificant. /e
developed data-driven decision-making system would be a
benchmarking and problem-solving for enhancement in
productivity and provide a smart production management
system using lean and smart manufacturing principles in
Industry 4.0. /e authors of the present research work
strongly believe that the developed system would be bene-
ficial to industry individuals in the smart production shop
floor management system in the uncertain condition in
Industry 4.0. /e study helps control operational excellence
by reducing waste and idle time through the Taguchi L9
orthogonal array method and enhancing its effectiveness
using lean and smart manufacturing. /us, we can suggest
that the advanced Taguchi approach could be applicable for
industrial environments at optimal production process
parameter with high-quality statistical design to enhance the
operational excellence. Furthermore, the finding can be used
for those production conditions where the production time
and resources consumption increase due to excessive
changes in adjustments of production processes.

7. Future Scope

/e implementation of an appropriate strategy is a crucial
decision for shop floor management. /erefore, industry
people emphasize developing a robust decision-making
system and guidelines to make this decision right
[6, 9, 16, 26, 53, 56, 58, 60, 61]. /e present research focuses
on developing a data-driven decision-making system for
sustainable shop floor management using lean and smart
manufacturing concepts. /e developed system has been
validated by implementing it in a real production shop floor
management condition of Industry 4.0. /e result revealed
that the developed system could enhance production effi-
ciency and financial profitability within limited constraints.
Furthermore, the developed decision-making system’s effi-
cacy can be improved by implementing lean principle with
other process optimization methods for shop floor man-
agement in different production conditions, including In-
dustry 4.0.
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/e data presented in this study are available on request
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Time-delayed feedback control is commonly used on the vehicle semiactive suspension system to improve ride comfort and safety.
However, its performance on the suppression of road random excitation is less signi�cant than that on the suppression of simple
harmonic excitation. �erefore, this paper proposes a strategy of time-delayed feedback control with the vertical displacement of
wheel and the method of optimizing its parameters based on equivalent harmonic excitation.�e optimal parameters of the time-
delayed feedback control are obtained in this way for the vehicle semiactive suspension system in its e�ective frequency band.�e
results of numerical simulation verify that the time-delayed feedback control with vertical wheel displacement and its parameter
optimization based on equivalent harmonic excitation can signi�cantly improve the ride comfort and stability. Its performance is
much better than that of the passive suspension system.

1. Introduction

Modern automobile is developing in the direction of safety,
comfort, energy saving, environmental protection, and in-
telligence. People’s pursuit of automobile ride comfort and
overall quality is also increasing. As one of the important
components of modern automobile, the main function of
vehicle suspension system is to alleviate the impact and
vibration caused by road roughness and improve the ride
comfort of vehicles, as well as maintaining the adhesion
between the tire and the ground, so as to improve the
handling stability of the vehicle. In general, the conventional
passive suspension system consists of elastic components
and damper with �xed parameters. Although it has the
advantages of simple structure and low cost, its structural
parameters cannot be adjusted automatically in complex and
changeable external conditions and di�erent driving states
of vehicles, and the passive suspension system can achieve
the optimal performance only under a speci�c combination
of speed and road conditions. In order to improve the ride
performance of vehicles, the present research on active and

semiactive suspension systems, which can improve the
driving characteristics according to the driving states of the
vehicle and road conditions, focuses mainly on the control
algorithm, stability characteristics, and test methods [1–4].
However, due to a series of factors, such as signal acquisition,
transmission, controller calculation, and actuation delay,
several time delay factors inevitably arise. �e existence of
time delay reduces the performance of the suspension
system. It may even lead to the instability of the suspension
system, thus a�ecting the safety of vehicle driving [5, 6]. In
the past, time delay was usually regarded as an unfavorable
factor leading to the instability of the active and semiactive
suspension systems of vehicles. �erefore, in order to im-
prove the control accuracy and stability of the suspension
system of vehicles, most researchers reduce or eliminate the
adverse e�ects of time delay by combining the time delay
compensation technology with the modern control tech-
nology [7–9]. However, from the in-depth study of time
delay, it is found that time delay can also change the e�ective
frequency range of the saturation control [10–12]. �e vi-
bration control e�ect of the main system can be improved
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effectively by adjusting the time delay as a feedback control
parameter. Olgac and Holm-Hansen [13] introduced the
time-delayed feedback control in the dynamic vibration
absorber for the first time and proposed the concept of
delayed resonator. )eir results showed that if appropriate
delay feedback control parameters (feedback gain and
feedback delay) are chosen, the delayed resonator can
completely absorb the vibration of the main system under
harmonic excitation; that is, the vibration of the main system
will disappear. Liu and Sun et al. [14] constructed a vehicle
suspension model of two-degree-of-freedom based on the
time-delayed feedback control of the vertical acceleration of
the body and optimized the time-delayed feedback control
parameters of the vehicle suspension system under different
harmonic excitation frequencies of road. )e optimization
results showed that, in comparison to the passive suspension
system, the vibration isolation effect of the vehicle sus-
pension system under the optimal time-delayed feedback
control was effectively improved.)e acceleration amplitude
of the vehicle body could also be reduced by at least 19.60%.
Yan and Fang [15] studied a vehicle suspension system of
two-degree-of-freedom based on time-delayed feedback
control of the vertical velocity of the body. )ey used a
genetic algorithm to optimize the structural parameters and
control gain of suspension. )e optimization results showed
that, under a certain inherent time delay, the acceleration
amplitude in the optimized sprung mass was reduced by
22.7%. Qu and Ren et al. [16] constructed a four-degree-of-
freedom vehicle suspension model based on dual-delayed
feedback control, and the particle swarm optimization al-
gorithm was adopted to study the optimization of time-
delayed feedback control parameters of vehicle suspension
system under road random excitation.)e results show that,
compared with the passive suspension system, the acceler-
ation amplitude of the vehicle body is 15.1% lower than that
before optimization. Huang and Zhao [17] introduced a
time-delayed feedback control into the mode of a two-de-
gree-of-freedom semiactive suspension system to suppress
the lateral vibration of the high-speed train, and the results
show that, compared with the passive suspension system, the
amplitude of the body’s lateral vibration could be suppressed
about 50% when the suitable values of damping coefficient
and time delay are chosen.

In view of this, from the perspective of the utilization of
time delay, it is rare to introduce time delay into the field of
vehicle engineering applications, and the key to improving
the performance of the vehicle suspension control system is
to obtain the optimal time-delayed feedback control pa-
rameters (feedback gain and feedback delay). However, in
the current research of quarter vehicle semiactive suspension
system based on time-delayed feedback control, there are
still the following main problems:

(1) Generally, only the damping effect of the vertical
acceleration of the vehicle body near the resonance
frequency point under the optimal time-delayed
feedback control is considered. But the output re-
sponse of other suspension performance evaluation
indexes such as suspension dynamic stroke and tire

dynamic displacement is not accurately understood.
However, these three kinds of performance evalua-
tion indicators are usually contradictory; that is to
say, if we want to get better riding comfort, it will
usually lead to the reduction of driving stability.
Similarly, if we improve the driving stability, it will
usually lead to the reduction of riding comfort.
)erefore, only taking the output response of the
vertical acceleration of the vehicle body as the
evaluation index of the vibration reduction effect of
the vehicle suspension system, there are some lim-
itations in the evaluation of the comprehensive
performance of the vehicle semiactive suspension
system based on the time-delayed feedback control.

(2) Generally, the road conditions of vehicles are
dominated by simple road harmonic excitation. )e
vibration reduction effect of vehicle semiactive
suspension system based on time-delayed feedback
control under road harmonic excitation is relatively
good, but the vibration reduction effect under road
random excitation is usually not as significant as that
under road harmonic excitation. )erefore, in order
to solve the problem of a complex time-varying
excitation, such as external multifrequency, the
general method for solving the appropriate time-
delayed feedback control parameters still needs to be
explored further.

In view of the above problems, this paper takes the two-
degree-of-freedom quarter car model based on time-delayed
feedback control as the basic research object; a strategy of
time-delayed feedback control with vertical displacement of
the wheel and an optimization method of time-delayed
feedback control parameters based on “equivalent harmonic
excitation” are proposed for vehicle semiactive suspension
system with time-delayed feedback control. In the final case
analysis, the optimal values of time-delayed feedback control
parameters of the vehicle suspension system in the effective
frequency band are obtained through particle swarm opti-
mization algorithm. )e numerical simulation results of
time-domain response show that, compared with the passive
suspension system, the semiactive suspension system based
on time-delayed feedback control with wheel displacement
can significantly improve the ride comfort and stability of
the vehicle under the optimal time-delayed feedback control,
where the comprehensive performance of the suspension is
improved.

2. Mechanical Model of the Time-Delayed
Feedback Control for Vehicle
Suspension System

In this paper, taking magnetorheological damper as active
control actuator, a time-delayed feedback control based on
wheel displacement is introduced into vehicle passive sus-
pension system.)e mechanical model of vehicle semiactive
suspension system based on time-delayed feedback control
of wheel displacement is established, and the model is shown
in Figure 1.
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)e design parameters of vehicle semiactive suspension
system are shown in Table 1 where mb is the quarter vehicle
body mass (sprung mass), mw is the unsprung mass, cb is the
damper coefficient of semiactive suspension, kb is the spring
stiffness of semiactive suspension, ct is the damper coefficient of
tire, kt is the equivalent stiffness of tire, and u(t-τ) is the time-
delayed feedback control force between sprung mass and un-
sprung mass. In addition, xb is the vertical displacement of
sprung mass, xw is the vertical displacement of unsprung mass,
and xq is the vertical displacement of road roughness excitation.

According to the mechanical model for controlling the
time-delayed vibration reduction as shown in Figure 1, the
origin of the coordinate system is selected at the respective
equilibrium positions of the wheel and the body. )e
equation of dynamic motion of the vehicle suspension
system is formulated as follows:

mb€xb + cb _xb − cb _xw + kbxb − kbxw − u(t − τ) � 0,

mw€xw − cb _xb + cb + ct( 􏼁 _xw − kbxb + kb + kt( 􏼁xw

+ u(t − τ) � ct _xq + ktxq.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

In practical applications, in view of the flexibility of
sensor selection, the type of time-delayed feedback (time-
delayed feedback control signal) mainly includes the single
time-delayed feedback type of displacement [18], velocity
[19], acceleration [20], and the combination of them [21].
)e time-domain function based on the time-delayed
feedback with vertical displacement of the vehicle body can
be expressed as follows:

u(t − τ) � gw · xw t − τw( 􏼁, (2)

where gw represents the coefficient of the time-delayed
feedback gain and τw is the time delay (inherent and active

time delay). )e time delay from signal acquisition to input
and the time delay of the MR damper response are the
inherent feedback delay of the system, while the active time
delay is an artificial time delay in the control loop of the
suspension, which can be regarded as an adjustable pa-
rameter for improving the suspension performance of the
control system. When u(t-τ) disappears, the semiactive
suspension system based on the time-delayed vibration
reduction control will degenerate into a vibration reduction
system of the passive suspension.

Equations (1) to (2) are simplified and identified by
matrix equation, and the result can be written as

Μ€X + C _X +(Κ + A)X � ΚtXq + Ct
_Xq. (3)

Let the root of the characteristic equation of (3) be s; after
Laplace transformation, (4) can be obtained as

Μs
2

+ Cs + Κ + A(s)􏼐 􏼑Χ(s) � Κt + Cts􏼂 􏼃Χq(s), (4)

where

Μ �
mb 0

0 mw

􏼢 􏼣,

C �
cb −cb

−cb cb + ct

􏼢 􏼣,

Κ �
kb −kb

−kb kb + kt

􏼢 􏼣,

A(s) �
0 −gw · e

− sτw

0 gw · e
− sτw

􏼢 􏼣.

(5)

And

Κt �
0 0

0 kt

⎡⎣ ⎤⎦,

Ct �
0 0

0 ct

⎡⎣ ⎤⎦,

X(s) �
Xb(s)

Xw(s)

⎧⎨

⎩

⎫⎬

⎭,

Xq(s) �
0

Xq(s)

⎧⎨

⎩

⎫⎬

⎭.

(6)

3. Stability Analysis of Vehicle Suspension
System with Time-Delayed Feedback Control

)e feedback gain and feedback delay will affect the stability
of the system after the introduction of time-delayed feedback
control. )erefore, in order to ensure that the semiactive
suspension system can work in a stable state, it is necessary
to analyze its stability. According to (4), let
Ms2 +Cs +K+A(s) =G(s), and the expression of G(s) can be
derived by the following:

Table 1: Model parameters of vehicle suspension system.

Parameter Value Parameter Value
m b (kg) 136.05 mw (kg) 24.29
cb (N∙s∙m−1) 153 ct (N∙s∙m−1) 15
kb (N∙m−1) 10200 kt (N∙m−1) 9800

Body

Suspension

Wheel

Tyre
kt

kb

mb

cb

mw

Ct

xq

xw

xb

u (t–τ)
delay controller

u (t)

Figure 1: Mechanical model for controlling time-delayed vibration
reduction in vehicle suspension system.
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G(s) �
mbs

2
+ cbs + kb −cbs − kb − gw · e

−sτw

−cbs − kb mws
2

+ cb + ct( 􏼁s + kt + kb + gw · e
−sτw

⎡⎣ ⎤⎦.

(7)

According to the nonzero solution condition of the
equation, the characteristic equation of vehicle suspension
system based on time-delayed feedback control with wheel
displacement can be obtained as follows:

P(s) + Q(s)e
− τws

� 0, (8)

where

P(s) � mbmws
4

+ cbmb + ctmb + cbmw( 􏼁s
3

+ kbmb + ktmb + kbmw + cbct( 􏼁s
2

+ cbkt + ctkb( 􏼁s + kbkt,

Q(s) � −gmbs
2
.

(9)

According to the Routh–Hurwitz criterion, the necessary
and sufficient condition for system stability is that all the
characteristic roots of (8) have negative real parts, and the
critical condition for system instability is that the charac-
teristic roots of (8) are only pure virtual roots s= iωc.
)erefore, substituting s= iωc into (8) and using Euler’s
formula to separate the real and imaginary parts of the
equation, the expressions of sin (ωcτw) and cos (ωcτw) can be
obtained. According to sin2 (ωcτw) + cos

2 (ωcτw) = 1, the
available high order polynomial (10) is as follows:

a8ω
8
c + +a6ω

6
c + a4ω

4
c + a2ω

2
c + a0 � 0. (10)

In equation (10), a8, a6, a4, a2, and a0 are the polynomial
coefficients related to the suspension.

System parameters and their expression can be derived
by the following:

a8 � m
2
b + m

2
w,

a6 � c
2
b + c

2
t + 2cbct􏼐 􏼑m

2
b + c

2
b − 2kbmb􏼐 􏼑m

2
w

− 2 kb + kt( 􏼁m
2
bmw + 2c

2
bmbmw,

a4 � c
2
bc

2
t + 2c

2
bkt − 2c

2
t kb − 2c

2
t kb􏼐 􏼑mb

+ k
2
b + k

2
t + 2kbkt􏼐 􏼑m

2
b + 2k

2
b + 4kbkt􏼐 􏼑mbmw

+ k
2
bm

2
w − 2c

2
bktmw + −g

2
+ k

2
t􏼐 􏼑m

2
b,

a2 � c
2
bk

2
t + c

2
t k

2
b − 2k

2
t kb + 2k

2
bkt􏼐 􏼑mb − 2k

2
bktmw,

a0 � k
2
bk

2
t .

(11)

It can be seen from (10) that when the hysteresis
feedback gain gw is a certain value, the coefficient aλ (λ= 0, 2,
4, 6, 8) determines the value of the root of the equation. )e
number of positive real roots of (10) is defined as N. If N= 0,
the stability of the system does not switch. )at is to say, the
stability of the system does not change when τ is taken as any
positive real number. If N ≠ 0, the root number of the system
is N, and for each ωcm (m= 1, 2, . . ., N), there are infinitely

critical delay values τcn (n= 1, 2, . . .,∞) corresponding with
it. When τw crosses from τwcn– ε to τwcn+ ε (0 < ε < 1), the
changing trend of the real part of the characteristic root of
the equation can be determined by the following equation:

RT � sgn Re
zs

zτ
􏼠 􏼡|s � ωcmi, i �

���
−1

√
􏼢 􏼣. (12)

If RT�1, it means that the number of unstable char-
acteristic roots of the characteristic (12) increases by 2, when
τw crosses the critical value from left to right. If RT� −1, it
means that the number of unstable characteristic roots of the
characteristic (12) decreases by 2 [22, 23]. Different feedback
gains g are selected in turn, and the above analysis process is
repeated; the stability partition diagram on the (g, τ) plane
can be obtained as shown in Figure 2. It can be seen from the
stability partition in Figure 2 that the system is stable when
(g, τ) is located in the shaded region, and the system is
unstable when (g, τ) is located in the blank region.

4. Optimization of Time-Delayed Feedback
Control Parameters in Vehicle Semiactive
Suspension System

4.1. Construction of Optimization Objective Function.
According to (4), the transfer functionmatrix H(s) of vehicle
suspension system with time-delayed feedback control can
be obtained as

Η(s) �
Χ(s)

Χq(s)
�

Κt + Cts

Μs
2

+ Cs + Κ + A(s)
. (13)

With the frequency-domain analysis method, iω is used
to replace the operator s in (13), and the frequency response
transfer function matrix can be obtained as

Η(iω) �
Χ(iω)

Χq(iω)
�

Κt + Ct(iω)

−ω2Μ + iωC + Κ + A(iω)
. (14)

For the quarter car model, the vertical acceleration of the
vehicle body is an important characteristic to measure the
vibration effect of the vehicle suspension system. )e
minimum dimensionless amplitude frequency characteristic
function of vehicle body vertical acceleration in the effective
frequency band is taken as the objective function [24, 25],
and the objective function J (gw, τw) is established, as shown
in (15)

min J gw, τw( 􏼁 �
|Η(iω)|€xb ∼ xq

− min|Η(iω)|€xb ∼ xq

max|Η(iω)|€xb ∼ xq
− min|Η(iω)|€xb ∼ xq

,

s.t.
g

w
≤gw ≤gw,

τw ≤ τw ≤ τw.

⎧⎪⎨

⎪⎩

(15)

Obviously, the smaller the value of the objective func-
tion, the better the ride comfort of the vehicle. However, the
selection of time-delayed feedback control parameters
should not only meet the requirements of vehicle ride
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comfort to the greatest extent but also consider other per-
formance evaluation indexes of suspension system, such as
suspension dynamic travel and tire dynamic displacement
output response, so as to comprehensively improve the
comprehensive performance of suspension system. )ere-
fore, according to the constraint range of the feedback
control parameters, which can satisfy the full delayed sta-
bility of the suspension system shown in Figure 2, the
numerical search range of the proposed feedback gain is
-kb≤ gw≤ kb; if the numerical search range of feedback delay
τw is set as 0.0001 ≤ τw ≤ 0.01, the constraint condition of the
time-delayed feedback control parameters is expressed as
(16)

−kb ≤gw ≤ kb,

0.0001≤ τw ≤ 0.01.
(16)

4.2. Time-Domain Model of Road Roughness. Establishing a
reasonable time-domain model of road roughness is one of
the most important issues in the follow-up study of dynamic
characteristics of vehicle suspension system under random
road excitation. At present, the main methods to simulate
the road random excitation model at home and abroad are
the harmonic superposition method, Fourier inverse change
method, filtered white noise method, and time series model
method. In view of the time-delayed vibration reduction
effect of the vehicle body under the condition of road
harmonic excitation which is remarkable, the time-domain
model of random road excitation that is based on the
harmonic superposition method is selected [26, 27]. )e
time-domain model can be expressed as

xq(t) � 􏽘
k

1

���������������

2Gq fmid−j􏼐 􏼑 · Δfj

􏽱

· sin 2πfmid−jt + θj􏼐 􏼑,

(j � 1, 2, 3, . . . k).

(17)

Due to the randomness of road excitation in the process
of vehicle driving, the structural parameters that usually
need to be selected in the establishment of a concrete
pavement excitation model mainly include pavement grade
roughness coefficient Gq (fmid-j), effective time and

frequency interval (f1; f2), and the number of parts k to
separate them. )e selection range of time frequency should
include the main natural frequency of vehicle vibration. )e
division of time and frequency interval should take into
account the operation efficiency and the fitting accuracy of
the given road spectrum.

4.3. Optimization of Time-Delayed Feedback Control Pa-
rameters in Effective Frequency Band. In this paper, it is
assumed that the vehicle travels at a speed of v = 60 km/h on
the C-class road surface, so the road roughness coefficient is
Gq(f) = 256 × 10−6m3. Generally, the frequency range of
vehicle vibration caused by road roughness is about
0.25Hz–15Hz. When it is lower than 15Hz, the body
motion can be assumed to be a simple rigid body motion.
When it is higher than 15Hz, the dynamic modeling re-
quires an accurate description of the vehicle structure. In this
paper, the lower limit and the upper limit of the time fre-
quency of the road acting on the tire excitation are taken as
f1 = 0.25Hz and f2 = 15Hz, respectively.

According to the product of time frequency and space
frequency f= v·n, the lower limit of effective spatial fre-
quency n1 = 0.015 m−1 and the upper limit of effective spatial
frequency n2 = 0.9 m−1 of road roughness power spectral
density are obtained. In order to avoid frequency aliasing,
the sampling interval is set as Δl, Δl ≤ 0.5·v·f2−1, which can
be obtained from the sampling theorem. If the number of
sampling points is N, the length of simulated road roughness
shall be L=N·Δl, and the resolution of sampling spatial
frequency shall be Δn= L−1. In order to ensure the validity
of the lower limit frequency n1, then Δn≤ n1, so
L≥ n1−1 = v·f1−1. According to the constraint of sampling
interval Δl, Δl can be selected as 0.015 m−1. )e effective
spatial frequency interval (n1, n2) of road roughness power
spectral density is divided into k= 59 small areas in turn.)e
center frequency of each space cell is nmid−j = 0.015·j + 0.0075
for j = (1,2,3, . . ., 59). )en the interval length of time
frequency is ∆fj = 0.25, which leads to fmid−j = 0.25·j + 0.125
for j = (1,2, . . ., 59).

As the time-domain model of random road roughness
shown in equation (17) and the constraint conditions of
time-delayed feedback control parameters shown in (16) are
referenced, the particle swarm optimization algorithm with
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Figure 2: Division of suspension full time delay stability region under wheel displacement feedback control.
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J(gw, τw) as fitness function is constructed by using
equivalent harmonic excitation method. )at is, in the ef-
fective frequency band (f1; f2), a series of discrete frequency
points are selected at equal intervals and divided into
multiple cells. By taking the harmonic excitation at the
center frequency of each cell as the optimization strategy of
the equivalent harmonic excitation of the whole cell, the
particle swarm optimization algorithm with the vertical
acceleration of the vehicle body as the optimization objective
function is constructed so as to obtain the optimal value of
the delay feedback control parameters in the effective fre-
quency band.

In view of the characteristics that the vibration reduction
effect of vehicle semiactive suspension system under road
random excitation is usually not as significant as that under
road harmonic excitation, the reason is that the corre-
sponding optimization objective function is mostly con-
structed by Fourier transform and frequency-domain
transfer function, but the time-varying state of external
excitation is not considered in the optimization process of
time-delayed feedback control parameters, and the time-
delayed feedback control parameters obtained by optimi-
zation solution are only local optimal values. In this paper, in
order to avoid the optimization result of time-delayed
feedback control parameters as local optimal value as far as
possible, according to the expression of amplitude frequency
characteristic function based on vertical acceleration of
vehicle body shown in (18),

Η iωmid−j􏼐 􏼑
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌€x
b
∼xq

� ω2 Χb iωmid−j􏼐 􏼑

Χq iωmid−j􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (18)

where the amplitude of the road excitation at the center
frequency of each interval (i.e., |xq (fmid−j)|) is assumed to be
the peak value of the road excitation in the effective fre-
quency band (f1; f2), which can effectively reduce the am-
plitude of vertical acceleration based on the center frequency
of each interval in the whole frequency band.

Finally, the particle swarm optimization algorithm with
the vertical acceleration of the vehicle body as the optimi-
zation objective function is constructed to obtain the op-
timal value of the time-delayed feedback control parameters
in the effective frequency band. On the basis of this

optimization strategy, 200 particles are randomly selected
for iterative optimization, and the optimal value of the time-
delayed feedback control parameters of the vehicle semi-
active suspension system in the effective frequency band is
obtained, that is, (gwop, τwop) � (−8356.7N/m, 0.0056 s),
and the amplitude frequency characteristic curve of the
vertical acceleration of the vehicle body in the effective
frequency band is obtained as shown in Figure 3.

4.4. Results and Discussion. According to the frequency-
domain simulation results of the vertical acceleration of the
vehicle body shown in Figure 3, it can be seen that, compared
with the vertical acceleration amplitude of the passive
control suspension system, at the frequency f� 8.3750Hz,
the corresponding amplitude of the vehicle body vertical
acceleration decreases from 0.9746 of the passive control to
0.2357 of the time-delayed feedback control, and at the
frequency f� 8.6250Hz, the corresponding amplitude of the
vehicle body vertical acceleration decreases from 0.8100 of
the passive control to 0.2687 of the time-delayed feedback
control, while the peak values of passive suspension system
and delayed feedback control suspension system in the
whole frequency band are 0.9746 and 0.2687, respectively.
)erefore, the amplitude frequency characteristics of the
vertical acceleration of the vehicle body are effectively im-
proved under the optimal time-delayed feedback control.

5. Time-Domain Simulation Analysis of Vehicle
Semiactive Suspension System

In order to verify the correctness of the optimization results
of time-delayed feedback control parameters, the time-do-
main response of various performance evaluation indexes of
vehicle semiactive suspension system based on time-delayed
feedback control under road excitation needs to be nu-
merically simulated, analyzed, and verified.

5.1. Time-Domain SimulationAnalysis underHarmonic Road
Excitation. Based on the center frequency of each section in
the effective frequency band, fmid−1 = 0.375Hz is selected.
)en the road excitation is simple harmonic excitation; that
is, xq(t) = 0.0123 sin (2πfmid−1t + θ−1). According to the
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Figure 3: Amplitude frequency characteristic curve of the vertical acceleration of the vehicle body.
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optimal value of time-delayed feedback control parameters
(gwop; τwop), through numerical simulation analysis, the
time-domain response of vehicle body vertical acceleration
based on time-delayed feedback control of wheel displace-
ment can be obtained, as shown in Figure 4.

5.2. Results and Discussion under Harmonic Road Excitation.
Time-domain simulation results show that, compared with
the passive control, the time-delayed feedback control

significantly reduces the amplitude of vertical acceleration of
vehicle body under harmonic excitation, and the corre-
sponding root mean square value is reduced from
1.5730m∙s−2 in passive control to 0.0699m∙s−2 in time-
delayed feedback control. So the optimization efficiency is
95.5587%.

5.3. Time-Domain Simulation Analysis under Random Road
Excitation. With the C-level road roughness as the
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Figure 4: Time-domain response characteristic curve of vehicle body vertical acceleration.
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excitation and the help of the Matlab platform, according to
the optimal value of the time-delayed feedback control
parameters, the time-domain response simulation results of
the vehicle semiactive suspension system and vehicle passive
control suspension system are compared and analyzed. )e
simulation results of vehicle vertical acceleration, suspension
dynamic travel, and tire dynamic displacement are items
that are compared and analyzed. )e time-domain simu-
lation results are shown in Figure 5.

5.4. Results and Discussion under Random Road Excitation.
According to the comparison of the root mean square values
of various performance evaluation indexes of vehicle sus-
pension system under random road excitation shown in
Table 2, the following results can be drawn:

(1) Compared with the passive control, the time-delayed
feedback control significantly reduces the amplitude
of vertical acceleration, and the RMS value of vertical
acceleration decreases from 14238 μm/s2 of passive
control to 8.6600 μm/s2 of time-delayed feedback
control. )erefore, the optimization efficiency is
99.9392%.

(2) Compared with the passive control, the time-delayed
feedback control significantly reduces the amplitude
of suspension dynamic travel, and the RMS value of
vertical acceleration decreases from 173.46 μm of
passive control to 2.3013 μm of time-delayed feed-
back control. )erefore, the optimization efficiency
is 98.6733%.

(3) Compared with the passive control, the time-delayed
feedback control significantly reduces the amplitude
of tire dynamic displacement, and the RMS value of
vertical acceleration decreases from 154.34 μm of
passive control to 2.1973 μm of time-delayed feed-
back control. )erefore, the optimization efficiency
is 98.5764%.

(4) Compared with the passive control, the time-delayed
feedback control significantly reduces the amplitude
of vertical displacement, and the RMS value of
vertical acceleration decreases from 87.576 μm of
passive control to 0.6952 μm of time-delayed feed-
back control. )erefore, the optimization efficiency
is 99.2062%.

6. Conclusions

In this paper, the mechanical model of vehicle semiactive
suspension system based on time-delayed feedback

control of wheel displacement is studied. In the example
analysis, the optimization strategy based on “equivalent
harmonic excitation” and particle swarm optimization
algorithm are adopted to optimize and solve the time-
delayed feedback control parameters involved in the
model in this paper. )en, through numerical simulation
analysis and verification, the following conclusions are
drawn:

(1) Compared with the passive suspension system, the
vehicle semiactive suspension system based on
time-delayed feedback control with wheel dis-
placement under the optimal time-delayed feed-
back control can effectively broaden the vibration
absorption bandwidth of the vehicle suspension
system.

(2) Compared with the passive suspension system, the
vehicle semiactive suspension system based on time-
delayed feedback control with wheel displacement
can significantly improve the ride comfort and
stability of the vehicle under the optimal time-
delayed feedback control, which means that the
comprehensive performance of the suspension is
improved.

(3) )e effectiveness of the time-delayed feedback
control strategy based on wheel displacement and
the parameter optimization strategy based on
“equivalent harmonic excitation” is verified, which
provides a theoretical reference for the optimal de-
sign of time-delayed feedback control parameters of
the vehicle suspension system.
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Table 2: Comparison of RMS of various performance evaluation indexes of passive suspension and time-delayed feedback control
suspension system.

Performance evaluation index Passive suspension Time-delayed feedback suspension Difference (%)
Vertical acceleration (μm/s2) 14238 8.6600 99.9392
Suspension dynamic travel (μm) 173.46 2.3013 98.6733
Wheel displacement (μm) 154.34 2.1973 98.5764
Vertical displacement (μm) 87.576 0.6952 99.2062
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Today’s competitive businesses have been shifted from the company-to-company competition model to the supply chain-to-
supply chain competition model. �e selection of the most suitable supplier determines customer satisfaction and enterprise
competitive advantage. However, the typical supplier selection approaches did not consider the ordered weights between the
evaluations of attribute values, resulting in distorted assessment result. Moreover, experts often uncertainly decide the exact value
of the evaluation attribute’s rating, have linguistic term sets equivocation, or give ambiguous information, which increase the
di�culty of the supplier evaluation process. To deal with the aforementioned problem, we have proposed a novel enhanced
supplier selection method for handling hesitant fuzzy linguistic information. To verify the approach, by taking network security
system assessment as an example to explain the use of the proposed novel enhanced supplier selection method, the calculation
result is compared with the result of the arithmetic average and symbolic methods. �e results show that the proposed novel
enhanced supplier selection method is more accurate and reasonable and can better re�ect real situations.

1. Introduction

During the advanced information era, competition has
shifted from a traditional model of company-versus-com-
pany competition to that between supply chains. Adopting
the most appropriate suppliers ensures the customer satis-
faction and competitiveness of the entire supply chain.�us,
the supplier selection process is especially crucial in the
entire supply chain management operation. Supplier se-
lection includes quantitative and qualitative criteria and is
classi�ed as a complex multiple attribute decision (MADM)
issue. In the process of supplier selection, traditional cal-
culation methods require that the attribute values of possible
alternatives be precise. However, in many practical cir-
cumstances, the attribute values of possible alternatives
include linguistic and equivocal information. Traditional
calculation methods cannot e�ectively address complex
MADM problems with fuzzy or ambiguous information.
�e fuzzy-set-based methods and data envelopment analysis
are commonly used approaches to solve complex MADM
problems, such as [1]. �us, many authors used a fuzzy-set-

based approach to handle supply-chain-related issues under
fuzzy information environments [2–5].

Herrera andMartinez [6] developed the 2-tuple linguistic
representation model (2-tuple LRD) to prevent information
loss and distortion for computing words of natural languages.
�is model is constructed by a pair of values: the information
linguistic label center and the symbolic translation value.
�ere is extensive research on the 2-tuple LRD. For example,
Liu et al. [7] combined interval 2-tuple linguistic variables
and the VlseKriterijumska Optimizacija I Kompromisno
Resenje (VIKOR) method to overcome problems of per-
sonnel selection that exist in the group decision-making
issues. Based on the 2-tuple LRD, Wan [8] introduced an
extended 2-tuple hybrid linguistic weighted arithmetic av-
erage to e�ectively handle the problems of personnel se-
lection forMADM issues. Based on the Choquet integral, Beg
and Rashid [9] introduced new interval-valued aggregation
operators that related to 2-tuple linguistic information to
process interval-valued 2-tuple linguistic information.�is 2-
tuple LRD has been utilized in various disciplines, for in-
stance, supplier selection [10–12], customer collaborative
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product innovation design [13], computer network security
systems [14], semiconductor manufacturing [15], robot se-
lection [16], military simulation training systems [17], and
photovoltaic cell manufacturing process [18].

Another shortcoming of traditional calculation methods
is that it does not consider the ranking weight of the
evaluation attribute value when dealing with issues related to
supplier selection. (e ordered weight is a crucial factor in
MADM problems and preference ranking [19, 20]. Yager
[21] firstly introduced the ordered weighted average (OWA)
operator to provide a family of parameterized aggregation
operators between the maximum and the minimum oper-
ators. Work on OWA operators and their application has
progressed rapidly. For instance, Yari and Chaji [22] used
M-entropy measures to determine the weights of the OWA
operator. Based on an optimal deviation mode, Zhou and
Chen [23] extended the OWAoperator to generalize ordered
weighted logarithm aggregation operators for handling
group decision-making issues. For handling the multi-
attribute group decision-making issues, Wan and Dong [24]
developed 4 types of power geometric operators for trape-
zoidal intuitionistic fuzzy numbers: the power geometric
operator, power hybrid geometric operator, power-weighted
geometric operator, and power-ordered weighted geometric
operator. At present, the OWA operator has widely been
utilized, such as target recognition system [25], fighter
aircraft airborne radar systems [26], supplier selection [27],
thin-film transistor liquid crystal display manufacturing
[28], and personnel selection [29]. How to determine the
weight of OWA operators is a very critical issue in MADM
problems. For a given level of orness, O’Hagan [30] firstly
introduced the maximal entropy concept to determine the
OWA operators’ weights. Extending this concept, Fuller and
Majlender [31] derived a polynomial equation based on
Lagrange multipliers to determine the optimal weighting
vector under maximal entropy. Fuller and Majlender [32]
used Kuhn-Tucker second-order sufficiency conditions to
determine OWA operator weights; in addition, it was named
as a minimal variance OWA (MVOWA) weighting method.

In cases of fuzzy or ambiguous information, experts are
unable to determine the exact numerical values of the eval-
uation data. To manage such information, Torra [33] intro-
duced hesitant fuzzy sets (HFS) and demonstrated that the
envelopeofHFS isan intuitionistic fuzzyset.ExtendingHFS to
qualitative decision-making problems, Rodriguez et al. [34]
firstly proposedhesitant fuzzy linguistic termsets (HFLTSs) to
address hesitant linguistic decision-making issues. In the
selection and assessment of suppliers, experts are usually
hesitant about linguistic term sets (LTSs) in representing the
values of evaluated data. For equivocal information, tradi-
tional calculation methods are deleted from uncertain in-
formation systems, causing information to become distorted
and lost in the supplier selection process. (us, to solve these
shortcomings, this study integrates theMVOWA andHFLTS
to strengthen the evaluation of supplier selection.

(e major contributions of this paper include three in-
novative points. Firstly, the proposed novel enhanced sup-
plier selection method can effectively handle linguistic
information during the information aggregation process.

Secondly, the proposedmethod considers the orderedweight
of assessment attribute values and uses MVOWA weights to
aggregate the evaluation values of the evaluation attributes in
the supplier selection issues. Finally, the proposed method
uses the HFLTS to deal with ambiguous information, which
can handle hesitant information more flexibly.

(e rest of this paper is arranged as follows: Section 2
reviews the research on this topic, including the minimal
variability OWA (MVOWA) operator, HFLTS, and 2-tuple
LRD. Section 3 introduces the proposed method, which
combines the MVOWA and HFLTS for supplier selection
problems. In Section 4, an example of network security
system selection in the military is illustrated, and the
comparisons of the calculated results between othermethods
are also illustrated. (e final section gives the conclusions.

2. Related Works

2.1. MVOWA Operator. (e OWA operator was proposed
by Yager [21] which is an aggregation operator between the
maximum operator and minimum operator, which is de-
fined as follows.

Definition 1 (see [21]). (e OWA operator of dimensional n
is a mapping OWA: Rn⟶ R that has a correlative weight
vector w � (w1, w2, . . . , wn), such that wi ∈ [0, 1] and
􏽐

n
i�1 wi � 1, shown as the following formula:

OWA a1, a2, . . . , an( 􏼁 � 􏽘
n

i�1
wibi, (1)

where bi is the ith largest element in the aggregated objects
(a1, a2, . . . , an) collection.

Fuller andMajlender [32] used the sufficiency conditions
of Kuhn-Tucker second-order to obtain the minimal vari-
ability weighting vector of any level of orness, named as
MVOWA operator weights. (e computing process of the
MVOWA operator weights is shown as follows:

MinimizingVar(w) � 􏽘 n
i�11/n wi − E(w)( 􏼁

2

� 1/n 􏽘
n

i�1
w

2
i − 1/n 􏽘

n

i�1
wi

⎛⎝ ⎞⎠

2

� 1/n 􏽘
n

i�1
w

2
i − 1/n2

Subject to α � 1/n − 1􏽘
n

i�1
(n − i)wi, 0≤ α≤ 1,

􏽘

n

i�1
wi � 1, wi ∈ [0, 1], i � 1, . . . , n. (2)

For any α ∈ [0, 1], assume that l always exists, the as-
sociated weighting vectors are obtained as

w∗j � 0 if j ∉ I l,n{ },

w
∗
n �

6(n − 1)(1 − α) − 2(n + 2l − 4)

(n − l + 1)(n − l + 2)
, (3)

w
∗
l �

2(2n + l − 2) − 6(n − 1)(1 − α)

(n − l + 1)(n − l + 2)
, (4)
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w
∗
j �

j − l

n − l
wn +

n − j

n − l
wl if j ∈ I l+1, n+1{ }, (5)

where α is the situation parameter, n is the number of at-
tributes, and w is a weight vector.

2.2. HFLTS. According to the linguistic approach and HFS,
Rodriguez et al. [34] proposed HFLTSs to handle multi-
criteria linguistic decision-making issues.(e definitions are
shown as follows.

Definition 2 (see [34, 35]). HFLTS Hs is an ordered finite
subset of the S continuous linguistic terms, where
S � s0, s1, . . . , sg􏽮 􏽯 is a LTS.

Definition 3 (see [34, 35]). Assumed S be a LTS,
S � s0, s1, . . . , sg􏽮 􏽯, and Hs be a HFLTS.(e complement set
Hc

s is defined as follows:

H
c
s � S − Hs � si|si ∈ S and si ∉ Hs􏼈 􏼉. (6)

Definition 4 (see [34, 35]). (e intersection and union
between 2 arbitrary HFLTSs, H1

s and H2
s , are defined as

follows:

H
1
s ∩H

2
s � si|si ∈ H

1
s and si ∈ H

2
s􏽮 􏽯,

H
1
s ∪H

2
s � si|si ∈ H

1
s or si ∈ H

2
s􏽮 􏽯,

(7)

where the result is a HFLTS.

Definition 5 (see [34, 35]). Assumed S be a LTS,
S � s0, s1, . . . , sg􏽮 􏽯, and let Hs be an arbitrary HFLTS. (e
lower bound Hs− and the upper bound Hs+ of the HFLTS Hs

are defined as follows:

HS− � min si( 􏼁 � sj, si ∈ HS and si ≥ sj∀i,

HS+ � max si( 􏼁 � sj, si ∈ HS and si ≤ sj∀i.
(8)

Definition 6 (see [34, 36]). (e envelope of the HFLTS,
env(Hs), is a linguistic interval, and the limits are obtained
through its upper bound and its lower bound.

env Hs( 􏼁 � Hs− , Hs+􏼂 􏼃, Hs− ≤Hs+ (9)

Example 1. Let S �

S0 � extremely bad (EB),

S1 � very bad (VB),

S2 � bad (B),

S3 � medium (M),

S4 � good (G),

S5 � very good (VG),

S6 � extremely good (EG)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

be a

LTS and Hs � S4, S5, S6{ } be a HFLTS of S; its envelope is

Hs− (S4, S5, S6) � S4,

Hs+ (S4, S5, S6) � S6,

env Hs( 􏼁 � [S4, S6].

(10)

2.3. 2-Tuple LRD. To extend the symbolic translation con-
cept, Herrera and Martinez [6] introduced the 2-tuple LRD.
(is method uses the linguistic 2-tuple (si, α) to represent
the linguistic information, where the semantic element si

is evaluated by the linguistic variable S, defined in the LTS
S � s0, s1, . . . , sg􏽮 􏽯 and i ∈ [0, g]. α is a numerical value
representing symbol translation.

Definition 7 (see [6, 37]). Suppose β ∈ [0, g] be the aggre-
gated results of a set of label indexes are evaluated in a LTS
S � s0, s1, . . . , sg􏽮 􏽯. Assume i� round(β) and α � β − i be
two values, such that α ∈ [−0.5, 0.5) and i ∈ [0, g]; then, α is
called a translation of symbolic, with round being the usual
round operation.

Definition 8 (see [6, 38]). Suppose S � s0, s1, ..., sg􏽮 􏽯 be a LTS
and β ∈ [0, g] be a value that supports the symbolic ag-
gregation operation result. (e function Δ for obtaining the
2-tuple linguistic information that equals to β is defined as
follows:

Δ: [0, g]⟶ S ×[−0.5, 0.5),

Δ(β) � si, α( 􏼁,with
si, i � round(β)

α � β − i, α ∈ [−0.5, 0.5)
􏼨 ,

(11)

where α is called a translation of symbolic, si has the closest
index label to β, and round is the usual round operation.

Definition 9 (see [6, 10]). Suppose x � (s1, α1), (s2, α2),􏼈

..., (sn, αn)} be a 2-tuple set andw � (w1, w2, . . . , wn) be their
associated weights, with i � 1, 2, ..., n, wi ∈ [0, 1],
􏽐

n
i�1 wi � 1. (e 2-tuple weighted average (2-tuple WA)

operator is defined as

2tupleWA(X) � n
1
n

􏽘

n

i�1
wiΔ

−1
si,αi( 􏼁⎛⎝ ⎞⎠ �Δ

1
n

􏽘

n

i�1
wiβi

⎛⎝ ⎞⎠.

(12)

Definition 10 (see [6, 38]). Suppose (su, α1) and (sv, α2) be
two 2 tuples. (e 2-tuple linguistic information is compared
per an ordinary lexicographic order.

(1) If u> v, then (sk, α1)> (sl, α2).
(2) If u � v, then

(a) If α1> α2, then (sk, α1)> (sl, α2)
(b) If α1 � α2, then (sk, α1) � (sl, α2)
(c) If α1< α2, then (sk, α1)< (sl, α2).

(3) If u< v, then (sk, α1)< (sl, α2).

3. Proposed Integration of HFLTS and
the MVOWA

With the advent of the information age, the supply chain-
versus-supply chain is becoming the new mode of compe-
tition instead of the company versus company. (e ap-
propriate suppliers must be selected to ensure the customer
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satisfaction and competitiveness of the entire supply chain.
Attributing rating values judgments that are made by experts
are usually expressed as LTSs in supplier selection. (en,
many authors used LTSs to handle supply-chain-related
issues [2, 5, 39–41]. However, the experts are often hesitant
between several assessment values when assessing attribute
rating values, which increases the complexity and difficulty
of supplier selection. Moreover, most studies did not con-
sider the ordered weight of the evaluation attribute rating
values in the supplier selection problems (such as [42–44]),
which may cause that biased results. Ordered weight is one
of several important factors that are used in multiple-at-
tribute decision-making (MADM) and preference ranking
[19, 20]. To solve this problem, this study integrates the
HFLTS and MVOWA to strengthen the evaluation of
supplier selection. (e flow diagram of the proposed novel
enhanced supplier selection method is shown in Figure 1.

(e proposed novel enhanced supplier selection method
embraces 7 steps as follows.

Step 1. Determine the possible alternatives and assessment
attributes.

Take all of the experts’ opinions into account to deter-
mine the possible alternatives and assessment attributes.

Step 2. Determine the assessment attributes weights.
Summarize the opinions of the team’s experts to obtain

the assessment attribute weights.

Step 3. Determine the attribute rating values for possible
alternatives.

Based on the team’s experts’ knowledge and experience,
experts use the LTS S to individually determine the attribute
rating values.

Step 4. Perform defuzzification.
Apply centroid defuzzification to calculate crisp values.

(e defuzzified centroid (C􏽥X) of the fuzzy number 􏽥X �

(a, b) can be calculated by the following formula [45, 46].

C􏽥X �
(a, b)

2
, (13)

where b is the right boundary and a is the left boundary.

Step 5. Compute the MVOWA weights.
Use equations (3)–(5) to compute the MVOWAweights.

Step 6. Using MVOWA weights to compute the aggregated
value.

Based on Step 4 and Step 5, use (1) to compute the
aggregated evaluation values of the alternative using
MVOWA weights.

Step 7. Analyze the calculation results, and select the best
alternative.

Based on the calculation results of Step 6, rank the al-
ternative order according to the aggregated evaluation values
of the alternative.

4. Case Study

(is study uses an illustrative example of selecting a network
security system in themilitary fromZhang [14] to demonstrate
the proposed procedure. After a preliminary screen, the net-
worksecuritysystemconsiders4alternatives,Ai (i � 1, 2, 3, 4),
for further evaluation. (e team of experts must make a de-
cisionaccordingtothe5followingassessmentattributes: tactics
(G1), technology (G2), economy (G3), logistics (G4), and
strategy(G5).(e4possiblealternativesareevaluatedusingthe
linguistic information per the LTS S. S can be defined as

S � S0 � extremely bad (EB), S1 � very bad (VB),􏼈

S2 � bad (B), S3 � medium (M), S4 � good (G),

S5 � very good (VG), S6 � extremely good (EG)}.

(14)

(e network security system selection team comprises 3
decision-makers, each of whom evaluates the attributes
rating values for the 4 alternatives according to the LTS S, as
shown in Table 1. (e weight vector of the attributes is
w � [0.10, 0.15, 0.20, 0.30, 0.25].

Determine the possible alternatives
and assessment attributes 

Compute the minimal
variance OWA weights

Compute the aggregated value
using minimal variance OWA weights

The information
is hesitation?

No

Yes Use centroid
defuzzification to

obtain crisp values

Analyze the calculation results,
and select the optimal alternative

Determine the assessment
attributes weights 

Determine the attribute rating
values for possible alternatives 

Figure 1: Flow diagram of the proposed novel enhanced supplier
selection method.
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4.1. Solution Based on the Typical Arithmetic AverageMethod.
Although the mathematical operation of the typical arith-
metic average method is simpler, it requires that all of the
data be certain. In part, the attribute values that were
provided by expert P3 were ambiguous. (erefore, typical
arithmetic average method only considered the certain in-
formation that were provided by experts P1 and P2. (e
rating values of the network security system selection by the
typical arithmetic average method are shown in Table 2.

Now, the ranking of the alternatives is Alternative 1 ≻
Alternative 4 ≻ Alternative 3 ≻ Alternative 2.

(us, the most suitable alternative is Alternative 1.

4.2. Solution Based on the Symbolic Method [6, 47].
Delgado et al. [47] firstly defined the symbolic method. (is
method aggregated linguistic variables in a convex combi-
nation to correspond to the linguistic terms. However, this
method cannot handle situations in which experts equivo-
cate with regard to their preferences for objects in supplier
selection. In this case, partially data from expert P3 were
ambiguous. (erefore, only considered the certain

information that were provided by experts P1 and P2. (e
aggregate evaluation values of the network security system
by the symbolic method are shown in Table 3.

(is section uses the assessment attribute G1 and the
aggregated evaluation value for alternative 1 which is S4 in
this illustrative example; the computation process is as
follows:

C
2 1

2
, S5􏼒 􏼓,

1
2
, S3􏼒 􏼓􏼚 􏼛

�
1
2
⊗ S5􏼒 􏼓⊕ 1 −

1
2

􏼒 􏼓⊗ (S3) � Sk,

k � min 6, 3 + round(0.5n(5 − 3)){ } � 4,

⇒C
2 1

2
, S5􏼒 􏼓,

1
2
, S3􏼒 􏼓􏼚 􏼛 � S4.

(15)

(is section uses an aggregate rating value of S4 for
alternative 1 in this illustrative example; the computing
process is as follows:

C
5

(0.10, S4), (0.15, S5), (0.20, S3), (0.30, S5), (0.25, S4){ }

� (0.10⊗ S4)⊕(1 − 0.10)

⊗C
4

(0.167, S5), (0.222, S3), (0.333, S5), (0.278, S4){ },

C
4

(0.167, S5), (0.222, S3), (0.333, S5), (0.278, S4){ }

� (0.167⊗ S5)⊕(1 − 0.167),

⊗C
3

(0.267, S3), (0.4, S5), (0.333, S4){ },

C
3

(0.267, S3), (0.4, S5), (0.333, S4){ }

� (0.267⊗ S3)⊕(1 − 0.267)⊗C
2

(0.545, S5), (0.455, S4){ },

C
2

(0.545, S5), (0.455, S4){ } � (0.545⊗ S5)⊕(1 − 0.545)⊗ S4 � Sk,

k � min 6, 4 + round(0.545n(5 − 4)){ } � 5,

⇒C
2

(0.545, S5), (0.455, S4){ } � S5,

C
3

(0.267, S3), (0.4, S5), (0.333, S4){ } � (0.267⊗ S3)⊕(1 − 0.267)⊗ S5,

k � min 6, 3 + round(0.267n(5 − 3)){ } � 4,

⇒C
3

(0.267, S3), (0.4, S5), (0.333, S4){ } � S4,

C
4

(0.167, S5), (0.222, S3), (0.333, S5), (0.278, S4){ }

� (0.167⊗ S5)⊕(1 − 0.167)⊗ S4,

k � min 6, 4 + round(0.167n(5 − 4)){ } � 4,

⇒C
4

(0.167, S5), (0.222, S3), (0.333, S5), (0.278, S4){ } � S4,

C
5

(0.10, S4), (0.15, S5), (0.20, S3), (0.30, S5), (0.25, S4){ }

� (0.10⊗ S4)⊕(1 − 0.10)⊗ S4,

k � min 6, 4 + round(0.10n(4 − 4)){ } � 4

⇒C
5

(0.10, S4), (0.15, S5), (0.20, S3), (0.30, S5), (0.25, S4){ } � S4.

(16)
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4.3. Solution Based on the Proposed Novel Enhanced
Supplier Selection Method. (e proposed novel enhanced
supplier selection method integrates the MVOWA and
HFLTS to strengthen the evaluation of supplier selection,
based on Steps 1 to 7 (Section 3). First, experts come together
to discuss the selection of a network security system, in-
cluding 4 possible alternatives and 5 assessment attributes
(Step 1). (en, calculate the aggregated value of the experts’
opinions and the assessment attributes weights
(w � [0.10, 0.15, 0.20, 0.30, 0.25]) (Step 2). Moreover, the
attribute rating values for the alternatives are determined per
the experts’ knowledge and experience (see Table 1) (Step 3).
(e remaining steps are described as follows:

Step 4 (defuzzification). (is paper used the centroid
defuzzification method to calculate crisp values.
According to equation (9), the defuzzification attribute
rating values for the 4 alternatives are calculated (see
Table 4).

Step 5 (compute the MVOWA weights). Based on
equations (3)–(5), the MVOWA weights are computed for
n� 5, as shown in Table 5.

For example, when n� 5 and α � 0.7, by equation (3), it
is found that

w5 �
6(n − 1)(1 − α) − 2(n + 2l − 4)

(n − l + 1)(n − l + 2)

�
6(5 − 1)(1 − 0.7) − 2(5 + 2 − 4)

(5 − 1 + 1)(5 − 1 + 2)
� 0.040.

(17)

By (4), it is found that

w1 �
2(2n + l − 2) − 6(n − 1)(1 − α)

(n − l + 1)(n − l + 2)

�
2(2 × 5 + 1 − 2) − 6(5 − 1)(1 − 0.7)

(5 − 1 + 1)(5 − 1 + 2)
� 0.360.

(18)

(erefore, by (5), it is found that

w2 �
n − j

n − l
wl +

j − l

n − l
wn �

5 − 2
5 − 1

w1 +
2 − 1
5 − 1

w5 � 0.280,

w3 �
n − j

n − l
wl +

j − l

n − l
wn �

5 − 3
5 − 1

w1 +
3 − 1
5 − 1

w5 � 0.200,

w4 �
n − j

n − l
wl +

j − l

n − l
wn �

5 − 4
5 − 1

w1 +
4 − 1
5 − 1

w5 � 0.120.

(19)

Step 6 (using MVOWA weights to compute the aggre-
gated value). Based on Table 4, Table 5, and equation (1), the

Table 1: Attribute rating values for four alternatives.

Attribute G1 G2 G3 G4 G5

Alternative 1
P1 S5 S6 S3 S4 S6
P2 S3 S4 S2 S6 S2
P3 S1 S5 S6 S5 S4

Alternative 2
P1 S3 S1 S2 S1 S0
P2 S6 S6 S5 S3 S1
P3 S2 S4 S1 S4 S3

Alternative 3
P1 S4 S0 S6 S3 S2
P2 S2 S3 S6 S1 S3
P3 [S4, S5] S2 S5 [S1, S2] S6

Alternative 4
P1 S1 S5 S3 S2 S3
P2 S1 S0 S4 S4 S6
P3 [S5, S6] S1 S0 [S4, S6] S2

Table 2: Network security system selection by the typical arith-
metic average method.

Alternative
1

Alternative
2

Alternative
3

Alternative
4

Rating
values S4.15 S2.4 S2.95 S3.2

Table 3: Aggregate evaluation values of the network security
system by the symbolic method.

Attribute G1 G2 G3 G4 G5 Aggregate rating values
Alternative 1 S4 S5 S3 S5 S4 S4
Alternative 2 S5 S4 S4 S2 S1 S3
Alternative 3 S3 S2 S6 S2 S3 S3
Alternative 4 S1 S3 S4 S3 S5 S4

Table 4: Defuzzification of attribute rating values for the four
alternatives.

Attribute G1 G2 G3 G4 G5

Alternative 1
P1 S5 S6 S3 S4 S6
P2 S3 S4 S2 S6 S2
P3 S1 S5 S6 S5 S4

Alternative 2
P1 S3 S1 S2 S1 S0
P2 S6 S6 S5 S3 S1
P3 S2 S4 S1 S4 S3

Alternative 3
P1 S4 S0 S6 S3 S2
P2 S2 S3 S6 S1 S3
P3 S4.5 S2 S5 S1.5 S6

Alternative 4
P1 S1 S5 S3 S2 S3
P2 S1 S0 S4 S4 S6
P3 S5.5 S1 S0 S5 S2

Table 5: MVOWA weights when n� 5.

Alpha
Weight

w1 w2 w3 w4 w5
0 0.000 0.000 0.000 0.000 1.000
0.1 0.000 0.000 0.033 0.333 0.633
0.2 0.000 0.040 0.180 0.320 0.460
0.3 0.040 0.120 0.200 0.280 0.360
0.4 0.120 0.160 0.200 0.240 0.280
0.5 0.200 0.200 0.200 0.200 0.200
0.6 0.280 0.240 0.200 0.160 0.120
0.7 0.360 0.280 0.200 0.120 0.040
0.8 0.460 0.320 0.180 0.040 0.000
0.9 0.633 0.333 0.033 0.000 0.000
1 1.000 0.000 0.000 0.000 0.000
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aggregate evaluation values of the network security system,
based on the MVOWA weights (α � 0.5, 0.6, 0.7, 0.8, 0.9),
are calculated and shown in Table 6.

Step 7 (analyze the calculation results and select the best
alternative). According to the calculation results of Step 6,
the fuzzy majority rule is used as the proposed order: Al-
ternative 1 ≻ Alternative 3 ≻ Alternative 4 ≻ Alternative 2.

4.4. Comparisons and Discussion. In order to further eval-
uate the effectiveness of the proposed novel enhanced
supplier selection method, Section 4 illustrates a verification
example of implementing a network security system in the
military. (is study also compares the experimental results
with those of the typical arithmetic average and symbolic
methods. (e case data of the network security system are
shown in Table 1, and the ranking of the 3 methods is shown
in Table 7.(emain differences between ourmethod and the
other solutions are described in Table 8. According to the
comparison, the proposed integration of the HFLTS and
MVOWA has several advantages.

4.4.1. Linguistic Information Considered. Supplier selection
is an MADM problem and includes a significant amount of
quantitative and qualitative data. Experts use LTSs to express
the assessment attributes values to more reasonably reflect
the actual situation. However, the attribute values of the
possible alternative are required to be exact numerical values

in the typical arithmetic average method, rendering it unable
to handle linguistic information. (e proposed method and
symbolic method can incorporate linguistic information in
the information aggregation process.

4.4.2. Ordered Weight Considered. (e ordered weight is
one of several important influencing factors that are used in
multiple-attribute decision-making (MADM) and prefer-
ence ranking [19, 20]. However, the traditional arithmetic
average and symbolic methods did not consider the ordered
weights of evaluation attribute values in the supplier se-
lection issues, which will lead to deviations in the evaluation
results. (e proposed novel enhanced supplier selection
method uses MVOWA weights to aggregate the evaluation
values of the evaluation attributes. (us, our approach is
more suitable than the traditional arithmetic average and
symbolic methods for supplier selection when considering
ambiguous information.

4.4.3. Equivocal Information Considered. (e typical
arithmetic average method and symbolic method require
that the attribute values of possible alternatives be precise
and constitute a single LTS. However, an expert is sometimes
uncertain about the exact value and single LTS of the as-
sessment attribute data in supplier selection. For ambiguous
information, the traditional arithmetic average and symbolic
methods deleted assessment attribute data directly,

Table 6: Summarized evaluation values of the network security system by the proposed method.

Alternative 1 Alternative 2 Alternative 3 Alternative 4
α � 0.5 0.857 0.517 0.640 0.607
α � 0.6 0.963 0.561 0.733 0.699
α � 0.7 1.070 0.606 0.827 0.792
α � 0.8 1.174 0.655 0.928 0.896
α � 0.9 1.307 0.707 1.041 1.017

Table 7: Ranking of the three methods.

Alternative
Typical

arithmetic
average method

Ranking typical
arithmetic average

method

Symbolic
method

Ranking
symbolic
method

Proposed method Ranking
proposed
methodα � 0.5 α � 0.6 α � 0.7 α � 0.8 α � 0.9

Alternative
1 S4.15 1 S4 1 0.857 0.963 1.070 1.174 1.307 1

Alternative
2 S2.40 4 S3 3 0.517 0.561 0.606 0.655 0.707 3

Alternative
3 S2.95 3 S3 3 0.640 0.733 0.827 0.928 1.041 4

Alternative
4 S3.20 2 S4 1 0.607 0.699 0.792 0.896 1.017 2

Table 8: Differences in the main advantages of the three methods.

Consideration factor
Method

Typical arithmetic
average method Symbolic method Proposed novel enhanced

supplier selection method
Linguistic information No Yes Yes
Order weight No No Yes
Hesitant information No No Yes
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decreased the samples number, and removed valuable in-
formation. (e proposed novel enhanced supplier selection
method uses the HFLTS to deal with ambiguous informa-
tion.(us, all of the information that the experts provide will
be considered, and the results more accurately reflect the
actual situation.

5. Conclusion

Supplier selection is a critical part of supply chain man-
agement and influences the successful operation of the
supply chain. Selecting the most suitable supplier will ensure
the competitive advantages and sustainable development of
the entire supply chain. However, the typical supplier se-
lection approaches did not consider the ordered weights
between the evaluations of attribute values. (e ordered
weights are crucial factors in supplier selection problems,
which will influence the assessment results of supplier se-
lection. On the other hand, the experts are often hesitant
between several assessment values when assessing attribute
rating values, which increases the complexity and difficulty
of supplier selection. To strengthen the evaluation of sup-
plier selection, this study has integrated the HFLTS and
MVOWA methods to select the most suitable supplier.
Moreover, a network security system selection problem in
the military was used as an illustrative example to compare
the typical arithmetic average method, symbolic method,
and our proposed approach. (e simulation results showed
that the proposed novel enhanced supplier selection method
can provide more accurate and reasonable outcomes and can
better reflect the actual situation than the typical arithmetic
average method and symbolic method.

(ere are several advantages of integrating the MVOWA
and HFLTS as follows. First, the proposed novel enhanced
supplier selection method can effectively handle linguistic
information in supplier selection. Moreover, our approach
considers the ordered weight of assessment attribute values
in the supplier selection issues. Finally, our method can
more flexibly and precisely handle hesitant information.
(us, all information that the experts provide will be con-
sidered, and no useful information is lost. In the future, in
further research, we expect to perform a more empirical
study in a specific industry and extend the concept of our
approach to address other decision-making issues. In ad-
dition, future research can explore using different algorithms
to calculate the order weights in MADM problems.
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In industry 4.0, shop floormanagement teams are increasingly focused on developing an unprecedented strategy to avoid financial
losses and address the challenges and problems encountered in operations management. In the present scenario, the management
teams use various process optimization approaches for operational control, including lean manufacturing, smart manufacturing,
the internet of things, and artificial intelligence. ,e process optimization approach is used to maximize productivity within
limited constraints on the shop floor.,e present research aims to develop a smart productionmanagement system and suggest an
efficient process optimization approach to enhancing industrial sustainability by identifying problems and challenges encountered
in the complex shop-floor conditions in industry 4.0. ,e developed production management system has been prepared by
classifying the challenges and problems found in the previous research work and organizing brainstorming sessions. ,e de-
veloped management system has been validated by a comprehensive investigation of a case study of an earthmoving machinery
manufacturing unit. ,e analysis showed that the developed system could enhance operation excellence and industrial sus-
tainability in industry 4.0 by optimizing the utilization of resources on the shop floor within limited constraints.,e authors of the
present article strongly believe that the developed production management system will improve operational excellence and would
be beneficial for industry personnel and researchers in controlling operations management in shop floor management of heavy
machinery manufacturing, including industry 4.0.

1. Introduction

In industry 4.0, the advantages of the process optimization
methods have attracted industry persons and young re-
searchers’ attention in the shop floor management domain.

Shop floor management, as a key component in industries, is
used to maintain industrial sustainability and the stability of
resource availability [1]. Process optimization approaches
are used to improve productivity with limited resources.
Process optimization thinking has focused more on
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increasing the efficiency of production processes [2]. At
present time, several methods are used for process opti-
mization in industries including lean manufacturing, smart
manufacturing, internet of things, and artificial intelligence.
,e process optimization approach is the prevalent strategy
in industry 4.0, and it is implemented to improve pro-
ductivity and optimization of resources [3]. In addition,
another author argued that the process optimization ap-
proach is applied to meet customer demand in terms of the
product as the process optimization approach improves
productivity by eliminating waste to achieve the industry’s
goal [4]. Striving this goal also provides a number of other
benefits, which may include production time reduction and
increased quality of the production processes, leading to a
higher satisfaction level of customers in terms of product.
Figure 1 shows the objectives of process optimization ap-
proaches in industry 4.0. According to Tripathi et al. [5],
process optimization methods are implemented to improve
production efficiency. ,e main advantages of the process
optimization approach in industry 4.0 are below:

(1) To achieve a sustainable production management
system

(2) To maximize the production rate and production
flexibility within available resources

(3) To improve the flexibility, agility, customization, and
adaptability in industry 4.0

(4) Ease of implementing industry 4.0 technologies on
the production shop floor to the industry individuals

To evaluate the efficiency of production processes,
overall production processes and activities are categorized.
,e categorization helps know if the activities involved
contribute to the production process; if so, the activity adds
value to the production and is known as value-added ac-
tivities; and if not, the activity is non-value-added (NVA)
and known as non-value-added activities (NVAA) [6]. ,e
elimination of non-value-added activities continuously
improves production processes and makes it easier to
control production performance for shop floor management
[7].

,e shop floor management team encourages the syn-
ergistic implementation of the Lean concept with industry
4.0 technologies to eliminate waste and enhance industrial
sustainability. For this, new models and strategies have been
developed by previous researchers to strengthen operational
performance and to know the present condition of industry
4.0 technologies. Sony et al. [8] proposed an integration
model of industry 4.0 and lean management. ,e model was
developed by reviewing previous literature, and in the study,
vertical, horizontal, and end-to-end engineering models
were integrated with the lean management methodology.
,is study provided 15 research propositions to advance the
integrative mechanism of industry 4.0 and lean management
for enhancing financial profitability by better utilization of
resources. Tortorella et al. [9] examined the role of industry
4.0 technologies on the relationship between operational
performance and lean production within Brazil. ,e study
has organized a survey on implementing lean and industry

4.0 technologies by performance indicators, including
productivity, quality, delivery, safety, and inventory. ,e
collected data has been collected through questionnaires and
analyzed by multivariate analysis and contingency theory.
,e result of the study revealed that entirely technological
adoption could not be able to enhance operational perfor-
mance. However, lean helps in process improvement and
support in controlling operation management in industry
4.0. Kamble et al. [10] combined the empirical and ex-
ploratory research design to develop a framework for
identifying and validating the performance measure for
evaluating smart manufacturing systems in Indian small,
medium, and microenterprises of auto-components. ,e
data was collected by questionnaire on ten performance
dimensions: flexibility, cost, quality, integration, time, op-
timized productivity, computing, real-time diagnosis and
prognosis, and social and ecological sustainability.,e result
of the study revealed that the proposed performance system
was proved able to evaluate the smart manufacturing system
and its investments.

Amjad et al. [11] developed a comprehensive imple-
mentation framework that integrated lean, green
manufacturing, and industry 4.0 effectively. ,e developed
framework was validated by implementing it in an auto-
parts manufacturing firm. ,e result of the study showed
that reduced the value-added time, lead time, non-value-
added time, and greenhouses gases emission effectively by
24.68%, 25.60%, 56.20%, and 55%, respectively. ,e devel-
oped framework was able to achieve optimized and cleaner
production with automation-based rapid and environ-
mentally conscious manufacturing. Tortorella et al. [12]
investigated the relationship between lean production and
industry 4.0 through a survey organized with 110 different
sizes and sectors of Brazilian manufacturing companies. ,e
data were collected by a questionnaire and analyzed with the
help of multivariate analysis.,e result of the study indicates
that lean production was positively associated with industry
4.0 techniques, and their integrated implementation can lead
to enhance performance improvements.

Dahmani et al. [13] developed an eco-design industry 4.0
framework for investigating the relationship between

Enhancement in operational excellence on
the shop floor

Complete elimination of wastes on the
shop floor

Optimize the utilization of resources

Quality enhancement 

Figure 1: Aim of process optimization approach in industry 4.0.
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industry 4.0 strategies and lean eco-design. ,e developed
framework was based on the synergetic use of eco-design,
industry 4.0, and lean design. ,e study revealed that the
developed framework was able to provide cleaner products
using suitable processes to help manufacturers design
products and fulfill customer expectations. Varela et al. [14]
proposed a structural equation model to quantitatively
measure the effect of leanmanufacturing and industry 4.0 on
sustainability. ,e data was collected by 252 questionnaires
obtained from industrial companies located in the Iberian
Peninsula. ,e result of the study showed that it was not
conclusive that lean manufacturing was correlated with any
pillars of sustainability including environmental, economic,
and social, whereas industry 4.0 showed a strong correlation
with sustainability pillars.

Chiarini and Kumar [15] discussed the integration be-
tween principles and tools of lean six sigma and industry 4.0
technologies. ,e data were collected through direct ob-
servations and interviewing manufacturing managers of ten
Italian manufacturing companies. ,e result showed that
Lean Six Sigma could achieve effective outcomes from in-
dustry 4.0 applications. However, the integration needs
reinvented mapping tools and implies an end-to-end inte-
gration and vertical and horizontal integration. Saxby et al.
[16] assessed how well lean management supports contin-
uous improvement in industry 4.0. Semistructured inter-
views of five quality specialists in manufacturing were used
to collect data and opinions for lean management and in-
dustry 4.0. ,e result showed that lean management could
integrate new technologies for effectively continuous sup-
port in industry 4.0.

Ciano et al. [17] developed a framework on the rela-
tionship between industry 4.0 technologies and lean tech-
niques. ,e developed framework focused on six areas:
manufacturing equipment and processes, workforce man-
agement, shop floor management, customer relationship,
supplier relationship, and new product development. ,e
data were collected through semistructured interviews, in-
ternal documents, websites, and annual reports on lean and
industry 4.0 implementation projects. Implemented the
developed framework in eight sectors, and it has been
revealed that as a result, industries’ insights strongly believe
that the industry 4.0 technologies could empower lean
management techniques. Ghaythan et al. [18] examined the
impact of the integration of lean manufacturing and in-
dustry 4.0 technologies on the sustainable performance of
industries. ,e data required for the analysis were collected
from questionnaires collected by 112 petrochemical and
plastics industries. ,e analysis results showed that lean
manufacturing and industry 4.0 have a positive impact on
sustainability performance. Rossini et al. [19] investigated
the impact of interrelation between the industry 4.0 tech-
nologies and lean production on the improvement level of
operational performance in European manufacturers. ,e
data has been collected by a survey conducted with 108
European manufacturers and analyzed through multivariate
technique. ,e analysis identifies the interrelation according
to different contextual factors, including lean production

implementation experience, business operating model, type
of ownership, and company size. ,e finding suggests that
European manufacturers should apply concurrent lean
production of industry 4.0 to achieve a high degree of
process improvement.

However, only a few studies have been done on the
methodology developed to identify an efficient process
optimization technique for enhanced productivity within
restricted resources. Here, constraints mean the availability
of resources for shop floor management. To improve the
process, it is necessary to get rid of the challenges and
difficulties faced by the industry [20]. Typically, a production
system is developed to identify the challenges and difficulties
associated with production in the industry, which helps
know where to get rid of the challenges and difficulties of
production have to improve [21]. ,rough this system,
information about the processes is collected so that the level
of the processes can be evaluated and the production can be
improved. ,e objective of the present article is to develop a
smart production management system to identify the
problems and challenges encountered on the production
shop floor in industry 4.0 and suggest an efficient process
optimization approach for industrial sustainability. ,e
present article provides a systematic functional approach to
provide a sustainable shop floor management system and to
further enhance operational excellence within limited
constraints. ,e proposed methodology has been described
in Figure 2. ,ere are five stages in the proposed method-
ology. ,e first stage focuses on layout draw and preparing a
checklist of ergonomics issues by considering shop floor
factors, including workplan, working environment, and
workload distribution according to different departments. In
the second stage, the production conditions are analyzed by
calculating different parameters and resources condition by
considering shop floor factors, including time, cost, worker,
and shop floor congestion in various departments. ,e third
stage reviews the machinery conditions and availability by
observing and analyzing different departments and using
advanced condition monitoring systems to improve ma-
chinery efficiency and utilization. In the fourth stage, the
production shop floor planning is modified by brain-
storming, meeting, conversations with production man-
agement teams, and using the internet of things, digitization,
and data acquisition system. Finally, in the fifth stage,
production shop floor improvement is validated by com-
paring proposed, observed, and previous results by con-
sidering product performance, approach, throughput, and
shop floor management in different departments. As this
methodology comprises nineteen different factors and each
and every respective factor is crucial while implementing the
same in various departments likes in inspection, quality,
production, and design in industry 4.0, for example, the
work plan sector is highly significant in the inspection
department, quality department, and industry 4.0 depart-
ment. ,e same other factors are very much prominent the
same in the different departments that will provide a sus-
tainable shop floor management system within available
resources.

Mathematical Problems in Engineering 3



2. DevelopmentofNovelResearchMethodology

,e literature review demands developing a research
methodology to effectively implement the developed pro-
duction management systems. ,e developed research
framework helps implement the developed production
management system and identification of NVAA so that
appropriate action can be taken as per the production
condition [22]. ,e present research methodology has been
developed from a thorough analysis of factors of the pro-
duction management system. Figure 3 illustrates the steps
followed in the developed research methodology in the
present research work.

,e development of research methodology is a sys-
tematic way to implement process optimization methods
that the elimination of waste in production can be possible.
In previous researches, few researchers developed a meth-
odology to improve the effectiveness of process optimization
methods for shop floor management. In methodologies,
emphasis was laid on determining the consumption of re-
sources according to production and improving the pro-
duction process. ,e following features distinguish the
developed methodologies and prove to be important for the
implementation of process optimization techniques.

(i) ,e developed methodology helps understand the
reason of source of waste and investigated impact of
working production processes on productivity in
industry 4.0

(ii) ,e developed methodology provides a systemic
illustration of material-flow, process-flow, time
parameters (CT, LT, IT, and TT) to control the
uncertainty in an advanced production
environment

(iii) ,e developed methodology identifies problems
and challenges by systematic analysis and helps
provide an efficient action plan at beginning of
production in industry 4.0

(iv) ,e developed methodology can be applied to any type
of shop floor management in industry 4.0 and control
overall process activities within available resources

3. Developments on the Process Optimization
Approaches for Industrial Sustainability in
Complex Environment

Researchers have proposed several methodologies of process
optimization approaches for industrial sustainability in a
complex environment. ,e complex environment includes
discrepant working conditions, unexpected demand, over
workload, lack of shop floor area, continuous working, and
nonstandardization of work [23]. Process optimization
concept originated from the Toyota production system and
was developed by Taiichi Ohno’s notion of “reduce time and
cost by eliminating waste.” Lean manufacturing, smart
manufacturing, internet of things, and artificial intelligence
are process optimization approaches and implemented for
the elimination of waste. Waste means unnecessary activities
performed in production that do not increase the product
value [24]. Wastes have been classified into eight categories:
overprocessing, overproduction, transportation, unneces-
sary motion, waiting, defects, and unutilized skill [25].

,e process optimization approach is mostly preferred
in industry 4.0 because it is capable of achieving production
improvements with confined assets on automated produc-
tion lines [26] and serves the purpose of process optimi-
zation while other techniques can be used in limited
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production conditions. Process optimization as an approach
uses limited constraints that include the use of machinery,
shop floor area, investment, production, process planning,
and time [27]. ,e objective of process optimization is the
minimization of waste in terms of time, manpower, ma-
chinery, and shop floor area. ,e concept of process opti-
mization has been implemented by different techniques in
industry 4.0; the techniques used in previous decades and in
industry 4.0 are illustrated in Figure 4.

Lean manufacturing (LM) is a prevalent approach and
has been used in most cases as found in the literature review.
LM is used for the identification of NVAA by observation of
shop floor conditions [28]. ,e cost incurred in these ac-
tivities can neither be added to the production value nor paid
by the customer [29]. ,erefore, eliminating these activities
from production is the only solution that is carried out by
process optimization techniques [30]. It has been observed
that LM is able to provide production enhancement in case
of a manual assembly line, but if production line becomes
semiautomated or fully automated, it does not work and the
production management team must implement new tech-
niques like integration of techniques.

In industry 4.0, production management team members
emphasize on development of novel techniques and ap-
proaches for productivity enhancement in automated pro-
duction lines. To accomplish this, several research works
have been done in different automated production condi-
tions, and smart manufacturing was found efficient in
production management on the shop floor [31]. Smart
manufacturing uses various techniques to the control
management system in industry 4.0, including internet of
things, digitalization, asset tracking system, artificial intel-
ligence, and integration of smart manufacturing with other
techniques such as lean, machine learning, and simulation.
,e complexity of the production situation has been in-
creasing steadily over the past decade. Hence, in the current
scenario of industry 4.0, more attention is paid to smart
manufacturing techniques and hybrid approach with smart
concept by the members of the management team. Because

smart manufacturing has been found most suitable and
efficient approach in productivity enhancement in previous
research works.

As yet, several process optimization techniques have
been implemented to improve the production on the shop
floor [32]. An attempt has been made to tabulate all these
techniques by Table 1 and presented a description of the
application area and the results obtained. Figure 5 shows the
techniques implemented in previous research for coping
with problems and challenges. Table 2 illustrates the con-
tribution of process optimization techniques in previous
research works.

In research work over the past decades, authors have
praised lean manufacturing for improving production, and
other process optimization methods such as Kaizen and total
quality management have also been used by some authors
[22, 49, 71, 72, 85]. But it has been observed that smart
manufacturing becomes the most preferred and prevalent
approach in the past five years because of its higher adapt-
ability in industry 4.0. ,is discussion of previous research
endorses the utility of lean and smart manufacturing for
process optimization. Researchers are skeptical about
implementing procedures presented to address production
challenges using lean and smart manufacturing, as the studies
presented so far have proposed a specific approach and ap-
plied it only in confined situations. ,e authors of the present
study are reviewing the methodologies presented in select
previous studies to clarify the message. Following observa-
tions and research gap areas are identified:

(1) All the researchers that have developed the meth-
odology of process optimization method applica-
tions in the manufacturing environment concluded
that by improving the workflow on the shop floor,
one can improve productivity and also concluded
that this is not a generalized conclusion that can
apply in all types of production conditions.

(2) ,ere is no clarity in research on how to identify
production challenges and problems in industry 4.0.

1

2

3

5

4

Discussion on previous research work on process optimization
approach for production shop floor management.

Proposed a production management system to identify
challenges and problems in industry 4.0

Implementation of developed theory in a case example of
industry 4.0 

Observation of production processes and activities by gemba walk,
virtual record, data acquisition system and discussion with
industry persons.

1. Review of previous research work

2. Development of production management system

3. Deployment of proposed theory

4. Observation of production shop floor

5. Validation of developed system
Industrial sustainability achieved in the production management,
and comparative analysis between present and previous research
work results.

Figure 3: Research methodology.
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,erefore, the drawbacks of research to improve
production through production mapping are clearly
shown.

,e objective of the present article is to develop a smart
production management system to identify the problems
and challenges encountered on the production shop floor in
industry 4.0 and suggest an efficient process optimization
approach for industrial sustainability. ,e research objective
raised questions for the study are as follows:

(i) How to demonstrate the key message of process
optimization through an efficient technique using a
methodology for reducing wastes influencing pro-
ductivity in industry 4.0

(ii) How to identify wastes in the industry 4.0 pro-
duction environment by applying the proposed
production management system

4. Scientific Gap in the Literature and
Conceptual Paradigm Objectives of the
Current Research Work

In industry 4.0, the production team members face several
problems in enhancing operational excellence due to
complexity in the shop floor environment [92]. It has been
observed that if production teams ignore different cir-
cumstances and issues that can be developed by complexity
in the shop floor environment, it results in considerable
losses in financial profitability [93]. A comprehensive review
of the production management systems developed in pre-
vious research has been found that the developed systems
were not efficient at controlling operational excellence in all
types of shop floor environments and could only increase

productivity in certain limited production conditions.
,erefore, the production management teams emphasize
developing an intelligent system to eliminate the problems
faced in different circumstances because of the complex shop
floor environment [94].

,e developed system helps provide a guideline for
selecting a suitable approach for enhancing industrial sus-
tainability in industry 4.0. ,e proposed smart system has
been developed by various brainstorming sessions on
problems and challenges faced in production shop floor
management, including industry 4.0. ,e developed system
provides a guideline for management teams to understand
the actual shop floor conditions and help make an action
plan at the beginning of production processes to achieve
industrial sustainability enhancement. ,e developed smart
production management system has been validated by en-
hancing industrial sustainability in the case of industry 4.0. It
has been found that the developed system provided im-
provement in production time, worker’s contribution,
machinery utilization, operational excellence, and financial
profitability by 17%, 18%, 28%, 35%, and 45%, respectively.

,e present research aims to develop a smart production
management system to identify the problems and challenges
encountered in production on the shop floor in industry 4.0
and suggest an efficient process optimization approach for
industrial sustainability. ,e developed smart management
system can improve operational excellence in any complex
shop floor environment within confined assets and the efficient
to enhance sustainability in all industries, including automo-
bile, mining machinery, mining, defense, aerospace, pharma-
ceutical, chemical, and so on. ,e authors of the present
research article that the developed systemwould be preferred in
shop floor management in industry 4.0 because it can im-
plement a suitable approach by identifying exact problems in

Hybrid
approach

Internet of thingsValue stream
mapping

Lean
manufacturing

Smart
manufacturing

Hybrid
approach

Process optimization
approach

In previous
decades In industry 4.0

Kaizen

Total quality
management

Simulation based
smart

manufacturing

Lean-kaizen

TQM-TPM

Lean six sigma

Lean smart
manufacturing

Asset tracking
system

Artificial
intelligence

Machine
learning-smart
manufacturing

Figure 4: Process optimization techniques before Industry 4.0 (left) and under the framework of Industry 4.0 (right).
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Table 1: Description of previous research work, technique, and results.

Author(s) Year Techniques
Results

Improvement/reduction Optimized
resources

Östlin and Ekholm [33] 2007 Value stream mapping (VSM) Setup time Manpower

Seth and Gupta [34] 2007 VSM, Kanban
WIP (work in process), inventory,

production lead time (LT),
processing time

Cost

Gati-Wechsler and
Torres [35] 2008 TPM, 5S, JIT, Kanban Inventory NA

Sahoo et al. [36] 2008 VSM, Taguchi’s method Setup time, WIP inventory level,
defect NA

Pattanaik and Sharma
[37] 2009 Cellular manufacturing system, VSM Lead time (LT), setup time, waiting

time, material handling time Layout

Singh Sharma [38] 2009 VSM LT, processing time, WIP Manpower

Vinodh et al. [39] 2010 VSM Cycle time (CT), idle time (IT),
WIP inventory, defect, uptime (UT) Manpower

Rahman and Al-Ashraf
[40] 2012 VSM Production LT, work-in-process

inventory
Manpower,

machine, layout
Rahman et al. [41] 2012 Kanban Inventory Cost
Chen et al. [42] 2013 VSM, radiofrequency identification LT, waiting time Shop floor area
Bertolini [43] 2013 VSM Productivity, LT, defect Cost
Longhan et al. [44] 2013 VSM Productivity Cost

Jeyraj et al. [45] 2013 VSM Takt time (TT), LT Machine,
manpower

Das et al. [46] 2014 VSM, SMED, Kaizen Setup time, WIP inventory Shop floor area
Barbosa et al. [47] 2014 LM, TPM Cycle time (CT), product quality Layout
Kumar et al. [48] 2014 VSM, method study LT Layout
Ismail et al. [49] 2014 Lean Six Sigma, VSM CT NA
Singh et al. [50] 2014 LM Cycle time, downtime Cost
Santos et al. [51] 2015 5S, VSM, Kaizen, Productivity Manpower
Mwanza and Mbohwa
[52] 2015 Total productive maintenance Downtime Machinery

Choi et al. [53] 2015 Smart manufacturing Production enhancement Cost
Rohani and Zahree [54] 2015 VSM, kaizen, Kanban, 5S LT NA
Esa et al. [55] 2015 SMED Setup time Manpower
Lu and Yang [56] 2015 VSM, Kaizen Production, CT Manpower
Tyagi et al. [57] 2015 VSM, Gemba walk LT, quality Cost
Choomlucksana et al.
[58] 2015 Kaizen, 5S, poka-yoke Processing time Cost

Naqvi et al. [59] 2016 LM, Kaizen, 5S LT, production Layout, cost
Andrade et al. [60] 2016 VSM LT, production time Manpower
,omas et al. [61] 2016 Lean Six Sigma Production time Cost
Garre et al. [62] 2017 5S, SMED Productivity, total cycle time (TCT) Layout
Asif and Singh [63] 2017 Internet of things Productivity Cost
Dadashnejad and
Valmohammadi [64] 2017 VSM, overall equipment effectiveness Productivity, quality Machine

Diaz et al. [65] 2017 VSM LT, CT, quality Manpower
Méndez and Rodriguez
[66] 2017 TPM, overall equipment effectiveness Productivity Manpower

Nagadi et al. [67] 2017 Smart manufacturing Production time Machinery

Gazra-Reyes et al. [68] 2018 VSM, TPM, just in time, Kaizen Productivity, quality Energy
consumption

Gijo et al. [69] 2018 Lean Six Sigma Defect Cost
Stadnicka and Litwin
[70] 2018 VSM, system dynamic analysis Work-in-progress Machine

Cannas et al. [71] 2018 Kaizen, Yamazumi chart, standardization Performance NA

Kumar et al. [72] 2018 VSM, Kaizen, poka-yoke, 5-why, brainstorming
technique

Lead time, cycle time, inventory
level, productivity, quality, rework

elimination

Machine,
manpower, cost
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the complex production environment. Figure 6 shows the
current model of shop floor management that was being used
by the production management team.

5. Proposed Production Management System

Industries face several challenges and problems in con-
trolling the shop floor management. ,erefore, to identify
these problems and challenges, a smart production man-
agement system has been developed in the present research.
In the production management system, the challenges and
problems are classified in observed forms. ,e developed
production management system has been evaluated by
problems found in prior research and applied techniques.
Table 3 classifies the challenges commonly encountered by
industry in production and the problems associated with
them.

Most of the researchers appreciated lean and smart
manufacturing and acknowledged problems and challenges
complexities in an industrial environment. Authors mostly
suggested lean for improvement in production and shop
floor management in the last decades. ,e smart
manufacturing experience of researchers in production
improvement is remarkably diverse and endorsed the reli-
ability of smart manufacturing in shop floor management.

To get rid of the challenges and problems faced at the
production shop floor, in the current research work, an
extensive literature review was done on the work done in the
production area and industry 4.0, and a production man-
agement system has been developed. ,e challenges and
problems were categorized to prepare the developed system
and the process optimization techniques applied in the

previous research were brainstormed for them. A man-
agement system has been developed from the findings ob-
tained from the brainstorming analysis. ,e authors are
strongly believed that the developed production manage-
ment system would be capable of providing higher
throughput in all types of conditions in industry 4.0. ,e
developed smart production management system has been
illustrated in Figure 7. ,e proposed smart production
management system follows four steps and is developed by
multiple brainstorming sessions organized at the different
department levels and using previous research works.

5.1. Experimentation of Proposed 9eory in a Case Study for
Industry 4.0. ,e present study has been carried out in an
earthmoving machinery manufacturing unit in India. ,e
industry currently has 52 people including managers, su-
pervisors, and employees and operates in a single shift with
10 working hours. ,e present industry manufactures
several types of machinery such as the skid-steer loader,
cranes, and truck-mounted. ,is research work deals with
skid-steer loader production processes. Skid-steer loader is
an earthmoving machinery, and it is based on cutting-edge
technology. ,e industry is facing stiff competition due to
high manufacturing cycle time. Typically, production orders
are received intermittently and mostly in small quantities.

,e production lead time and quality are the main
factors to face the competition of the industry. When the
industry is faced with problems such as high costs and
excessive lead time due to wastage, the level of production
becomes exceedingly difficult to control. Production man-
agement is therefore vigilant about these problems and

Table 1: Continued.

Author(s) Year Techniques
Results

Improvement/reduction Optimized
resources

Suhardi et al. [73] 2019
VSM, 5W1H (what, who, where, when, how,
why), ECRS (eliminate, combine, rearrange,

and simplify) principle
Lead time Manpower

Saqlain et al. [74] 2019 Internet of things Production time Machinery, cost
Masuti and Dabede [75] 2019 VSM Cycle time, lead time Cost
Ramani and Lingan [76] 2019 VSM Productivity Cost
Priya et al. [77] 2019 Lean Six Sigma, just in time Defect, quality NA
Liao and Wang [78] 2019 Internet of things Production time Cost
Shou et al. [79] 2019 VSM Production time NA

Sharma et al. [80] 2019 5S Productivity Machine, cost,
shop floor

Abubakr et al. [81] 2020 Smart manufacturing Productivity Machinery, cost
Torres et al. [82] 2020 Smart manufacturing Production time Cost, shop floor
Prasad et al. [83] 2020 VSM, 5S, Kaizen, Kanban, SMED Productivity Layout
Mittal et al. [84] 2020 Smart manufacturing Production Cost

Balamurugan et al. [85] 2020 Cause and effect diagram, failure mode effect
analysis Productivity Machine, shop

floor
Chien and Chen [86] 2020 Smart manufacturing Production time Machinery, cost
Amrani and Ducq [87] 2020 VSM, SMED, cellular layout Setup time, cycle time, defect rate Cost, manpower
Frankό et al. [88] 2020 Internet of things Production time Machinery, cost
Gaspar et al. [89] 2021 Internet of things Production time Cost
Reyes et al. [90] 2021 Lean and industry 4.0 technologies Productivity Cost
Vlachos et al. [91] 2021 Lean and internet of things Productivity Cost
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emphasizes the implementation of process optimization
methods for production on the shop floor. ,e problems
found in controlling production in the current industry are
illustrated by Figure 8.

5.2. Observation of the Production Shop Floor in Present Case
Report. According to Womack and Jones [95], production

planning plays an important role in achieving customer
needs in the context of the product. For this, it is necessary to
observe the precise production information and conditions
of the industry. So those necessary arrangements can be
made to deal with them. ,e basic production information
has been collected by observation of shop floor, question-
naire, data acquisition system, interviews, and discussion
with industry persons. ,e observation of the shop floor has

1. VSM
33%

2. Smart
manufacturing

13%

3. Internet of things
10%

4. SOP 6%

5. Kaizen 4%
6. TPM 4%

7. ECRS 2%

8. FMEA
2%

9. Time study
2%

10. Fish bone
diagram 2%

11.5S
2%

12. SLP 2%

13. Stadardization 2%

14. TQM
2%

15. Taguchi's
method

2%

16. Method study
2%

17. LSS
2%

18. SMED
2%

19. 5W1H
2% 20. Kanban

2%0%

Figure 5: Implementation of process optimization techniques in previous researches.

Table 2: Contribution of process optimization techniques in previous research works.

S. No. Process optimization techniques Contribution (%)
1 VSM 33
2 Smart manufacturing 13
3 Internet of things 10
4 SOP 6
5 Kaizen 4
6 TPM 4
7 ECRS 2
8 FMEA 2
9 Time study 2
10 Fish bone diagram 2
11 5S 2
12 SLP 2
13 Standardization 2
14 TQM 2
15 Taguchi’s method 2
16 Method study 2
17 LSS 2
18 SMED 2
19 5W1H 2
20 Kanban 2

Mathematical Problems in Engineering 9



Aim

Production/day
8 units

Manpower
52 workers

Available time
520 minutes

Break time
40 minutes

Different department shop floors
Assembly 1045 minutes

TasksShop floor layout

• Sustainable production
 planning.
• Utilization of resources.
• Minimization of energy
 consumption.
• Waste elimination.
• Productivity enhancement in
 complex shop floor
 management system.

Production time

Fabrication
Painting

Roll off and hot testing
Cabin installment and electric
gauge assembly

2190 minutes
990 minutes

1945 minutes

715 minutes

Outsourcing of services.
Manual power supply system.
Traditional work allocation.
Lack in allotment of operator for material handling.
Manual assembly lines.

Reasons for waste production

Achieve operational
excellence within
limited constraints.

Enhancement in financial
profitability within
available resources

•

•

Figure 6: Current shop floor management model.

Table 3: Categorization of problems and challenges faced in production.

S.
No. Challenges Problems Categorization Author and reference

number
Implemented shop floor
management technique

1 Productivity

Poor layout P1
Rahman and Al-Ashraf [40];

Saqlain et al. [74] VSM, smart manufacturing

Absenteeism P2 Singh and Sharma [38] VSM, 5S

Higher downtime P3
Santos et al. [51]; Chien and

Chen [86] VSM, smart manufacturing

Unskilled worker P4 Jeyaraj et al. [45] VSM
Communication gap P5 Esa et al. [55] Standard operating procedure (SOP)
More workstation P6 Rohani and Zahree [54] VSM, Kaizen

Work overloaded P7 Garee et al. [62] Single minute exchange of die
(SMED)

High setup time P8 Esa et al. [55] SMED

2 Quality

Lack in worker sill Q1 Seth and Gupta [34] VSM

Lack of standard Q2
Rahman and Al-Ashraf [40];

Asif and Singh [63] SOP, internet of things

Defect Q3 Pattanaik and Sharma [37] VSM
Workload
distribution Q4 Suhardi et al. [73] 5W1H technique, ECRS principle

Inventory Q5 Masuti and Dabede [75] VSM

3 Time

Lack in production
planning T1

Balamurugan et al. [85];
Priya et al. [77]; Gaspar et al.

[89]

Time study, fishbone diagram,
failure mode effect analysis (FMEA),

internet of things
Downtime T2 Barbosa et al. [47] Total productive maintenance
Machinery
utilization T3 Jeyaraj et al. [45] VSM

Wrong workload
distribution T4 Chen et al. [42] VSM

Unsystematic layout T5 Ali Naqvi et al. [59] Systematic layout planning
Absentees T6 Amrani and Ducq [87] Standardization

Unskilled worker T7
Gati-Wechsler and Torres

[35] Total quality management (TQM)

Communication gap T8 Esa et al. [55] SOP
Lack in material

handling T9 Frankó et al. [88] Asset tracking system
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been used to understand the working condition of pro-
duction on the shop floor. ,e discussion with workers,
supervisors, and managers has been used for the analysis of
production information and shown by Table 4.

5.3. Analyze Present Production Shop Floor Management.
,e working condition map of production processes is
shown in Figure 9. ,e working map demonstrates that the
manufacturing orders are being received monthly and the

Table 3: Continued.

S.
No. Challenges Problems Categorization Author and reference

number
Implemented shop floor
management technique

4 Cost

Downtime C1
Mwanza and Mbohwa [52];

Chien and Chen [86]
Total productive maintenance
(TPM), smart manufacturing

Lack in worker
participation C2 Rahman et al. [41] Lean manufacturing, Kanban

Defects C3 Sahoo et al. [36] Taguchi’s method
Inventory C4 Singh and Sharma [38] VSM

Unplanned
workflow C5

Kumar et al. [72]; Ramani
and Lingan [76]; Liao and

Wang [78]

VSM, method study, internet of
things

5
Customer satisfaction

level in terms of
product

Higher lead time L1
Östlin and Ekholm [33]; Liao

and Wang [78] VSM, internet of things

Defects L2 Bertoloini [43] VSM

Standard L3
Ismail et al. [49]; Gijo et al.

[69] Lean Six Sigma

Quantity L4 Longhan et al. [44] VSM

Design L5
Das et al. [46]; Mittal et al.

[84]
VSM, SMED, Kaizen, smart

manufacturing

4 3

1 2
Analyze

Production
analysis
program and
data analytics

Modification in
shop floor
management

Observation

Shop floor visit
and data
acquisition
system

Lean and smart
manufacturing

Validation of smart
production system

Production
enhancement in a
case study of
industry 4.0

Figure 7: Proposed smart management system for industry sustainability in industry 4.0.

.

Problem

Higher
production time

Communication
gap between

workers

Limited
resources

availability

Higher
downtime

Higher
production cost

Figure 8: Observed problems of present industry.
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shop floor management department transmits the
manufacturing instructions on daily basis to the supervisor
and workers. In present production condition, a total of 18
processes are performed in the production of the skid steer
loader, and the industry operates in one shift per day. ,e
total cycle time (TCT) for manufacturing the skid-steer
loader is 6,540minutes whereas the total idle time (TIT) is
470minutes. ,e skid-steer loaders are manufactured to the
customers’ demands mostly monthly.,e industry normally
maintains a product inventory of 15 units due to uncertainty
in employee availability.

In the observed condition, the proposed production
management system has been used to identify production
problems and elimination of non-value-added activities. For
the elimination of problems, the appropriate technique has
been selected from the process optimization techniques
implemented in the previous research work, as shown in
Table 2. Table 5 shows the description of problems and
challenges identified in production processes.

,e production analysis program and data analytics were
implemented for the identification of problems and non-
value-added activities so that they could be eliminated with
the appropriate action. Lean and smart manufacturing were
found suitable to improve mostly processes, and addition-
ally, internet of things, artificial intelligence, and embedded
system have been applied in some other processes.

6. Result and Discussions

6.1. Development of a Modified Production Shop Floor
Management. After the analysis of NVAA present in the
production processes of skid-steer loader, various proposals
for NVAA elimination have been developed by a discussion
with the workers of industry, which are presented as follows:

(i) Improvement in shop floor management – ,e
principle of lean smart manufacturing has been
found effective for implementation at the following
processes, namely wheel assembly, chassis
manufacturing, cabin installment, and electric
gauges assembly

(ii) Reduction of a number of workstations – ,e
production planning at workstations has been im-
proved by simulation and machine learning
concepts

(iii) Reduction of work-in-progress–,e unnecessary
activities between production processes has been
eliminated by the lean concept

(iv) Improvement in resource utilization – ,e utili-
zation of machinery and workers has been im-
proved by using artificial intelligence and the
internet of things concept

(v) Reduction of high setup time – ,e internal ac-
tivities (preparing setup jig and fixture, movement
of chassis component, material handling of com-
ponents by forklift and hoisting equipment, trans-
portation of large parts for painting, and changing
attachment tool) have been considered as external
activities

(vi) Improvement in the communication gap between
workers-organized meeting and conducting the
training program

Table 6 shows the overall production modification
suggested for proposed planning. ,e proposed modified
production planning describing the various improvements
incorporated in the production processes of the skid steer
loader on the shop floor is shown in Figure 10.

Table 4: Details of production collected from the observation of the shop floor.

Name of data Quantity
Product name Skid steer loader
Working time 560 minutes
Break time 40 minutes
Available time 520 minutes
Number of workers 52
Number of processes 18
Number of shifts 1
Number of shops 5
Production per day (PD) 8
Shop floor area 34 meter× 75 meter
Production line Semiautomated
Production type Pull
Material handling equipment Hoist for material handling and forklift
Challenge Productivity, time, quality, customer satisfaction level
Previous production record WT: 580 minutes, BT: 80 minutes, PD: 9 minutes
Problems P1, P2, P3, P4, P5, P6, P7, P8, T1, T2, T3, T4, T5, T6, T7, T8, T9, L1, L4
Working environment Unfriendly due to more working hours and unplanned work
Working temperature Workable
Maintenance type Preventive
Outsourcing services Painting (chassis and loader arm)
Number of components in the final product Approximate 800
Implemented shop floor management technique 5 S
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A similar work has been reported by Müller et al. [96]
who discussed how natural language processing could im-
prove the digital shop floor management concept to provide
higher value for decision-makers and the shop-floor teams.
,e study presented a conceptual approach by integrating
the fields of natural language processing and digital shop
floor management to discuss assistant functions in digital
shop floor management on the text data produced during
problem-solving. ,e result of the study revealed that the
developed approach was detailed, quick, and accurate by
representing an actual condition in the company. Xu et al.
[97] investigated the coexistence of two industrial revolution
industry 4.0 and industry 5.0. In the study, five questions
were selected by different sources, and the questions were
rooted in industry and the scientific community. ,e study
showed that the industrial revolution was driven by trans-
formative technological advances that helped improve

fundamental changes in the industry functions. ,ese
fundamental changes included social and economic con-
sequences. It also concluded that the revolution upgrade had
been required technological pushes and solutions. Mourtzis
[98] discussed the benchmarking obtained in the evolution
of manufacturing systems simulation technologies and in-
vestigated recent research and industrial revolution in the
fields of manufacturing.,e study showed that digitalization
provides data and new technologies to assist in
manufacturing simulation and product design in the new
era.

6.2. Validation of Proposed Smart Production Management
System. Present research methodology demonstrates its
usefulness in terms of improved productivity, customer
satisfaction level, resources utilization, and production time.

STEP 1

Assembly shop

STEP 5

Cabin installment &
Electric gauge assembly

STEP 4

Roll off & Hot testing

STEP 2

Fabrication shop

STEP 3

Painting shop

Observed Management
system

Cycle time (CT) – 870 Minutes
Changeover time (CO) – 95 Minutes
Uptime (UT) – 90.62%
Idle time (IT) – 80 Minutes

Cycle time – 630 Minutes
Changeover time – 240 Minutes
Uptime – 86.86%
Idle time – 120 Minutes

Cycle time – 545 Minutes
Changeover time – 80 Minutes
Uptime – 94.87%
Idle time – 90 Minutes

Cycle time – 1830 Minutes
Changeover time – 70 Minutes
Uptime – 86.54%
Idle time – 45 Minutes

Cycle time - 2010 Minutes
Changeover time – 105 Minutes
Uptime – 91.40%
Idle time – 75 Minutes

Figure 9: Observed production management condition.

Table 5: Challenges and problems identified in production processes.

S. No. Process Problem
1 Transmission assembly P1, P2, P4, P5, P6, P7, P8, T1, T2, T4, T5, T6, T7, T8, T9, L1
2 Manufacturing of loader arm P4, P5, P6, P8, T1, T3, T4, T7, C2, L1
3 Chassis manufacturing P1, P2, P3, P4, P5, P6, P7, P8, T1, T2, T3, T4, T5, T6, T7, T8, L1, L4
4 Wheel assembly P5, T8
5 Chassis and loader arm fabrication P1, P3, P4, P5, P8, T3, T7, T9L1
6 Inspection of fabrication P2, P3, P5, T1, T2, T3, T8
7 Painting (baby parts) P8
8 Painting (large parts) P8
9 Engine assembly P1, P7, P8, T3, T4, T5, T8, L1
10 Hydraulic pump and motor assembly P1, P7, P8, T3, T4, T5, T8, L1
11 Inspection of assembly and roll off T1
12 Hot testing P3, P5, P7, P8, T1, T4, L1
13 Cabin installment P4, P5, P7, T1, T4, T7, T8
14 Electric gauges assembly P4, P5, P7, Q1, Q4, T1, T4, T7, T8
15 Final inspection P1, P5, P6, P7, T1, T4, T8
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,e case study revealed that the proposed production
management system can provide precise identification of the
challenges and problems responsible for production in in-
dustry 4.0 using a lean and smart manufacturing approach.
,e production management helps the management system
implement a suitable shop floor management approach for
the elimination of non-value-added activities. To validate the
production management system presented, it was imple-
mented in a production condition of industry 4.0, and it was
found that production improved as per the standards set by
the production management system. Production improve-
ment has been calculated according to various parameters.
,ese improvements are shown in Figure 11.

In line with the problems encountered in shop floor
management, the present case example shows the elimi-
nation of non-value-added activities and the improvement
in productivity levels that have been possible through the
proposed smart production management system. To sub-
stantiate this statement, a comparative analysis was carried
out from the present work from previous research work. It
was found that the proposed production management

system is better in eradicating of all production problems
and non-value-added activities. ,e comparative analysis
between some relevant previous research and the present
study has shown in Table 7.

,e related work has been reported by Mourtzis [99]
designed a model of a real manufacturing system using
discrete-event simulation and evaluated it by obtaining
actual data obtaining from the copper industry. ,e study
used the ANOVA method to highlight the effect of each
decision variable on the model. ,e study demonstrated that
the manufacturing system could obtain maximum
throughput by utilizing actual data and available resources.
Mourtzis [100] developed a framework for remote moni-
toring refrigerator and cold storage systems using wireless
sensor networks and cloud technology for predictive
maintenance. In the study, wireless sensor networks and the
intelligent algorithm were integrated for predictive main-
tenance. ,e study showed that the developed framework
could provide yielded promising results. Mourtzis [101]
discussed the latest advances and challenges of machine tool
evolution in the present industrial era in the manufacturing

Table 6: Details of proposed production planning from the investigation of the production shop floor.

Name of data Quantity
Product name Skid-steer loader
Working time (WT) 600minutes
Break time (BT) 90minutes
Available time 510minutes
Number of workers 52
Number of processes 10
Number of shifts 1
Number of shops 5
Production per day 12
Shop floor area 34meter× 75 meter
Material handling equipment Hoist for material handling and forklift
Challenge Productivity, time, customer satisfaction level
Previous production record WT – 520 minutes, BT – 40 minutes, PD – 8
Problems Eliminated
Working environment Aesthetic
Maintenance type Condition-based maintenance
Outsourcing services Painting (chassis and loader arm)
Number of components in the final product Approximate 800
Implemented shop floor management approach Lean smart manufacturing, internet of things, artificial intelligence, asset tracking system

1 2 3 4 5

Fabrication Assembly Painting Roll-off and
hot testing

Quality
inspection

CT – 855 Minutes
CO – 280 Minutes
UT – 81.37%
IT – 110 Minutes

CT – 1095 Minutes
CO – 190 Minutes
UT – 90.68 %
IT – 105 Minutes

CT –1710 Minutes
CO – 45 Minutes
UT – 91.18%
IT – 40 Minutes

CT – 1860 Minutes
CO – 75 Minutes
UT – 85.29%
IT – 60 Minutes

CT – 150 Minutes
CO – 5 Minutes
UT – 99.02%
IT – 10 Minutes

Figure 10: Modified production management system.
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domain. In addition, the study recognized emerging op-
portunities and identified implications from the imple-
mentation point of view.

6.3. Enhancement of Industrial Sustainability of theDeveloped
Methodology for Industry 4.0 for Earthmoving Machinery
Manufacturing Shop FloorManagement System. ,e present
research methodology can be applied to improve all types of
earthmoving machinery manufacturing conditions in in-
dustry 4.0. ,is statement has been proved by an example:
this example was of an earthmoving machinery
manufacturing unit, in which production was improved by
the implementation of the developed production manage-
ment system in industry 4.0. ,e improvements obtained in
the operational performance of production processes by
process optimization techniques are shown in Table 8. ,e
planning and execution of research methods in the
manufacturing unit, and improvement in shop floor man-
agement has summarized in Table 9.

Productivity enhancement has been achieved effectively
by the production management system developed in the
present case study. ,e implementation of the developed
methodology led to an improvement of up to 35% in the
production by a 42% reduction in defects by the imple-
mentation of a suitable process optimization approach. ,e
result of the study validates the author’s statement about
developed methodology and describes that the developed
production management system would provide industrial
sustainability in industry 4.0. ,e related work has been
reported by Liu et al. [102] investigated the emerging in-
dustrial internet of things implementation in a cloud
manufacturing system for addressed the challenge faced in
the development of cloud manufacturing systems. ,e
challenges included communication, efficient data acquisi-
tion, analysis of field-level manufacturing equipment, and
query. Two industrial internets of things gateway for a 3D
printer and a CNCmachine tool validated the approach.,e
result showed that integrating various emerging industrial
internet of things technologies in manufacturing systems

Table 7: Comparison between previous results and present study investigation.

Author’s Technique
Improvement (%)

Parameter Optimized
PT CT Defect

Cinar et al. [20] VSM 1.11 2.59 4 Production time, machinery
utilization, quality Machinery, cost

Liao and Wang [78] Internet of things NA NA NA Product quality Cost
Rahani and Al-
Ashraf [40]

SMED, poka-yoke,
standardization NA 43 66 Production time, product quality Cost

Chien and Chen [86] Smart manufacturing NA NA NA Production time Machinery
Ismail et al. [49] LSS 16.79 NA NA Production time Cost
Gijo et al. [69] LSS NA NA 85.26 Quality Cost
Asif and Singh [63] Internet of things NA NA NA Production management Cost
Das et al. [46] VSM, SMED, kaizen 57.07 43.24 NA Production time Cost
Frankό et al. [88] Internet of things NA NA NA Logistic task Machinery, cost
Longhan et al. [44] VSM 6.85 NA NA Production time Cost
Choomlucksana
et al. [58] VSM 8.02 37.05 NA Production time Cost

Present study Lean and smart manufacturing,
internet of things, VSM 17.14 15.69 42 Production time, machinery and

manpower utilization, quality
Manpower, machinery,

cost, shop floor

520

6725

20

44

765

7960

470

510

5670

27

39

595

6595

325

AT (Minutes)

CT (Minutes)

UT (%)

NR

CO (Minutes)

PT (Minutes)

IT (Minutes)

AT
(Minutes)

CT
(Minutes) UT (%) NR CO

(Minutes)
PT

(Minutes)
IT

(Minutes)
Modified 510 5670 27 39 595 6595 325
Observed 520 6725 20 44 765 7960 470

Figure 11: Production improvement by the presented production management system.
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Table 9: Implemented actions for improvement in production on the shop floor.

S.
No. Process Cause of problem Process optimization

approach Suggested action Improvement in process time
(%)

1 Transmission
assembly

(i) ,ere was no fixed
place for different
assembly processes

Lean smart
manufacturing

(i) All assembly processes
were performed in one
shop that also included
gearbox assembly

11.32

(ii) Gearbox assembly
has done at a different
location

(ii) Prepared a systematic
layout

(iii) Unnecessary
transportation due to
different locations of
processes

(iii) Increased number of
workers

(iv) Lack of workers (iv) Improved shop floor
planning

(v) Poor planning (v) Automated production
line
(vi) Asset tracking system

2 Manufacturing of
loader arm

(i) Higher setup time

Lean manufacturing

(i) Increased number of
workers

9.21(ii) Lack of workers (ii) Organized meeting
and training

(iii) Unawareness of the
work (iii) Improved action plan

(iv) Lack of action plan

3 Chassis
manufacturing

(i) Manual material
handling

Value stream mapping
and internet of things

(i) Prepared a systematic
planning

9.19

(ii) Unsystematic
planning

(ii) Organized appropriate
training program

(iii) No sequence of
production processes
was determined

(iii) Digitalization

(iv) Lack in worker skill

4 Wheel assembly

(i) Unawareness of the
worker Embedded system

(i) Organized meeting
15.78(ii) Prepare to code for

operations

5 Chassis and loader
arm fabrication

(i) A Longer distance
between chassis and
loader arm shop

Smart manufacturing

(i) Both the shops were set
up side by side in the
revised layout

8.108(ii) Higher setup time (ii) Increased number of
workers
(iii) Dynamic modeling of
shop floor
(iv) Digitalization

6 Inspection of
fabrication

(i) Higher setup time

Internet of things,
artificial intelligence

(i) Inspection has done at
previous workstation

(ii) Unnecessary
transportation for the
inspection process

(ii) Inspection has done
just after completion of
fabrication of loader arm
and chassis

(iii) No fixed location
was decided for
inspection

(iii) Program for standard
specification of product

7 Painting (baby
parts)

(i) Lack of worker
Embedded system

(i) Increase worker
18.03(ii) Automated production

line

8 Painting (large
parts)

(i) Lack of worker

Lean manufacturing

(i) Increase worker
(ii) Painting of large
parts from other
industry

(ii) Both painting
processes were started out
simultaneously
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established the connection between the cloud manufactur-
ing platform and field-level manufacturing equipment. Peng
et al. [103] proposed a conceptual framework for flexible
manufacturing strategy using the industrial internet. ,e
study reviewed industrial Internet-enabled implementations
in China in response to COVID-19 and discussed it from
3Rs’ perspective, that is, supply chain resilience,

manufacturer capacity recovery, and emergency response.
,e result provided preliminary study reflections and a
flexible manufacturing strategy in the wake of the COVID-
19 pandemic. Meissner et al. [104] identified different
starting points for digital shop floor management using a
cluster analysis based on survey data. ,e study showed
three initial conditions for implementing digital shop floor

Table 9: Continued.

S.
No. Process Cause of problem Process optimization

approach Suggested action Improvement in process time
(%)

9 Engine assembly

(i) Lack of worker

Lean smart
manufacturing

(i) Increase worker

21.17

(ii) Poor planning (ii) Improved planning
(iii) Unawareness of the
worker (iii) Organized meeting

(iv) Simulation and
modeling of workstation
(v) Digitalization

10
Hydraulic pump

and motor
assembly

(i) Lack of worker

Smart manufacturing

(i) Increase worker
(ii) Unsystematic layout (ii) Modified layout
(iii) Unawareness of the
work (iii) Organized meeting

(iv) Automated
production line
(v) Digitalization

11 Quality inspection
and roll off

(i) Lack in production
planning

Artificial intelligence

(i) Improved production
planning

21.46(ii) Unnecessary
documentations

(ii) Prepare a coding-based
specifications
(iii) Digitalization

12 Hot testing

(i) Lack of worker

Embedded system

(i) Increase worker
(ii) No time limit
decided

(ii) Decided a time limit
for processes

(iii) Drawback in
planning (iii) Improved planning

13 Cabin installment

(i) Unsystematic layout

Lean smart
manufacturing

(i) Improvement in layout

19.05

(ii) Unawareness of the
work

(ii) Organized meeting
and training

(iii) Lack in shop floor
planning

(iii) Improved shop floor
planning
(iv) Embedded system

14 Electric gauges
assembly

(ii) Unsystematic layout

Lean smart
manufacturing

(i) Improvement in layout
(ii) Unawareness of the
work

(ii) Organized meeting
and training

(iii) Lack in shop floor
planning

(iii) Improved shop floor
planning

(iv) Unnecessary
movement

(iv) Cabin installment and
electric gauges assembly
have been done at one
workstation
(v) Automated machinery

15 Final inspection

(i) Lack in planning

Smart manufacturing,
artificial intelligence,
embedded system

(i) Improvement in
planning

13.15

(ii) Repeatedly deploy
new workers for
inspection

(ii) Experienced staff have
deployed for inspection

(iii) Unawareness of the
work

(iii) Organized meeting
and training
(iv) Automated machinery
and embedded system
(v) Digitalization
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management in the German metal and electrical industry
that can describe gradually. Furthermore, the results showed
that digital shop floor management could remain compet-
itive over the long term across all companies.

6.4. Sustainable Shop FloorManagement System and Industry
4.0 Technologies. Implementing an efficient process optimi-
zation approach with industry 4.0 technologies for opera-
tional control in a complex environment plays a vital role in
shop floor management [2, 3, 11, 17, 25, 32, 39, 55, 69, 82].
Industry 4.0 technologies enormously enhance productivity
by maximizing operational excellence, workers’ contribu-
tions, overall equipment effectiveness, and process adapt-
ability [1, 3, 20, 26, 30, 88, 90, 92, 105].,emanagement team
members emphasize using the process optimization ap-
proaches with industry 4.0 technologies because of problems
faced in production control in complex shop floor
manufacturing environments [4, 6, 27, 91]. Industry 4.0
technologies mainly include the internet of things, artificial
intelligence, artificial neural network, digitalization, and asset
tracking system. ,ese technologies help enhance the overall
efficacy of the process optimization approach on the shop
floor and enhance productivity within limited resources. It
has been observed that the production team members feel
mental and physical comforted by implementing the process
optimization approaches with industry 4.0 technologies in the
complex production environment.,erefore, the efficiency of
the shop floor management system can be improved by the
integration of the process optimization approach with in-
dustry 4.0 technologies. Furthermore, the integrated ap-
proach can enhance industrial sustainability in complex
production systems by establishing a safe and waste-free
environment on the shop floor.

6.5. Performance of Lean Approach and Industry 4.0
Technologies. A methodology has been developed in the
present research work to enhance industrial sustainability in
industry 4.0 by eliminating waste using lean and smart
manufacturing. ,e developed methodology is able to
provide a positive working condition by establishing the
aesthetic environment in shop floor departments by elim-
inating waste. ,e lean approach aims to maximize pro-
ductivity by avoiding non-value-added activities in
production planning on the shop floor. Non-value added
activities are types that never provide any value in product/
production processes, so the shop floor management teams
always focus on making a strategy for the elimination of
waste by avoiding non-value-added activities in production
planning. Industry 4.0 technologies boost the effectiveness of
the lean approach in operational control on the production
shop floor. Industry 4.0 uses various techniques to enhance
the lean approach including an asset tracking system, au-
tomated guided vehicle, digitization, radiofrequency iden-
tification system, smart condition monitoring system, and
big data analytics. In the present scenario, the management
team prefers industry 4.0 techniques to enhance productivity
by maintaining industrial sustainability within limited
constraints. It has been observed that satisfactory results may
not be obtained by applying the methodologies developed in
the previous research works to other management systems
[3, 8, 22, 24, 27, 50, 64, 67, 69, 84]. ,erefore, in the present
research work, such a management system has been de-
veloped that can be applied in all types of production
conditions. ,e developed methodology has been verified
and proved by implementing it in different actual produc-
tion conditions. ,e results show that the developed
methodology provided a robust management system by
effectively improving production time, worker’s

Financial
profitability

has been
improved by

45%

Operational
effectiveness

has been
improved by

35%

Machinery
utilization

has been improved
by 28%

Production
time has been
significantly
reduced by

17%

Worker
contribution

has been
improved by

18%

Objectives of the present
smart manufacturing system

Statistics analysis of the present
ingenious smart manufacturing system
in comparison with systems from the

previous literature in terms of shop floor
management parameters

Inference of the developed
manufacturing system from
previous literature studies

Development of sustainable
guidelines for operational control.

Productivity enhancement by
maximization of resource utilization
using industry 4.0 technologies.

Operational excellence in complex
shop floor mining machinery
manufacturing environment.

Implementation of suitable approaches
for the elimination of shop floor
problems precisely.

Robust control for all types of shop floor
management in mining machineries
manufacturing system for industry 4.0.

Recommendation of cost-effective
strategies in order to enhance the
operational effectiveness and financial
profitability within accessible
resources in industry 4.0.

Production enhancement in shop
floor production system under
 limited conditions.
Improvement of operational
performance on shop floor a�er
in-depth conversation and
inspections.
Operational excellence in shop
floor manufacturing system
under specific stipulated
conditions.

Identification of appropriate
approach for production
management system under
limited shop floor conditions.

Applicable in the shop floor
production system under
limited working condition.

Figure 12: Comparatively benchmark analysis of the present smart manufacturing system for industry 4.0.
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contribution, machinery utilization, operational excellence,
and financial profitability by 17%, 18%, 28%, 35%, and 45%,
respectively. ,erefore, the developed methodology would
be preferable by management team members because it
helps in the decision-making phase according to problems
and wastes found in different industrial scenarios and could
be proved to benchmark for control and enhance opera-
tional excellence in industry 4.0. Figure 12 describes the
benefits of the developed smart management system in
comparison to previous systems in terms of production shop
floor management factors.

6.6. Relation between Industry 4.0 and Lean Approach.
,e lean approach can enhance work performance by
necessary improvements in the shop floor management
system, and industry 4.0 techniques provide a method to
improve productivity by maximizing the utilization of re-
sources. ,e developed innovative system in the present
research uses the integration of lean and industry 4.0
techniques to enhance work performance by optimizing the
utilization of resources. ,e developed system provides
industrial sustainability by improving various shop floor
factors, including production time, work area, worker
contribution, available time, and machinery performance.
,e developed system has been validated by implementing
in an actual production condition of industry 4.0.,e results
obtained by the production system showed that the devel-
oped system is able to enhance productivity within limited
constraints. Furthermore, the developed system proved cost-
effective by minimizing unnecessary uses of resources. ,e
lean approach improves work performance by eliminating
unnecessary activities in the production processes, while
industry 4.0 techniques improve operational conditions by
establishing advanced systems on the production shop floor.
In the present scenario, the shop floor management teams
emphasize establishing industrial sustainability by im-
proving operational excellence with minimum consumption
of resources. ,erefore, the developed system would be
preferred by industry individuals in the shop floor man-
agement system because the developed system was found
able to enhance industrial sustainability and financial
profitability within limited constraints.

6.7. Potential Contribution of the Proposed Smart
Manufacturing System in Managerially Impacts for Earth-
moving/Mining Machinery Manufacturing Shop Floor
Management. ,e proposed smart production management
system has been developed on a lean and smart
manufacturing approach to control production processes
using limited resources and enhance productivity in existing
financial conditions. ,e developed system provides a
sustainable strategy for identifying problems and elimi-
nating waste by monitoring operational performance on the
shop floor. ,e integration of lean and innovative ap-
proaches is considered efficient by the shop floor manage-
ment teams because this integration can enhance
productivity and financial profitability within limited con-
straints [2, 3, 6, 20, 22, 26, 39, 55, 67, 74, 90, 105].

Furthermore, the developed smart shop floor management
system helps in the decision-making stage to implement a
suitable approach for maximizing productivity with avail-
able resources. ,us, it has been concluded that the lean and
smart approach makes the shop floor management system
effective and superior for production management by
eliminating waste in the industry 4.0 environment.

7. Conclusions and Future Outlook

In the present research article, a smart production man-
agement system has been proposed to identify problems and
challenges faced on the production shop floor in industry
4.0.,emain findings obtained by the present research work
are as follows:

(i) It has been observed that the innovative system
developed can efficiently identify problems and
challenges at the start of production processes in
complex production shop floor conditions, thereby
avoiding financial losses from production in in-
dustry 4.0

(ii) ,e developed system provides an agile system and
guidelines for enhancement in industrial sustain-
ability in heavy machinery manufacturing units.

(iii) It has been found that the developed system pro-
vided improvement in production time, worker’s
contribution, machinery utilization, operational
excellence, and financial profitability by 17%, 18%,
28%, 35%, and 45%, respectively. In addition, it has
been proved that using automated equipment in
production lines and reduced working hours pro-
vide mental and physical comfort to workers. As a
result, unprecedented improvement can be achieved
in the production shop floor management.

(iv) A comprehensive analysis of previous research work
found that smart manufacturing, lean smart
manufacturing, artificial intelligence, machine
learning, and the internet of things are emerging
techniques for shop floor management in industry
4.0. ,ey can be applied to maintain industrial
stability in all types of production situations.

(v) ,e authors of the present research article strongly
believe that the developed system would provide an
intelligent key to industry individuals for en-
hancement in industrial sustainability of industry
4.0.

For the future prospects, and to concentrate on the
present scenario of industry 4.0, the production shop floor
management team members emphasize developing an in-
novative system to enhance industrial sustainability within
available resources. A smart shop floor management system
has been developed in the present research work to ac-
complish this need of the production management teams.
,e efficacy of the developed model has been tested in an
actual complex shop floor condition of an earthmoving
machinery manufacturing unit. ,e result showed that the
developed system efficiently controlled the shop floor
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management in heavy machinery manufacturing systems,
including industry 4.0, by implementing a suitable approach
to eliminate production problems and waste elimination. In
future research, the adaptability of the developed system
may be improved by applying it in other shop floor envi-
ronments of industry 4.0. Furthermore, the proposed shop
floor management system can be improved by integrating
with different lean and intelligent approaches.

Abbreviations

LM: Lean manufacturing
LSS: Lean Six Sigma
VSM: Value stream mapping
SMED: Single minute exchange of die
TPM: Total productive maintenance
JIT: Just in time
TQM: Total quality management
SOP: Standard operating procedure
SLP: Systematic layout planning
LT: Lead time
PT: Production time
CO: Changeover time
NR: Number of operators
CT: Cycle time
AT: Available time
TT: Takt time
IT: Idle time
UT: Uptime
TCT: Total cycle time
TIT: Total idle time
WT: Working time
BT: Break time
PD: Production per day
NVAA: Non-value-added activities.
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[92] F. Brocal, C. González, D. Komljenovic, P. F. Katina,
M. A. Sebastián, and J. L. Garciá-Alcaraz, “Emerging risk
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It is not easy for the hotel industry to develop a new business model. To find new consumers, Taiwan’s hotel industry has learned
from the successful experience of internal restaurants and set up affiliated restaurants. ,e innovative business model has become
an important niche for grasping key technologies and expanding advantages in terms of food and beverage management outside
the hotel building. Based on this, and on the application of resource theory, this research is based on the authors’ previous research
results which used resource-based theories as the basis to develop evaluation dimensions and criteria. ,is article continues this
aspect and model, and merges MCDM models such as DEMATEL and DANP methods to formulate a research evaluation
standard system for affiliated restaurants. According to the research results, there are four resource dimensions and eight
measurement indicators for the development of key resources for affiliated restaurants; the importance of the four resources is in
the following order: organizational ability, personal ability, tangible assets, and intangible assets, and the first two are the “causes”
in the causal relationship.,e important order of the eight measurement indicators is organizational resources, human resources,
financial resources, physical resources, brand/business reputation resources, marketing resources, technical resources, and
relationship resources; among them, human resources and financial resources are the most important factors which are the
“causes” in the causal relationship. ,is study uses a multi-criteria decision-making model to explore the resource application,
evaluation, and importance ranking of hotel development for affiliated restaurants, which provides a benchmark for the hotel
industry to establish affiliated restaurants as an innovative business model. ,e study results can be referred to for the future and
sustainable development of the hotel industry.

1. Introduction

Within a competitive environment, continuous innova-
tion is an important factor for the sustainable operation of
the business [1]. Innovation refers to a high-risk, inno-
vative idea for owners, which is considered to have high-
reward potential or extremely favorable commercial in-
terest behaviors [2]. ,erefore, enterprises must contin-
uously innovate to maintain their competitive advantages,
and innovation ability is the key factor for the success of
enterprises [3]. Hospitality products are difficult to protect
through patents and copyrights; therefore, continuous

product innovation is needed for hospitality firms to stay
ahead of competitors [4].

,e hotel industry mainly offers rooms and dining areas.
However, as the number of people choosing food-away-
from-home in Taiwan is quite large now, dining rooms have
become important sources of revenue for Taiwan’s hotel
industry. ,e food and beverage are good in quality but high
in price. Furthermore, some dining rooms have been in
operation for a long time, whose primary consumers are
turning older year by year. Hoping to find new consumers
and increase the revenue, the hotel industry replicates the
successful experience of internal dining rooms of hotels to
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open affiliated restaurants and construct a new business
model. Driven by department stores, cinemas, and other
business districts, the inbound capacity and table turnover
have improved, promoting the food and beverage industry’s
revenue to reach a new high [5]. Indeed, a good enterprise
performance represents the abundance of revenue or re-
sources, which means that performance is also a key to
innovation [6]. A continuous innovation process helps
restaurants heighten barriers to the establishment, keeping
their portfolio ahead of the competition, which establishes a
long-term competitive advantage [7]. Using market de-
mands and grasping key technologies remains a key question
for enterprises to expand their advantages [8].

,e business model shows how different elements of a
business fit together [9]. Business innovation is a complex
and multifaceted phenomenon [10]. ,e business model
needs to consider the rationality of cost and the acquisition
of value benefits [11], and the innovation of business model
has changed the industry outlook and redistributed in-
dustrial values [12–15]. ,e research of Chang, Chen, Wu,
and Ke shows that, in the application of business model,
there are nine main factors that affect the development of
hotel sub-brands, the most important of which are channels,
target customers, customer relationships, and key activities
[16]. In recent years, Taiwanese hotels have set up sub-
brands to open restaurants in limited locations like de-
partment stores, shopping centers, and others, driving a new
trend in Taiwan’s food and beverage industry. However,
there are many requirements to meet before developing
affiliated restaurants in tourist hotels, and affiliated res-
taurants have become a new issue in recent years. Past re-
search cannot effectively explain how the hotel industry can
use core resources and capabilities to achieve sustainable
development with limited resources, which requires further
in-depth discussion.

With the outbreak of the new crown epidemic (COVID-
19) in 2020, the global epidemic has had a huge impact on
the operation of the hospitality industry. Under the pressure
of fierce competition, coupled with changes in consumer
behavior affected by the epidemic, the competitive envi-
ronment in the hotel industry has become increasingly
severe. In order to create a competitive advantage, it is
bound to provide services that are different from traditional
ones, which is a challenge. In such a predicament, the
competition among peers has intensified. ,e establishment
of off-site restaurants in the hotel industry can be regarded as
a new form of corporate organization. ,erefore, it is
necessary to deeply explore the causal relationship between
the development of core resources and the impact indicators
of affiliated restaurants, to form a tight business model, and
to enhance or strengthen the overall synergy effect.

,is study proposes a multi-criteria decision-making
(MCDM) model to solve the problem of the key resources
evaluation for the development of affiliated restaurants.
Compared with statistical methods, MCDM only neces-
sitates expert interview data from small-sized samples; it
does not require the establishment of basic assumptions for
criteria or variables. It manages to integrate survey data
with expert assessment and provides decision-makers with

valid management information that facilitates their for-
mulating of optimal strategies [17]. ,erefore, in order to
continue the research on affiliated restaurants, this study
further analyzes the relationship between the four re-
sources and eight indicators established by Chen, et al. [18]
to complete the construction of an innovative business
model. ,e main purposes of this study are as follows:
Firstly, the present study applied DEMATEL to calculate
the correlation between the evaluation criteria, so as to
establish the multi-criteria decision analysis framework for
affiliated restaurants. Secondly, this study introduced
DANP to calculate the weight of criteria that influence each
other and laid down a set of criteria used to evaluate af-
filiated restaurants.

2. Literature Review

2.1. Affiliated Restaurants and Innovation. With the change
of times, people’s lifestyle, and diversified eating habits, and
the increase of people choosing food-away-from-home, the
food and beverage industry is booming now. ,e food and
beverage industry creates new brands in exhibition stores
with growing revenue [5]. Opening affiliated restaurants in
Taiwan’s hotel industry is a new topic now. Old and well-
established internal restaurants of hotels have joined the
trend of setting up affiliated restaurants to attract young
people, encouraging the food and beverage industry to adopt
a new outlook and business model. Regent Taipei Hotel was
the first to set up an affiliated restaurant. Followed by ,e
Landis Taipei Hotel, Shangri-La’s Far Eastern Plaza Hotel
Taipei, Le Meridien Taipei, LDC Hotels and Resorts Group,
Grand Han-Lai Hotel, Ambassador Hotel Taipei, Gloria
Hotel Group, and other five-star hotels copied the successful
cooking experience of internal restaurants to establish sub-
brands in department stores and other locations using an
innovative business model. Chang et al. define a sub-brand
as: launching a new product in an existing market with a new
brand.,at is to say, on the premise of not violating the core
concept and spirit of the main brand, a new brand and logo
will be created for different consumer groups or different
brand positioning [16].

Enterprises can use innovation to grasp the market [1].
Also, the innovation can either be a new product, a new
method, a kind of potential to create a new business market,
or a behavior pattern to change competitors or consumers
[19]. To avoid the unmatching of products and services with
market demands, enterprises need to develop new products
and services [20]. According to Tidd, Bessant and Pavitt,
innovation is redesigning or improving the products, ser-
vices, and methods for an organization to survive or grow
and create more different competitive advantages [21].
Process innovations increase profits for the organization
through improved efficiencies and reducing costs [22].
Enterprises pursuing innovation can adapt to the changing
environment by creating new products or services to satisfy
market demands [23]. As a rising star springing up in the
food and beverage industry, the affiliated restaurant provides
an opportunity for consumers and enterprises to create
unique competitive advantages based on innovation. At the
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same time, being able to influence the food and beverage
industry, innovation is a topic worthy of attention.

,erefore, Chen et al. adopted the resource-based theory
to explore the core resources and impact indicators of the
affiliated restaurant development for tourist hotels in Taiwan
by using in-depth interviews and the Fuzzy Delphi Method.
According to the results, there were four dimensions:
“tangible assets,” “intangible assets,” “personal ability,” and
“organizational ability,” and eight measurement indicators:
“physical resources,” “financial resources,” “brand/business
reputation resources,” “technical resources,” “relationship
resources,” “marketing resources,” “human resources,” and
“organizational resources” [18]. ,at article has great
findings on the study of the affiliated restaurant research, but
unfortunately it does not analyze the relationship between all
core resources and indicators. Understanding the core re-
source dimensions and indictors is not enough. ,e analysis
of the importance and causal relationship between indica-
tors should be added to grasp the key to the competitive
advantage of the business model.

2.2. BusinessModel Innovation (BMI). ,e business model is
described as a process of changing the innovation into
valuable products or services, during which the rationality of
cost and the acquisition of value benefits must be considered
[11]. As the business model aims to create more value for
consumers, it is important to regard the business model as a
system to emphasize profit and value [9]. From the per-
spective of strategy, Hill and Jones defined a business model
as a collection of excellent profit-generating strategies for
companies to pursue competitive advantages [24]. Main-
taining and establishing competitive advantages for hotels
within a fast-changing environment to meet market de-
mands and pursue sustainable growth requires more at-
tention from enterprises.

Ludeke-Freund et al. proposed that business model
innovation is a means to alter and extend firms’ ability to
act effectively and efficiently as with any type of innovation
[25]. Enterprises should actively develop value activities to
make a profit outweigh the cost through business models
[11]. In recent years, the innovative business model created
by Taiwan’s old and established hotels in food and bev-
erage management is vital to the hotel industry. In ad-
dition, how to use market demands and master key
technologies is also very important for enterprises to
expand their advantages [8]. Geissdoerfer et al. advocated
that the process of business model construction and
modification is the business model innovation and forms a
part of business strategy [26]. However, it is not easy for
the hotel industry to develop a new business model,
growing instability of the environment and constant
transformation processes which dictate the new rules for
the market participants require increased attention from
scientists [27]. In this study, a new set of business model
integrating Multiple Criteria Decision-Making is proposed
to find out the relationship between all the considerations,
calculate the weight of each factor, and analyze the key
selection criteria. Also, the plans are ranked in order of

their merits according to the weights of various factors.
,e aim of this study is to improve the reliability and
accuracy of the selection, which considers all factors to
identify the best solution to an innovative business model
for hotels to develop affiliated restaurants.

3. Methodology

,rough a multi-criteria decision-making model, applying
the results of Chen et al.’s research¸ the Decision-Making
and Trial Evaluation Laboratory (DEMATEL) and the
DEMATEL-based Analytic Network Process (DANP)
method is mainly used for this study. ,e relevant research
tools and steps are described as follows.

3.1. Research Framework. Based on the results of Chen et al.
discussing the core resources for the development of affil-
iated restaurants [18], this study further merges MCDM
models such as DEMATEL and DANP methods to for-
mulate a research evaluation standard system for affiliated
restaurants.,e results of the previous study have concluded
four resource dimensions, namely, tangible assets, intangible
assets, personal ability, and organizational ability, and eight
indicators, including physical resources, financial resources,
brand/business reputation resources, technical resources,
relationship resources, marketing resources, human re-
sources, and organizational resources, as well as 31 evalu-
ation factors. In the light of the four resource dimensions
and eight indicators, this study presents a multi-criteria
decision-making model of the DEMATEL-based ANP
method (DANP). In this study, 2 professors who specialized
in the related fields and 14managers working in the affiliated
restaurants with more than 6 years of experience in hos-
pitality industry were invited to fill out the questionnaires;
the effective recovery rate was 100%. ,e distribution status
for their working tenure and experience is: 12.5% for less
than 10 years, 50% for 11–15 years, 12.5% for 16–20 years,
19% for 21–25 years, and 6% for more than 26 years. Among
these experts, there are 2 junior supervisors, 5 intermediate
supervisors, 7 senior supervisors, and 2 scholars with
catering backgrounds.

As mentioned above, this study adopts the multi-cri-
teria decision-making model of DANP to understand the
causality and relevance and analyze the weights and
ranking of importance, thus providing a reference for
relevant industries aimed at achieving sustainable opera-
tion to use resources when developing affiliated restaurants
in a real sense.

3.2. Key Resources and Impact Indicators for the Development
of Affiliated Restaurants. ,is study refers to the resources
and indicators for developing affiliated restaurants sum-
marized by Chen et al., divided into four resource dimen-
sions, eight indicators, and 31 evaluation factors [18], as
shown in Table 1. Based on four dimensions and eight in-
dicators, this study presents a multi-criteria decision-mak-
ing model of the DANP method.
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3.3. Using Decision-Making Trial and Evaluation Laboratory
(DEMATEL) to Discuss the Cause-and-Effect Relationships
and Correlations of the Affiliated Restaurants’ Core Resources
and Impact Indicators. ,is paper discusses the cause-and-
effect relationships and correlations of the affiliated res-
taurants’ core resources and impact indicators, and analyzes
the procedures as follows:

Step 1. Defining elements and evaluation scales
In this paper, taking the aforementioned 16 experts as the
object, conduct a survey for the opinion on the cause-and-
effect relationships and correlations of the affiliated res-
taurants’ core resources and impact indicators. ,ere are
five levels, 0, 1, 2, 3, and 4, which individually represents

“no impact (0),” “low impact (1),” “middle impact (2),”
“high impact (3),” and “extremely high impact (4).”
Step 2. Establishing Matrix A for the average of experts’
opinions

,e number of evaluation items is set as n. ,e degree
of mutual influence for each evaluation item judged by
a large number of experts (assessors) in this field is
collected and organized. Each expert’s questionnaire
represents the nonnegative result matrix, n × n. All
experts’ opinions are added up and averaged out to
establish matrix A for the average of experts’ opinions,
where Aij denotes the degree of impact of Item i on
Item j. ,e matrix diagonal means its degree of impact

Table 1: List of core resources, indicators, and evaluation factors of developing affiliated restaurants.

Goal Dimensions Indicators Evaluation factors

Resources and indicators for the
development of affiliated restaurants

Tangible assets

Physical resources

Area-effectiveness
Perfect equipment sets
Location/store base

Planar configuration and thematic
feature/design

Financial resources

Sound financial structure
Abundant investment funds

Payback time-estimated investment costs
and returns

Intangible assets

Brand/business reputation
resources

Registered trademark
Customers’ brand loyalty

Client contract/cooperation contract-
cooperative store

Company’s entire image/brand
popularity

Technical resources

License and technological exchange
Product innovation and research and

development ability
Database—the establishment of

consumers’ database
Patents—delicacies, equipment, and

service workflow

Relationship resources

Horizontal alliances
Client internalization—to internalize

customers
Stable supply chains

Marketing resources

Marketing and planning
Brand development plan

Information technology and multimedia
Ability of familiarizing and discovering

potential markets

Personal ability Human resources

Personnel allocation and training
Special skills—license of chef, language

ability, supervision
Management ability/leadership

Social networks/communication ability

Organizational
ability Organizational resources

Organizational culture
Administration and procurement
Organization and memory learning

Cross-organization cooperation networks
Degree of profession for the
organizational operation

Source: [18].
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on each item. Because there is no impact, the value of
diagonal part is set as 0, as follows:

A �

a11 . . . a1j . . . a1n

⋮ ⋮ ⋮

ai1 . . . aij . . . ain

⋮ ⋮ ⋮

an1 . . . anj . . . ann

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Step 3. Building Matrix D for the normalization of the
average of experts’ opinions
After the column vectors and row vectors of Matrix A

for the average of experts’ opinions are added up, the
maximum value is set as the normalization standard r.
Next, all of the numbers of Matrix A for the average of
experts’ opinions separately multiply s � 1/r, denoted
as D � s · A, to obtain Matrix D for the normalization
of the average of experts’ opinions, whose matrix di-
agonal is 0. Also, the maximum value for the sum of
columns and the sum of rows is 1. ,ey can be rep-
resented in equations (2) and (3):

D � s · A, (2)

s � max
1

max
1≤i≤n

􏽐
n
j�1 Aij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
,

1
max
1≤j≤n

􏽐
n
i�1 Aij

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (3)

Step 4. Establishing the total influence-relation matrix
T
After normalizing the average of experts’ opinions to
obtain Matrix D, lim

k⟶∞
Dk � 0 (0 means zero matrix) is

received, so it is formulated as T � D/I − D, where I is
the unit matrix, and then the total influence-relation
matrix T can be obtained, as shown in equation (4).

T � lim
k⟶∞

D + D
2

+ D
3

+ · · · + D
k

􏼐 􏼑,

�
D

I − D
,

� D(I − D)
− 1

.

(4)

Step 5. Setting the threshold value and mapping the
cause-and-effect graph
,e total average of the total influence-relation matrix
T is set as the threshold value α. If the value of the total
influence-relation matrix T is smaller than α, it will be
replaced by 0; otherwise, it will be kept. ,e dimen-
sions/indicators of the relatively low impact in the total
influence-relation matrix T can be removed to obtain a
simplified total influence-relation matrix, the total
influence-relation matrix T order to map the correla-
tions in the cause-and-effect graph. In addition, the
sum of each row and the sum of each column in the
total influence-relation matrix T are added up to form

d + r and d − r; d + r is set as the horizontal axis and
d − r is set as the vertical axis to map the cause-and-
effect graph. With the help of the cause-and-effect
graph, decision-makers can refer to the correlations,
causes, and effects in the dimensions/indicators to plan
and make proper decisions. ,e sum of each row and
the sum of each column in the total influence-relation
matrix T can be formulated as follows:

d � di( 􏼁n×1

� 􏽘
n

j�1
tij

⎡⎢⎢⎣ ⎤⎥⎥⎦

n×1

,
(5)

r � rj􏼐 􏼑
n×1

� rj􏼐 􏼑1×n
′

� 􏽘
n

i�1
tij

⎡⎣ ⎤⎦

1×n

′ .

(6)

3.4. Using DEMATEL-Based Analytic Network Process
(DANP) to Construct Affiliated Restaurants’ Core Resources
and Impact Indicators and to Conduct the Analysis ofWeights
as Well as the Importance of Priority. DANP (DEMATEL-
based ANP) is a mixed MCDMmodel, combining Decision-
Making Trial and Evaluation Laboratory (DEMATEL) with
Analytic Network Process (ANP) [28]. Its procedures are
analyzed and explained as follows:

Step 1. Establishing the unweighted supermatrix W
,is step is a key to combining DEMATELwith ANP to
form DANP. ,erefore, this paper especially trans-
forms this step into a detailed computing process.

(1) Establishing the total influence-relation matrix TC

for the DEMATEL indicators
Based on equations (1) to (4) formulated by
the method of DEMATEL, the total influence-re-
lation matrix TC for the received indicators is
set as TC, whose formula is as follows:

TC �

t11 . . . t1j . . . t1n

⋮ ⋱ ⋮ ⋱ ⋮
ti1 . . . tij . . . tin

⋮ ⋱ ⋮ ⋱ ⋮
tn1 . . . tnj . . . tnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, where tij denotes the

total influence value of Indicator i to Indicator j, n

and represents the total number of indicators.
(2) Establishing the normalized standard fi of the total

influence-relation matrix TC for indicators
,e normalized standard of the total influence-
relation matrix TC is set as fi. ,e normalized
standard fi must follow the dimensions to conduct
the calculation. It is supposed that Indicator 1 to
Indicator 2 belong to the first dimension and In-
dicators 3 to 6 belong to the second dimension. ,e
normalized standard fi of the first two column
numbers of Matrix TC is the sum of first two
column vectors of the total influence-relation
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matrix TC for indicators, n value (s) of fi in total.
,e normalized standard fi of the third to the sixth
column numbers of Matrix TC is the sum of the
third to the sixth column vectors of the total in-
fluence-relation matrix TC for indicators, n value
(s) of fi (s) in total.,ey are illustrated in equations
(7) to (10):

TC �

t11 . . . t1j . . . t1n

⋮ ⋱ ⋮ ⋱ ⋮

ti1 . . . tij . . . tin

⋮ ⋱ ⋮ ⋱ ⋮

tn1 . . . tnj . . . tnn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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, (7)
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, (8)
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f1�􏽐
n

j�1 tC
1j

,

(9)

fi � 􏽘
n

j�1
t
C
ij, (10)

(3) Establishing the total influence-relation matrix T∗C
for the normalized indicators
,e total influence-relation matrix T∗C for the
normalized indicators should be calculated based
on the dimensions, following the assumption of the
previous step. ,e computing method of the total
influence-relation matrix T∗C for the normalized
indicators is to divide the values of Matrix TC one
by one by the normalized standard fi of its row so
as to obtain the total influence-relation matrix T∗C
for the normalized indicators, as shown in equation
(11). ,e normalized standard fi is formulated as
(9) and (10).
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(4) Establishing the unweighted supermatrix W

,e total influence-relation matrix T∗C for the
normalized indicators is transposed to gain the
unweighted supermatrix W, as indicated in equa-
tion (12).
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(12)

Step 2. Establishing the weighted supermatrix S

,e abovementioned total influence-relation matrix for
the normalized indicators is transposed to gain the
unweighted supermatrix W, and then the total influ-
ence-relation matrix for the dimensions received from
DEMATEL establishes the weighted supermatrix S. ,e
detailed computing process is explained as below:

(1) Establishing the total influence-relation matrix TD

for the DEMATEL dimensions
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,e total influence-relation matrix TD for the di-
mensions gained from (1) to (4) of DEMATEL is

formulated as follows:TD �
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where t
ij
D denotes the total influence value of Di-

mension i to Dimension j; n represents the number
of dimensions.

(2) Establishing the normalized standard vi of the total
influence-relation matrix TD for dimensions
,e normalized standard of the total influence-
relation matrix TD for dimensions is set as vi. ,e
normalized standard vi is to add up the row vectors
of Matrix TD to gain n value (s) of vi in total, as
demonstrated in (13) and (14).
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(3) Establishing the total influence-relation matrix T∗D
for the normalized dimensions
,e numbers of the total influence-relation matrix
T∗D for the normalized dimensions are gradually
divided by the normalized standard vi of its rows, so
that the total influence-relation matrix T∗D for the
normalized dimensions can be established, as seen
in equation (15). ,e normalized standard vi is
displayed in (13) and (14).
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(15)

(4) Establishing the weighted supermatrix S

After the total influence-relation matrix T∗D for the
normalized dimensions is transposed as the
weighting basis of the unweighted matrix W, the
correspondent position after the transposition of
T∗D multiplies the unweighted matrix W to establish
the weighted supermatrix S, as demonstrated in
equation (16).
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Step 3. Establishing the extreme supermatrix L and the
weight of each indicator
By means of the characteristic showing that the sum of
all column vectors for the weighted supermatrices is 1,
the weighted supermatrices are multiplied by lim

t⟶∞
St

plenty of times to achieve convergence and become
stable. ,us, the extreme supermatrix L is resulted, and
the importance priority for the weights of all indicators
is also obtained. ,e establishment of the extreme
supermatrix L is seen in equation (17).

lim
t⟶∞

S
t

(17)

,e term weight in statistical methodology refers to the
distribution frequency of a factor in the system, which is
usually used to analyze the proportion [29]. As mentioned
above, this study adopts the multi-criteria decision-making
model of DANP to understand the causality and relevance,
and analyze the weights and ranking of importance, thus
providing a reference for relevant industries aimed at
achieving sustainable operation to use resources when de-
veloping affiliated restaurants in a real sense.

4. Results

4.1.DEMATELAnalysis. ,is paper adopted the DEMATEL
analysis. 16 effective questionnaires filled out by the experts
were collected, and the DEMATEL method was applied to
explore the cause-and-effect relationships and correlations
of the affiliated restaurants’ core resources as well as impact
indicators. ,is paper referred to the DEMATEL expert
questionnaire for core resources and impact indicators of
affiliated restaurants’ development based on the evaluation
scale proposed by Lin and Wu [30]. ,e evaluation scale
contains five levels, including “no impact (0),” “low impact
(1),” “middle impact (2),” “high impact (3),” and “extremely
high impact (4).”

,e experts first judged and evaluated the degree of
mutual influence among the projects, after which the data of
the expert questionnaire were converted into a matrix, and
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the total average value of each item in the questionnaire was
calculated by the formula (1), thus creating a matrix of
average expert opinions on dimensions and indicators of
core resources and impact indicators for the development of
affiliated restaurants.

,en, the relevance and impact between four dimensions
and eight indicators were analyzed to find out the most
influential indicator. In addition, the study explored the core
resources through equations (2) to (4), and simplified the
values less than the threshold of the total impact relationship
matrix T to 0. We first obtained a simplified total influence
relationship matrix of dimensions and indicators to draw the
correlations in the causality diagram, as shown in Tables 2
and 3.

Next, equations (5) and (6) are used to compute the sum
of columns and rows. Last, we can gain the result for the
degree of correlation (d + r) as well as the degree of cause
(d − r), and the computing lists of columns and rows for the
total influence-relation matrices of the dimensions and
indicators is sorted out, as shown in Tables 4 and 5.

According to Tables 4 and 5, d + r (degree of correlation)
represents the vertical axis while d − r (degree of cause)
represents the horizontal axis to map the dimension cause-
and-effect graphs and indicator cause-and-effect graphs for
the core resources and impact indicators of the affiliated
restaurants’ development, as illustrated in Figures 1 and 2,
where d − r can analyze the cause and effect of the cause-
and-effect relationship. In addition, according to Tables 2
and 3, the correlations between the core resources and
impact indicators of the affiliated restaurants’ development
can be mapped.

To sum up the previous analysis, this paper uses the
DEMATEL to explore the cause-and-effect relationships and
correlations for the core resources and impact indicators of
the affiliated restaurants’ development, as explained as
follows:

(1) In the aspect of dimensions: According to the di-
mension cause-and-effect graph (Figure 1), only the
value of d + r for “intangible assets” is larger than the
average. ,erefore, it can be learned that the indi-
cators and dimensions for the core resources and
impact indicators of the affiliated restaurants’ de-
velopment are more independent. Concerning the
dimensions of “intangible assets” and “tangible as-
sets,” they tend to be easily affected because the value
of d − r is smaller than 0, which represents “effect” in
the cause-and-effect relationship. However, the di-
mensions of “personal ability” and “organizational
ability” belong to the dimensions of cause because
the degree of cause is larger than 0, which represents
“cause” in the cause-and-effect relationship. ,ere-
fore, it is suggested that the owners who intend to
develop affiliated restaurants should emphasize
“personal ability” and “organizational ability.”

(2) In the aspect of indicators: According to the in-
dicator cause-and-effect graph (Figure 2), “brand/
business reputation resources,” “organizational
resources,” “marketing resources,” and “human

resources” are the indicators whose value of d + r is
larger than the average, which means there are
more correlations between each other. It is con-
sidered that “brand/business reputation re-
sources,” “organizational resources,” and “physical
resources” belong to the indicators which tend to
be influenced. Although the degree of correlation
for the indicators of “financial resources,” “tech-
nical resources,” and “relationship resources” is
not above the average, the degree of cause is larger
than 0; they belong to influential indicators. As for
“marketing resources” and “Human resources,”
the degree of correlation is larger than the average
and the degree of cause is larger than 0, which
means that they are core indicators in the core
resources and impact indicators for the affiliated
restaurants’ development. Hence, it is suggested
that the owners who intend to develop affiliated
restaurants can place more emphasis on “mar-
keting resources” as well as “human resources,”
and then on “financial resources,” “technical re-
sources,” and “relationship resources.”

4.2. DANP Weight Analysis. Based on the total impact di-
mensions and indicators of core resources and impact in-
dicators for the development of affiliated restaurants
calculated by using the DEMATEL method, this study
conducted a follow-up DANP weight analysis. Firstly, this
study, referring to a matrix of average expert opinions on
four dimensions and eight indicators, established a total
influence relationship matrix of dimensions and indicators
according to equation (4). Besides, the sum of the relevant
values of each dimension was used as the positive planning
benchmark, as shown in Tables 6 and 7.

According to Tables 6 and 7, this paper refers to equation
(15) to individually divide the values of the total influence-
relation matrices of dimensions and indicators by the values
of the normalization standard of each row, so that the total
influence-relation matrices of the normalization dimensions
and indicators can be established. Next, this paper refers to
equation (12) to separately transpose the total influence-
relation matrices of the normalization dimensions and in-
dicators, so that the unweighted super matrices will be re-
ceived, as displayed in Tables 8 and 9.

In addition, this paper uses equation (17) to undertake
the calculation of maximization in Table 8, and then the
dimension weights of core resources and impact indicators
for the affiliated restaurants’ development, as revealed in
Table 10.

According to the abovementioned, this paper applies
equation (16) to multiply the unweighted supermatrices of
the correspondent positions in Tables 8 and 9, so that the
weighted supermatrices can be established. Last, equation
(17) will be referred to help the weighted supermatrices
multiply themselves by lim

t⟶∞
St many times to reach con-

vergence, and then create the extreme supermatrices and
also obtain weights for each indicator for importance pri-
ority, as shown in Table 11.

8 Mathematical Problems in Engineering



According to the analysis results of Tables 10 and 11,
concerning the core resources and impact indicators for
the development of affiliated restaurants, the importance
priority of the dimensions is “intangible assets,” “orga-
nizational ability,” “tangible assets,” and “personal abil-
ity.” In addition, the results of Table 11 are shown in the
radar analysis diagram (Figure 3), and it is found that the

weight priority of four impact indicators—“organizational
resources,” “human resources,” “financial resources,” and
“physical resources”—is relatively important. ,us, this
paper conducts the analysis on the evaluation detailed
items of the top four indicators, in order to provide the
owners who intend to develop affiliated restaurants for
further reference.

Table 2: List of simplified total influence relationship matrices of the dimensions.

,e simplified total influence-relation
matrices of the dimensions Tangible assets Intangible assets Personal ability Organizational ability

Tangible assets act 0.0000 2.6189 0.0000 0.0000
Intangible assets 2.6086 2.5829 2.5107 2.6312
Personal ability 0.0000 2.7103 0.0000 2.4926
Organizational ability 2.4775 2.7158 0.0000 0.0000

Table 3: List of simplified total influence-relation matrices of the indicators.

,e simplified total
influence-relation
matrices of the
indicators

Physical
resources

Financial
resources

Brand/business
reputation
resources

Technical
resources

Relationship
resources

Marketing
resources

Human
resources

Organizational
resources

Physical resources 0.0000 0.0000 0.8754 0.0000 0.0000 0.7765 0.0000 0.7897
Financial resources 0.8017 0.0000 0.8976 0.0000 0.0000 0.8189 0.7824 0.8469
Brand/business
reputation resources 0.0000 0.7946 0.7921 0.0000 0.0000 0.8356 0.7847 0.8442

Technical resources 0.0000 0.0000 0.8589 0.0000 0.0000 0.0000 0.0000 0.7926
Relationship
resources 0.0000 0.0000 0.8254 0.0000 0.0000 0.0000 0.0000 0.0000

Marketing resources 0.7915 0.7935 0.9414 0.7756 0.0000 0.0000 0.0000 0.8379
Human resources 0.0000 0.7806 0.9345 0.7915 0.0000 0.8195 0.0000 0.8447
Organizational
resources 0.7892 0.7970 0.9467 0.7771 0.0000 0.8334 0.8067 0.0000

Table 4: Computing list of columns and rows for the total influence-relation matrices of the dimensions.

Dimensions Sum of rows Ranking Sum of columns Ranking d+ r (degree of
correlation) Ranking d − r (degree

of cause) Ranking

Tangible assets 9.4475 4 9.6947 3 19.1422 4 −0.2472 3
Intangible assets 10.3335 1 10.6279 1 20.9614 1 −0.2944 4
Personal ability 9.8365 3 9.4252 4 19.2617 3 0.4113 1
Organizational ability 9.8999 2 9.7695 2 19.6694 2 0.1303 2
Average 19.7587

Table 5: Computing list of columns and rows for the total influence-relation matrices of the indicators.

Indicators Sum of rows Ranking Sum of
columns Ranking d+ r (degree

of correlation) Ranking d − r (degree
of cause) Ranking

Physical resources 5.9824 6 5.9836 6 11.9660 6 −0.0013 6
Financial resources 6.3171 4 6.0216 4 12.3386 5 0.2955 2
Brand/business reputation resources 6.3151 5 7.0720 1 13.3871 1 −0.7569 8
Technical resources 5.9329 7 5.9017 7 11.8346 7 0.0311 4
Relationship resources 5.6906 8 5.6769 8 11.3676 8 0.0137 5
Marketing resources 6.3815 2 6.3159 3 12.6975 3 0.0656 3
Human resources 6.3668 3 6.0129 5 12.3796 4 0.3539 1
Organizational resources 6.4405 1 6.4422 2 12.8827 2 −0.0017 7
Average 12.3567
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Figure 1: Dimension cause-and-effect graph.
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Table 6: Normalization standard list for the total influence-relation matrices of the dimensions.

,e total influence-relation
matrices of the dimensions Tangible assets Intangible assets Personal ability Organizational ability Normalization standard

Tangible assets 2.1559 2.6189 2.3026 2.3701 9.4475
Intangible assets 2.6086 2.5829 2.5107 2.6312 10.3335
Personal ability 2.4527 2.7103 2.1809 2.4926 9.8365
Organizational ability 2.4775 2.7158 2.4310 2.2756 9.8999
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4.2.1. Organizational resources. “Organizational resources”
is the most important core indicator. Its five items for
evaluation are “organizational culture,” “administration and
purchasing,” “organization and memory learning,” “cross-
organization cooperation networks,” and “organizational
creativity and operational specialization.” ,is paper dis-
cusses the results with experts of the industry and integrates
their suggestions, in order to develop good organizational
culture and administration purchasing system for the de-
velopment of affiliated restaurants, establish organization
and memory learning as well as cross-organization coop-
eration networks, and then enhance the operation team’s
performance as well as their competiveness by means of the
organizational creativity and operational specialization. As a
result, the abovementioned five evaluation factors all can be
offered to the owners of the affiliated restaurants for ref-
erence when getting engaged into the organizational re-
source allocation.

4.2.2. Human Resources. ,is paper collects and sorts nu-
merous experts’ and scholars’ researches as well as the in-
dustry experts’ suggestions, in order to confirmwhether they
conform to “human resource allocations and training,”
“technical skills,” “management ability/leadership,” and
“social networks/communication ability” listed in the
evaluation detailed items for human resources of this paper,

all of which are the major evaluation detailed items and key
points of the human resources which can help the owners for
the development of the affiliated restaurants. Among them,
the human resource allocations and training can help the
organizational members carry out their duties and continue
their learning; increase their technical skills and ability; and
cultivate interpersonal exchange skills, communication
ability, management ability, and leadership, in order to
become the most powerful support to improve service
quality and build a good organizational system.

4.2.3. Financial and Physical Resources. A sound financial
structure, abundant investment funds, and complete cor-
ollary equipment are all taken into consideration for the
development of affiliated restaurants. Meanwhile, the design
of floor plan with theme features and the location of the
business base are the main factors that are able to attract
consumers’ attention. Besides, creativity and environmental
protection are the keys of the plan design and theme features
of Taiwanese restaurants, while location selection and the
average sale per unit area are not only important parts for
retail and service industries but also crucial elements for the
development of affiliated restaurants. ,e abovementioned
evaluation factors can be referred by the owners when they
are considering the physical and financial resource alloca-
tions in the aspects of ideology and reality.

Table 8: List for the unweighted supermatrices of the dimensions.

,e unweighted supermatrices Tangible assets Intangible assets Personal ability Organizational ability
Tangible assets 0.2282 0.2524 0.2493 0.2503
Intangible assets 0.2772 0.2500 0.2755 0.2743
Personal ability 0.2437 0.2430 0.2217 0.2456
Organizational ability 0.2509 0.2546 0.2534 0.2299

Table 9: List for the unweighted supermatrices of the indicators.

,e unweighted
supermatrices

Physical
resources

Financial
resources

Brand/business
reputation resources

Technical
resources

Relationship
resources

Marketing
resources

Human
resources

Organizational
resources

Physical resources 0.4593 0.5431 0.4925 0.4985 0.4985 0.4994 0.4966 0.4975
Financial resources 0.5407 0.4569 0.5075 0.5015 0.5015 0.5006 0.5034 0.5025
Brand/business
reputation resources 0.2847 0.2795 0.2538 0.2936 0.2906 0.2952 0.2838 0.2858

Technical resources 0.2361 0.2380 0.2413 0.2122 0.2440 0.2432 0.2404 0.2346
Relationship resources 0.2267 0.2276 0.2370 0.2318 0.2017 0.2373 0.2268 0.2279
Marketing resources 0.2525 0.2550 0.2678 0.2624 0.2638 0.2242 0.2489 0.2516
Human resources 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Organizational
resources 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Table 10: List for dimension weights.

Dimension weights Tangible assets Intangible assets Personal ability Organizational ability
Tangible assets 0.2452 0.2452 0.2452 0.2452
Intangible assets 0.2688 0.2688 0.2688 0.2688
Personal ability 0.2387 0.2387 0.2387 0.2387
Organizational ability 0.2473 0.2473 0.2473 0.2473
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5. Conclusions and Suggestions

,is study aims to explore the innovative business model of
the hotel industry, which has a significant influence on the
development of the hospitality industry. For Taiwan’s tourist
hotels, the average catering income is larger than the average
rental income. Among the hotels of different levels and
general hotels, the hotels with the highest incomes, such as
Regent Taipei, all have affiliated restaurants, which is similar
to this study’s result. Human resources can have an indirect
effect on restaurant business performance through the in-
novative acts [31]. Urbanization has a positive impact on
hotel development, such as marketing, image, resources
integration, and cooperation intensification [32], which is
consistent with the importance of brands and the organi-
zational resources that are emphasized by the major core
resources on innovation as well as cross-organizational
cooperation for the development of affiliated restaurants in
this paper.

In this paper, there are two findings with management
implications: one is teamwork which is emphasized in the
practice of hotel management, verified by this paper, which
discovers organizational resources and human resources as
the crucial core resources for the development of affiliated
restaurants; the other is the practice of core resource di-
mensions and indicators which really exist in the affiliated
restaurants run by hotels in the practice of hotel business
management. In terms of practical influence, in the four core
resource dimensions (tangible assets, intangible assets,
personal ability, and organizational ability) confirmed by the
affiliated restaurants developed by hotels, it is found that
both personal ability and organizational ability will affect the
applications of tangible assets and intangible assets, personal
ability in particular. Moreover, in view of the eight major
resource indicators, human resources, financial resources,
marketing resources, technical resources, and relationship
resources will affect brand indicators, physical indicators,

and organizational indicators, in which human resources
and financial resources have higher influence and the more
influenced indicators are brand indicators.

To sum up, this paper not only conforms to the char-
acteristic of labor intense for the tourism and hospitality
industry confirming that human resources predominate the
applications and development of other important resources
but also discovers that large-medium hotels have more hu-
man resources and talents, most of which can use these re-
sources to successfully develop their affiliated restaurants.
However, for the hotel industry facing a shortage of talents
and personnel, which is becoming more and more serious,
there is no doubt that considering how to develop its business
of affiliated restaurants and seeking for the sustainable de-
velopment in the limited resources is an important basis for
reference. For future research, (1) It is suggested that different
types of affiliated restaurants can be discussed one by one, so
as to more accurately confirm the core capabilities and in-
dicators required by various types of restaurants. (2) Further
research should be conducted on the major influential in-
dicators, such as human resources, organizational resources,
and factors with a high ranking of importance. Regarding
research limitations, first, although there were 16 experts in
this study, and they were from different universities and
hotels, most of them were from northern Taiwan. ,ey may
not adequately represent the full spectrum of views held by
individuals in different regions across Taiwan. ,e number
and the regions of experts should be taken into consideration
in further studies. Second, this study takes Taiwan as the scope
of research, and the practices and considerations adopted
probably differ from diverse countries.

Data Availability

Data are available on request to the authors. ,e data source
is obtained from the questionnaire analysis of the author’s
research.
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Figure 3: Radar analysis diagram of the core resources and impact indicators for the development of affiliated restaurants.
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.is study applies response surface methodology (RSM) to the hyperparameter fine-tuning of three machine learning (ML)
algorithms: artificial neural network (ANN), support vector machine (SVM), and deep belief network (DBN). .e purpose is to
demonstrate RSM effectiveness in maintaining ML algorithm performance while reducing the number of runs required to reach
effective hyperparameter settings in comparison with the commonly used grid search (GS). .e ML algorithms are applied to a
case study dataset from a food producer in .ailand. .e objective is to predict a raw material quality measured on a numerical
scale. K-fold cross-validation is performed to ensure that the ML algorithm performance is robust to the data partitioning process
in the training, validation, and testing sets. .e mean absolute error (MAE) of the validation set is used as the prediction accuracy
measurement. .e reliability of the hyperparameter values from GS and RSM is evaluated using confirmation runs. Statistical
analysis shows that (1) the prediction accuracy of the three ML algorithms tuned by GS and RSM is similar, (2) hyperparameter
settings from GS are 80% reliable for ANN and DBN, and settings from RSM are 90% and 100% reliable for ANN and DBN,
respectively, and (3) savings in the number of runs required by RSM over GS are 97.79%, 97.81%, and 80.69% for ANN, SVM, and
DBN, respectively.

1. Introduction

Nowadays, machine learning (ML) algorithms have become
an important part of various industries. ML algorithms
provide a significant capability to perform or facilitate
various tasks. In manufacturing, a company can gain some
benefits fromML in terms of performance and efficiency in a
wide variety of aspects. For example, ML can be used to
reduce the labor cost, human error, and number of product
defects or to increase the production rate. Another ad-
vantage is that ML algorithms can handle a large amount of
input data for model training [1]. .e main reason for ML
algorithms’ growing use is that ML algorithms can improve

productivity and efficiency by automating them in the usage
environment [1, 2]. Also, ML algorithms can learn from
previous experience by discovering patterns in existing data
and using those patterns to develop and/or improve their
knowledge over time [3]. .ese benefits of ML algorithms
can lead to business revenue and growth.

.ere are various tasks that ML algorithms can perform.
Among them, the most common tasks are classification,
clustering, and prediction [4]. Classification is supervised
learning that involves predicting or labeling a data class.
Training anML algorithm for classification requires an input
dataset with predefined classes. Clustering, an unsupervised
machine learning task, involves grouping data into an
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unknown number of clusters according to some common
aspects. Prediction involves estimating some quantitative
(numerical) label of future observations by using a math-
ematical or empirical model. Due to the highly competitive
environment of today’s business, an accurate prediction
model is needed to support the decision-making process,
which impacts the business performance. Prediction is used
in a wide range of applications today. To select a prediction
model, its accuracy is one of the most important criteria for a
modeler. For ML algorithms, an important issue in con-
structing effective prediction models is that the hyper-
parameters of the algorithms must be appropriately set
[5, 6].

Hyperparameter settings are a prespecified set of deci-
sions for ML models that directly affect the training process
and the prediction result, which reflects an ML’s model
performance [6, 7]. Model training is a learning process so
that a model can recognize patterns in the training data and
predict the output of new data based on these patterns. In
addition to hyperparameter setting, model architecture,
which indicates the complexity of the model, would also
directly impact the execution time to train and test a model.
Due to their impacts on the model performance and that the
best set of values is unknown, hyperparameter setting has
become an important and challenging problem in ML al-
gorithm usage. In the literature, there are several methods
for tuning hyperparameters. .ese methods are briefly
discussed below.

Every hyperparameter has a wide range of values for a
modeler to select. Without using an efficient tuning strategy,
simple approaches are to use the default hyperparameter
values suggested by an ML algorithm developer or the
recommended values from other research studies in the
literature. Also, a manual search can be performed, or values
based on the modeler’s experience can be used [5, 8]. While
using default values and suggested values from previous
studies require little effort for hyperparameter tuning, these
values may not perform well on different sets of input data
[5]..is is because every ML algorithm, when it is applied to
a specific dataset, has its own best set of hyperparameter
values that may change upon different or updated input data
[6, 7, 9, 10]. .erefore, most researchers state that ML al-
gorithms are more effective if their hyperparameters have
been tuned [11].

In addition, using values based on a modeler’s expertise
requires the modeler to have some practical experience in
using particular ML algorithms and that the modeler pos-
sesses enough knowledge of the application in consideration.
In most cases, these requirements are difficult to fulfill.
.erefore, efficient and systematic step-by-step tuning
strategies that even an inexperienced modeler can follow are
clearly more desirable than depending on the modeler’s
experience.

A sophisticated approach is to find optimal hyper-
parameter settings for the learning process of the ML al-
gorithms using some optimization techniques. .is
approach treats hyperparameter setting as an optimization
problem, where the objective function is to maximize theML
algorithm performance, i.e., minimizing the errors from ML

algorithms, while treating hyperparameters as decision
variables. Examples of these methods are genetic algorithm
(GA) [11–16], particle swarm optimization (PSO) [17–19],
Bayesian optimization [18, 20–22]. Although this approach
can yield high ML algorithm performance, such optimiza-
tion or search algorithms can be difficult to use and may not
be available to inexperienced modelers.

Many recent studies propose various techniques to find
the set of optimal hyperparameters. .ese include grid
search (GS) [23], random search (RS) [8], or Latin hyper-
cube sampling. Among them, GS is simple, easy to use, and
requires little experience from the modeler [8, 11, 12]. With
GS, all possible combinations of hyperparameter values are
tested to find the best settings based on the specified lower
and upper bounds of each hyperparameter, along with a
specified step size that forms the hyperparameter space [11].

Since GS executes all possible combinations, many re-
search articles regard this method as an exhaustive search. A
weakness of GS is that the combination of hyperparameters
increases multiplicatively as the number of hyperparameters
increases. .is makes GS extremely time-consuming and
requires a high computational cost [11–13, 19, 24, 25]. In
most situations with limited computational resources, GS
may not be an appropriate technique for hyperparameter
setting because of its computational requirements.

In addition to the inefficiency of GS, another issue of
using GS is that for some ML algorithms, e.g., artificial
neural network (ANN) and deep belief network (DBN),
rerunning the algorithms with the same hyperparameter
settings yields different prediction results. .is implies that
the best hyperparameter settings found from performing GS
one time are likely different from the best hyperparameter
settings from another round of GS. .is uncertainty is
caused by the nature of the ML algorithms. In this study, we
refer to this issue as the reliability of hyperparameter setting.
To obtain reliable hyperparameter settings, some studies
implement k-fold cross-validation as a means to protect
against randomness in the ML training process. Moreover,
the k-fold cross-validation can also avoid the bias in data
separation (i.e., training, validation, and test sets).

An alternative to GS is to perform a random search (RS),
which randomly selects the values of hyperparameters
[8, 18, 19]. Based on the principle that among a large number
of hyperparameters, there are only a few important tunable
ones, and RS has been shown to perform better than GS by
testing some ML algorithms on some datasets [8]. However,
applying this finding to other ML algorithms, applications,
and datasets may be speculative.

To overcome the inefficiency of GS, designs of experi-
ment (DOE) techniques have been proposed to find the
optimal hyperparameter values of ML algorithms [7, 26, 27].
DOE is a mathematical and statistical approach, which is
used to evaluate the effects of multiple experimental factors
at the same time. DOE involves planning a series of ex-
periments for hyperparameter testing, where each experi-
ment is a set of experimental runs at different values of
hyperparameters that should be tested together. After the
experiments are run, a statistical analysis of experimental
data is performed to estimate the effects of the
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hyperparameters on the performance of the ML algorithms.
In other words, an empirical model is constructed that
relates the performance of ML algorithms, e.g., prediction
errors (as response variable) to hyperparameters (as pre-
dictors of ML performance). Analyzing the results from an
experiment can identify significant factors and their inter-
actions, leading to subsequent experiments that should be
run [28, 29]. Some important designs include factorial ex-
periments for a small number of hyperparameters, fractional
factorial experiments for a larger number of hyper-
parameters (up to 15), and response surface methodology
(RSM) for numerical hyperparameters [7]. RSM is an effi-
cient technique in DOE that can be used for optimizing the
values of hyperparameters [30]. By using RSM, optimal (or
near-optimal) settings can be found with a small number of
runs [31]. .is is because RSM can provide information on
an effective search path that can move toward the optimal
region [32].

In this study, we propose using RSM with k-fold cross-
validation to search for optimal (or near-optimal) hyper-
parameters of ML algorithms. We hypothesize that RSM is
similar to GS in terms of ML performance and can give
reliable hyperparameter settings. It is also more efficient in
terms of the number of experimental runs. Both GS and RSM
are performed to find the set of optimal hyperparameters of
the three ML prediction models, ANN, support vector ma-
chine (SVM), and DBN, using a dataset obtained from an
industrial user. .e ML model performance, including pre-
diction accuracy and the number of runs, is then compared.
.e contributions of our study are that we demonstrate from
extensive testing the following advantages of using RSM: (1)
the approach is applicable to important ML algorithms with
numerical hyperparameters, and their infrastructure is
specified by the number of neurons in the hidden layer, which
is also a numerical factor, (2) it is a step-by-step procedure
that does not depend on the ML modeler’s experience and
knowledge in hyperparameter setting.

2. Problem Statement

.is article demonstrates the process of hyperparameter
tuning using RSM for ML algorithms for predicting a nu-
merical response variable. .e tuning process is a sequential
experimentation, consisting of designing a set of initial ex-
periments and experimental data analysis, leading to sub-
sequent experiments. .e process continues until an optimal
(or near-optimal) set of hyperparameter values is obtained.
.e hyperparameter tuning process using RSM is also
compared with grid search (GS) for the ML algorithm per-
formance, a number of experimental runs, and computational
time. Both techniques are applied with three different ML
algorithms: an artificial neural network (ANN), support
vector machine (SVM), and deep belief network (DBN).
Descriptions of the algorithms are briefly discussed next.

2.1. Artificial Neural Network (ANN). Artificial neural net-
work (ANN) was originated in 1943 by McCulloch and Pitts
[33]. .ey proposed an ANN in terms of a mathematical

model imitating the brain’s neuron connections. A feed-
forward neural network (FFNN), a well-known and widely
used neural network, has a structure that usually consists of
three types of layers: input, hidden, and output layers. .e
feed-forward term represents one-way direction informa-
tion flow from the input layer to the output layer. Each node
is connected with the other nodes in the different layers by
weights.

.e learning mechanism of FFNN is the back-
propagation algorithm, as shown in Figure 1. .e weights
and the biases are changed by recommendations from the
gradient descent algorithm. .e number of cycles that the
weights and biases are optimized is called the training cycles
[34, 35].

.e hyperparameters of FFNN are the numbers of input
nodes, numbers of hidden layers and their respective hidden
nodes, learning rate, and training cycles. A greater number
of layers and nodes can capture more complex relationships
between inputs and an output; however, this requires a time-
consuming training process. In addition, more complex
relationships need a smaller learning rate and greater
training cycles, and vice versa. .e duration of the training
process is proportional to the training cycles.

2.2. SupportVectorMachine (SVM). Support vector machine
(SVM) was introduced by Vapnik in 1995 [36]. SVM is a
supervised ML algorithm for classification and regression
problems in various industries such as medicine, banking,
beverages, and traffic flow [37–39] because it promises
outstanding performance and avoids the overfitting problem
that can occur in an ANN.

Originally, SVM could only handle linear problems as it
constructs a linear hyperplane to classify the dataset objects.
However, nonlinear problems can be analyzed by SVM after
data transformation by a kernel function (transformation
function). .is function is used to transform the points of
data to the required form (Figure 2). Nevertheless, the kernel
function must be properly selected according to the type of
dataset. Otherwise, SVM cannot provide an accurate pre-
diction [40, 41].

.e hyperparameters of SVM are complexity constant
(C) and convergence epsilon (Conv). .e complexity con-
stant (C) represents the trade-off between minimization of
the misclassified observations and margin maximization.
.e higher the value of C, the narrower the margin that
causes less misclassification. Conversely, the lower the value
of C, the wider the margin that leads to higher misclassi-
fication. .e convergence epsilon (Conv) influences the
precision on the Karush–Kuhn–Tucker (KKT) condition
that is the stopping criteria of the hyperplane optimization.
.e lower the value of Conv, the more the precision of KKT
condition, and the more the iterations of hyperplane
optimization.

2.3. Deep Belief Network (DBN). A deep belief network
(DBN) was created by Hinton in 2006 [42], which is a
combination of an artificial neural network (ANN) and a
restricted Boltzmann machine (RBM). DBN can be applied
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as a prediction model in various fields (i.e., prediction for
reservoir landslide displacement and prediction for de-
formed coal) and some other applications such as image
recognition, speech recognition, and clustering. [43, 44].

.e structure of a DBN is similar to an ANN, but its initial
weights are initialized by RBM in the pretraining stage before
the fine-tuning stage (backpropagation algorithm)..eweights
from RBM can shorten the computational time in the fine-
tuning stage because the computational time of the back-
propagation algorithm depends on the initial values of con-
nection weights which are randomly defined in a typical ANN.

.e hyperparameters of RBM in the pretraining stage are
the learning rate and training cycles of RBM. .e hyper-
parameters (same as in ANN) consist of the number of input
nodes, a number of hidden layers and their respective hidden
nodes, learning rate, and training cycles of the back-
propagation algorithm in the fine-tuning stage. Typically,
the learning rate of RBM is larger than the backpropagation
algorithm, but the number of training cycles of RBM is
smaller than the backpropagation algorithm, as RBM uses a
greedy algorithm [45]. .e architectures of DBN and RBM
are shown in Figure 3.

2.4. ML Algorithm Performance Measure. We evaluate and
compare the model performance of the two methods for the
best hyperparameter settings. .is involves using response
surface methodology (RSM) and grid search (GS) by
comparing the accuracy of the prediction model. In this
study, the mean absolute error (MAE) is a key factor to

measure and compare the performance between these two
approaches. .e MAE can be expressed as follows:

MAE � 􏽘
N

i�1

|yi − 􏽢yi|

N
, (1)

where yi and 􏽢yi denote the actual value and predicted value
of observation i, respectively, ei denotes the prediction error
of observation i, and N denotes the total number of ob-
servations in the data. .e lower the MAE, the better the
model performance.

2.5. Data Partitioning and Cross-Validation. In general,
constructing an ML model involves the following steps:
constructing an initial model, setting the hyperparameter
values, and testing the model performance. To perform these
steps, an input dataset is usually partitioned into three
datasets. .ese datasets are the training set for initial model
construction, validation set for the tuning hyperparameter,
and testing set for evaluating the model performance.

In addition, k-fold cross-validation is applied for the data
partitioning process. k-fold cross-validation is a widely used
technique that is applied to building and testing models in
machine learning. .is technique randomly splits a dataset
into k subsets of the same size. .e value of k is specified by
the modeler. Each subset takes turn to be in the training,
validation, and testing sets. In other words, the training set
contains k−2 subsets, and the validation and testing sets
require one subset each. For k-fold cross-validation, an ML
algorithm is constructed, validated, and tested k times.

(a) (b)

Figure 2: Diagram of (a) SVM with nonlinear hyperplane; (b) SVM with linear hyperplane (source: Alisneaky, 2011).

Artificial neural network
algorithm

Compare between
predicted and target/actual

valueInput Output

Adjust weights and biases

Figure 1: Backpropagation algorithm.
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3. Hyperparameter Tuning with RSM

RSM is a design of experiments (DOE) technique that
generates a small number of experimental runs to evaluate
the causal effects of experimental factors on a response
variable [46]. Experimental data are used to fit a regression
model that relates the response variable to the experimental
factors. Information from the regression model would guide
the search process in subsequent experiments toward the
region of factor values that optimize the response variable.
For ML algorithms, the response variable is the ML per-
formance measure, i.e., MAE in this study, and experimental
factors are the hyperparameters of the ML algorithms. .e
procedure for using RSM for hyperparameter settings
implemented in this study is shown in Figure 4.

In Step 1, a list of hyperparameters and their ranges is
specified for each ML algorithm. .en, in Step 2, an ex-
periment is designed to generate a number of experimental
runs. Each run consists of a set of hyperparameter values that
are used to construct the ML model in Step 3, where the
prediction performance of theMLmodel is measured for the
training, validation, and test sets. In Step 4, the regression
model that relates the prediction performance to the
hyperparameters is fitted. For fine-tuning, only the pre-
diction performance of the validation set is used in this step.
If the regression model contains only significant linear
terms, then the tuning process has not reached the optimal
region of hyperparameters. In this case, the path of steepest
descent that would improve the ML model performance is
from the coefficients of the variables representing the
hyperparameters in the regression model. Subsequent ex-
periments that move the hyperparameter values along this
path are run until no further improvement can be obtained
(then, go to Step 2). However, if the regression model is a

second-order model, then the regression model is optimized
to find a set of optimal hyperparameter values. Finally, some
confirmation runs are performed to verify the ML model
performance at the optimal settings.

In this study, the experimental design that is applied in
Step 2 is the central composite design (CCD)..e CCD is an
efficient design commonly used for constructing a quadratic
(second-order) model. Using the CCD, a small number of
experiments are performed to optimize the response vari-
able. A CCD generally contains three levels of each factor, as
shown in Figure 5. .e three types of design points are the
factorial points (±1) or corner points, axial points (±α), and
some replications of the center points (0).

From Figure 5, each factor in a CCD has five levels. Two
levels are associated with factorial points, two levels with
axial points, and one level at the center. A design space,
bounded by factorial points and axial points, is the region of
hyperparameters under study. .e design space that con-
tains a second-order model of the response variable is the
region that has the minimum, maximum, or saddle point.

For each factor, factorial points are low and high values
of interest for the factor. Axial points are design points that
set all factors at the center, except for one factor. With axial
points, a quadratic model of the response variable can be
constructed, and the curvature effects of experimental fac-
tors can be estimated [30,47]. Setting axial points requires
the modeler to set an alpha (α) value. .is value is the
distance between each axial point and the center point. In
this study, the α value is specified as 1.682 for a three-factor
experiment (ANN), and 1.414 and 2.378 for a two-factor
experiment (SVM) and a six-factor experiment (DBN),
respectively. .e value of α, which mainly depends on the
number of factors, can be found using the following
equation:

Regression
W4

Output
layer

Hidden
layers

W3

W2

W1

h1 h2

v1 v2 vn

h3
hm

h2

h3

h1

RBM 3

RBM 2

RBM 1

V Visible
layer

wij=wji

h3
hmh2h1

v1 v2 vn

(a) (b)

Figure 3: Diagram of (a) deep belief network (DBN) architecture and (b) restricted Boltzmann machines (RBM) (source: Shao et at., 2018).
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α � [number of experimental runs]1/4. (2)

For the center points, the value is set halfway between the
low and high levels of each factor. Replications at the center
point are usually performed to provide a measure of the
variability of the prediction model, as well as to check for the
curvature of the response surface.

In this study, the total number of experimental runs of
each ML algorithm depends on the number of hyper-
parameters. For two-factor CCD (the number of hyper-
parameters k� 2 for SVM), there are 2k � 4 factorial points
(full factorial), 2k � 4 axial points, and usually five repli-
cations at the center point, for a total of 13 design points for
each kernel function. For three-factor CCD (k� 3 for ANN),
there are 20 design points: 2k � 8 factorial points (full
factorial), 2k � 6 axial points, and six replications of center
points. For six-factor half-fraction CCD (k� 6 for DBN),
there are a total of 53 runs, which are 2k− 1 � 32 factorial
points (half fraction of a full factorial), 2k � 12 axial points,
and nine center points. In comparison, the number of runs
for two-factor, three-factor, and six-factor experiments by
GS, with five levels in each factor, is 52 � 25 runs, 53 � 125

runs, and a prohibitive 56 � 15, 625 runs, respectively. It can
be seen that the CCD offers significant savings in the number
of experimental runs when compared to GS. Specifically, a
general k-factor CCD contains 2k factorial points, 2k axial
points, and n replications at the center, for a total of (2k +
2k+ n) runs, rather than the 5k runs in GS.

4. Computational Experiment

4.1. Industrial Application and Dataset. A computational
experiment is conducted on a dataset obtained from an
industrial user, the largest producer and distributor in the
canned fruit industry in .ailand. .e data are collected at
the raw material (RM) receiving operation from one of the
main products. .is operation is located at the beginning of
the production line. .e dataset contains observational data
over a period of one year from over two thousand batches of
RM.

To the user, an important characteristic of the packing
medium, which must be prepared in advance, is that it has to
match the degree of Brix of the incoming RM. .e degree of
Brix is, therefore, the dependent variable, of which an

Step 1: Specify
hyperparameters and

their ranges

Step 2: Design an
experiment

Step 3: Construct ML
model and record

performance measure

Step 4: Analyze data and
fit the regression model

Second-
order

regression
model?

Step 5: Find a path of
steepest descend and
move until no further

improvement

Step 6: Perform
confirmation runs

No

Yes

Figure 4: General procedure of RSM.

(a) (b) (c)

Figure 5: Central composite design (CCD) with three factors: (a) factorial points, (b) axial points and center points, and (c) central
composite design.
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accurate prediction would lead to significantly less packing
medium preparation cost and lead time. A number of factors
can be observed before the arriving RMs are put into
production including RM harvest month, color, geograph-
ical variables, supplier, and source data. .ese factors are
used as independent variables in the ML prediction models.
.e dataset is partitioned into 10 subsets for cross-validation
purposes, where eight subsets are used as the training set and
one subset each as the validation and test sets.

4.2. Hyperparameter Ranges for GS. First, the list of
hyperparameters for the three ML algorithms is given in
Table 1, along with their initial input ranges. All experi-
mental runs are based on this information.

ANN hyperparameters include the number of hidden
nodes (HN), number of training cycles (TC), and learning
rate (LR). Using GS, the value of each hyperparameter starts
at its lower bound and increases with a fixed step size until
reaching the upper bound. With the given number of steps,
the total number of experimental runs from GS with 10-fold
cross-validation is (10× 21× 21× 10)� 44,100 runs.

.e SVM contains two hyperparameters, which are the
complexity constant and convergence epsilon. In addition, a
user can specify the type of kernel function of SVM, so it is
also treated as a factor in our experiment. Four types of
kernel functions are considered, including ANOVA, dot,
radial, and Epanechnikov. For SVM, the total number of
experimental runs from GS with 10-fold cross-validation is
(102×11× 4×10)� 44,880 runs.

For DBN, the hyperparameters include the number of
hidden nodes (HN), number of training cycles during
pretraining (ni) and training (n), learning rate of pretraining
and training (LRRBM and LR, respectively), and batch size
(Nb). Since there are six hyperparameters, the number of
steps for each hyperparameter is set to 3, and the total
number of experimental runs from GS with 10-fold cross-
validation is equal to (36 ×10)� 7,290 runs.

4.3. GSResults. .e 10-fold cross-validation requires that all
experimental runs for the three ML algorithms are to be
performed 10 times. For each fold, the best hyperparameter
settings for each algorithm are the one that results in the
minimum MAE. Tables 2–4 contain the best sets of
hyperparameters from all 10-fold cross-validation results for
ANN, SVM, and DBN, respectively.

In the table, the MAEs of the validation dataset of all 10
folds are given..e reported hyperparameter values for each
fold represent the best setting among 4,410 experimental
runs. .e best values of HN and TC can vary from the lower
bound to the upper bound, i.e., HN from 2 to 9 and TC from
10 to 1,000 (most are 500 or more). LR is the only hyper-
parameter where the best values are clustered around the
lower bound, from 0.005 to 0.02, with the most frequent
value at 0.005. .e results suggest that the best and reliable
setting of LR is relatively low, while the best values of the HN
and TC are inconclusive.

It is important to note that each value of MAE (from
cross-validation) is based on one experimental run at their

respective settings. Also, rerunning an ANN at the same
hyperparameter setting gives different MAE results due to
the nature of ANNs. .erefore, to test the reliability of the
best settings found from the 10-fold cross-validation, an
ANN with each of these settings is rerun as confirmation.
.e number of confirmation runs is selected such that the
95% confidence interval of the average MAE of the con-
firmation runs is within 5% of the mean, which results in
eight confirmation runs.

After performing the confirmation runs, the average
MAE of the validation set and its SD are reported for each
hyperparameter setting. It was found that the average
MAEs from confirmation runs are not as good as the
MAEs value obtained from cross-validation GS due to the
natural variability of the ML algorithm performance. As
seen in Table 2, the minimum value of MAE (0.95) from
the 1st fold of cross-validation is different from the av-
erage of the MAE (1.03) from eight confirmation runs. To
properly evaluate the reliability of the hyperparameters
from GS, we perform “prediction interval (PI) coverage”
in this study. .e PI coverage uses the half-width of the
95% PI. We define the performance of GS as reliable if the
PI coverage is satisfied, i.e., the MAE from one run (cross-
validation) is within the half-width of the 95% PI from the
average MAE of the confirmation runs. Finally, the PI
coverage of the hyperparameter settings found from GS is
satisfied in 8 out of 10 folds. .is indicates reasonable
(80%) reliability of the ANN hyperparameter values found
from GS.

Table 3 provides the best hyperparameter settings from
10-fold cross-validation of SVM. In 7 out of 10 folds, setting
the kernel function as ANOVA and a low value of the
complexity constant (−1 or 1) is reliable, whereas the best
coverage values tend to vary. SVM is an ML algorithm based
on statistical learning, where performing a rerun of SVM at
the same hyperparameter setting would give the same
prediction value, i.e., the same prediction performance.
.erefore, there is no need to do the confirmation runs.

Table 4 provides DBN results in the same fashion as
Table 2. Most of the best hyperparameter settings are an HN
of 10 (high value), ni and n are either 500 or 1000 (medium
or high value), LRRBM and LR are either 0.05 or 0.10
(medium or high value), and the batch size is 1,025 (medium
value). In 8 out of 10 folds, the PI coverage is satisfied, which
indicates 80% reliability of hyperparameter settings of DBN
found from GS.

As mentioned earlier, due to GS multiplicative nature, the
required number of runs is large especially when k-fold cross-
validation is used. For an ANN with three hyperparameters,
the 10-fold cross-validation in our testing requires 44,100 runs.
.e GS search for the ANN is reasonable because each
hyperparameter is searched in over 10 steps. However, for a
DBN with six hyperparameters, the same level of detial for GS
search is prohibited, i.e., more than 106 runs for each fold. .e
same level of detail for GS search is prohibited, i.e., more than
106 runs for each fold. .at means the search space of GS for
DBN is not well explored. In other words, GS may be inef-
fective for anML algorithmwithmany hyperparameters due to
computational resource limitations.

Mathematical Problems in Engineering 7



Table 3: Best hyperparameter setting and the test performance of SVM.

Fold Kernel function C Conv MAE (validation)
1 ANOVA 1 0.0109 1.0668
2 Radial 3 0.0307 1.1237
3 ANOVA 2 0.0703 1.052
4 Radial 75 0.001 1.0492
5 ANOVA 1 0.1 1.061
6 Dot −1 0.001 0.9971
7 ANOVA 1 0.0406 1.1648
8 ANOVA −1 0.0901 1.105
9 ANOVA −1 0.0208 1.0693
10 ANOVA 1 0.0802 1.1319

Table 4: Best hyperparameter setting and the test performance of DBN.

GS Confirmation runs

Fold HN ni n LRRBM LR Nb
MAE

(validation)
Avg MAE
(validation)

SD of MAE
(validation)

95% PI half-
width

PI
coverage

1 10 1000 505 0.1 0.05005 1025 0.987 1.0369 0.0318 0.0832 Yes
2 10 1000 10 0.05005 0.1 1025 1.0906 1.119 0.0383 0.1002 Yes
3 10 1000 1000 0.05005 0.05005 350 0.9718 1.01 0.0219 0.0573 Yes
4 10 505 505 0.1 0.05005 1025 1.0092 1.0647 0.0352 0.0921 Yes
5 10 505 1000 0.1 0.05005 1700 0.9978 1.0462 0.0456 0.1193 Yes
6 10 1000 10 0.1 0.1 1025 0.9313 1.0063 0.0246 0.0644 No
7 10 505 1000 0.1 0.1 1025 1.112 1.1737 0.038 0.0994 Yes
8 10 505 505 0.1 0.05005 1025 1.0361 1.0736 0.0333 0.0871 Yes
9 10 505 1000 0.1 0.1 1025 0.9893 1.0675 0.0277 0.0725 No
10 5.5 1000 505 0.05005 0.05005 350 1.0446 1.1091 0.0251 0.0657 Yes

Table 1: List of ANN hyperparameters and their ranges.

ML Hyperparameter Description Lower Upper No. of steps

ANN
HN No. of hidden nodes 1 10 10
TC No. of training cycles 10 1000 21
LR Learning rate 0.0001 0.1 21

SVM C Complexity constant −1 100 102
Conv Convergence epsilon 0.001 0.1 11

DBN

HN No. of hidden nodes 1 10 3
ni No. of pretraining cycles 10 1000 3
n No. of training cycles 10 1000 3

LRRBM Pretraining learning rate 0.0001 0.1 3
LR Learning rate 0.0001 0.1 3
Nb Batch size 350 1700 3

Table 2: Best hyperparameter setting and the test performance of ANN.

Grid search Confirmation runs
PI coverage

Fold HN TC LR MAE (validation) Avg MAE (validation) SD of MAE (validation) 95% PI half-width
1 7 604 0.005095 0.9513 1.0543 0.0605 0.1517 Yes
2 6 802 0.005095 1.0333 1.1461 0.0571 0.1432 Yes
3 9 208 0.005095 0.9637 1.0327 0.032 0.0803 Yes
4 9 852 0.005095 0.9743 1.0706 0.0458 0.1149 Yes
5 5 1000 0.005095 0.9621 1.0731 0.0188 0.0472 No
6 3 10 0.01009 0.9569 1.0265 0.0441 0.1106 Yes
7 9 654 0.01009 1.1191 1.1956 0.0431 0.1081 Yes
8 6 505 0.02008 1.0143 1.2014 0.0713 0.1788 No
9 7 951 0.005095 0.9894 1.0938 0.0538 0.1349 Yes
10 2 604 0.015085 1.0633 1.2126 0.0606 0.152 Yes
Bold values indicate the best set of hyperparameters from Grid Search that leads to the minimal MAE (validation).
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4.4. RSM Results

4.4.1. Artificial Neural Network. From the initial ranges of
hyperparameters, listed in Table 1, the search process begins
at the low values of these hyperparameters, i.e., near the
origin point of the hyperparameter space. .e lower bound
and upper bound are specified for the axial points of the
CCD. Since HN and TC are integers, the values of the
hyperparameters at factorial points are rounded to the
nearest integer.

Experiment 1. Identifying the steepest descent direction
A three-factor CCD with 20 design points is performed

for each data fold. Each row in the table represents an ex-
perimental run, where point type of 1, −1, and 0 indicates
that the experiment is a factorial point, axial point, and
center point, respectively. Note that, this CCD is constructed
by specifying the axial points for each hyperparameter as
follows: 1 and 3 for HN, 10 and 100 for TC, and 0.0001 and
0.001 for LR. Also, the values of HN of some design points
are rounded to the nearest integer since HN cannot be a
fractional number. .e MAEs of the validation set of all 10
folds of data are shown in Table 5.

Analysis of variance (ANOVA) is performed on each
data fold separately. .e steps in the data analysis of the
second fold are described as an example. First, the regression
model begins as a full-quadratic model, which contains the
main effects, squared terms, and two-factor interaction
terms. .en, insignificant terms are eliminated from the
regression model, one at a time, until the final model is
obtained. .e regression model fitting process is conducted,
while maintaining the hierarchy of the model, i.e., keeping
lower-order term(s) in the presence of a significant higher-
order term.

.e ANOVA from the final model of the second data
fold is shown in Table 6. .e linear term and the quadratic
term of TC are significant, while the HN and LR effects are
not. .is may be caused by the ranges of HN and LR being
too narrow. Further analysis as shown in Figure 6 suggests
that a higher value of HN could reduce the MAE, and a high
value of LR may already be effective. .erefore, the search
direction of subsequent experiments needs to increase HN
and LR, while fixing TC. A similar analysis is performed on
the other nine data folds, which results in nine additional
ANOVA tables and regression models. After examining the
results of all 10 folds, four patterns of hyperparameter effects
on the MAE of the validation set are summarized in Table 7,
along with a suggested search direction.

We denote a quadratic effect of a hyperparameter as
convex if the value of the hyperparameter that is associated
with a low value of MAE occurs in the middle of the input
range. A concave pattern indicates the opposite hyper-
parameter effect where low values of MAE occur at the
boundaries of the input range. In addition, there are two
linear trends, a negative trend and a positive trend, which
point to a low value of MAE occurring at the upper bound
and lower bound, respectively. .ese patterns also suggest
the search directions. For a convex pattern and linear
positive trend, the hyperparameter values remain

unchanged at the value that gives the minimumMAE and at
the lower bound, respectively, in subsequent experiments.
However, for a concave pattern and linear negative trend,
the search direction is to increase the hyperparameter value.
.e search direction is defined by the coded coefficients of
the final regression model. For example, the final regression
model from the second fold of data is as follows:

MAE � 1.1343 − 0.0006HN − 0.0085TC − 0.0016 LR

+ 0.0050TC2.
(3)

Based on the coded coefficients in the model, every
coded unit increase in HN is associated with (-0.0000/-
0.0016)� 2.6667 coded units increase in LR. .e 2.6667
coded units have to be transformed to an original scale.
Recall that in the original scale, LR� 0.00028 is coded as −1
at the factorial point, and LR� 0.00055 is coded as 0 at the
center points. In other words, a coded unit increase is
equivalent to (0.00055–0.00028)� 0.00027 units in LR.
.erefore, in the steepest descent direction, an increase of
2.6667 coded units becomes a (0.00027× 2.6667)� 0.000714
increase in LR.

Experiment 2. Searching along the steepest descent
direction

Search results along the steepest descent direction are
given in Figure 7. From the results, an HN of 8 and LR of
0.0117 seem to be effective. .erefore, these settings become
a new center point for the next experiment.

.e process of searching along the path of steepest
descent is repeated for each data fold. .is process stops
when the best hyperparameter values on this path are found.
.ese settings become the center point for further
experiments.

Experiment 3. Finding optimal setting
For the second data fold, another CCD is conducted..e

results are shown in Figure 8.
.e regression model fitting process is performed based

on the MAE results and hyperparameter values in Figure 8.
.e ANOVA of the final model is shown in Table 8. .e
linear terms and quadratic terms of HN and TC are sig-
nificant, while the LR effects are not significant. .e final
regression model is then optimized with respect to HN and
TC. .e best hyperparameter settings from the second data
fold are HN� 8, TC� 194, and LR� 0.005095 with the ex-
pected value of MAE equal to 1.0900. Similar to the GS, eight
confirmation runs are performed.

Experiment 3 is repeated for the other nine data folds. A
summary of the results is shown in Table 9. .e table
contains the best values of the hyperparameters for all 10
folds, the validation MAE at these settings from the ex-
periment, and the results from the confirmation run. In the
last column, PI coverage indicates whether or not the 95%
prediction intervals of MAE contain the validation MAE
from the RSM experiments. .e results show that in 9 out of
10 folds, the 95% PIs contain the validation MAE. .is
indicates a 90% reliability of the hyperparameter values
obtained from RSM.
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Table 6: Analysis of variance of the second fold.

Source Df Adj SS Adj MS F-value P value
Model 4 0.001418 0.000355 3.56 0.031
Linear 3 0.001043 0.000348 3.49 0.042
HN 1 0.00001 0.00001 0.1 0.754
TC 1 0.000998 0.000998 10.02 0.006
LR 1 0.000035 0.000035 0.35 0.562
Square 1 0.000375 0.000375 3.77 0.071
TC×TC 1 0.000375 0.000375 3.77 0.071
Error 15 0.001494 0.0001
Lack-of-fit 10 0.000947 0.000095 0.87 0.606
Pure error 5 0.000547 0.000109
Total 19 0.002912

Table 5: Design and experiment results of Experiment 1.

Point type
Hyperparameter MAE (validation)

HN TC LR Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10
1 1 28 0.00028 1.1332 1.1465 1.1254 1.0984 1.1071 1.0267 1.2692 1.1173 1.0874 1.1636
1 3 28 0.00028 1.1146 1.1502 1.1334 1.0932 1.0968 1.0202 1.2843 1.1294 1.0979 1.2028
1 1 82 0.00028 1.1271 1.1358 1.094 1.0736 1.0964 0.9994 1.2469 1.1184 1.064 1.1396
1 3 82 0.00028 1.0968 1.1301 1.079 1.076 1.0865 1.0024 1.2377 1.1203 1.0673 1.1515
1 1 28 0.00082 1.1943 1.1355 1.1634 1.0719 1.1013 1.0267 1.2563 1.1192 1.0741 1.1534
1 3 28 0.00082 1.1126 1.1306 1.0735 1.0753 1.0891 1.0202 1.2627 1.1166 1.0633 1.1422
1 1 82 0.00082 1.1785 1.1306 1.1399 1.0815 1.1001 0.9994 1.2433 1.1187 1.0757 1.1393
1 3 82 0.00082 1.1002 1.1338 1.0409 1.0936 1.0576 1.0024 1.2282 1.0857 1.0849 1.1382
−1 1 55 0.00055 1.1568 1.1344 1.1177 1.0728 1.0998 1.0091 1.2498 1.1186 1.0715 1.1446
−1 3 55 0.00055 1.0994 1.128 1.0669 1.0766 1.0821 1.0107 1.2496 1.1102 1.0669 1.1451
−1 2 10 0.00055 1.1334 1.1778 1.1729 1.1257 1.1336 1.0387 1.2884 1.164 1.1121 1.2212
−1 2 100 0.00055 1.0783 1.1275 1.0786 1.1046 1.0868 0.978 1.2232 1.1127 1.0793 1.1793
−1 2 55 0.0001 1.0783 1.1275 1.0786 1.1046 1.0868 0.978 1.2232 1.1127 1.0793 1.1793
−1 2 55 0.001 1.0852 1.1335 1.0873 1.1112 1.0974 0.9773 1.2438 1.1451 1.0833 1.2123
0 2 55 0.00055 1.0925 1.1483 1.1793 1.0804 1.0969 1.0005 1.2511 1.2337 1.1578 1.1438
0 2 55 0.00055 1.0925 1.1303 1.1046 1.1078 1.0865 0.9727 1.2771 1.2183 1.0833 1.1793
0 2 55 0.00055 1.0882 1.1433 1.1025 1.0948 1.0702 0.9904 1.2396 1.1337 1.0675 1.1806
0 2 55 0.00055 1.0947 1.1305 1.0741 1.0839 1.0886 1.0111 1.2367 1.1917 1.0742 1.1373
0 2 55 0.00055 1.2047 1.129 1.107 1.0889 1.1036 0.9756 1.2324 1.109 1.0673 1.143
0 2 55 0.00055 1.0777 1.1529 1.0663 1.09 1.096 0.9768 1.2828 1.1203 1.0822 1.1441

Optimal
High

Low

Validate
Minimum
y = 1.1270
d = 1.0000

Cur
3.0
HN

1.0
[3.0]

100.0
TC

10.0
[77.2727]

0.0010
LR

0.0001
[0.0010]D: 1.000

Figure 6: .e response optimizer from the second fold.
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Table 7: Patterns of hyperparameter effects and search direction.

Fold Hidden nodes Training cycles Learning rate Search direction
1 Convex Linear (−) Linear (+) Fix HC, TC at minimum MAE and increase TC
2 Linear (−) Convex Linear (-) Increase HN, LR together and fix TC at minimum MAE
3 Convex Linear (−) Linear (−) Fix HN at minimum MAE and increase TC and LR together
4 Concave Convex Convex Increase HN and fix TC
5 Linear (−) Convex Linear (−) Increase HN and LR together
6 Convex Convex Linear (−) Increase LR
7 Linear (−) Convex Convex Increase HN
8 Linear (−) Linear (−) Convex Increase HN and TC
9 Linear (−) Concave Linear (+) Increase HN
10 Concave Convex Convex Increase HN
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1.2405
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Figure 7: .e search direction from the second fold.
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Figure 8: Design and experiment results of Experiment 3.
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Among different folds, HN varies from 4 to 10, and TC
varies from 10 to 951. .e best LR is the same for all folds,
which is 0.005095. Although the best settings of HN and TC
are inconclusive, it is noticeable that there is a mild trend
between HN and TC, i.e., lower HN tends to be associated
with higher TC and vice versa.

4.4.2. Support Vector Machine (SVM). Similar to an ANN,
the search starts at low values of the initial range of hyper-
parameter (see Table 1). Since the type of kernel function is a
categorical factor, the first experiment is conducted separately
for the four types of kernel functions.

Experiment 4. Identifying the steepest descent direction
Using a two-factor CCD, a data fold has 13 experimental

runs for each kernel function. .e total number of initial
experimental runs to find paths of steepest descent is equal to
13×10× 4� 520 runs. After running all experiments, the
results in Table 10 reveal that dot and radial kernel functions
are more effective than ANOVA and Epanechnikov func-
tions, which, therefore, are not further considered.

.e same process of RSM described in the previous
section is conducted with SVM. Patterns of hyperparameter
effects on MAE for dot and radial functions are summarized
in Table 11, along with the data fold(s) associated with each
pattern in the last two columns.

For subsequent experiments, search along the steepest
descent direction.

.e process of searching along the steepest descent di-
rections to find the appropriate number of steps tomove and to

find the optimal settings for all 10 folds is performed in the
same manner as that of the ANN. Detailed results are omitted
to save space. A summary of the optimal hyperparameter
settings for all 10 folds is provided in Table 12. Overall, the
values of C for dot and radial functions are relatively low, while
Conv is inconclusive. As mentioned previously, rerunning
SVM at the same settings would give the same prediction value.
.erefore, confirmation runs are not performed.

After applying the previous steps to all 10 folds, the best
hyperparameters for dot and radial kernel functions are
shown in Table 12. .e minimum value of MAE is 1.053 for
both kernel functions. For the dot function, the best
hyperparameter settings are equal to 9 and 0.0307 for the C
and Conv, respectively. For the radial function, C and Conv
are 6 and 0.001, respectively.

4.4.3. Deep Belief Network (DBN). .e initial ranges of
hyperparameters in the first experiment for DBN are listed
in Table 1..ese ranges are also chosen to start at low values.
.e lower and upper bounds in Table 11 are values for the
axial points. Since HN, n, and ni are integers, their values at
factorial points are rounded to the nearest integers.

Experiment 5. : A six-factor half-fraction CCD with 53 design
points is performed for each data fold. For 10 folds, a total of
53×10� 530 runs are conducted to find the paths of the
steepest descent. As an example, ANOVA of the final model
from the 2nd data fold is given in Table 13. .e obtained
regression model provides the steepest descent direction to
increase LR together with n, while holding the other

Table 9: Best hyperparameter setting and the validation performance of ANN using RSM.

RSM Confirmation runs
Fold HN TC LR MAE (validation) Avg MA (validation)E SD of MAE (validation) 95% PI half-width PI coverage
1 4 802 0.005095 1.012 1.2255 0.0567 0.1422 No
2 8 194 0.005095 1.087 1.1364 0.0503 0.1262 Yes
3 4 951 0.005095 1.034 1.0781 0.0263 0.066 Yes
4 5 258 0.005095 1.095 1.1179 0.0518 0.1299 Yes
5 10 60 0.005095 1.035 1.1535 0.0611 0.1532 Yes
6 9 10 0.005095 0.98 1.0818 0.0533 0.1337 Yes
7 5 109 0.005095 1.169 1.2794 0.0675 0.1693 Yes
8 8 456 0.005095 1.062 1.198 0.0643 0.1613 Yes
9 7 208 0.005095 1.051 1.1091 0.0348 0.0873 Yes
10 4 109 0.005095 1.113 1.2119 0.0579 0.1452 Yes
Bold values indicate that this is the combination of hyperparameters that give the minimal average MAE (validation) among all folds.

Table 8: ANOVA of the final model of the second data fold.

Source Df Adj SS Adj MS F-value P value
Model 4 0.12862 0.032155 10.62 <0.001
HN 1 0.01148 0.011481 3.79 0.070
TC 1 0.08953 0.089534 29.56 <0.001
HN×HN 1 0.01762 0.017617 5.82 0.029
TC×TC 1 0.01483 0.014835 4.9 0.043
Error 15 0.04543 0.003028
Lack-of-fit 10 0.03347 0.003347 1.4 0.373
Pure error 5 0.01195 0.002391
Total 19 0.17405
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hyperparameters fixed at their boundaries or at the point where
MAE is minimized if the squared term is significant.

.e RSM process is conducted with DBN on 10 data
folds. Patterns of hyperparameter effects on MAE and the
search directions are summarized in Table 14. Moving along
these steepest descent directions toward the optimal region
gives the center points for the subsequent experiments.
.en, running another CCD around these center points
leads to the final regression models that yield the optimal
settings for all 10 data folds. .e best hyperparameter set-
tings obtained from the final regression models and the
validation MAE at these settings for DBN using RSM are
provided in Table 15. .e results from confirmation runs,
including the average MAE, SD, half-width of 95% PI, and
coverage of PI, are also shown. .e PI coverages of the DBN
hyperparameter settings from RSM indicate 100% reliability
based on our testing.

4.5. Comparison between GS and RSM. ANOVA is per-
formed to compare the confirmation MAE between GS and
RSM (denoted as Method) for ANN, SVM, and DBN

(denoted as ML) while treating data folds as blocks (see
Table 16)..e interaction betweenmethod and fold is mildly
significant (P value� 0.094), which indicates that the average
MAE of validation set between GS and RSM is statistically
different in some data folds. In Table 17, further analysis
using Tukey’s multiple comparisons shows that the differ-
ence is significant only for the first data fold, i.e., the
hyperparameters from GS give statistically better results (on
average) than those of RSM. For the other nine data folds,
the hyperparameter settings from GS and RSM perform
statistically the same.

To investigate the reliability of using the best hyper-
parameters from RSM to predict unforeseen data, the three
ML models with the best hyperparameters from GS and
RSM are applied to predict the results in the testing dataset.
.en, ANOVA is conducted to compare the average MAE of
the testing set between GS and RSM (see Table 18). .e
ANOVA shows that there is no significant difference in the
average MAE between the two hyperparameter tuning
methods (i.e., GS and RSM). .erefore, this implies that the
hyperparameter setting from RSM is reliable in the testing
set as well.

Table 10: Experiment 4 results for the four kernel functions.

Kernel function
Average MAE from the validation set

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10
ANOVA 1.1964 1.2969 1.1607 1.1763 1.2061 1.2283 1.3041 1.2912 1.2432 1.249
Dot 1.1021 1.1573 1.1056 1.1024 1.1803 1.0865 1.32 1.2016 1.2016 1.1701
Radial 1.2124 1.2124 1.1136 1.0758 1.1215 1.1565 1.258 1.1821 1.1479 1.1373
Epanechnikov 1.1963 1.1885 1.1272 1.0887 1.1485 1.1271 1.2944 1.2157 1.1494 1.2193
Bold values indicate the minimal average MAE for each data fold (Fold 1 to Fold 10).

Table 11: Patterns of hyperparameter effects and search direction for dot and radial kernel function.

C Conv Search direction dot radial
Linear (−) Linear (−) Increase C and Conv together Fold: 1, 5, 6, 10 Fold: 1
Concave Linear (−) Fix C at minimum MAE and increase Conv Fold: 2, 7, 9
Linear (+) Linear (−) Fix C at minimum MAE and increase Conv Fold: 3, 8
Linear (+) Linear (+) Fix C and Conv at minimum MAE Fold: 4
Convex Linear (+) Fix C and Conv at minimum MAE Fold: 2
Linear (+) Linear (-) Fix C at lower bound and increase Conv Fold: 3
Concave Linear (+) Fix C and Conv at minimum MAE Fold: 4, 5, 9
Linear (−) Linear (+) Increase C and fix Conv at minimum MAE Fold: 7
Concave Linear (−) Fix C at lower bound and increase Conv Fold: 8, 10

Table 12: Best hyperparameter settings for dot and radial kernel functions using RSM.

Fold
Dot Radial

C Convergence MAE (validation) C Convergence MAE (validation)
1 12 0.001 1.1680 12 0.0109 1.1455
2 −1 0.1 1.1868 3 0.001 1.1237
3 −1 0.0406 1.1102 −1 0.0703 1.1575
4 -1 0.001 1.1694 6 0.001 1.0529
5 11 0.0109 1.1209 9 0.001 1.1137
6 9 0.0307 1.0528 17 0.0208 1.0892
7 −1 0.1 1.2577 11 0.001 1.2452
8 −1 0.0505 1.1234 3 0.0109 1.1604
9 −1 0.0901 1.0765 9 0.001 1.0988
10 10 0.0406 1.1923 7 0.1 1.1827
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4.6. Discussion. Grid search (GS) is widely used in several
studies as a common hyperparameter tuning method. As
shown in section 4.3, implementing GS in ANN, SVM, and
DBN requires many experiments, i.e., 44,100 runs, 44,880
runs, and 7,290 runs, respectively. .e results in section 4.5

indicate that on average, the prediction performance of
hyperparameter settings obtained from GS and RSM is
statistically the same in all three ML models, while RSM
requires a smaller number of runs. Specifically, with RSM,
the number of runs for ANN, SVM, and DBN is 976 runs

Table 14: Patterns of hyperparameter effects and search direction for DBN.

Fold HN LRRBM n ni LR Nb Search direction
1 Linear (−) Concave Linear (−) Linear (+) Linear (−) Linear (+) Increase HN, N, LR, and fix LRRBM, ni, Nbat min. MAE
2 Convex Linear (+) Linear (−) Linear (+) Linear (−) Linear (+) Increase N, LR, and fix HN, LRRBM, ni, Nbat min. MAE
3 Linear (−) Linear (−) Linear (−) Linear (+) Linear (−) Linear (+) Increase HN, LRRBM, N, LR, and fix ni, Nbat min. MAE
4 Linear (−) Linear (−) Linear (−) Linear (−) Linear (−) Linear (+) Increase HN, LRRBM, N, ni, LR, and fix, Nbat min. MAE
5 Linear (+) Linear (−) Linear (−) Linear (−) Linear (−) Linear (+) Increase LRRBM, N, ni, LR, and fix HN, Nbat min. MAE
6 Linear (−) Linear (+) Linear (−) Linear (−) Linear (−) Linear (+) Increase HN, N, ni, LR, and fix LRRBM, Nbat min. MAE
8 Linear (−) Convex Linear (−) Convex Linear (−) Concave Increase HN, N, LR, and fix LRRBM, ni, Nbat min. MAE
9 Linear (−) Linear (−) Linear (−) Linear (+) Linear (−) Linear (+) Increase HN, LRRBM, N, LR, and fix ni, Nbat min. MAE
10 Linear (+) Linear (+) Linear (−) Linear (+) Linear (−) Linear (+) Increase N, LR, and fix HN, LRRBM, ni, Nbat min. MAE

Table 13: Analysis of variance of the second fold.

Source Df Adj SS Adj MS F-value P value
Model 8 363.18 45.397 14.5 <0.001
HN 1 0.446 0.446 0.14 0.708
LRRBM 1 0.652 0.652 0.21 0.650
LR 1 137.73 137.73 43.98 <0.001
N 1 14.968 14.968 4.78 0.034
ni 1 153.99 153.99 49.17 <0.001
Nb 1 28.911 28.911 9.23 0.004
HN×HN 1 11.969 11.969 3.82 0.057
LR× n 1 14.51 14.51 4.63 0.037
Error 44 137.8 3.132
Lack-of-fit 36 111.06 3.085 0.92 0.603
Pure error 8 26.738 3.342
Total 52 500.98

Table 15: Best hyperparameter setting and the validation performance of DBN using RSM.

Cross-validation Confirmation runs
Fold HN ni n LRRBM LR Nb MAE Avg MAE SD (MAE) 95% PI half-width PI coverage
1 7 389 10 0.0001 0.0069 1025 1.081 1.097 0.032 0.109 Yes
2 3 530 10 0.001 0.0107 1025 1.166 1.168 0.009 0.03 Yes
3 8 575 10 0.001 0.0067 350 1.073 1.083 0.011 0.036 Yes
4 3 254 10 0.001 0.0068 1025 1.083 1.096 0.013 0.042 Yes
5 3 209 10 0.001 0.0073 1700 1.087 1.093 0.009 0.031 Yes
6 5 209 10 0.001 0.008 1025 1.000 0.998 0.013 0.045 Yes
7 4 434 10 0.001 0.0094 1025 1.223 1.232 0.018 0.061 Yes
8 7 344 10 0.001 0.0071 1025 1.12 1.14 0.035 0.118 Yes
9 6 620 10 0.001 0.0101 1025 1.131 1.089 0.028 0.095 Yes
10 6 620 10 0.001 0.0101 350 1.299 1.203 0.064 0.215 Yes
Bold values emphasize that this is the combination of hyperparameters that results in the minimal average MAE (0.998).

Table 16: ANOVA of confirmation MAE of validation set by hyperparameter tuning methods.

Source Df Adj SS Adj MS F-value P value
Fold 9 0.173434 0.01927 34.08 <0.001
ML 2 0.019289 0.009645 17.06 <0.001
Method 1 0.033192 0.033192 58.7 <0.001
Fold×method 9 0.009315 0.001035 1.83 0.094
Error 38 0.021486 0.000565
Total 59 0.256716
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(97.79% saving over GS), 984 runs (97.81% saving), and
1,408 runs (80.69% saving), respectively. In other words, the
benefit from using RSM has been demonstrated that it can
significantly reduce the number of experiments to determine
the suitable hyperparameter setting while maintaining the
prediction performance.

Finally, it is worth noting that RSM, by nature, involves
sequential experimentation..at is, RSM requires a modeler
to run some experiments and perform data analysis to
determine whether the subsequent experiment is needed. If
it is the case, then findings from one experiment will guide
the search in a subsequent experiment. A limitation of RSM
is that this search process is not automated or has not been
integrated as a hyperparameter tuning process in standard
ML software.

5. Conclusion

Hyperparameter tuning is an essential process in ML al-
gorithms. To obtain proper hyperparameter settings, GS is
the common approach in many applications due to its
simplicity to implement but with a drawback of many ex-
perimental runs. In this study, we propose a hyperparameter
tuning process using the RSM approach. RSM is compared
with GS on three ML algorithms: ANN, SVM, and DBN. A
10-fold cross-validation is performed to make sure that the
ML performance is robust to the data partitioning process.
.e dataset used in the computational test is from an in-
dustrial user in the food industry..e purpose of the analysis
is to predict the quality of the raw material in the production
process. .e MAE is considered a key measure. .e MAE
from the validation set is used to evaluate the prediction
performance between the two hyperparameter tuning
processes.

.e comparison results indicate that the widely used GS
method can give hyperparameter settings that are 80% re-
liable for both ANN and DBN, whereas the hyperparameter
tuning process by RSM can give 90% and 100% reliability for
ANN and DBN, respectively. In addition, the prediction
performance from GS and RSM is directly compared using
statistical analysis. .e results show that the hyperparameter
settings obtained from RSM can give statistically similar
performance to those from GS in 9 out of 10 data folds and 7

out of 10 data folds for ANN and DBN, respectively. Al-
though the performance fromGS is slightly better than RSM,
the savings in the number of runs from GS are 97.79%,
97.81%, and 80.6% for ANN, SVM, and DBN, respectively.
.erefore, this demonstrates the effectiveness of using RSM
as the hyperparameter tuning process for the three ML
algorithms tested in this study.

We have demonstrated the robustness of the proposed
method’s effectiveness by testing it with three machine
learning models having different characteristics: ANN with
numerical hyperparameters, SVM with a mix between nu-
merical hyperparameter and categorical (kernel function),
and DBN with many numerical hyperparameters. .e
fundamental result is that the proposed method can be
applied to ML algorithms with various characteristics for
predicting a numerical response. .is fundamental result
also indicates the limitation of RSM that it cannot be applied
to other types of responses such as binary and categorical
responses found in classification problems. Directions for
future research are to test the RSM tuning process in other
ML algorithms and/or in other industrial applications to see
whether our findings can be useful for other ML algorithms
as well as other industries. [48].
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/e imbalance between the uplink and downlink rates and coverage of the 5G network has led to limited vertical industry services.
Aiming at breaking the imbalance between the uplink and downlink rates and improving the coverage of 5G network, a uplink
coverage enhancement algorithm is designed from the aspects of networking mode, bandwidth, uplink and downlink subframe
ratio, etc. It uses high- and low-frequency time-frequency joint scheduling to enable uplink full-time slot scheduling, thereby
improving uplink coverage and rate. According to the actual test on the live network, the results show that the super-uplink
algorithm can increase the near-point uplink rate by 15% to 30%, increase the uplink rate for indoor midpoint scenarios by 40% to
80%, and increase the uplink rate for outdoor and indoor weak spot scenarios by 100% to 400%.

1. Introduction

When redefining 5G networks guided by industry needs, the
2C market has mainly high speed and the current 5G
network speed can easily reach more than 1Gpbs down-
stream, which is fast enough to meet the market demand.
However, in the 2B market, vertical industries have put
forward new requirements for upstream speeds and latency
has become the most important requirement. For example,
the demand for uplink speed of the smart mining factory has
reached more than 100Mbps, and the end-to-end delay
requirement is less than 15ms. /e 5G uplink rate is limited
by multiple factors such as terminals, networks, and fre-
quency spectrum, which make it difficult to meet the uplink
rate requirements of vertical industries. /e transmitting
power of the terminal is much smaller than the transmitting
power of the base station, and the difference between the two
powers is nearly a thousand times. In the mainstream time
slot ratio of 7 : 3, 4 :1, or 8 : 2, the uplink proportion is very
small. At present, the C-band propagation loss in the
mainstream 5G frequency band is huge and the penetration
loss of 3.5GHz in a typical wall is as high as 26 dB.

As the 5G network is still mainly for mass services at
this stage, the time slot ratio is still dominated by downlink
time slots [1, 2]. /e difference in uplink and downlink
coverage is huge, and the uplink coverage is obviously
limited [3–5]. In the deployment of vertical industry ap-
plications, its uplink coverage and speed are a major re-
quirement. How to solve the combination of 5G high- and
low-frequency spectrum is a hot issue of current research.
Commercial use of 5G networks only started at the end of
2019. In the early stage of 5G network operation, the lit-
erature [4] proposed using 4G and 5G co-site strategies to
increase the uplink rate. However, due to the high fre-
quency band and low time slot of the network, the uplink
coverage of the 5G network is not continuous [6]./e study
in [7] proposes to use spectrum aggregation technology to
solve the uplink and downlink access of 5G heterogeneous
networks, but it cannot completely solve the problem of cell
handover [8, 9]. /e study in [10] uses link adaptation
algorithms to control the uplink channel power, which can
optimize the uplink to a certain extent, but it cannot solve
the essential problem. In view of the above problems, the
algorithm in this paper realizes the complementarity of
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FDD uplink time slot and TDD uplink time domain and
improves uplink coverage and throughput.

In terms of the 3.5GHz high-frequency site, China
Telecom also has 1.8/2.1GHz low-frequency sites. /e
number of sites nationwide is about 60,000, and the load is
low. /erefore, incorporating the 1.8/2.1GHz frequency
band into 5G network construction can obtain greater
uplink and downlink advantages.

2. Analysis of 5G Network Uplink and
Downlink Coverage

2.1. 5G Spectrum. Spectrum is the core resource in the field
of mobile communications [11, 12]. /e 5G NR (new radio)
spectrum defined by the 3GPP standard mainly includes
sub-6GHz (410–7 125MHz) and millimeter wave (24
250–52 600MHz). It has multiple modes such as frequency
division duplex (FDD), time division duplex (TDD), and
supplementary uplink (SUL). At present, commercial 5G
networks mainly use the TDD mode 3.5GHz and 2.6GHz
frequency bands. Compared with the 1.8GHz and 2.1GHz
frequency bands used by 4G FDD networks, they have a
large bandwidth advantage. Its single-user peak rate is
significantly higher than of 4G under the condition of low
path loss, but the penetration loss is higher. /e uplink and
downlink time slot ratios of commercial 5G networks are 3 :
7, 1 : 4, or 2 : 8, and the available uplink time slots are rel-
atively small. Table 1 is the spectrum information status of
today’s operators.

2.2. Uplink and Downlink Rate. /e application of 5G
network’s large bandwidth and large-scale array antenna
gain has greatly improved the rate of 5G network compared
with that of 4G networks. Under ideal conditions, the
downlink rate of 5G networks is as high as 1.2Gbps, which is
about 10 times the rate of 4G networks. /e uplink rate is as
high as 130Mbps, which is about 4 times the rate of the 4G
network. However, in a nonideal state, when the 5G network
RSRP is at the coverage edge of −110 dBm to −120 dBm, the
downlink rate can be maintained at 100 to 300Mbps and the
minimum uplink rate is only about 2.58Mbps. /e uplink
and downlink rates are shown in Figure 1.

3. Uplink Coverage Enhancement Algorithm

3.1. Principles of Coverage Enhancement Algorithm. /e
uplink coverage enhancement algorithm uses NR FDD to
enhance uplink coverage, experience, and capacity./e FDD
frequency band is low, the coverage is strong, and the fre-
quency division duplex transmission has no additional
waiting delay, but the transmission bandwidth is small. /e
TDD frequency band has a large bandwidth, and the uplink
and the downlink both use mature applications of MIMO
technology. Under the premise of the same subcarrier
spacing, the coverage and delay are weaker than FDD.
Coverage enhancement algorithm technology realizes the
uplink transmission of FDD NR and TDD NR, as the
principle shown in Figure 2.

Taking the influence of signal coverage in high-fre-
quency band and low-frequency band into account, there are
two situations in the time slot scheduling—the mid-near-
point area and the far-point area. In themid-near-point area,
the algorithm mainly improves the uplink capacity and user
experience. In the far-point area, the algorithm mainly
improves the C-band 3.5GHz coverage. In this way, the Sub-
3GHz spectrum is fully utilized to realize 5G full-time slot
scheduling.

3.2. Design of Uplink Coverage Enhancement Algorithm

3.2.1.  e First Step: User (UE) Access. /e UE is in idle
mode when it is powered on and accesses the user equip-
ment in the 3.5GHz frequency band. Currently, most 5G
mobile phone chips support 5G networks, and the UE can
dynamically change the configuration.When the UE is at the
edge of the 5G network, the network uplink coverage is
limited and the 5G network controls the UE to access the
PUSCH of the Sub-3G network for data transmission. /e
basis for judging whether the 5G uplink coverage is limited is
the 5G uplink SINR. When the SINR is greater than the
threshold, it indicates that the uplink coverage is good and
the C-band network is selected. When the SINR is less than
the threshold, the Sub-3G network is selected. /e process is
shown in Figure 3.

3.2.2.  e Second Step: Allocation of Uplink Frequency-Do-
main Resource. /e PUSCH is configured with two fre-
quency bands, C-band and Sub-3G, and the PUCCH is
configured with only C-band. /e process is shown in
Figure 4. According to the latest 5G R16 standard, DCI
formats indicate whether the DCI information is uplink or
downlink scheduling information. It occupies 1 bit, a value
of 0 indicates uplink, and a value of 1 indicates downlink.
/e uplink DCI mainly indicates uplink PUSCH trans-
mission, including two types of field information of DCI
format 0_0 and DCI format 0_1.

When the field information is DCI format 0_0, if DCI
format 0_0 is scrambled by C-RNTI or CS-RNTI or MCS-C-
RNTI, the number of bits occupied by frequency domain
resources is calculated by the following formula:

log2 N
UL,BWP
RB

N
UL,BWP
RB + 1

2
􏼠 􏼡􏼦 􏼧, (1)

log2 N
UL,BWP
RB

N
UL,BWP
RB + 1

2
􏼠 􏼡􏼦 􏼧 − NUL HOP. (2)

When PUSCH frequency hopping is used,NUL,BWP
RB is the

size of the activated UL BWP. For the uplink resource al-
location type is 1, the PDSCH is used for frequency hopping
situation, NUL HOP is the number of bits which is used to
indicate frequency offset. If the frequency hopping offset list
contains 2 offset values, NUL HOP is set to 1. If the frequency
hopping offset list contains 4 offset values, NUL HOP is set to
2. At this time, formula (2) is used to calculate the number of
remaining bits to indicate frequency-domain resource
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allocation. Since the uplink resource allocation type is 1 and
the PDSCH frequency hopping is not used, the number of
bits calculated by the formula (1) indicates the frequency-
domain resource allocation.

When DCI format 0_0 is scrambled by TC-RNTI,
NUL,BWP

RB in formula (1) is the size of the initial UL BWP. If its
value is less than 50, then NUL HOP is set to 1; otherwise,
NUL HOP is set to 2.

When the local segment information is DCI format 0_1,
the cross-domain carrier scheduling feature is enabled and
the carrier indicator field is generated.

When the field information is 0 bits, it indicates the
current cell, and when the field information is 3 bits, it
indicates the corresponding cell. /e frequency-domain

resource allocation field NRBG indicates the total number of
UL BWP RBGs, and the calculation formula is shown in

NRBG �
N

size
BWP,i + N

start
BWP,imodP􏼐 􏼑􏼐 􏼑

P
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥
. (3)

In formula (3), P represents all other RBG sizes, and the
first RBG size is calculated by the following formula:

RBGsize
0 � P − N

start
BWP,imodP. (4)

If (Nstart
BWP,i + Nsize

BWP,i)modP is greater than 0, the last RBG
size calculation formula is as follows:

RBGsize
last �

N
start
BWP,i + N

size
BWP,i􏼐 􏼑modP, N

start
BWP,i + N

size
BWP,i􏼐 􏼑modP> 0,

P, otherwise.

⎧⎨

⎩ (5)

If uplink resource allocation type 1 is configured, the
value of this field is calculated by formula (1)./e NUL,BWP

RB is
the size of the activated UL BWP. If both of uplink resource
allocation type 0 and type 1 are configured, the value of this
field is calculated by

max log2
N

UL,BWP
RB N

UL,BWP
RB + 1􏼐 􏼑

2
⎛⎝ ⎞⎠, NRBG

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥

⎛⎝ ⎞⎠ + 1.

(6)

/e uplink resource allocation type is 0, and the value
of NRBG indicates frequency-domain resource allocation.
/e uplink resource allocation type is 1, and the value
calculated by formula (1) indicates frequency-domain
resource allocation. When it uses PDSCH for frequency
hopping, the frequency hopping offset list contains 2
offset values and N_(UL_HOP) is set to 1. If the fre-
quency hopping offset list contains 4 offset values,
N_(UL_HOP) is set to 2. At this time, formula (2) is used
to calculate the number of remaining bits to indicate

Table 1: Comparative analysis of operators’ existing spectrum resources.

China Mobile (MHz) China Telecom China Unicom (MHz)
4.9 (GHz) 100
3.5 100MHz 100
2.6 160
2.1 2× (20 + 10)MHz

12.01 11.18 9.02 6.55 5.01 3.27 3.14 2.63 2.6 2.58 1.83 0.99

316.12
301.65 296.03
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Figure 1: Comparison of the average uplink and downlink rate at the edge of network coverage.
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frequency-domain resource allocation. /e uplink re-
source allocation type is 1, the PDSCH frequency hop-
ping situation is not used, and the value calculated by
formula (1) is used to indicate frequency-domain re-
source allocation.

3.2.3.  e  ird Step: Cell Handover. When the UE is
moving, the coverage enhancement NR spectrum and the
cell handover process are as shown in Figure 5.

3.2.4.  e Fourth Step: Uplink Time-Domain Resource
Scheduling. /e base station performs uplink data time slot
scheduling, which is determined by the time-domain re-
source assignment field in DCI format 1_0 and DCI format
1_1. /e value m of the field time-domain resource as-
signment is used to determine the row index m+ 1 in the

time-domain resource assignment table. /e allocation
position of the PUSCH time slot is calculated by

n∗
2uPUSCH
2uPDCCH

􏼤 􏼥 + k0. (7)

Here, n is the time slot for schedulingDCI, k0 is the time slot
offset based on PDCCH receiving PUSCH, and 2uPUSCH and
2uPDCCH are configured subcarrier intervals. /e start and
length indicator SLIV determines the number of start symbols S
and consecutive symbols L in the PUSCH time domain.

SLIV �
14∗ (L − 1) + S, L − 1 ≤ 7,

14∗ (14 − L + 1) +(14 − 1 − S), otherwise.
􏼨 (8)

Here, 0<L≤ 14-S. /e base station performs time-domain
scheduling through DCI, and the scheduling algorithm in the
mid-near-point area and the far-point area are shown in
Figure 6.

Use Sub3G to enable full time slot transmission of uplink data, 
including the downlink time of TDD

1.8/2.1 GHz

3.5 GHz

UL@1.8/2.1G

UL@3.5G

C-Band D D D S U D D S U U

Sub-3G U U X U U X

S
D
U

Downlink transmission
Uplink transmission

Special time slot

Figure 2: Principle of uplink coverage enhancement.

UE NR gNB

SIB messages
C-Band and Sub-3G carrier configuration messages

Upstream threshold selection

UE measures SINR
SINR>=threshold value select C-
Band UL

UE initiates competitive access and joins
the corresponding carrier

Figure 3: User access.

UE NR gNB

UE access information upload

DCI judgment
C-Band and Sub-3G carrier frequency domain 

resource configuration

gNB judges whether the UE can join the 
coverage enhancement uplink

Radio Resource Control RRC completes C-Band 
and Sub-3G carrier configuration

UE completes C-Band and Sub-3G 
channel configuration

Figure 4: Channel configuration.
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4. Network Emulation

4.1. Uplink Equivalent Bandwidth Comparison. In the actual
network environment, the uplink performance comparison
of different locations is tested by selecting the network
spectrum of different operators and setting the equivalent
bandwidth. /e test environment is shown in Table 2.

/e test result is shown in Figure 7. /e uplink coverage
enhancement algorithm in the 3.5G+ 2.1G network has a
near-point area uplink resource utilization rate of 100%,
which improves the uplink capacity and experience by 30%.
In far-point areas, the uplink coverage enhancement algo-
rithm uses 2.1 G uplink resources to increase the 3.5G
coverage rate by 100%.

4.2.Fixed-PointTest. /e test scenario is selected as amining
area in the industrial Internet field of the vertical industry.
/e main coverage direction of the opened sectors is the
mining area, which is a basin topography, and the lowest
platform is flat. Fixed-point test scenario Area 1 is about 325

meters away from the station horizontally, Area 2 is about
505 meters away from the station horizontally, and Area 3 is
about 630 meters away from the station horizontally. /e
station and terminal configuration parameters are shown in
Table 3.

/e test data are shown in Table 4.
/e test results are shown in Figure 8. /e uplink

coverage enhancement algorithm uses high- and low-fre-
quency time-frequency joint scheduling and 3.5G+ 2.1G
uplink full-slot scheduling, and the rate is improved./e use
of 2.1 G frequency band to spread data in weak coverage
areas can reduce loss and enhance TDD uplink coverage.

From the statistics, we can see that in the near-point
peak scenario, after the uplink coverage enhancement al-
gorithm is executed, the uplink rate is increased by about
20%. In the outdoor midpoint scenario, after the uplink
coverage enhancement algorithm is executed, the uplink
rate is increased by 40% to 80%. In outdoor weak coverage
scenarios, after the uplink coverage enhancement algo-
rithm is executed, the uplink rate is increased by 100% to
400%.

UE Source
gNB

Signal measurement control

Feedback of measurement results

Complete C-Band and Sub-3G carrier 
configuration The UE completes the coverage enhancement 

uplink channel configuration and allocates a 
dedicated sequence on the C-Band.

Other UEs only configure resources and 
allocate sequences on the C-Band carrier.

Destination
gNB

Coverage 
enhancement

Algorithm start
Handover request

Switch response
Radio resource control RRC line to issue related 

configuration

UE initiates non-competitive access on C-
Band carrier Return to the user 

UE initial access 
process

Figure 5: Cell handover process.
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Figure 6: Two types of regional time-domain scheduling.
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Table 3: Uplink coverage enhancement algorithm test site and terminal parameter configuration.

Parameter NR TDD 3.5G Uplink coverage enhancement 3.5 G+ 2.1G
Uplink bandwidth 100MHz 3.5G 100MHz+ 2.1G 20MHz
Uplink and downlink time slot ratio 7 : 3 NA
Base station antenna 64R 4R
Base station power 200W 200W
Terminal type CPE PRO
Terminal antenna 2T4R 3.5G 2T+ 2.1G 1T
Frequency range 3400∼3500MHz 1920∼1940MHz

Table 4: Test data of the mining area.

Test area Test location SSB-RSRP
(dBm)

NR 3.5G TDD uplink rate
(Mbps)

Coverage-enhanced uplink rate
(Mbps) Uplink gain (%)

Area 1

P1 −75.77 234.93 273.37 16.36
P2 −76.29 233.30 273.19 17.10
P3 −79.10 237.07 277.19 16.92
P4 −80.12 236.94 277.16 16.97

Area 2

P5 −86.96 91.43 131.29 43.59
P6 −87.52 55.90 93.28 66.87
P7 −87.59 82.21 122.16 48.59
P8 −89.85 48.10 83.59 73.80
P9 −91.82 37.35 65.67 75.83
P10 −102.28 10.93 29.43 169.41

Area 3

P11 −102.97 10.69 28.33 165.08
P12 −110.52 1.78 7.31 310.27
P13 −110.77 1.74 7.64 339.57
P14 −112.03 1.03 7.90 668.75
P15 −112.98 1.10 5.52 403.73

Table 2: Horizontal comparison parameters.

Uplink algorithm Spectrum bandwidth
China Mobile 2.6G(20M)@2T
China Telecom 3.5G(30M)@2T
China Telecom uplink coverage enhancement 3.5 G(30M)@2T&2.1G(14M)@1T
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4.3. Pull Net Test. By testing the highest and lowest platform
routes, the test results of the uplink coverage enhancement
algorithm are as shown in Figure 9. It can be seen that after
the uplink coverage enhancement algorithm is executed, the
average uplink rate increase ratio reaches 20% to 40%.

5. Conclusion

/is paper designs a 5G network-based uplink coverage
enhancement algorithm. /rough the superposition of
C-band spectrum and Sub-3G uplink spectrum, it greatly
increases the uplink spectrum resources and improves the
user capacity and experience of the 5G network. Tests have
proved that the algorithm can solve the 5G uplink and
downlink coverage problems and increase the rate of edge
users, which is evolutionary. With the gradual recultivation
of existing frequency bands, the available frequency bands

for 5G will be more abundant and multiband carrier ag-
gregation and collaborative networking will be more widely
used, providing a better user experience.
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In the wave of Industry 4.0, GPS sports watches are redeveloping towards digitization and intelligence.Whether the information is
correct and real-time, operation interfaces easy to use and the displayed information easy to understand have become issues that
consumers and manufacturers emphasize. -us, this study investigated the effects of output quality and result demonstrability on
the perceived usefulness of GPS sports watches with participants of the 2020 Taiwan International Triathlons as the research
subjects. In total, 280 respondents, who participated in the 2020 Taiwan International Triathlon, were selected by purposive
sampling for a questionnaire survey. -e statistical software SPSS was employed to file the data, and the statistical software of
AMOS was adopted to analyze the correlation among variables. According to the results, (1) output quality has significantly
positive effects on perceived usefulness; (2) result demonstrability has significantly positive effects on perceived usefulness; (3)
perceived ease of use has significantly positive effects on perceived usefulness; (4) perceived ease of use has significantly positive
effects on behavioral intention to use; and (5) perceived usefulness has significantly positive effects on behavioral intention to use.

1. Introduction

With technological development and innovation, new
business models and production modes have been emerging
in global industries. -e global manufacturing industry has
moved towards service and intelligence, giving rise to the
concept of Industry 4.0. According to [1], under the high-
tech strategy issued by the German government in 2011,
Industry 4.0 (I4.0), or the Fourth Industrial Revolution, is
jointly funded by the Federal Ministry of Education and
Research and the Federal Ministry of Economy and Tech-
nology to promote the computerization, digitalization, and
intelligence of the manufacturing industry. -e goal of
Industry 4.0 is not to create new industrial technologies.
Instead, it integrates the technical information and business

activity information related to the whole life cycle of the
manufacturing industry to establish smart factories with
high adaptability, high production elasticity, and high re-
source efficiency. Taiwan saw the global trend of smart
manufacturing and proposed a “Productivity 4.0 Initiative”
in 2015 to push the country’s industry to the next stage.
Wang and Ma [2] pointed out that the “Productivity 4.0
Initiative” promoted by Taiwan’s Executive Yuan covers the
agriculture and service industries in addition to the
manufacturing industry. -e main strategy involves making
industries enter the stage of 4.0 by combining advantages of
intelligent machinery and information communication in
Taiwan and using technologies, such as the Internet of
-ings (IoT), intelligent robots, big data, and lean man-
agement. As mentioned above, Industry 4.0 not only focuses
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on creating new industrial technologies, but also emphasizes
directly connecting with end-users or consumers bymultiple
intelligent methods. According to Ho [3], the primary
difference of Industry 4.0 lies in the cyber-physical systems
that integrate computing, communication, and control to
connect various equipment systems in production by means
of computers, sensors, and new-generation network tech-
niques and achieve intelligent instant messaging and services
with the ability of real-time perception and control through
communication and interaction among them. -e interac-
tion between intelligent production and IoT will bring
completely new changes to economic, political, and social
environments.

Wearable sports devices are also being developed in such
environments. Lin [4] emphasized that, with the advent of
Industry 4.0, the concept of “quantified self” gradually seeps
into people’s daily lives, and they begin to record their body
information through technology to pursue sports perfor-
mance or stay healthy. Noteworthily, wearable devices are
one of the key development projects of this trend.-e survey
and research data of Garnet [5] proved this view, showing
that the global gross expenditure on wearable devices is
forecasted to be US$81.5 billion in 2021, or 18.1% more than
that in 2020. -e COVID-19 pandemic is an important
factor driving such market growth. In other words, mobile
communication devices are mainstream today. Further-
more, according to Statist’s prediction, global wrist wearable
devices will increase from 70 million in 2019 to 110 million
in 2023 [6].

According to the statistical data of Sports Administra-
tion, Ministry of Education, R.O.C. [7], in the 2019 sports
status survey, nearly 80% of sports people most commonly
do outdoor recreational sports, and 33.6% of the national
population regularly participates in sports, hitting a record
high with 20,000 people more than that in 2018. In other
words, people have more opportunities to go outside for
exercises, such as jogging, hiking, mountaineering, and
canoeing. In terms of regular sports, the government and
private agencies provide more spaces for people to do
various indoor sports, which increase the opportunities to
use GPS sports watches. -e Sports Administration [7]
echoed this development trend and pointed out that as
Taiwan is experiencing a fitness craze, a new type of smart
fitness that combines sports and technology has become a
development trend. At the same time, various bureaucratic
ministries are investing relevant resources. For instance, the
Technology Department of the Ministry of Economic Affairs
and the Institute for Information Industry set up the Sports
Technology Alliance to serve enterprises, universities, and
research institutes and promote the transformation and
development of the sports industry.

People active in sports often use wearable devices, such
as smart bracelets or watches, to understand their heart-
beat, blood pressure, and other physiological information
to provide a reference for personal trainers or themselves to
develop sports regimens. Although GPS sports watches
have become more mature today, people still face concerns
about inaccurate and incomplete recorded data. For ex-
ample, according to Shcherbina et al. [8], when heart rates

and calorie expenditure are recorded by wrist wearable
devices, the data of cycling are more accurate than that of
walking; that is, the results do not have the same accuracy
for different intensity and sports patterns. According to the
results, when people record information by GPS sports
watches, the accuracy and completeness of the recorded
information are key indicators of product acceptance,
indicating that GPS sports watch users focus on “output
quality.” In other words, “output quality” helps users
understand the practicability of GPS sports watches and
allows them to deliver results to others more clearly. For
instance, the accurate tracking and physiological infor-
mation recorded by GPS sports watches provides a refer-
ence for people to participate in the same activities, which
corresponds to the meaning of GPS sports watches in
exhibiting “result demonstrability.”

According to the extended technology acceptance model
proposed by Venkatesh and Davis [9],“output quality” and
“result demonstrability” have effects of unperceived use-
fulness. People use GPS sports watches hoping that the data
provided by such watches can record their own experience in
sports and even improve the efficiency of self-training.
-erefore, users naturally care about the accuracy of in-
formation recorded by GPS sports watches and the effects of
GPS sports watches, both of which the extended technology
acceptance model focuses on. -e extended technology
acceptance model can help understand people’s behavior of
adopting new technologies.

After a comprehensive review of the literature [10–12],
it is found that most studies focus on the consumption
behavior models of GPS sports watch consumers on
wearable sports devices and how these devices improve
consumers’ sports performance rather than explore their
behavior and experience of the new technology in wearable
sports devices. Hence, this study intends to explore the
experience of GPS sports watch consumers in using GPS
sports watches to record their exercise process during
sports. -e extended TAM proposed by Venkatesh and
Davis [9] shows the effects of “output quality” and “result
demonstrability” on “perceived usefulness.” It also helps
understand people’s behavior of adopting the new tech-
nology of wearable sports devices. -erefore, this study
treated the participants of the Taitung International Tri-
athlon as the research subjects and explored the effects of
output quality and result demonstrability of GPS sports
watches on the perceived usefulness from the perspective of
Industry 4.0 by the extended TAM. Based on the results,
suggestions are proposed for reference.

According to the literature review, while most studies on
wearable sports devices focus on consumer behaviors
[10, 13–15], some focus on sports performance
[11, 12, 16–19]. However, there are only few studies on user
experience. -erefore, this paper, with participants of a
Taiwan international triathlon as the research subjects, ex-
plores the effects of output quality and result demonstra-
bility of GPS sports watches on perceived usefulness from
the perspective of Industry 4.0 via the extended technology
acceptance model and makes suggestions at the end of the
paper for reference.
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2. Literature Review

2.1. -e -eory of Technology Acceptance Model. In early
1988, Davenport and Prusak [20] proposed that the evo-
lution process of knowledge includes data, information,
knowledge, and wisdom, where knowledge is collected and
applied to take actions in the intelligent stage. -is process
indicates that while “data” show facts of the past, today’s
“wisdom” stage focuses on the ideas and decisions proposed
in the future. With the intelligence of information tech-
nology and network techniques, the concept of Industry 4.0
helps enterprises develop systems that can predict human
behaviors and habits and develop abilities to detect changes
and make real-time decisions. According to Lee [21], In-
dustry 4.0 was first proposed in HannoverMessed in 2011. In
2012, Germany’s federal government, in a joint effort with
German industries and research institutions, formed a
workgroup of Industry 4.0, aiming to implement one of the
ten plans of High-tech Strategy 2020 through this project. In
recent years, countries have been fully aware of the ad-
vantages of Industry 4.0 and devoted their efforts to topics
and technologies related to Industry 4.0. Hsiung [22]
pointed out that improving national industrial competi-
tiveness through the implementation of Industry 4.0 or
smart manufacturing systems has become the core of many
important national industrial policies in recent years. Hsu
[23] agreed with this view and considered that smart
manufacturing upgrading is the common goal of Industry
4.0 development in countries around the world. Bureau-
cratic units of the Taiwan government have paid attention to
Industry 4.0 development in various countries. According to
the Executive Yuan [24], in the past three years, the world’s
major countries have actively promoted the construction of
cyber-physical intelligent manufacturing, production, and
sales systems for rapid response or market demand pre-
diction, such as Germany’s “Industry 4.0,” the United States’
reindustrialization policy, Japan’s man-machine coexistence
future factory, South Korea’s next-generation smart factory,
or China’s “Made in China 2025” plan. In 2016, the Taiwan
government formulated the “Productivity 4.0 Initiative” to
develop technologies, such as intelligent machines, IT, big
data, and cloud computing, and improve the added values of
products and services inmanufacturing, commerce, services,
and agriculture [23].

Wang and Chiang [1] considered that the Industry 4.0
technology concept includes cyber-physical systems (CPS),
Internet of things (IoT), and Internet of service (IoS) and
linked the design and development data, equipment, per-
sonnel, manufacturing process, and digital data in the
production process. Equipment can perform independent
monitoring, analysis, and judgment and conduct autono-
mous communication cooperation according to the pro-
duction status to make the production process more flexible.
-erefore, wearable devices continuously collect users’
physiological information using the computing power of IoT
by combining artificial intelligence technology with sensor
applications to build effective databases and then providing
users with more suggestions on sports through applications
and comparative analysis.

With such technological progress, people have more
opportunities to gain access to technological products than
ever before. For various technological products, under-
standing consumers’ behaviors and usage habits has become
the focus of industries. Lee et al. [25] pointed out that, in
theories of information technology equipment acceptance,
the technology acceptance model (TAM), proposed by Davis
in 1986, is the most widely used and can be applied to
research with different people, information systems, and
working places at different times. TAM was gradually de-
veloped from the theory of reasoned action (TRA). Proposed
by Ajzen and Fishbein [26], TRA has been widely used in the
last few decades in exploring and verifying individual be-
haviors. -ey argue that individuals’ behavior, beliefs, and
evaluations directly affect individual attitudes to certain
behaviors. Further, attitudes and subjective norms will affect
individual behavioral intentions, which are determinants
directly affecting individual behaviors. -erefore, many
factors affect individual acceptance of information tech-
nology, including attitudes, subjective norms, and perceived
behavioral control. -rough the technology acceptance
model developed from the theory of reasoned action, Davis
[27] concluded that perceived usefulness and perceived ease
of use of information technology are two main determinants
affecting behavioral intentions. Perceived usefulness means
that users subjectively consider this technology to be helpful
for job performance and the future. Meanwhile, perceived
ease of use refers to the degree to which users perceive that
the technology is easy to use. -e easier the technology is to
use, the more confident the users are in self-efficacy and self-
control, and the more positive their attitudes are towards
systems. In this study, if people use GPS sports watches and
find that the recorded data and provided information can
help them improve their sports efficiency or training per-
formance, their acceptance of GPS sports watches may be
high. On the other hand, if the GPS sports watches provide
users with intuitive and easy-to-use feelings in operation
interface and data transmission, people may be more highly
willing to use GPS sports watches.

2.2. -e -eory of Extension of the Technology Acceptance
Model. -ey may even be more confident, because GPS
sports watches easily record information during sports ac-
tivities. In addition, Davis [27] pointed out that perceived
usefulness and perceived ease of use are also affected by
external variables, such as personal traits, organizational
structures, and task characteristics. -ey also emphasized
that external variables can be regarded as indirect factors
affecting behavioral intentions. In this study, people’s atti-
tudes towards GPS sports watches do not always remain the
same, which varies with the changes of external factors. For
example, ordinary people may only focus on recording
sports time, mileage, or heart rates through GPS sports
watches. However, professional athletes or mountain guides
are more likely to force themselves to learn other advanced
functions of GPS sports watches to help their professions or
careers. After mastering the functions, they will be more
willing to use GPS sports watches. As TAM has been applied
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in industries, its shortcomings have gradually appeared.
According to Venkatesh and Davis [9], in many studies,
TAM can only explain 40% of the variables in behavioral
intention to use and usage behaviors and ignores factors,
such as personal values, habits, and social influences. -us,
they proposed an extension of the technology acceptance
model (TAM2) and considered that social influence pro-
cesses and cognitive instrumental processes have certain
effects on perceived usefulness. Social influence processes
have three dimensions: subjective norm, voluntariness, and
image. Meanwhile, cognitive instrumental processes have
four dimensions: job relevance, output quality, result de-
monstrability, and perceived ease of use. Moderating vari-
ables include voluntariness and experience. Venkatesh and
Davis further [9] explained these seven dimensions.

(1) Subject Norm: this dimension includes “internali-
zation” and “identity” and affects perceived useful-
ness, indicating that important people affect the
degree to which they use information systems

(2) Image: the degree to which users consider that using
a new information technology system will enhance
their social status

(3) Job Relevance: the degree to which users consider
that their jobs can utilize an information system

(4) Output Quality: the degree to which users consider
the good effects of an information system after
fulfilling their task requirements

(5) Result Demonstrability: the result specificity that
users consider after using an information system

(6) Experience: users’ experience infusing an informa-
tion system

(7) Voluntariness: the degree of active acceptance rather
than passive acceptance in the process of using an
information system

-e above definitions show the effects of social influence
processes and cognitive instrumental processes, thereby
extending, explaining, and improving the explanatory ability
of the theoretical model.

2.3. Hypothetico Deductive. For sports enthusiasts, GPS
sports watches are in demand. According to Chen [28], the
visual interface design of Apple Watches and ASUS’s sports
watches is better than Garmin’s. Garmin reduces levels and
is designed with low-resolution pixels to make the integral
color and screen luminance more suitable for use in the sun
to achieve low power consumption. People are more con-
fident in the interface operation of Garmin, because the
overall information architecture is simple and clear. In other
words, GPS sports watch users have different requirements
for result demonstrability and output quality of different
brands of sports watches. According to the literature review,
output quality has effects on perceived usefulness. -e good
effects of information systems in meeting task requirements
make users subjectively consider that this technology is
helpful for job performance and the future [29–31]. -us,
this paper proposes Hypothesis I: output quality has

significant effects on perceived usefulness. Further, the
significantly positive effects of result demonstrability on
perceived usefulness are verified by some studies. After
information systems are used, the result demonstrability
makes users subjectively consider that this technology is
helpful for job performance and the future [30, 32]. -us,
this paper proposes Hypothesis II: result demonstrability has
significant effects on perceived usefulness. Some studies
show that perceived ease of use has significantly positive
effects on perceived usefulness. -e easier users perceive the
technology is to be used, the more confident they are in self-
efficacy and self-control, and the more positive their atti-
tudes are towards systems, making them subjectively con-
sider that this technology is helpful for job performance and
the future [33, 34]. -us, this study proposes Hypothesis III:
perceived ease of use has significant effects on perceived
usefulness. On the other hand, some studies support that
perceived ease of use has significantly positive effects on
behavioral intention to use. -e easier users perceive the
technology is to be used, the more confident they are in self-
efficacy and self-control, and the more positive their atti-
tudes are towards systems, thus affecting their intention to
use this technology [35–37]. Still, other studies argue that
perceived usefulness has significantly positive effects on
behavioral intention to use [25, 38–40].

3. Research Method

3.1. Research Framework. -is study aims to explore the
effects of output quality and result demonstrability on the
perceived usefulness of GPS sport swatches from the per-
spective of Industry 4.0. -e research architecture proposed
based on the research purposes and literature is shown in
Figure 1.

3.2. Research Respondents. With 2020 Taiwan International
Triathlons participants as the research respondents, this
study has a sampling error of no more than 4.5% and a
confidence interval of 95%. -e present study set the sample
number as 280 and conducted a random sampling outside
the 2020 Taiwan International Triathlons from November
14th to November 15th, 2020. A total of 270 valid ques-
tionnaires were obtained after the questionnaires were
returned, and the invalid ones were omitted, attaining a valid
response rate of 92%.

3.3. Research Instruments. -e questionnaire of this study,
developed based on the study and questionnaire of Guo
(2013), consists of three parts with 23 items, including 9 on
basic personal information, 10 on TAM, and 4 on cognitive
promotion. A five-point Likert scale is used in this study, and
each item is scored from 1 (strongly disagree) to 5 (strongly
agree).

3.4. Data Processing and Analysis. In this study, the valid
questionnaires are counted, while invalid questionnaires are
removed. -e statistical software SPSS 23.0 is used to create
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files based on the data, and the demographic variables are
analyzed through descriptive statistics. On the other hand,
the statistical software AMOS 23.0 is used for path analysis
of the correlation among variables.

4. Research Results

4.1. Sample Characteristics. In this study, the participants of
the Taitung international triathlon are taken as test samples
with a total of 250 valid samples. In terms of gender, there
are 184males, accounting for 73.6% of the valid samples, and
there are 66 females, accounting for 26.4%. In terms of age,
99 people are between 30 and 39, accounting for 39.6% of the
valid samples, and 6 people are less than 19 years old, ac-
counting for 2.4%. In terms of the “participant” category,
117 respondents took part in the half triathlon, accounting
for 46.8% of the valid samples. Meanwhile, 26 people par-
ticipated in the “others” category, accounting for 10.4% of
the valid samples. In terms of occupation, 92 respondents
were students, which comprise the majority of the samples,
accounting for 36.8% of the valid samples. On the other
hand, 10 respondents were teachers, being the least, ac-
counting for 4.0% of the valid samples. In terms of the
educational level, 150 people have university (college) de-
gree, accounting for 60% of the valid samples, and 19 people
are below the senior high (higher vocational) school level,
accounting for 7.6%. In terms of income, 130 people earn
more than NT$50,001per month, accounting for 52.0% of
the valid samples, and 23 people earn more than NT$20,001
and less than NT$30,000 per month, accounting for 9.2%. In
terms of the number of competitions participated, 121
people have taken part in two to five competitions, ac-
counting for 48.4% of the valid samples, and 28 people have
taken part in more than 11 competitions, accounting for
11.2%. In terms of training hours, 92 people train irregularly,

accounting for 36.8% of the valid samples, and 5 people train
over 21 hours per week, accounting for 2.0%. In terms of
sports seniority before purchasing GPS sports watches, 83
people have been exercising for four to five years, accounting
for 33.2% of the valid samples, and 48 people have been
exercising in less than one year, accounting for 19.2%. Ta-
ble 1 lists the samples’ characteristics.

4.2. Measurement Model Analysis. In this study, the reli-
ability and validity of the questionnaire are verified by
Catalysis, items are corrected based on the modification
indices (M.I.), and items B6, B7, and B10 of the TAM scale
are deleted.

4.2.1. Verification of Convergent Validity. Bagozzi and Yi
[41] pointed out that convergent validity verification mainly
verifies the composite reliability (C.R.) and the average
variance extracted (AVE) of questionnaire dimensions.-ey
suggested that C.R. and AVE should be greater than 0.6 and
0.5, respectively, to achieve good convergent validity [42]. In
this study, the convergent validity of perceived usefulness
and perceived ease of use is verified from the dimensions of
behavioral intention to use, output quality, and result de-
monstrability. -e verification results show that the factor
loadings of all dimensions are between 0.78 and 0.93, C.R. is
between 0.87 and 0.91, and AVE is between 0.77 and 0.82,
satisfying the convergent validity criteria recommended by
[41–43]. -is indicates that the questionnaire in this study
has good convergent validity, as shown in Tables 2–4.

4.2.2. Discriminate Validity. In this study, the discriminate
validity is verified by the confidence interval method
(bootstrap). -is study first establishes the confidence
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Figure 1: Effects of output quality and result demonstrability on the perceived usefulness of GPS sports watches from the perspective of
industry 4.0.
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interval for Pearson’s correlation coefficient among di-
mensions and then tests whether it contains 1 to determine if
the dimensions are completely correlated. According to the

results, the confidence interval among dimensions does not
contain 1, indicating discriminate validity among dimen-
sions in this study [44], as shown in Tables 5 and 6.

Table 1: Tester characteristics.

Variables Categories Tester
characteristics

Percentage
(%)

Cumulative
percentage

(%)

Gender Male 184 73.6 73.6
Female 66 26.4 100.0

Age

Under 19 years old 6 2.4 2.4
20–29 years old 48 19.2 21.6
30–39 years old 99 39.6 61.2
40–49 years old 77 30.8 92.0

Above 50 years old 20 8.0 100.0

Participant category

Half triathlon 117 46.8 46.8
Full triathlon 45 18.0 64.8

Standard triathlon 62 24.8 89.6
Others 26 10.4 100.0

Occupation

Military personnel 13 5.2 5.2
Civil servants 19 7.6 12.8

Teachers 10 4.0 16.8
Businessmen 85 34.0 50.8
Farmers 31 12.4 63.2
Students 92 36.8 100.0

Educational level

Below senior high (higher vocational)
school level 19 7.6 7.6

University (college) degree 150 60.0 67.6
Above graduate school level 81 32.4 100.0

Monthly income

Less than NTD 20,000 32 12.8 12.8
NTD 20,001–30,000 23 9.2 22.0
NTD 30,001–40,000 35 14.0 36.0
NTD 40,001–50,000 30 12.0 48.0

More than NTD 50,001 130 52.0 100.0

Number of participations

Once 71 28.4 28.4
2–5 times 121 48.4 76.8
6–10 times 30 12.0 88.8

More than 11 times 28 11.2 100.0

Training hours

Irregular sports 92 36.8 36.8
Less than 6 hours per week 51 20.4 57.2

7–12 hours per week 77 30.8 88.0
13–20 hours per week 25 10.0 98.0

More than 21 hours per week 5 2.0 100.0

Sports seniority before the purchase of GPS
sports watches

Less than 1 year 48 19.2 19.2
2-3 years 70 28.0 47.2
4-5 years 83 33.2 80.4

More than 6 years 49 19.6 100.0

Table 2: Technology acceptance model confirmatory factor analysis.

Dimensions Indices Standardized loadings Nonstandardized loadings S.E. C.R. (t-value) P SMC C.R. Ave

Perceived usefulness
B1 0.78 1.00 0.60

0.91 0.77B2 0.93 1.11 0.07 16.76 ∗∗∗ 0.87
B3 0.92 1.05 0.07 16.00 ∗∗∗ 0.85

Perceived ease of use B4 0.86 1.00 0.73 0.87 0.77B5 0.90 1.07 0.07 15.81 ∗∗∗ 0.81

Behavioral intention to use B8 0.90 1.00 0.81 0.90 0.82B9 0.92 1.03 0.06 18.09 ∗∗∗ 0.85
∗P< 0.05, ∗∗P< 0.01, ∗∗∗P< 0.001.
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4.2.3. Structural Model Analysis. According to the standards
recommended by Hair et al. [43] in the structural model
analysis, this study tests the overall model fit by 7 indices:
chi-square value (χ2), the ratio of χ2 to degrees of freedom,
GFI, AGFI, RMSEA, CFI, and PCFI.-e corrected ratio of χ2
to degrees of freedom is 1.94, which is consistent with the
suggestion of Bagozzi and Yi [41] that the ratio of χ2 to
degrees of freedom should be as small as possible. Hair et al.
[43] described that GFI and AGFI should be as close as
possible to 1, respectively, 0.95 and 0.91 after correction in
this study. -e corrected RMSEA in this study is 0.06, which
conforms to the suggestion of Browne and Cudeck [45] that
RMSEA should be less than 0.08. While the standard CFI
should be larger than 0.90, the corrected CFI in this study is
0.99. On the other hand, while PCFI should be at least larger
than 0.50, the corrected PCFI in this study is 0.65, which
meets the recommended standard [46, 47]. Such results
indicate that the overall fit indices are within the acceptable
range and that the model is acceptable, as shown in Table 7.

Empirical results of research hypotheses.

4.3. Results. At the end of this study, the results of statistical
analysis are compared with those of previous literature, and
the results of hypothesis verification are discussed below. As
shown in Table 7, output quality has significantly positive
effects on perceived usefulness, result demonstrability has

significantly positive effects on perceived usefulness, per-
ceived ease of use has significantly positive effects on per-
ceived usefulness, perceived ease of use has significantly
positive effects on behavioral intention to use, and perceived
usefulness has significantly positive effects on behavioral
intention to use.

4.4. Discuss. According to Table 8, H1 is true—that is,
output quality has significantly positive effects on perceived
usefulness. -is result is the same as that of Lee et al. [29],
possibly because triathlon athletes believe that GPS sports
watches can provide correct data and information and
consider GPS sports watches to be helpful for training and
competition. Further, H2 is also true—that is, result de-
monstrability has significantly positive effects on perceived
usefulness. -is conclusion is similar to that of Chang [32],
possibly because the data provided by GPS sports watches
make it easier for triathlon athletes to record their perfor-
mance or adjust their training plans; hence, GPS sports
watches are found to be helpful. On the other hand, H3 is
true—that is, perceived ease of use has significantly positive
effects on perceived usefulness. -is result is similar to that
of Lu and Lo [34], possibly because triathlon athletes have
positive attitudes towards GPS sports watches if their
training results improve feruling. Meanwhile, H4 is also
true—that is, perceived ease of use has significantly positive

Table 3: Output quality confirmatory factor analysis.

Dimensions Indices Standardized loadings Nonstandardized loadings S.E. C.R. (t-value) P SMC C.R. Ave

Output quality OQ1 0.85 1.00 0.72 0.88 0.79
OQ2 0.93 1.03 0.06 17.89 ∗∗∗ 0.86

Table 4: Result demonstrability confirmatory factor analysis.

Dimensions Indices Standardized loadings Nonstandardized loadings S.E. C.R. (t-value) P SMC C.R. Ave

Result demonstrability RD1 0.90 1.00 0.82 0.89 0.81
RD2 0.90 0.99 0.05 19.74 ∗∗∗ 0.81

∗P< 0.05, ∗∗P< 0.01, ∗∗∗P< 0.001.

Table 5: 95% confidence interval for bootstrap correlation coefficient of the technology acceptance model.

Parameters Estimates
Bias-corrected Percentile method

Lower bound Upper bound Lower bound Upper bound
Perceived usefulness <--> Perceived ease of use 0.74 0.62 0.85 0.61 0.84
Perceived usefulness <--> Behavioral intention to use 0.68 0.54 0.79 0.54 0.79
Perceived ease of use <--> Behavioral intention to use 0.71 0.58 0.83 0.57 0.82
Source: Compiled by this study.

Table 6: 95% confidence interval for bootstrap correlation coefficient of the Output Quality model.

Parameters Estimates
Bias-corrected Percentile method

Lower bound Upper bound Lower bound Upper bound
Output quality <--> Result demonstrability 0.77 0.58 0.91 0.60 0.92
Source: Compiled by this study.
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effects on behavioral intention to use.-is result is similar to
that of Malik and Annuar [35], possibly because triathlon
athletes are more willing to use GPS sports watches due to
their effects on competition and training results. Lastly, H5 is
true—that is, perceived usefulness has significantly positive
effects on behavioral intention to use. -is conclusion is
similar to that of Ünal and Uzun [39], possibly because
triathlon athletes believe that GPS sports watches are helpful
to them and are more confident in such devices.

5. Conclusion and Suggestions

5.1. Suggestions

5.1.1. For Triathlon Participants. According to the results,
output quality has significantly positive effects on perceived
usefulness. With the advent of Industry 4.0 intelligent
manufacturing, intelligent products have the advantages of
information and communication by combining with big
data.-erefore, it is suggested that triathlon participants first
confirm the correct settings of their GPS sports watches to
get the correct output quality. For example, in measurement
settings, correct units, such as meter or feet, should be
chosen to conform to the custom in the user area, or hap,
mbar, or mmHg should be set first as the unit of air pressure.
In addition, missteps sports watches have built-in orienta-
tion, altitude, and air pressure sensors—that is, ABC sports
watches contain altimeters, barometers, and compasses.
-erefore, before triathlon training or competition, it is
necessary to clearly understand the principle of sensor
calibration and calibrate sensors in advance. Because this is
important to output quality, error settings, failure to cali-
brate, or after-event incorrect training and competition
information may reduce the efficacy of GPS sports watches
or the willingness to use them. -erefore, it is suggested that
triathlon participants frequently or regularly correct GPS
errors at the height of their current positions. For example,
height information can be obtained through maps and local

height indicators and then be manually input for correction
to reduce the differences between the values obtained by GPS
sports watches and the local elevations. -us, the data ob-
tained can be used as an ineffective reference for training and
competition.

According to the results of this study, perceived use-
fulness also has significantly positive effects on behavioral
intention to use. Hence, it is suggested that triathlon par-
ticipants have a deep understanding of the correct use of
GPS sports watches to improve their sports and training
results effectively. For example, the data measured by optical
heart rate monitoring devices are significant for triathlon
participants since heart rate zones help determine training
intensity. -us, triathlon participants are suggested to avoid
wearing such devices over their wrists to prevent inaccurate
values caused by loose space between skin and optical heart
rate meters. In addition, before training or competition, it is
suggested to warm up to promote blood circulation, which
will help GPS sports watches read heart rates more accu-
rately and properly play their roles.

-e results also show that result demonstrability has
significantly positive effects on perceived usefulness. Hence,
it is suggested that triathlon participants improve their
abilities to understand technological information to make
the results collected by GPS sports watches easy to observe
and use. For example, in terms of technological resources of
GPS sports watches (such as software and hardware sup-
porting GPS sports watches, extended devices, and social
media applications), if people are familiar with innovative
information technologies, such as Strata or Relive APP, GPS
sports watches can become training partners and improve
personal training results.

5.1.2. For GPS Sports Watch Research and Development
Manufacturers. According to the empirical results, per-
ceived ease of use has significantly positive effects on per-
ceived usefulness. Hence, under the future development

Table 7: Overall model fit analysis.

Fit indices Permissible range Correction model Model fit discrimination
χ2 (chi-square) As small as possible 69.9
Ratio of χ2 to degree of freedom <3 1.94 Passed
GFI >0.80 0.95 Passed
AGFI >0.80 0.91 Passed
RMSEA <0.08 0.06 Passed
CFI >0.90 0.99 Passed
PCFI >0.50 0.65 Passed

Table 8: Empirical results of research hypotheses.

Hypotheses Path relationship Path value Validity of hypotheses
1 Output quality⟶ perceived usefulness 0.25 Valid
2 Result demonstrability⟶ perceived usefulness 0.32 Valid
3 Perceived ease of use⟶ perceived usefulness 0.35 Valid
4 Perceived ease of use⟶ behavioral intention to use 0.50 Valid
5 Perceived usefulness⟶ behavioral intention to use 0.32 Valid
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trend of Industry4.0, it is suggested that GPS sports watch
research and development manufacturers design hardware
and software according to ergonomic standards to achieve a
logical and human-based operation process of GPS sports
watches. In addition, simple product interfaces and oper-
ations should be developed to make it easy for triathlon
participants to use the devices and focus on training and
competition. Furthermore, Industry 4.0 is the future trend
for combining big data analysis and cloud computing to
bring people into a smart life. In particular, social networks
are flourishing, and “sharing”makes sports more interesting.
-erefore, GPS sports watch research and development
manufacturers should enable users to easily upload or share
information through the simplest operations. For example,
by combining GPS sports watches with sports APPs, training
routes and tracks can be drawn and used with photos and
text to contribute to triathlon networks. In addition, some
triathlon participants can cross-train physically through
other sports, such as cross-country running and moun-
taineering. -erefore, when GPS sports watches are com-
bined with offline maps or built-in Taiwan hiking route
maps, they can enable triathlon participants to know their
locations even without the Internet or be integrated with
others’ tracks to serve as a reference. -ese designs can be
considered good tools in diversifying training. In other
words, if GPS sports watches are easy to use, they will be
useful tools for triathlon participants to obtain the correct
information and appropriate assistance.

According to the results, perceived ease of use has sig-
nificantly positive effects on behavioral intention to use.
-erefore, it is suggested that, in addition to designing easy-
to-operate interfaces, GPS sports watch research and de-
velopment manufacturers consider classifying GPS sports
watches as functional watches. Users with fixed exercise
habits should also emphasize sport straining records and
analysis. Considering that this is a niche market, the con-
sumer base is not as wide as that of smart bracelets.
-erefore, if GPS sports watch research and development
manufacturers can make innovations in watch functions and
make good use of online sports communities to retain users,
the stickiness of GPS sports watch users can be improved,
and their willingness to continue to use these devices can be
enhanced.

5.1.3. For Future Studies. With triathlon participants as the
research subjects, this paper conducts empirical research
based on the theory of the extended technology acceptance
model and explores the practical use of GPS sports watches
and future research and development directions. However,
through a comprehensive view of the current GPS sports
watch market, it is important that products be highly rec-
ognized by consumers, offer assistance for users in sports,
and produce different values. At present, the GPS sports
watch market seems to have achieved the goal of having its
products perceived as a matter of wants. However, there is
still room for improvement before users could perceive it as
a need. -erefore, closeness to users’ living habits and
bringing new values can effectively improve product

stickiness. -e construction of value focuses on users’ in-
trinsic motivation to pursue happiness and fun, rather than
the extrinsic motivation emphasized for perceived useful-
ness and ease of use in the past.-erefore, it is suggested that
the third-generation technology acceptance model be used
for future empirical studies.

In addition to the two variables of the extended TAM,
namely, social influence process and cognitive instrumental
process, “positioning” and “system adaptability” are incor-
porated into the third-generation TAM, including perceived
enjoyment classified into system adaptability. Under the
future development of Industry 4.0, creating fun at using
GPS sports watches, making them entertaining, keeping
users curious, and stimulating strong internal motivation
will help enterprises understand the development trend of
these products and the usage habits of future consumers.

5.2. Research Limitations

(1) In this study, a questionnaire survey is conducted
among the 2020 Taitung International Triathlon
participants by purposive sampling. -us, the in-
tegrity of sample representativeness is limited.

(2) In the extended TAM theory, experience is also an
interfering variable affecting perceived usefulness.
Most respondents in this study do not have rich
experience in GPS sports watches, making it difficult
to determine the interference of experience unper-
ceived usefulness.

(3) Research contributions: this study employed an ex-
tended technology acceptance model to explain the
effects of “output quality” and “result demonstrability”
on “perceived usefulness” and explored the behavior
and experience of wearable sports devices that adopt
new technologies. According to this study, product
adhesion can be effectively improved by staying close to
users’ living habits and bringing new values. -e
“value” construction can skip past extrinsic motivation
that emphasizes perceived usefulness and perceived
ease of use and focus instead on the intrinsic moti-
vation of users for happiness and fun. -erefore, the
third-generation technology acceptance model can be
used in future empirical studies. In addition to the two
variables of social influence process and cognitive in-
strumental process of the extended technology ac-
ceptance model, an additional two variables,
“positioning” and “system adaptability,” were added to
the third-generation technology acceptance model.
Perceived enjoyment was classified into system
adaptability to strengthen the integrity of the tech-
nology acceptance model, further explain the exten-
sion, and improve the explanatory ability of the
theoretical model in order to understand users’ be-
havioral intention of information technology.

5.3. Conclusion. As wearable devices become more mature,
consumer demands for functions and efficiency have
changed, encouraging manufacturers to constantly make

Mathematical Problems in Engineering 9



innovations. In the wave of Industry 4.0, GPS sports watches
certainly will develop towards digitization and intelligence.
Whether the information is correct and real-time, operation
interfaces easy to use and the displayed information easy to
understand have become issues that consumers and man-
ufacturers emphasize, showing the important role the GPS
sports watches play in output quality in the future. -ere-
fore, from the perspective of Industry 4.0, this study in-
vestigates the effects of output quality and result
demonstrability of GPS sports watches on perceived
usefulness.
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-e data are available upon request to the authors. -e data
source is obtained from the questionnaire analysis of the
author’s research.
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Selecting suitable contractors directly influences product quality, corporate profits, and even sustainable development. )e
selection problem of contractors is, therefore, a critical issue for the sustainable development of an enterprise. However, tra-
ditional contractor selection techniques are unable to handle information regarding the relative importance of criteria or handle
nonexistent or missing data in the assessment process of contractor selection. In order to effectively address this problem, this
study proposes a new contractor selection technique that integrates the concept of soft set and the PROMETHEE II method to
select suitable contractors. )ree numerical examples are applied to prove the correctness and effectiveness of the proposed
technique. )is study also compares the simulation results achieved using the proposed method with those achieved using the
traditional weighted arithmetic averaging method and the data envelopment analysis (DEA) technique. )e simulation results
show that the proposed method is a more general contractor selection technique for handling incomplete information than the
traditional weighted arithmetic averaging method and the DEA method.

1. Introduction

Contractor selection includes multiple performance as-
sessment criteria and is a multicriteria decision-making
(MCDM) issue. Choosing suitable contractors directly af-
fects the competitive advantage of products and the sus-
tainable development of enterprises. )erefore, contractor
selection is a critical issue in the supply chain and has re-
ceived considerable research attention. Many authors have
used different computation methods to address contractor
selection problems. For example, San Cristobal [1] combined
VlseKriterijumska Optimizacija I Kompromisno Resenje
(VIKOR), techniques for order preference by similarity to
ideal solution (TOPSIS), and the analytical hierarchy process
(AHP) methods for selecting suitable contractors for the “La
Braguı́a” road-building project in Spain. Yang et al. [2]
proposed an approach based on data envelopment analysis
(DEA) that was applied to support the selection of best value
contractors in single-input and multiple-output manners.
Akcay et al. [3] used the concept of fuzzy logic to propose a

fuzzy decision support model for contractor selection of
Turkish construction projects. Hasnain et al. [4] proposed an
analytical network process (ANP) based decision support
system to solve the most valuable contractor selection
problems in road construction projects. Chang [5] inte-
grated the soft set and intuitionistic fuzzy weighted average
methods to select the best supplier under an incomplete
information environment. Gharedaghi and Omidvari [6]
integrated the analytical network processing, decision-
making trial and evaluation laboratory (DEMATEL), and
the grey system theory to select suitable safety contractors
for oil and gas industries.

)e contractor selection assessment process may en-
counter instances of missing or nonexistent assessment
criteria data. Incomplete attribute value information in-
creases the difficulty of assessing contractors. In order to
handle incomplete information, the traditional contractor
selection method directly deletes incomplete attribute value
information. Deleting information, however, results in a
reduction in available information and distorts evaluation
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results. Fortunately, the soft set method is able to handle
incomplete assessment criteria information. )e soft set
method was first proposed by Molodtsov [7] to handle the
uncertainty of data or traditional mathematical tools unable
to handle fuzzy information in the process of information
fusion, and following the development of soft sets, numerous
studies used the soft set method to handle different decision-
making problems [7–20].

Contractors play a key role in successful operations and
overall project performance; in addition, choosing the right
contractors for a particular project is a major challenge in the
supply chain. However, traditional contractor selection
methods do not consider information regarding the relative
importance of criteria. )e preference ranking organization
method for enrichment evaluation (PROMETHEE) method
is one of the most commonly used techniques to solve
MCDM issues.)e advantages of the PROMETHEEmethod
are that the relative importance of criteria is considered.
PROMETHEE method was first introduced by Brans and
Vincke [21], applied as an outranking relation technique
between pairs of alternatives to solve MCDM problems.
Because the PROMETHEE method’s calculation is simple
and it is easy to operate, numerous studies have used this
method to handle decision-making problems in various
fields. For example, Brankovic et al. [22] used PROMETHEE
and the simplified elimination and choice translating reality
(ELECTRE) approach to determine the criterion weight for
selecting optimal alternative hydraulic structure solutions.
Tian et al. [23] proposed an improved PROMETHEE II
method based on axiomatic fuzzy set theory, which si-
multaneously considered the subjective preferences of ex-
perts and the objective weights of assessment criteria. )e
improved PROMETHEE II method considers ranking, as
well as the degree of credibility of the raw data. )e
PROMETHEEmethod has been used in many fields, such as
alternative locations for solar power plants [24], the as-
sembly line sequencing problem [25], renewable energy
source assessment [26, 27], credit risk assessment [28],
electricity distribution utility performance assessment [29],
logistics warehouse location selection [30], petrochemical
industry [31], occupational health and safety [32], and
cybersecurity of Industry 4.0 [33]. However, the typical
PROMETHEE method cannot handle the incomplete as-
sessment criteria information.

Recently, Yang et al. [2] introduced a DEA-based ap-
proach to support the selection of the best value contractor.
However, this approach would cause a high repetition rate
problem when DEA values are 100%. Moreover, this ap-
proach cannot handle cases when the needed expert data is
missing or nonexistent during the information assessment
process. In order to effectively resolve the above contractor
selection issues, this study proposes a flexible PROMETHEE
II method to deal with the contractor selection issue, which
simultaneously includes complete and incomplete infor-
mation. To verify the effectiveness of the proposed flexible
PROMETHEE II approach, three contractor selection cases
were adopted, and the simulation results were compared
with the traditional weighted arithmetic averaging method
and the DEA method [2].

)e major contributions of this paper include the fol-
lowing advantages: (1) the proposed approach can handle
incomplete assessment criteria information; (2) the pro-
posed approach considers the relative importance of criteria;
(3) the proposed approach considers the subjective pref-
erences of experts; (4) the traditional weighted arithmetic
average approach and DEA method can be viewed as special
cases of the proposed approach; and (5) the proposed ap-
proach provides a more flexible contractor selection tech-
nique to support contractor assessment for selection.

)e remainder of this paper is arranged as follows.
Section 2 reviews related research on the PROMETHEE II
method and soft set method. Section 3 introduces the
proposed novel contractor selection approach for solving
best-value tendering selection problems. )ree contractor
selection case projects are adopted, and the comparison with
other related methods are discussed in Section 4. Finally, the
conclusion is given in Section 5.

2. Preliminaries

)is section presents some fundamental definitions and
concepts related to the PROMETHEE II method and soft set.

2.1. PROMETHEE II Method. Brans and Vincke [21] pro-
posed the PROMETHEE II approach that based on the
pairwise comparison of alternatives for each criterion to
solve MCDM problems. Two types of information are re-
quired for the PROMETHEE II approach: (1) the relative
importance of the criteria and (2) decision-maker’s pref-
erence function for comparing alternative contributions
[34, 35].

)e PROMETHEE II method consists of five steps [36]:

Step 1: normalize the decision matrix

Rij �
xij − min xij􏼐 􏼑􏽨 􏽩

max xij􏼐 􏼑 − min xij􏼐 􏼑
(i � 1, 2, . . . n; j � 1, 2, . . . , m),

(1)

where xij is the performance index of the ith alternative
of the jth criterion.
For nonbeneficial criteria, equation (1) can be rewritten
as follows:

Rij �
max xij􏼐 􏼑 − xij􏽨 􏽩

max xij􏼐 􏼑 − min xij􏼐 􏼑
i � 1, 2, . . . n; j � 1, 2, . . . , m.

(2)

Step 2: calculate the preference function, Pj(a, b) as
follows:

Pj(a, b) � 0 if Raj ≤Rbj, (3)

Pj(a, b) � Raj − Rbj􏼐 􏼑 if Raj >Rbj. (4)

Step 3: calculate the aggregated preference function,
π(a, b) as follows:
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π(a, b) � 􏽘
m

j�1
wjPj(a, b), (5)

where wj is the weight of the jth criterion.
Step 4: calculate the entering flow, leaving flow, and net
flow for each alternative

φ−
(a) �

1
m − 1

􏽘

m

b�1
π(b, a), (6)

φ+
(a) �

1
m − 1

􏽘

m

b�1
π(a, b), (7)

φ(a) � φ+
(a) − φ−

(a), (8)

where φ− (a), φ+(a), and φ(a) represent the entering
flow, leaving flow, and net flow for each alternative,
respectively.
Step 5: determine the ranking of all the possible
alternatives.

All possible alternatives are ranked according to the net
flow value φ(a), with a higher net flow value φ(a) repre-
senting a better alternative.

2.2. Soft Set. )e soft set method is a novel mathematical
method developed by Molodtsov [7] to handle the related
issues of uncertain and ambiguous data, and the method is
explained as follows: assume U indicates an initial universe
and E be the parameters set related to the objects in U. )e
set P(U) be the power set of U and A⊆E.

Definition 1. [7, 37]: A pair (F, A) is called a soft set (on U),
where F is a mapping given by F: A⟶ P(U).

In other words, the soft set over U is a parameterized
family of universe U subsets.

Definition 2. [7, 38]: Both two soft sets (F, X) and (G, Y) are
in a common universe U, and (F, X) is the soft subset of (G,
Y), represented as (F, X) 􏽦⊂ (G, Y), if

(i) X⊆Y and
(ii) ∀e ∈X, F(e)⊆G(e).

Definition 3. [38, 39]: Both two soft sets (F, X) and (G, Y) are
in a common universe U, where the union of (F, X) and (G,
Y) is represented as (H, Z), and the following conditions are
satisfied:

(i) Z � X∪Y and
(ii) ∀e ∈Z, H(e) �

F(e), if e ∈ X − Y,

G(e), if e ∈ Y − X,

F(e)∪G(e), if e ∈ X∩Y.

⎧⎪⎨

⎪⎩
.

Definition 4. [38, 39]: Both two soft sets (F, X) and (G, Y) are
in a common universe U, where the intersection of (F, X)
and (G, Y) is represented as (H, Z), and the following
conditions are satisfied:

(i) Z � X∩Y and
(ii) ∀e ∈Z, H(e) � F(e) or G(e).

3. The Proposed Novel Contractor
Selection Method

Government procurement in Taiwan involves two prin-
ciples for contractor selection: the best value bid and the
lowest bid. )e assessment criteria for the best value bid
simultaneously include qualitative and quantitative data
and present a complicated MCDM problem. However,
the traditional contractor selection approach does not
consider the relative importance of criteria or subjective
preferences of experts. Moreover, instances may occur in
the contractor selection assessment process in which
assessment criteria data are missing or nonexistent. )is
will make the contractor selection evaluation more
complicated and difficult. In order to effectively address
this problem, this paper proposes a flexible PROM-
ETHEE II method to deal with contractor selection
problems, which simultaneously includes complete and
incomplete information. )is study uses the weighted
arithmetic averaging method to fill in incomplete as-
sessment criteria score data. Furthermore, this study
applies the PROMETHEE II method to handle infor-
mation about the relative importance of criteria and
subjective preferences of experts. )is study integrates
the PROMETHEE II method and soft set method to select
suitable contractors. )e results are more suitably and
flexibly reflect the actual situation. )e implementation
steps of the proposed novel contractor selection approach
are as follows (depicted in Figure 1):

Step 1: confirm the bidding document assessment
criteria.
Determine the content of assessment criteria according
to the requirements of the actual bidding documents.
Step 2: determine the relative weights of the assessment
criteria.
etermine the relative weights of the assessment criteria
according to the importance level of the assessment
criteria.
Step 3: determine the scores of the assessment criteria
for each bidder.
Each committee member determines the assessment
criteria scores for each bidder.
Step 4: fill in incomplete assessment criteria score data.
If the assessment criteria scores are incomplete, use the
weighted arithmetic average approach to fill in in-
complete assessment criteria score data.
Step 5: normalize the decision matrix.
Use equations (1) and (2) to compute the normalized
decision matrix.
Step 6: compute the preference function Pj(a, b).
Use equations (3) and (4) to compute the preference
function Pj(a, b).
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Step 7: compute the aggregated preference function
π(a, b).
Use equation (5) to compute the aggregated preference
function π(a, b).
Step 8: compute the entering flow and leaving flow for
each alternative.
Use equations (6)–(7) to compute the entering flow and
leaving flow for each alternative.
Step 9: identify the ranking of all possible alternatives.
Use equation (8) to compute the net flow values for
each alternative. Rank the net flow φ(a) from highest to
lowest, with a higher net flow value φ(a) representing a
better bidder.

4. Illustrative Example

4.1. Case Project 1. )is section presents an illustrative ex-
ample of software supplier selection adapted from Yang et al.
[2] who proved the effectiveness of the proposed novel
contractor selection approach.)e case companymust select
the optimal software supplier in order to develop and plan
the management information system. )ere were six bid-
ders, and a bid opening committee that consisted of four
committee members in this software supplier case. )e
assessment criteria included the comprehension degree for
the project (C1), system design and planning (C2), coding
ability of a system (C3), management ability of project (C4),
and past achievements and experience (C5). )e relative
weights of the five evaluation criteria were 0.10, 0.30, 0.30,
0.20, and 0.10, respectively. )e five evaluation criteria were

then used by the final bid opening committee to determine
the most suitable software supplier. )e five assessment
criteria scores for each bidder are listed in Table 1.

4.1.1. Solution by the Traditional Weighted Arithmetic Av-
eraging Approach. )e traditional weighted arithmetic av-
eraging approach is one of the simplest and most commonly
used aggregation operators, and it can be explained as
follows.

Definition 5. [40, 41]: A weighted arithmetic averaging
(WAA) operator of dimension n is a mapping F: Rn⟶ R

with associated weight vector W � (w1, w2, ..., wn) and
􏽐

n
i�1 wi � 1, wi ∈ [0, 1] as follows:

WWA a1, a2, . . . , an( 􏼁 � 􏽘 n
i�1wiai, (9)

where ai is the argument variable.
According to the results of Table 1, equation (9) was used

to calculate the bidder scores for software supplier selection,
as shown in Table 2.

4.1.2. Solution by the DEA Method. Yang et al. [2] proposed
a DEAmodel with single input and multiple outputs to solve
the best-value contractor selection problem. )ey used the
decision-making unit (DMU) as a bidder, and the DEA
input values were equal to 1. According to Table 1, the DEAP
software was used to run the DEA CCR model, and the
software supplier evaluation results as listed in Table 3,
where a bidder’s DEA value of 100% indicates that the bidder
has the highest comparative efficiency.

4.1.3. Solution by the Proposed Novel Contractor Selection
Approach. )e proposed novel contractor selection ap-
proach integrates the PROMETHEE II method and the soft
set approach to select suitable contractors. In the software
supplier selection example, the five assessment criteria
scores for six bidders in the final bid opening committee are
as listed in Table 1 (Steps 1∼ 4). )e following procedure
describes the remaining steps of the proposed method:

Step 5: normalize the decision matrix.
According to Table 1, equations (1) and (2) were used to
calculate the normalized decision matrix for different
software suppliers, as listed in Table 4.
Step 6: compute the preference function Pj(a, b).
Step 7: compute the aggregated preference function
π(a, b).
According to Table 4, equations (3)–(5) were used to
compute the preference function (Pj(a, b)) and ag-
gregated preference function (π(a, b)) for different
software suppliers, as listed in Table 5.
Step 8: compute the entering flow and leaving flow for
each alternative.
According to Table 5, equations (6) and (7) were used to
calculate the entering and leaving flows for different
software suppliers, as shown in Table 6.

Confirm the bidding 
document assessment criteria

Determine the relative weights 
of the assessment criteria

Determine the scores of the 
assessment criteria for each bidder

Fill in incomplete assessment 
criteria score data

Normalize the decision matrix

Compute the preference function

Compute the aggregated 
preference function

Compute the entering flow, 
leaving flow for each alternative

Identify the ranking of all possible 
alternatives

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Figure 1: Flowchart of the proposed novel contractor selection
method.
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Step 9: determine the ranking of all possible
alternatives.

According to Table 6, equation (8) was used to calculate
the net flow for different software suppliers. )e net flow
values φ(a) was ranked from highest to lowest, with a higher
net flow value φ(a) representing a better software supplier,
as listed in Table 7.

4.1.4. Summary. Case Project 1 involves selecting a software
supplier to develop a management information system for
the case company. )e input data for each bidder was listed
in Table 1. Table 8 lists the different calculation results of the
traditional weighted arithmetic averaging method, the DEA
method, and the proposed method for Case Project 1.

From Table 8, the DEA values for bidders 3 and 5 were
100%. )e proposed extended PROMETHEE II method can
solve this problem of duplicate DEA value. In the proposed
method, the net outranking flow of bidders 3 and 5 were
0.490 and 0.511, respectively. )erefore, the proposed
method can better sort bidder scores.

4.2. Case Project 2. Case Project 2 involves the selection of
two security companies to provide security services for a
science park [2]. )ere were seven bidders competing for
two awards in this case. )e assessment criteria included
company organization (C1), planning feasibility (C2),
professional capability (C3), price (C4), and presentation
and question response (C5). )e relative weights for the five
assessment criteria were 0.20, 0.25, 0.25, 0.20, and 0.10,
respectively, and the final evaluation committee selected the
best two security services companies based on the five as-
sessment criteria. )e five assessment criteria scores for each
security services company are listed in Table 9.

4.2.1. Solution by the Traditional Weighted Arithmetic Av-
erage Approach. Based on the results of Table 9, equation (9)
was used to calculate the bidder scores for security services
company selection, as shown in Table 10.

4.2.2. Solution by the DEAMethod. According to the data in
Table 9, the DEAP software was used to run the DEA CCR
model. )e security services company selection evaluation
results are listed in Table 11. In Table 11, a bidder’s DEA
value of 100% indicates that the bidder’s performance is the
highest.

4.2.3. Solution by the Proposed Method. According to the
results of Table 9, equations (1) and (2) were used to calculate
the normalized decision matrix of different security com-
panies, as listed in Table 12.

According to the results of Table 12, equations (3)–(5)
were used to calculate the preference function Pj(a, b) and
aggregated preference function for different security com-
panies, as shown in Table 13.

According to the results of Table 13, equations (6)–(8)
were used to calculate the entering flow, leaving flow, and net
outranking flow for different security companies, as listed in
Table 14.

4.2.4. Summary. Case Project 2 involved the selection of two
security companies to provide security for a science park in
Taiwan. Table 15 displays the calculation results of the
traditional weighted arithmetic averaging method, the DEA
method, and the proposed method for Case Project 2.

In Table 15, the traditional weighted arithmetic aver-
aging method identifies bidders 1 and 6 as having the two
highest scores, thus the winning bidders. However, the
traditional weighted arithmetic averaging method does not
consider the relative importance of the criteria or subjective
preferences of the experts, which will result in an incorrect
conclusion. From Table 15, the DEA values for bidders 1, 2,
3, 6, and 7 are 100%. )e DEA method thus has a high
duplicate rate problem. )e proposed extended PROM-
ETHEE II method simultaneously considers the objective
weights of the assessment criteria and the subjective pref-
erences of the experts. )us, the proposed method identifies
the top two net outranking flows as 0.279 (bidder 1) and
0.212 (bidder 2), which are the winning bids. )erefore, the
proposed extended PROMETHEE II approach is more
suitable for solving the contractor selection problem.

4.3. Case Project 3. Case Project 3 involved the selection of
the best contractor for a local Koji pottery industry pro-
motion company in Chiayi, Taiwan [42]. In this local Koji
pottery industry promotion case, there were three bidders,
and the final evaluation committee consisted of four com-
mittee members. )e assessment criteria included the
content of service proposal (C1), service management and
control of the project (C2), bidder’s bid price and compo-
nents (C3), project ideas and feedback (C4), and brief and
responsive (C5). )e relative weights for the five assessment

Table 1: Actual evaluation data of software supplier.

Bidder
Criteria

C1 C2 C3 C4 C5
Bidder 1 6.2 23.8 23.1 15.6 7.2
Bidder 2 6.0 23.0 23.0 15.0 6.3
Bidder 3 8.0 26.3 26.3 17.5 8.5
Bidder 4 6.7 21.5 22.3 14.8 6.0
Bidder 5 8.8 26.0 27.0 17.0 8.5
Bidder 6 8.2 24.5 26.3 16.7 8.0

Table 2: Software supplier selection by the traditional weighted
arithmetic averaging method.

Bidder
Criteria

Total score Actual winner
C1 C2 C3 C4 C5

Bidder 1 6.2 23.8 23.1 15.6 7.2 75.9
Bidder 2 6.0 23.0 23.0 15.0 6.3 73.3
Bidder 3 8.0 26.3 26.3 17.5 8.5 87.6 Yes
Bidder 4 6.7 21.5 22.3 14.8 6.0 71.3
Bidder 5 8.8 26.0 27.0 17.0 8.5 87.0
Bidder 6 8.2 24.5 26.3 16.7 8.0 84.7
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criteria were 0.30, 0.25, 0.15, 0.20, and 0.10, respectively.
Performance evaluation scores of each bidder are listed in
Table 16.

4.3.1. Solution by the Traditional Weighted Arithmetic Av-
erage Approach. Some information provided by Expert P3
were missing or nonexistent data, and thus, only informa-
tion provided by Experts P1, P2, and P4 were considered.
According to the results of Table 16, equation (9) was used to
calculate the bidder scores for local Koji pottery industry
promotion contractor selection, as shown in Table 17.

4.3.2. Solution by the DEA Method. From Table 16, Experts
P1, P2, and P4 provided complete evaluation information,
while Expert P3’s evaluation information was incomplete.
)e DEA method can only work with complete expert in-
formation. )erefore, only the information provided by
Experts P1, P2, and P4 were considered. According to Ta-
ble 16, the DEAP software was used to run the DEA CCR
model, and the local Koji pottery industry promotion
company selection evaluation result is shown in Table 18.

4.3.3. Solution by the Proposed Method. )e proposed novel
contractor selection technique is not only able to handle the
objective weights of assessment criteria and subjective
preferences of experts but can also handle missing or
nonexistent contractor selection assessment process data by
using the average value of the complete information to
complete the information. According to Table 16, equations
(1) and (2) were used to compute normalized decision
matrix for the local Koji pottery industry promotion
companies, as listed in Table 19.

According to Table 19, quations (3)–(5) were used to
calculate the preference function Pj(a, b) and aggregated
preference function for different local Koji pottery industry
promotion companies, as shown in Table 20.

According to Table 20, equations (6)–(8) were used to
calculate the entering flow, leaving flow, and net outranking
flow of different local Koji pottery industry promotion
companies, as shown in Table 21.

4.3.4. Summary. Case Project 3 involved the selection of the
best bidder as a local Koji pottery industry promotion
company in Taiwan. Table 22 shows the calculation results of
the traditional weighted arithmetic averaging method, the
DEA method, and the proposed method for Case Project 3.

Table 3: Software supplier DEA evaluation results.

DMU Output 1 Output 2 Output 3 Output 4 Output 5 Input DEA value (%) Actual winner
DMU 1 6.2 23.8 23.1 15.6 7.2 1.0 90.5
DMU 2 6.0 23.0 23.0 15.0 6.3 1.0 87.5
DMU 3 8.0 26.3 26.3 17.5 8.5 1.0 100.0 Yes
DMU 4 6.7 21.5 22.3 14.8 6.0 1.0 84.7
DMU 6 8.8 26.0 27.0 17.0 8.5 1.0 100.0 Yes
DMU 6 8.2 24.5 26.3 16.7 8.0 1.0 97.8

Table 4: Normalized the decision matrix for different software
suppliers.

Bidder
Criteria

C1 C2 C3 C4 C5
Bidder 1 0.071 0.479 0.170 0.296 0.480
Bidder 2 0.000 0.313 0.149 0.074 0.120
Bidder 3 0.714 1.000 0.851 1.000 1.000
Bidder 4 0.250 0.000 0.000 0.000 0.000
Bidder 5 1.000 0.938 1.000 0.815 1.000
Bidder 6 0.786 0.625 0.851 0.704 0.800

Table 5: Aggregated preference function for different software
suppliers.

Bidder Bidder
1

Bidder
2

Bidder
3

Bidder
4

Bidder
5

Bidder
6

Bidder 1 — 0.144 0.000 0.302 0.000 0.000
Bidder 2 0.000 — 0.000 0.165 0.000 0.000
Bidder 3 0.618 0.762 — 0.902 0.056 0.192
Bidder 4 0.018 0.025 0.000 — 0.000 0.000
Bidder 5 0.635 0.779 0.073 0.919 — 0.202
Bidder 6 0.433 0.577 0.007 0.717 0.000 —

Table 6: Entering and leaving flows for different software suppliers.

Bidder Entering flow Leaving flow
Bidder 1 0.341 0.089
Bidder 2 0.457 0.033
Bidder 3 0.016 0.506
Bidder 4 0.601 0.009
Bidder 5 0.011 0.522
Bidder 6 0.079 0.347

Table 7: Net outranking flow values for different alternative
software suppliers.

Bidder Net outranking flow Rank
Bidder 1 −0.251 4
Bidder 2 −0.424 5
Bidder 3 0.490 2
Bidder 4 −0.593 6
Bidder 5 0.511 1
Bidder 6 0.268 3
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Table 8: Results of different calculation methods for Case Project 1.

Bidder
Traditional weighted

arithmetic averaging method DEA method )e proposed method

Total score Ranking DEA value (%) Ranking Net outranking flow Ranking
Bidder 1 75.9 4 90.5 4 –0.251 4
Bidder 2 73.3 5 87.5 5 –0.424 5
Bidder 3 87.6 1 100.0 1 0.490 2
Bidder 4 71.3 6 84.7 6 –0.593 6
Bidder 5 87.0 2 100.0 1 0.511 1
Bidder 6 84.7 3 97.8 3 0.268 3

Table 9: Actual evaluation data of security services companies.

Bidder
Criteria

C1 C2 C3 C4 C5
Bidder 1 18.0 20.5 20.2 17.5 7.8
Bidder 2 13.0 22.0 21.0 17.0 8.0
Bidder 3 18.3 19.7 18.8 16.8 7.8
Bidder 4 12.5 18.5 17.3 17.2 7.2
Bidder 5 12.7 21.3 20.1 16.1 7.7
Bidder 6 17.4 20.1 19.1 17.0 8.0
Bidder 7 16.9 19.9 18.9 17.0 8.0

Table 10: Security services company selection by the traditional weighted arithmetic average approach.

Bidder
Criteria

Total score Actual winner
C1 C2 C3 C4 C5

Bidder 1 18.0 20.5 20.2 17.5 7.8 84.0 Yes
Bidder 2 13.0 22.0 21.0 17.0 8.0 81.0
Bidder 3 18.3 19.7 18.8 16.8 7.8 81.5
Bidder 4 12.5 18.5 17.3 17.2 7.2 72.7
Bidder 5 12.7 21.3 20.1 16.1 7.7 78.0
Bidder 6 17.4 20.1 19.1 17.0 8.0 81.7 Yes
Bidder 7 16.9 19.9 18.9 17.0 8.0 80.6

Table 11: Security services company DEA evaluation results.

DMU Output 1 Output 2 Output 3 Output 4 Output 5 Input DEA value (%) Actual winner
DMU 1 18.0 20.5 20.2 17.5 7.8 1.0 100.0 Yes
DMU 2 13.0 22.0 21.0 17.0 8.0 1.0 100.0 Yes
DMU 3 18.3 19.7 18.8 16.8 7.8 1.0 100.0 Yes
DMU 4 12.5 18.5 17.3 17.2 7.2 1.0 98.3
DMU 5 12.7 21.3 20.1 16.1 7.7 1.0 96.9
DMU 6 17.4 20.1 19.1 17.0 8.0 1.0 100.0 Yes
DMU 7 16.9 19.9 18.9 17.0 8.0 1.0 100.0 Yes

Table 12: Normalized the decision matrix of different security companies.

Bidder
Criteria

C1 C2 C3 C4 C5
Bidder 1 0.948 0.571 0.784 1.000 0.750
Bidder 2 0.086 1.000 1.000 0.643 1.000
Bidder 3 1.000 0.343 0.405 0.500 0.750
Bidder 4 0.000 0.000 0.000 0.786 0.000
Bidder 5 0.034 0.800 0.757 0.000 0.625
Bidder 6 0.845 0.457 0.486 0.643 1.000
Bidder 7 0.759 0.400 0.432 0.643 1.000
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Table 13: Aggregated preference function of different security companies.

Bidder Bidder 1 Bidder 2 Bidder 3 Bidder 4 Bidder 5 Bidder 6 Bidder 7
Bidder 1 — 0.244 0.252 0.646 0.402 0.195 0.240
Bidder 2 0.186 — 0.367 0.617 0.287 0.264 0.292
Bidder 3 0.010 0.183 — 0.462 0.306 0.031 0.048
Bidder 4 0.000 0.029 0.057 — 0.157 0.029 0.029
Bidder 5 0.057 0.000 0.202 0.459 — 0.153 0.181
Bidder 6 0.025 0.152 0.102 0.505 0.328 — 0.045
Bidder 7 0.025 0.134 0.075 0.460 0.311 0.000 —

Table 14: Entering, leaving, and net flows for different security companies.

Bidder Entering flow Leaving flow Net outranking flow
Bidder 1 0.051 0.330 0.279
Bidder 2 0.124 0.336 0.212
Bidder 3 0.176 0.173 –0.002
Bidder 4 0.525 0.050 –0.475
Bidder 5 0.299 0.175 –0.123
Bidder 6 0.112 0.193 0.081
Bidder 7 0.139 0.167 0.028

Table 15: Results of different calculation methods for Case Project 2.

Bidder
Traditional weighted

arithmetic averaging method DEA method )e proposed method

Total score Ranking DEA value (%) Ranking Net outranking flow Ranking
Bidder 1 84.0 1 100.0 1 0.279 1
Bidder 2 81.0 4 100.0 1 0.212 2
Bidder 3 81.5 3 100.0 1 –0.002 5
Bidder 4 72.7 7 98.3 6 –0.475 7
Bidder 5 78.0 6 96.9 7 –0.123 6
Bidder 6 81.7 2 100.0 1 0.081 3
Bidder 7 80.6 5 100.0 1 0.028 4

Table 16: Performance evaluation scores of local Koji pottery industry promotion contractors.

Criterion Weighting (%) Expert Bidder 1 Bidder 2 Bidder 3

C1 30

P1 25 24 25
P2 24 25 25
P3 24 23 24
P4 24 25 24

C2 25

P1 23 23 22
P2 22 22 21
P3 ∗ ∗ ∗

P4 21 20 21

C3 15

P1 11 13 12
P2 11 12 12
P3 12 13 12
P4 12 13 12

C4 20

P1 17 18 17
P2 16 16 17
P3 15 16 18
P4 15 17 17

C5 10

P1 8 7 8
P2 6 6 7
P3 7 7 8
P4 8 7 7

∗indicates missing or nonexistent data.
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From Table 22, the DEA values of bidders 1, 2, and 3 are
100%, which illustrates the high repetition rate problem of
the DEAmethod.Moreover, neither the traditional weighted
arithmetic averaging method nor the DEA method can

handle incomplete contractor selection process information.
)erefore, the proposedmethod is more a general contractor
selection technique and better suited for handling real-world
problems.

Table 18: DEA local Koji pottery industry promotion contractor evaluation result.

Bidder Output 1 Output 2 Output 3 Output 4 Output 5 Input DEA value (%) Actual winner
Bidder 1 24.3 22.0 11.3 16.0 7.3 1.0 100.0 Yes
Bidder 2 24.7 21.7 12.7 17.0 6.7 1.0 100.0 Yes
Bidder 3 24.7 21.3 12.0 17.0 7.3 1.0 100.0 Yes

Table 19: Normalized the decision matrix for different promotion contractors.

Bidder
Criteria

C1 C2 C3 C4 C5
Bidder 1 0.000 1.000 0.000 0.000 0.667
Bidder 2 0.000 0.500 1.000 0.667 0.000
Bidder 3 1.000 0.000 0.400 1.000 1.000

Table 20: Aggregated preference function for different promotion contractors.

Bidder Bidder 1 Bidder 2 Bidder 3
Bidder 1 — 0.192 0.250
Bidder 2 0.283 — 0.215
Bidder 3 0.593 0.467 —

Table 17: Local Koji pottery industry promotion contractor selection by the traditional weighted arithmetic averaging method.

Bidder Expert
Criteria

Total score Actual winner
C1 C2 C3 C4 C5

Bidder 1
P1 25 23 11 17 8 81.0
P2 24 22 11 16 6
P4 24 21 12 15 8

Bidder 2
P1 24 23 13 18 7 82.7 Yes
P2 25 22 12 16 6
P4 25 20 13 17 7

Bidder 3
P1 25 22 12 17 8 82.3
P2 25 21 12 17 7
P4 24 21 12 17 7

Table 21: Entering, leaving, and net flows of different promotion contractors.

Bidder Entering flow Leaving flow Net outranking flow
Bidder 1 0.438 0.221 −0.218
Bidder 2 0.329 0.249 −0.080
Bidder 3 0.233 0.530 0.298

Table 22: Results of different calculation methods for Case Project 3.

Bidder
Traditional weighted

arithmetic averaging method DEA method )e proposed method

Total score Ranking DEA value (%) Ranking Net outranking flow Ranking
Bidder 1 81.0 3 100.0 1 −0.218 3
Bidder 2 82.7 1 100.0 1 −0.080 2
Bidder 3 82.3 2 100.0 1 0.298 1
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5. Conclusions

Contractor selection is a critical component of any com-
pany’s pursuit of sustainable development, in addition,
choosing suitable contractors ensures that project man-
agement plans are executed as expected. However, con-
tractor selection includes qualitative and quantitative
assessment criteria at the same time, which becomes a
complicated MCDM problem. Traditional contractor se-
lection methods are unable to handle nonexistent or
missing assessment criteria data nor consider the relative
importance of criteria in the contractor selection assess-
ment process. In order to effectively address this problem,
this study extended the PROMETHEE II method to pro-
pose a novel contractor selection technique. Moreover,
three numerical examples are applied to prove the cor-
rectness and effectiveness of the proposed technique. )e
simulation results showed that the proposed extended
PROMETHEE II approach is a more general contractor
selection technique for handling incomplete information
than the traditional weighted arithmetic averaging method
and the DEA method.

)e main advantages of the proposed extended
PROMETHEE II approach are as follows:

(1) )e proposed approach can handle incomplete as-
sessment criteria information

(2) )e proposed approach considers the relative im-
portance of criteria

(3) )e proposed approach considers the subjective
preferences of experts

(4) )e traditional weighted arithmetic average ap-
proach and DEA method can be viewed as special
cases of the proposed approach

(5) )e proposed approach provides a more flexible
contractor selection technique to support contractor
assessment for selection

)is paper assumed that the experts have the same
weight and did not consider the objective weight of the
evaluation data. Further research studies can explore the
simultaneous considerations of subjective and objective
weights of assessment criteria to handle different field de-
cision-making issues.
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approach for evaluation of solar power plant location alter-
natives in Turkey,” Journal of Intelligent & Fuzzy Systems,
vol. 33, no. 2, pp. 859–871, 2017.

[25] M. Rabbani, R. Heidari, and H. Farrokhi-Asl, “A bi-objective
mixed-model assembly line sequencing problem considering
customer satisfaction and customer buying behaviour,” En-
gineering Optimization, vol. 50, no. 12, pp. 2123–2142, 2018.

[26] D. Jovanovic and D. Cvetkovic, “Multiple decision making
criteria in the implementation of renewable energy sources,”
Tehnicki Vjesnik-Technical Gazette, vol. 25, no. 5, pp. 1492–
1496, 2018.

[27] W. Zhang, C. Wang, L. Zhang et al., “Evaluation of the
performance of distributed and centralized biomass tech-
nologies in rural China,” Renewable Energy, vol. 125,
pp. 445–455, 2018.

[28] D. F. D. Silva, J. C. S. Silva, L. G. O. Silva, L. Ferreira, and
A. T. de Almeida, “Sovereign credit risk assessment with
multiple criteria using an outranking method,”Mathematical
Problems in Engineering, vol. 2018, Article ID 8564764,
11 pages, 2018.

[29] A. d. S. Barbosa, R. A. Shayani, and M. A. G. d. Oliveira, “A
multi-criteria decision analysis method for regulatory eval-
uation of electricity distribution service quality,” Utilities
Policy, vol. 53, pp. 38–48, 2018.

[30] G. Markovic, N. Zdravkovic, M. Karakasic, and M. Kolarevic,
“Modified PROMETHEE approach for solving multi-criteria
location problems with complex criteria functions,” Tehnicki
Vjesnik-Technical Gazette, vol. 27, no. 1, pp. 12–19, 2020.

[31] L. Z. Tong, Z. M. Pu, K. Chen, and J. J. Yi, “Sustainable
maintenance supplier performance evaluation based on an
extend fuzzy PROMETHEE II approach in petrochemical
industry,” Journal of Cleaner Production, vol. 273, Article ID
122771, 2020.

[32] R. Liu, Y. J. Zhu, Y. Chen, and H. C. Liu, “Occupational health
and safety risk assessment using an integrated TODIM-
PROMETHEE model under linguistic spherical fuzzy envi-
ronment,” International Journal of Intelligent Systems, vol. 36,
no. 11, pp. 6814–6836, 2021.

[33] W. Torbacki, “A hybrid MCDMmodel combining DANP and
PROMETHEE II methods for the assessment of cybersecurity
in industry 4.0,” Sustainability, vol. 13, no. 16, p. 8833, 2021.

[34] M. S. Roodposhti, S. Rahimi, and M. J. Beglou, “PROM-
ETHEE II and fuzzy AHP: an enhanced GIS-based landslide
susceptibility mapping,” Natural Hazards, vol. 73, no. 1,
pp. 77–95, 2014.

[35] A. Kessili and S. Benmamar, “Prioritizing sewer rehabilitation
projects using AHP-PROMETHEE II ranking method,”
Water Science and Technology, vol. 73, no. 2, pp. 283–291,
2016.

[36] S. R. Maity and S. Chakraborty, “Tool steel material selection
using PROMETHEE II method,” International Journal of
Advanced Manufacturing Technology, vol. 78, no. 9-12,
pp. 1537–1547, 2015.

[37] M. I. Ali, M. Shabir, and F. Feng, “Representation of graphs
based on neighborhoods and soft sets,” International Journal
of Machine Learning and Cybernetics, vol. 8, no. 5,
pp. 1525–1535, 2017.

[38] P. K. Maji, R. Biswas, and A. R. Roy, “Soft set theory,”
Computers and Mathematics with Applications, vol. 45, no. 4-
5, pp. 555–562, 2003.

[39] K. H. Chang, Y. C. Chang, K. Chain, and H. Y. Chung,
“Integrating soft set theory and fuzzy linguistic model to
evaluate the performance of training simulation systems,”
PLoS One, vol. 11, no. 9, Article ID e0162092, 2016.

[40] Z. Xu, “A note on linguistic hybrid arithmetic averaging
operator in multiple attribute group decision making with
linguistic information,” Group Decision and Negotiation,
vol. 15, no. 6, pp. 593–604, 2006.
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+e purpose of this research was to understand the current physical and mental health of the elderly using sports apps under the
COVID-19 pandemic. A total of 711 questionnaires were collected using purposive sampling and the snowball method and were
analyzed by Statistical Product and Service Solutions 22.0 and Analysis of Moment Structures 20.0 software.+e survey found that
elderly people who exercise at intervals of one month are more physically and mentally stressed, but that different exercise
frequencies also have different levels of physical andmental health problems; the lower the exercise intensity, the more obvious the
negative emotions, the stronger or the less time they spend in exercise, and the greater the pressure of sports. In a high-risk social
environment, even if the elderly use sports apps to exercise, they will still change the intensity and time of the exercise, but they will
not change the frequency of exercise that has become a daily habit.

1. Introduction

+e COVID-19 pandemic is no longer a single health
problem but rather a national and human crisis, as well as a
major public security incident [1–3]. +ere have been cases
of infectious diseases in the past, such as SARS and MERS,
yet SARS, MERS, and COVID-19 are all the same type of
virus with regular intervals of occurrence, and all three
viruses are capable of endangering human health and
causing serious damage to industrial development. Since the
discovery of COVID-19 cases on December 26, 2019, the
epidemic has spread rapidly, infecting large numbers of
people. According to the statistics on May 4, 2020, a total of
187 countries were facing the impact of the epidemic, and
the number of confirmed cases reached almost 23.7 million
with 814,000 deaths in 127 days [4]. Patients mainly present
with alveolar damage, decreased oxygenation of the blood,
decreased organ function due to inadequate oxygen supply

[5], and eventually respiratory failure leading to death, with a
mortality rate of 5.95% [6]. +e current research found that
COVID-19 has a clear mode of transmission, a long survival
period of the virus in the air, the inability to distinguish the
carrier by the symptoms [6], damage to the immune system
[7–9], and an uncertain mode of transmission. It has
hampered global economic development [1–3] and put
individuals and communities under tremendous pressure,
anxiety, and trauma [10]. It is obvious that COVID-19 is no
longer an isolated health problem but has become a major
national and human crisis as well as a public safety and
health incident [1, 3, 11, 12]. It has been eight months since
the COVID-19 pandemic began, and there is still no sign of a
solution. During this period of time, the pressure of the
epidemic has impacted human beings all over the world and
caused the shock of physical and psychological stress. It has
been found that people who have been exposed to COVID-
19 or have made a prior visit to an infected country and had
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to undergo self-quarantine and testing with inadequate
supplies and information often suffer from fear, depression,
boredom [13], and stress, leading to an increase in suicide
and homicidal suicide rates [14, 15] and seriously affecting
individuals’ physical and mental health [15]. +e lack of
familiarity with technical software or the infrequent use of
Internet technology for information exchange can cause the
elderly to suffer higher mortality rates than other age groups
under the pressure of this COVID-19 pandemic [16]. In
addition to the immediate impact, postdisaster trauma can
arise from these problems [17]. +e human individual is the
main object of community and society cohesion as well as
the key to industrial and economic circulation. +e expe-
rience of the impact of the global viral influenza (COVID-
19) epidemic has shown that humans cannot respond
quickly to rapid virus transitions [6, 9, 17, 18] and that it is
not possible to predict whether novel viruses with unique
genes will emerge again, so we can only formulate policies to
prevent and improve the situation [19].

COVID-19 is a global epidemic, and the current epi-
demic prevention policy is to prevent people who are not yet
affected by the virus or who are in areas that are already
contaminated by the virus from being infected.When people
are infected with the virus, their physical and mental health
will be affected [14, 16, 17], causing a series of economic,
social, and environmental impacts on individuals, societies,
and nations [1–3]. +erefore, it is crucial to maintain good
health, improve human behavior, increase mobility, enhance
immunity [20], reduce stress, prevent health and psycho-
logical diseases [20], overcome anxiety and reduce depres-
sion [21], minimize the risk of disease [22], improve
individuals’ psychological status, promote social interaction
and sensitivity [21], improve physical andmental health, and
act correctly to avoid the impact on the overall economy and
development of individuals, society, and country.

+rough the accumulation of human wisdom, human
beings have used machines and tools to resolve difficulties
and satisfy the needs of life and work. In continuation of the
Industrial Revolution at the end of the 18th century,
mankind created steam power, electric appliances, com-
puters, and other technological advancements. Now in the
21st century, with the emergence of the Internet, alternative
energy, novel materials, and biotechnology, human civili-
zation is making a great leap forward again with the ap-
plication of automation technology, cloud computing, and
artificial intelligence to operate machinery for human
happiness and stability of life. +is is called Industry 4.0.

Industry 4.0 refers to the effective management and
analysis of users. It drives production, services, and even
business models through the integration of the Internet. It
includes the provision of the Internet of things, big data and
analytics, additive manufacturing, automation, system in-
tegration, cyber security, augmented reality, simulations,
and other industries [23].+ese areas are all encompassed by
the definition of Industry 4.0 and are gradually being ex-
tended [24].

Population aging is a global trend, and the number of
elderly citizens in most countries is increasing every year.
Although technology has brought about advances in human

life and medical care that have extended life expectancies, it
has also increased the pressure of work and life, and it has
gradually deprived people of the opportunity to exercise.+e
physical functions of the elderly may be reduced due to
changes in the environment and internal physiological
factors [25], showing that the physical and mental health of
the elderly is fragile. In particular, under the environmental
pressure of global infectious disease epidemics, the physical
and psychological health of the elderly are under greater
threat [16].

+e sports industry has seized the opportunity and in-
troduced Industry 4.0 technology to develop sports apps that
are suitable for the elderly (Table 1), hoping to promote a
sports culture and enter the market of sports and health for
the elderly using the concepts of exercise at any time and
real-time self-monitoring [26]. For consumers, the main
purpose of sports apps is to provide users with exercise
expertise and technology to improve their health through
real-time online technology and computing, together with
the concept of customization. However, although exercise
can improve physical health, the effectiveness of any im-
provement can only be seen after a period of participation
and experience [27]. From the perspective of long-term
users, the most practical and clear answers can be obtained
through systematic data compilation, collection, and anal-
ysis [28].

Scholars believe that Internet technology can help hu-
man exercise [29], and literature on Internet technology
intervention in elderly health has shown that health tech-
nology apps can assist medical professionals in remotely
monitoring the health of the elderly [30] and enhancing the
self-health management of the elderly patients at home [31].
However, since prevention is better than treatment [30], in
recent years, scholars have gradually begun to focus on the
physical and mental health of the elderly [32]. Unfortu-
nately, the research on exercise apps and the elderly has so
far been limited to exploring the effectiveness of the software
in managing the health of the elderly [29, 30, 31] and the
health maintenance and management of the elderly in the
community [32]. +ere is a lack of literature on the physical
and mental health of the elderly [33] or the physical and
mental health of the elderly after using exercise apps [32, 33].
+erefore, it is suggested that the study of the impact of
online exercise apps on the physical and mental health of
elderly people can be improved by the introduction of In-
dustry 4.0 technology.

2. Theoretical Framework

2.1. Industry 4.0 Sports Apps for the Elderly. At the beginning
of the 21st century, the so-called Industry 4.0 is being realized in
the use of the Internet, alternative energy, novel materials, and
biotechnology to intervene in the human operation of ma-
chinery or equipment.+emovement is further utilized on the
foundation of artificial intelligence, through perception, hu-
man-computer communication, decision-making, imple-
mentation and feedback, and procedures to achieve product
design, manufacturing process, management, and service
intellectualization of the CPPS model. [34], that is, the
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realization of Industry 4.0 [24]. +us, for consumers, the main
purpose of sports apps is to provide users with exercise ex-
pertise and technology to improve their health through real-
time online technology and computing and the concept of
customization. However, although exercise can improve
physical health, the effectiveness of such improvement can only
be seen after a period of participation and experience [27, 30].
From the perspective of long-term users, themost practical and
clear answers can be obtained through systematic data com-
pilation, collection, and analysis [28].

+e cloud intelligence technology intervention industry is
a technical concept of a borderless network. Adopting arti-
ficial intelligence to develop exercise prescription or exercise
management systems that help people engage in various
leisure sports is a trend [33] that meets the current lifestyle
and health needs of general and senior citizens. Exercise app
software is expected to bring users effective health manage-
ment measures, so as to gain the trust of consumers to
continue using and create business opportunities. +e ulti-
mate goal of each product or decision is to know the real
outcome of the user, especially the person directly involved
[27, 28]. However, although the development of exercise app
software has been discussed by some scholars, researchers
have found that the current status of research on exercise apps
for the elderly is mainly to understand how to monitor and
manage the health of the elderly [29, 30, 32] or analyze the
users’ feelings toward the products [35–37]. +ere are few
studies on changes in the physical and mental health of the
elderly after using exercise apps. +erefore, based on the
above analysis results, the researchers believed that it would
be beneficial to explore the physical and mental health of the
elderly after using sports applications.

2.2. .eoretical Framework for the Effects of Recreational
Sports Behavior on Physical and Mental Health. With suf-
ficient scientific evidence, effective, rational, and correct

decision-making can be achieved [37]. To investigate the
relationship between recreational sports behavior and
physical and mental health, it is necessary to start with
recreational sports behavior. Recreational sports behavior
can be explored in terms of recreational frequency, recre-
ational time, and recreational intensity [38]. Good recrea-
tional sports behavior can maintain health, and regular
exercise habits in daily life can achieve the effect of main-
taining health [39]. Studies have shown that exercise can
promote awareness of physical and mental health mainte-
nance, improve diet and lifestyle habits [39], increase im-
munity [20], reduce the risk of viral infection [20], adjust
psychological stress [20, 21], and avoid potentially infectious
environments [37, 39]. +us, there is both a direct and
indirect influence of recreational sports behavior on physical
and mental health.

However, it is also important to understand whether or
not recreational sports behavior has an impact on physical
and mental health. In order to understand the key factors of
physical and mental health, it is necessary to start by un-
derstanding the connotation and definition of physical and
mental health. +e WHO states that physical and mental
health refers to the state of good health in both the physical
and psychological aspects of an individual [40]. Based on
this, research scales related to physical and mental health
have been developed to investigate the effects of exercise
behavior and self-efficacy [41, 42].+e original scales had too
many questions, but gradually the research survey areas have
been further categorized, and the questions of the scale have
been gradually improved and refined. +e Kessler Psycho-
logical Distress Scale was introduced in 2014. It has only 10
questions and mainly focuses on the respondents’ psycho-
logical stress problems over a one-month period [43]. +e
main content of the survey asks about feelings of tiredness,
tension, inability to calm down, despair, irritability, rest-
lessness, frustration, sense of accomplishment, sadness, and
worthlessness [44]. Without compromising the privacy of

Table 1: Questionnaire on the impact of leisure sports behavior and physical and mental health.

Main classification Content Numbering
Background information Gender, education level 1-2
Recreational sports behavior Leisure exercise intensity, leisure exercise time, leisure exercise frequency 3–5

Physical and mental health impact

C1 cannot cope with things around
C2 is easy to feel scared

C3 is not satisfied with his work performance
C4 is not interested in things or activities

C5 cannot make full use of time

6–10

D1 feels headache or head pressure
D2 feels tired or exhausted, exhausted

D3 felt pain in a certain part of the body and thought I was sick
D4 feeling of back pain

D5 insomnia or poor sleep

11–15

E1 stomach pain, indigestion
E2 increases diet and smoking

E3 feels stiff and tight
16–18

F1 becomes impatient and loses temper easily
F2 considers itself worthless

F3 feels that work and life are meaningless
F4 wants to use self-harm to escape everything

19–22

Mathematical Problems in Engineering 3



the participants, the survey provides valid information about
the mental health status of the participants under the
concept of self-assessment in order to raise the awareness of
people’s depression and anxiety and to construct preventive
measures [43].

Health is not only about psychological and physiological
aspects but is also a manifestation of the physical state and
immunity [40]. According to the literature, Cheng and
Williams designed the CHQ-12 questionnaire in 1986
[45, 46] to explore the aspects of physical health, mental
health, and environmental adaptability [47]. Later on,
scholars revised the survey according to the current situation
and developed different question scales consisting of 20, 16,
and 13 items [47], and they started to explore the COVID-19
issue [12, 47–51]. +erefore, the scale has gradually devel-
oped into a research tool for exploring physical and mental
health issues in the context of the COVID-19 epidemic.

According to statistics, in terms of the current status of
COVID-19-related research, the areas of research include
virus transmission and community infection [4, 32], the
impact of economic and social development [1, 2, 16], bi-
ology and sports medicine [5, 6, 9, 49, 52], epidemic pre-
vention and decision-making [8, 11, 19, 40], public health
[10, 12, 15, 41], psychology [17, 18, 41, 48], and the impact on
people’s physical and mental health during an epidemic
[10, 12, 14, 40]. However, few studies have used the per-
spective of leisure exercise to explore individual physical and
mental health maintenance measures [8] and future research
development trends [53]. Although physical and mental
health scales have gradually been developed in response to
the COVID-19 epidemic, few researchers have explored the
impact of recreational exercise on physical and mental
health in the context of COVID-19 [54, 55]. +erefore, this
study suggested that the development of research on the
impact of recreational sports on physical and mental health
could help the government or the public to develop personal
preventive measures and public health education in the face
of global epidemic diseases in the future.

Given the situation, the framework and questions of the
physical andmental health scales were developed based on the
above literature [1, 2, 4, 10, 12, 21, 23, 29, 32, 37, 39, 47, 49–59]
and adapted from relevant studies [54, 55] regarding the
current COVID-19 situation. +e structural equation model
was used to validate the scale and investigate the regulation of
recreational sports behavior on the physical andmental health
of the elderly under the COVID-19 epidemic, in order to
improve the research on COVID-19 and provide a reference
for relevant targets, industries, organizations, and researchers.

2.3. Review of Relevant Studies and Hypotheses.
Recreational sports behavior can be understood from the
viewpoints of leisure frequency, leisure time, leisure in-
tensity, etc. [38]. Good recreational exercise habits can
maintain physical and mental health [40]. Recreational
sports behavior affects personal quality of life mainly
through individuals’ psychological and physiological health
status [60]. People with adequate exercise intensity can

prevent high-risk health hazards [61]. Adopting artificial
intelligence to develop exercise prescription or exercise
management systems to help people engage in various lei-
sure sports is a trend [33] that meets the current lifestyle and
health needs of general and senior citizens. +ere is a
correlation between exercise intensity and physical and
mental health, especially for higher levels of involvement,
which can result in less emotional distress and suicidal
behavior [62]. Although the intensity of exercise may affect
health, consistent exercise behavior can help maintain
sustainable physical and mental health [61]. +erefore, the
first question of this study was whether different exercise
intensities have an effect on the physical andmental health of
the elderly when using sports apps.

+e duration of recreational exercise affects the effec-
tiveness of the exercise, and the existence of regular exercise
habits can have a positive effect on maintaining health [39].
Studies have shown that exercise can improve quality of life
and psychological health [63], and the duration of exercise is
positively correlated with physical and mental health status
[64, 65]. +erefore, the second question of this study was
whether the difference in the time spent on exercise has an
effect on the physical and mental health of the elderly when
using sports apps.

Regular exercise planning is essential to achieve good
physical and mental health, and good recreational exercise
frequency will affect physical and mental health [65].
However, research has shown that appropriate exercise
frequency has a slight effect on physical and mental health
[66, 67], and it has been shown that exercise frequency has a
significant effect on physical and mental health [67]. It could
be inferred that the frequency of engaging in leisure sports is
related to physical and mental health; therefore, the third
question of this research was whether differences in the
frequency of exercising using an exercise app have an effect
on the physical and mental health of the elderly.

COVID-19 is amajor public safety event [1–3] and a global
problem that is difficult to solve [11, 12].+emost fundamental
solution to prevent the spread of COVID-19 is to make sure
that people have the means to fight against the virus, in ad-
dition to making good public health decisions [20]. In order to
resist the virus, it is important to have good physical and
mental health [20], and good physical and mental health can
start with themaintenance of recreational exercise [40]. Studies
have shown that people with regular exercise habits have better
health maintenance effects [39] and that adequate time, fre-
quency, and intensity of exercise can help peoplemaintain their
physical and mental health [60, 61] and have a good quality of
life. However, according to research findings [2, 4,21, 24,
29, 32, 37, 39, 40, 42, 43, 45, 47, 49, 51, 53, 57, 59, 68], few
studies have investigated the impact of recreational exercise
and physical and mental health in the context of COVID-19
[54, 55]. +erefore, researchers believe that understanding the
influence of leisure exercise on the physical and mental health
of the elderly in the COVID-19 infectious environment can
make a significant contribution by providing decision-making
advice to the government and the public in the event of major
infectious disease outbreaks in the future.
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3. Methods and Instruments

3.1. Study Framework and Hypotheses. After reading the
literature [20, 21, 23, 30, 32, 38, 57, 59, 69], the researcher
first went to major sports parks in the north to conduct
fieldwork.+e researcher first observed the types of sports in
which the elderly engaged and then summarized the current
types of sports for the elderly based on the survey results.
Next, the questionnaire tools were compiled based on the
literature [10, 15, 40, 41, 55], the Delphi method was used to
test the content validity, and Analysis of Moment Structures
20.0 and Statistical Product and Service Solutions 22.0 for
Windows 22.0 statistical software package were used to
perform CFA analysis to test the reliability. After the
questionnaire tool was used, it was distributed. Statistical
verification was used to analyze 711 formal questionnaires,
and the results were compared with the content of the in-
terviews. Finally, multiple verification methods were used to
discuss.

As illustrated in the study framework, the hypotheses of
the study are as follows, as shown in Figure 1:

H1: when exercising with sports apps, different exercise
intensities have a significant impact on improving the
physical and mental health of the elderly
H2: when exercising with sports apps, different exercise
times have a significant impact on improving the
physical and mental health of the elderly
H3: when exercising with sports apps, different exercise
frequencies have a significant impact on improving the
physical and mental health of the elderly

3.2. Research Objects. +e study population was the resi-
dents of northern Taiwan. Because of the COVID-19 epi-
demic, sample information can only be collected through the
Internet platform. +erefore, a questionnaire survey was
used to select subjects by intentional sampling for the study
of a specific population group and to obtain a larger number
of samples by snowball sampling. After 39 invalid ques-
tionnaires were removed from the total 750 questionnaires,
711 valid questionnaires were collected with a recovery rate
of 94.8%. +e valid questionnaires were coded and analyzed
by SPSS 22.0 statistical software for documentation and
descriptive analysis of demographic variables. Finally, the
research will use AMOS 20.0 software to analyze the number
of samples and analyze the results by means of test statistics.

3.3. Research Tools. +e purpose of this study was to in-
vestigate the effects of recreational sports behavior on
physical and mental health during the COVID-19 epidemic.
Using a questionnaire survey, we deduced similar results of
the positive effects of recreational sports behavior on
physical and mental health compared to the research
findings [20, 21, 23, 38–44], which will manifest in the
current uncertainty of the epidemic. +e content of the
questionnaire consisted of three parts, namely, background
variables, recreational sport behaviors, and physical and
mental health effects. +e background variables [8, 11–15]

contained three questions in total. With reference to pre-
vious studies [60, 61, 63, 64, 66, 67], a total of three questions
were compiled for the modes of recreational sports be-
haviors. Seventeen questions were compiled to investigate
the physical and mental health impact [10, 12, 15, 40, 41, 55]
and a total of 23 questions were included in the question-
naire, as shown in Figure 2.

In consideration of the five-point scale, a score of one to
five points was designed, in which one represents total
disagreement and five represents total agreement. +e in-
terviewees were invited to provide feedback on the research
questions. +e demographic variables included gender
(male, female) and education level (elementary school,
secondary school, high school, college/university, institute
(inclusive) and above). +e recreational sport behavior was
characterized in terms of its duration, frequency, and in-
tensity. Leisure exercise time was categorized as none, within
30minutes, one hour, one to three hours, and more than
three hours. +e frequency of leisure exercise was catego-
rized as none, at least one time per day, at least one time per
week, and more than one time per month or more. +e
intensity of leisure exercise was categorized as mild intensity
(including no intensity), low intensity, medium intensity,
medium–high intensity, and very high intensity. Physical
and mental health effects included psychological feelings,
mental state, physical state, negative thoughts, and other
four components, as shown in Table 1.

Under the pressure of the epidemic transmission envi-
ronment and other constraints, 50 questionnaires were
distributed from May 1 to 5, 2020, to test the data. After
deleting the invalid questionnaires, the data were coded,
documented using SPSS 22.0, and then analyzed using
AMOS 20.0 to determine the feasibility of the questionnaire.

3.4. Offending Estimate. +e error variance values in this
study ranged from 0.01 to 0.03, and the standardized co-
efficients ranged from 0.67 to 0.95 but did not exceed 0.95.
+is result is consistent with the standard of the offending
estimate test that is to determine whether there is a negative
error variance and whether the standardized regression
coefficient exceeds or is too close to 1 [70]. +erefore, it
means that the results of these data do not violate the es-
timation and can be tested for the overall model fitness, as
shown in Table 2.

4. Measurement Mode Analysis

4.1. Verification of Convergent Validity. In this study, the
convergent reliability of the mode was measured using the
standardized path coefficient, average variance extracted,
and composite reliability. In general, the composite reli-
ability should be greater than 0.60, and the mean number of
variances sampled should be greater than 0.50 [60]. After
confirmatory factor analysis and obtaining standardized
parameter estimates, as shown in Table 3, the psychological
perceptions ranged from 1.00 to 1.12; mental status ranged
from 1.00 to 1.08; physical status ranged from 0.87 to 1.00;
and negative thoughts ranged from 0.87 to 1.00. +e
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composite reliability values of the four potential parameters
psychological feelings, mental state, physical state, and
negative thoughts were 0.80, 0.95, 0.86, and 0.86, respec-
tively, all greater than 0.60. +e mean variance extracted
values were 0.66, 0.90, 0.76, and 0.75, respectively, all greater
than 0.50. +ese results indicated that the mode had good
inner quality and convergent validity.

4.2. Discrimination of Validity Verification. +e structural
mode analysis in this study was performed using a χ2 check
and the following indices: χ2 to degrees of freedom ratio,
GFI, AGFI, RMSEA, CFI, and PCFI [60]. After the mode
correction of the physical and mental health impact scale,
the GFI was 0.98, AGFI was 0.95, RMSEA was 0.15, CFI was
0.99, and PCFI was 0.50. All the fit indices met the mode

fitness criteria, which indicated that the results of this study
were an acceptable mode, as shown in Table 4.

After completion of the questionnaire, 711 responses
were collected between May 20 and June 20, 2020, using the
intentional sampling method to select the target partici-
pants. SPSS 22.0 statistical software was used for the de-
scriptive analysis of the demographic variables. +en,
semistructured interviews were conducted with three
scholars who had backgrounds in recreational sports,
medical care, and health protection, as well as two elderly
sports enthusiasts, to obtain their opinions on the analysis
results.+is paper was subsequently constructed in the order
of induction, organization, and analysis [61]. Finally, a
multidimensional approach was adopted to combine in-
formation from different research subjects, research theo-
ries, and methods by examining multiple pieces of data from
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multiple perspectives and comparing the results of different
studies [63], in order to obtain accurate knowledge and
meaning.

5. Research Results

5.1. Sample Descriptive Statistics. A total of 711 respondents
were interviewed in the study. Most of them were female
(451 or 63.4%), while 260 or 36.6% were male. In terms of
education, the majority had a college education (536 or
75.4%), while primary education accounted for the least

(1.7%). Finally, most of them are engaged in Chinese Kung
Fu (for example: Tai Chi) and fitness exercises (34%), and a
small number of elderly people choose to engage in social
dance (for example: aerobic dance) exercises (7%). +e
results are shown in Table 5.

5.1.1. Analysis of the Regulatory Power of the Influence of
Different Leisure Exercise Intensities on Physical and Mental
Health. According to the literature, adequate leisure exercise
intensity can improve the quality of life of individuals [61, 71],

Table 2: Estimation checklist for the violation of leisure sports behavior on the physical and mental health scale.

Questions Standardized regression coefficient Error variance
Emotional instability<--- Psychological feelings 0.76 0.03
Anxiety and fear<--- Psychological feelings 0.67 0.03
Reduced capacity<--- Psychological feelings 0.84 0.02
Decreased enthusiasm<--- Psychological feelings 0.79 0.03
Time stress<--- Psychological feelings 0.78 0.03
Headache<--- Mental conditions 0.72 0.03
Mental weakness<--- Mental conditions 0.78 0.02
Pain sensitivity<--- Mental conditions 0.85 0.02
Soreness in the back<--- Mental conditions 0.94 0.01
Insomnia<--- Mental conditions 0.95 0.01
Stomach aches and indigestion<--- Body conditions 0.95 0.01
Increase in diet and smoking<--- Body conditions 0.78 0.03
Feeling stiff and tight<--- Body Conditions 0.69 0.03
Irritability<--- Negative thoughts 0.85 0.02
Loss of confidence<--- Negative thoughts 0.94 0.01
Loss of purpose in life<--- Negative thoughts 0.90 0.01
+e thought of seeking death<--- Negative thoughts 0.79 0.02

Table 3: Convergent reliability and mean variance extracted values of the impact of recreational sports behavior on physical and mental
health scale.

Questions Standardized
loading

Nonstandardized
loading SE CR

(t-value) P SMC CR AVE

Decreased enthusiasm<--- Psychological
feelings 1.00 0.81 0.65 0.80 0.66
Time stress<--- Psychological feelings 1.12 0.82 0.08 14.51 ∗∗∗ 0.67
Soreness in the back<--- Mental conditions 1.00 0.92 0.85 0.95 0.90Insomnia<--- Mental conditions 1.08 0.98 0.02 51.42 ∗∗∗ 0.95
Stomach aches and indigestion<--- Body
conditions 1.00 0.95 0.91

0.86 0.76Increase in diet and smoking<--- Body
conditions 0.87 0.79 0.03 30.21 ∗∗∗ 0.62

Loss of confidence<--- Negative thoughts 1.00 0.94 0.88
0.86 0.75+e thought of seeking death<--- Negative

thoughts 0.88 0.79 0.03 27.85 ∗∗∗ 0.63

∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001.

Table 4: Fitness analysis of the impact of recreational sports behavior on the physical and mental health scale study mode.

Fit indices Acceptance criteria Mode (before correction) Mode (after correction) Fitness determination
χ2 (Chi-square) Smaller the better 1901.28 52.10
χ2/degree of freedom <3 16.83 3.72 Fit
GFI >0.90 0.73 0.98 Fit
AGFI >0.90 0.64 0.95 Fit
RMSEA <0.08 0.15 0.06 Fit
CFI >0.90 0.85 0.99 Fit
PCFI >0.50 0.71 0.50 Fit
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which can be seen in terms of both psychological and
physiological health aspects [61]. Based on this result, the
researcher proposed hypothesis 1 (exercise intensity has an
impact on improving physical and mental health). As shown
in Table 6, leisure exercise intensity was classified into five
categories: nonexercise, low intensity, low intensity, medium
intensity, high intensity, and very high intensity. Statistical
tests were used to analyze the effects of enthusiasm. It was
found that enthusiasm was most affected by those with very
high intensity (1.79), medium–high intensity (2.92), and no
exercise (3.14). +ose who exercised at light intensity (2.67),
low intensity (3.40), medium intensity (2.85), and very high
intensity (1.79) felt the most pressured by time. +e results
were not entirely consistent with the assumptions.

+e effects of different exercise intensities on psycho-
logical perception, mental status, physical status, and neg-
ative thoughts were further investigated. It was found that
low-intensity exercise had the greatest effect on the psy-
chological aspects of physical and mental health (M� 3.30),
while those who did not exercise had the greatest effect on
negative thoughts (M� 2.19), mental condition (M� 2.41),
and physical condition (M� 3.95), as shown in Figure 3.

According to the results, this result was different from that
expected research hypothesis 1. When exercising with sports
apps, different exercise intensities have a significant effect on
improving the physical and mental health of the elderly.

5.1.2. Analysis of the Regulatory Power of the Influence of
Leisure Sports Time on Physical and Mental Health.
Adequate exercise time planning can improve physical and
mental health [39, 69], and duration is a key factor [61]. Based
on this result, the researcher proposed hypothesis 2 (exercise
time has an impact on improving physical andmental health).
As shown in Table 7, leisure exercise timewas divided into five
categories: none, less than 30minutes, one hour, one to three
hours, and more than three hours. +erefore, after statistical
analysis, it was found that individuals who planned one hour
of exercise (3.06) felt the greatest influence on enthusiasm;
those who planned less than 30 minutes (2.88), one to three
hours (2.71), and more than three hours (3.47) felt the most
pressured by time, while those who did not exercise lost their
confidence (2.19) and had suicidal thoughts (2.19).

+e psychological perception, mental condition, physical
condition, and negative thoughts of the participants were
further investigated according to the different exercise times.
It was found that those who planned exercise for more than
three hours showed the greatest influence on psychological
feeling (M� 3.445), mental condition (M� 2.985), and
physical condition (M� 2.955), while those who did not
exercise showed the most significant influence on negative
thoughts (M� 2.19), as shown in Figure 4.

According to the results, this result was different from that
expected by research hypothesis 2. When exercising with
sports apps, different exercise time has a significant effect on
improving the physical and mental health of the elderly.

5.1.3. Analysis of the Regulatory Power of the Influence of
Leisure Exercise Frequency on Physical and Mental Health.
Regular exercise habits can achieve the effect of maintaining
health [39, 69], and the length of time is the key. Based on
this result, the researchers proposed hypothesis 3 (exercise
frequency has an impact on improving physical and mental
health). As shown in Table 8, the frequency of leisure ex-
ercise was divided into five categories: none, at least once a
day, at least once a week, at least once a month, and more
than once a month. After statistical analysis, it was found
that the enthusiasm of those who exercised once a week
(2.85) and those who did not exercise (1.25) were the most
influenced by the frequency of exercise, while those who
exercised once a day (2.94) and once a month (3.86) felt the
most pressured by time.

Next, psychological perception, mental condition,
physical condition, and negative thoughts were examined
according to exercise frequency. It was found that those who
planned exercise once a month showed the most significant
effect on their psychological feeling (M� 3.725), negative
thoughts (M� 3.205), and mental (M� 3.34) and physical
condition (M� 3.23), as shown in Figure 5.

According to the results, this result was different from
that expected by research hypothesis 3. When exercising
with sports apps, different exercise frequencies have a sig-
nificant effect on improving the physical and mental health
of the elderly.

Table 5: Respondents’ demographics.

Variable Classification Quantity (%)

Gender Male 260 36.6
Female 451 63.4

Education level

Elementary school 12 1.7
Secondary school 33 4.6

High school 112 15.8
College/university 536 75.4

Institute (inclusive) and above 18 2.5

Kind

No 110 15.4%
Ball 163 22.9%

Dance class 49 7%
Fitness class 106 14.8%

Leisure 42 5.9%
Qigong or literary 241 34%
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6. Results and Discussion

+e aim of this study was to investigate the modulating effect
of recreational sports behaviors on the physical and mental
health of the elderly during the COVID-19 epidemic. +ree

hypotheses were established based on the literature
[20, 39, 40, 60, 61, 64, 67], and a questionnaire survey was
conducted to analyze the results of the study. Semistructured
interviews were then conducted with three scholars who had
backgrounds in recreational sports, medical care, and health

Table 6: Analysis of the physical and mental health perceptions of elderly people with different exercise intensity behaviors.

Facet Issue No
exercise

Light
intensity

Low
intensity

Medium
intensity

Medium to high
intensity

Very
high

intensity
Psychological
feelings

Decreased enthusiasm 3.14☆ 2.56 3.20 2.74 2.92☆ 1.79☆
Time stress 3.05 2.67☆ 3.40☆ 2.85☆ 2.58 1.79☆

Mental conditions Soreness in the back 2.48 2.17 2.30 2.04 1.67 1.53
Insomnia 2.33 2.17 2.30 2.04 1.67 1.55

Body conditions

Stomach aches and
indigestion 2.33 2.33 2.10 1.93 1.75 1.53

Increase in diet and
smoking 2.29 2.06 2.10 1.85 1.58 1.46

Negative thoughts
Loss of confidence 2.19★ 2.11 1.90 1.81 1.42★ 1.46

+e thought of seeking
death 2.19★ 1.94★ 1.70★ 1.78★ 1.42★ 1.40★

☆� high perception； ★�minimal perception.

Table 7: Analysis of physical and mental health perceptions of the elderly with different exercise behaviors.

Facet Issue No exercise Within 30 minutes 1 hour 1–3 hours More than 3 hours

Psychological feelings Decreased enthusiasm 1.27 2.73 3.06☆ 2.52 3.42
Time stress 1.20 2.88☆ 2.91 2.71☆ 3.47☆

Mental conditions Soreness in the back 1.13 2.08 2.13 1.92 2.95
Insomnia 1.12 2.00 2.13 1.94 3.02

Body conditions Stomach aches and indigestion 1.11★ 2.00 2.13 1.87 3.00
Increase in diet and smoking 1.11★ 1.69★ 1.91 1.75★ 2.91

Negative thoughts Loss of confidence 2.19☆ 2.11 1.90 1.81 1.42★
+e thought of seeking death 2.19☆ 1.94 1.70★ 1.78 1.42★

☆� high perception； ★�minimal perception.

�e thought of seeking
death Time stress

Soreness in the back

Stomach aches and

Decreased enthusiasm

InsomniaIncrease in diet and
smoking

Loss of confidence

No exercise
Medium intensity

Slight intensity
Medium to high strength

Low intensity
Very high strength

Figure 3: Analysis of the effects of different exercise intensities on psychological feelings, mental status, physical status, and negative
thoughts.
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�e thought of seeking
death Time stress

Soreness in the back

Stomach aches and

Decreased enthusiasm

InsomniaIncrease in diet and
smoking

Loss of confidence

No exercise
Within 30 minutes

1 hour
1-3 hours

More than 3 hours

Figure 4: Analysis of the effects of different exercise durations on psychological feelings, mental state, physical state, and negative thoughts.

Table 8: Analysis of physical and mental health perceptions of elderly people with different exercise frequencies.

Facet Issue No exercise Once a day Once a week Once a month

Psychological feelings Decreased enthusiasm 1.25☆ 2.81 2.85☆ 3.59
Time stress 1.21 2.94☆ 2.68 3.86☆

Mental conditions Soreness in the back 1.13 2.15 2.00 3.36
Insomnia 1.12 2.23 1.96 3.32

Body conditions Stomach aches and indigestion 1.12 2.15 1.96 3.32
Increase in diet and smoking 1.13 2.01 1.75 3.14★

Negative thoughts Loss of confidence 1.11★ 2.03 1.68 3.18
+e thought of seeking death 1.11★ 1.85★ 1.57★ 3.23

☆� high perception； ★�minimal perception.

�e thought of seeking death Time stress

Soreness in the back

Stomach aches and
indigestion

Decreased enthusiasm

InsomniaIncrease in diet and smoking

Loss of confidence

No exercise
Once a day

Once a week
Once a month

Figure 5: Analysis of the effects of different exercise frequencies on psychological feelings, mental status, physical status, and negative
thoughts.
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protection, as well as two elderly sports enthusiasts, to obtain
their opinions on the analysis results. +is paper was sub-
sequently constructed in the order of induction, organiza-
tion, and analysis in a rigorous manner [72]. Finally, a
multidimensional approach was adopted to combine in-
formation from different research subjects, research theo-
ries, and methods by examining multiple data from multiple
perspectives and comparing the results of different studies
[73, 74], in order to obtain accurate knowledge andmeaning.

6.1. Leisure Exercise Intensity. Although researchers have
suggested that exercise intensity has an impact on health
[60, 61, 63], for the elderly, higher intensity represents a
greater level of commitment and dedication to exercise. As
such, their bodies may no longer easily handle the intensity,
and their enthusiasm may be compromised due to insuffi-
cient time and restricted environments during the epidemic.
Moreover, the participants who did not exercise at all or
exercised at a low intensity were constantly limited in space
and time and had no proper way to relieve stress, making
them more sensitive than others in terms of their physical
and mental health. As a result, the enthusiasm of people with
very high intensity, moderate to high intensity, and no
exercise was affected. People who exercised at light, low,
moderate, and very high intensities were pressured by time.
It was also found that low-intensity exercise had the greatest
psychological impact, while those who did not exercise had
serious negative thoughts, as well as mental and physical
health problems. +erefore, this study concluded that when
the environmental pressure is high, the intensity of exercise
may not have an impact on the improvement of the physical
and mental health of the elderly, which was not entirely
consistent with hypothesis 1.

6.2. Leisure Exercise Time. Studies have confirmed that long-
term exercise planning can improve health [39, 64, 65], and it
is believed that adequate exercise duration can improve
health; however, because of the deterioration of physical and
psychological performance and the reduced mobility of the
elderly, the need for adequate time to engage in exercise may
be restricted due to the current environmental pressure. In
addition, those who did not exercise usually had few ways to
relieve stress, and those who exercised for a short period had
to take time away from work or family life to exercise. Due to
the COVID-19 epidemic, the exercise environment is con-
fined and exercise times are limited, which deprive people of
finding relief. +e enthusiasm of those who planned for one
hour of exercise was most affected; those who planned for
30minutes, one to three hours, or more than three hours felt
the greatest pressure by the time, and those who did not
exercise were likely to lose confidence and have suicidal
thoughts. Furthermore, it was found that the psychological
feelings and the mental and physical conditions of those who
planned to exercise for more than three hours had the greatest
influence, while those who did not exercise had the most
obvious negative thoughts. +erefore, the present study
concluded that as the amount of environmental stress

increases, the duration of exercise may not be fully effective in
improving the physical and mental health of the elderly.

6.3. Leisure Exercise Duration. Although regular exercise
frequency can improve health [39], the elderly participants
who had regular exercise frequency already included exercise
as part of their daily life; however, their lives were affected by
external environmental constraints and the limited time for
leisure exercise. All these factors disrupted the existing
planning and led to the shortening or even cancellation of
exercise planning for the elderly.+e enthusiasm of those who
exercised once a week and those who did not exercise was
affected the most, and the time pressure of those who ex-
ercised once a day and once a month was the most noticeable.
It was also found that the effect of exercising once a month
was most evident on the aspects of psychological feelings,
negative thoughts, and mental and physical conditions.
+erefore, the present study concluded that as the environ-
mental stress level increases, the frequency of physical activity
among the elderly does not have a direct correlation with the
improvement of physical and mental health.

7. Conclusions and Suggestions

+e research and investigation of this study found that when
the elderly are in a high-risk social environment, although
they may use sports apps to exercise, the intensity and time
involved in exercise will be affected, but they will not change
the frequency of exercise if it has become a daily habit. +e
elderly who exercise at intervals of one month are more
physically and mentally stressed, but different exercise
frequencies also result in different levels of physical and
mental health problems; the lower the exercise intensity, the
more obvious the negative emotions, the stronger or the less
time they spend exercising, and the greater the exercise
pressure they must face.

+e following suggestions were proposed based on the
aforementioned results.

7.1. For the Elderly. +e elderly should combine their existing
living environment with online exercise education courses to
change the current exercise pattern and satisfy the demand
and quality of exercise.+ey should also try tomake up for the
shortage of exercise time by planning intermittent exercise.

7.2. For the Government. In high-tension environments,
governments should integrate local administrative man-
power or work with community organizations to care for the
physical and mental health of those who are unwilling or
unable to exercise.

7.3. For Future Studies. Future studies should attempt to
understand the different types of exercise for individuals
with different workout schedules and continue to explore the
effects of high-tension environments on physical and mental
health. Researchers should also continue to explore the issue
by focusing on different regions, countries, or genders.
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improves metabolic health markers in older individual re-
gardless of training frequency,” Frontiers in Physiology,
vol. 10, no. 32, p. 32, 2019.

[65] M. Maselli, E. Gobbi, M. Probst, and A. Carraro, “Prevalence
of primary and secondary exercise dependence and its cor-
relation with drive for thinness in practitioners of different
sports and physical activities,” International Journal of Mental
Health and Addiction, vol. 17, no. 1, pp. 89–101, 2019.

[66] X. Cheng, M. Song, J. Kong et al., “Influence of prolonged
visual display terminal use and exercise on physical and
mental conditions of internet staff in Hangzhou, China,”
International Journal of Environmental Research and Public
Health, vol. 16, no. 10, p. 1829, 2019.

[67] J. L. Johnson, C. A. Slentz, L. M. Ross, K. M. Huffman, and
W. E. Kraus, “Ten-year legacy effects of three eight-month
exercise training programs on cardiometabolic health pa-
rameters,” Frontiers in Physiology, vol. 10, no. 10, p. 452, 2019.

[68] J. Qiu, B. Shen, M. Zhao, Z. Wang, B. Xie, and Y. Xu, “A
nationwide survey of psychological distress among Chinese
people in the COVID-19 epidemic: implications and policy
recommendations,” General Psychiatry, vol. 33, no. 2, Article
ID e100213, 2020.

[69] S. C. Hong, “Influence of physical activity on mental health of
the elderly,” Sports Research Review, vol. 78, pp. 153–157,
2005.

[70] J. F. Hair, R. E. Anderson, R. L. Tatham, and W. C. Black,
Multivariate Data Analysis, Upper Saddle River, 1998.
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Automatic License Plate Recognition (ALPR) is a widely used technology. However, due to the influence of complex en-
vironmental factors, recognition accuracy and speed of license plate recognition have been challenged and expected. Aiming to
construct a sufficiently robust license plate recognition model, this study adopted multitask learning in the license plate
detection stage, used the convolutional neural networks of single-stage detection, RetinaFace, and MobileNet, as approaches to
license plate location, and completed the license plate sampling through the calculation of license plate skew correction. In the
license plate character recognition stage, the Convolutional Recurrent Neural Network (CRNN) integrated with the loss
function of the CTC model was employed as a segmentation-free and highly robust method of license plate character
recognition. In this study, after the license plate recognition model, DLPR, trained the PVLP dataset of vehicle images provided
by company A in Taiwan’s data processing industry, it performed tests on the PVLP dataset, indicating that its precision was
98.60%, recognition accuracy was 97.56%, and recognition speed was FPS > 21. In addition, according to the tests on the public
AOLP dataset of Taiwan’s vehicles, its recognition accuracy was 97.70% and recognition speed was FPS> 62. -erefore, not
only can the DLPR model be applied to the license plate recognition of real-time image streams in the future, but also it can
assist the data processing industry in enhancing the accuracy of license plate recognition in photos of traffic violations and the
performance of traffic service operations.

1. Introduction

-e research on Automatic License Plate Recognition
(ALPR) has been done for more than 20 years [1]. ALPR
technology has also made considerable progress and has
been widely used in different application fields and indus-
tries, such as automatic traffic violation detection [2, 3]. Take
Taiwan’s traffic management, for example. After confirming
the fact that the driving violation is committed, the traffic
violation adjudication unit needs to issue a traffic ticket
(containing a photo as proof of the violation) and send it to
the driver to pay for the fine. -erefore, the data processing
services industry can provide the police in charge of pen-
alties with related services, such as assisting in printing and
mailing traffic tickets.-e processing procedure is as follows:

first, obtain the data of traffic violation cases from various
reporting units; next, submit the data to the filing center to
import traffic violation photos and citations into the filing
system and then to complete registration and monitoring
after confirming the car registration information with the
Motor Vehicles Office; last, pass the data on to the printing
center to complete printing, postal delivery, and transferred
mailing data packaging.While importing the traffic violation
cases into the filing system, the filer can learn the car reg-
istration information, date, location, speed limit, driving
speed, and so on from the photo and citation. Meanwhile,
the filer must carefully confirm the data one by one and then
import them. -is process is all manually performed, which
is not only cumbersome but also likely to cause business
losses to the company when the imported data are incorrect
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and even lead to an increase in the police’s workload. If the
violation photos and violation citations can be analyzed by
ALPR first, not only can it reduce the rate of filing error, but
it also can speed up the operation process. -erefore, this
study adopts the Dual-stage License Plate Recognition
Model (DLPR) based on MobileNets, RetinaFace, CRNN,
and CTC to enhance the license plate recognition rate and
speed for the traffic violation photos and thereby assist the
data processing industry in the license plate recognition
accuracy of the traffic violation photos as well as the effi-
ciency of the service operation.

With the successful development and application of deep
learning in the field of computer vision, such as face rec-
ognition and detection, relevant advanced face recognition
algorithms are also widely applied to the research of Au-
tomatic License Plate Recognition [4–8]. However, the
license plate recognition technology still has many chal-
lenges in reality, such as the pixel level of the camera, the
effects of light and shadow during the day and at night,
different weather conditions, different shooting angles, and
even possible reflections or stains on the license plates, all of
which are complex variables so that the license plate rec-
ognition system is prone to recognition errors or failures. In
particular, the recognition procedures employed by the
license plate recognition technology in the past mostly
adopted the three-stage recognition method: license plate
detection, character segmentation, and character recogni-
tion; especially in the stage of character segmentation,
license plate images in a more complex environment were
often segmented imperfectly, resulting in incorrect character
recognition. Wang [9] established the Chinese City Parking
Dataset (CCPD), which contained 250,000 images of dif-
ferent vehicles in different environments, classified the
images according to different environmental factors, and
proposed a vehicle license plate recognition methodology
called Multitask Convolutional Neural Network for license
plate detection and recognition (MTLPR). MTLPR is based
on the Multitask Convolutional Neural Network (MTCNN)
[10] originally used in the face detection model and then
applied to the license plate detection. Also, MTLPR collo-
cates the Convolutional Recurrent Neural Network (CRNN)
with the Connectionist Temporal Classification (CTC) to
conduct training to carry out an optical character recog-
nition without character segmentation [11, 12]. -e research
result shows that the license plate recognition in CCPD
using MTLPR can reach the recognition accuracy of 98%.

Although the application of license plate recognition
technology is relatively common, the improvement of ac-
curacy is still limited. Taking the application of smart
parking lot management as an example, its license plate
recognition accuracy of more than 90% indicates its ap-
plication value. Besides, the interface of the parking payment
system allows users to confirm whether the license plate
numbers and vehicle photos belong to their own vehicles or
the license plate recognition system can perform a fuzzy
comparison with the dataset for the currently recognized
license plate number, so there is a certain error tolerance
space, and the photo-taking environment of the parking lot
can be controlled to a certain degree, in order to avoid the

environmental factor that affects the recognition rate.
However, when facing the issues of traffic law enforcement,
any character of the license plate number recognized by
ALPR cannot be wrong ormissing, especially character “-” in
Taiwan’s license plate, whose position cannot be wrongly
recognized. If the license plates of all vehicles cannot be
correctly recognized, the workload of manual processing will
increase. On the other hand, there is a variety of photo
sources for traffic law enforcement based on science and
technology. For example, photos of traffic violations are
taken around the clock by the fixed cameras on the roadside
outdoors. Consequently, they may be influenced by various
complex environmental factors, such as weather change,
different day and night light, light and shadow reflections,
and distances between cameras and offending vehicles.
Another example is the photo for proof taken by a roadside
parking toll collector.-is photo was taken by a toll collector
with a mobile phone. -erefore, the position of the license
plate in the photo was affected by environmental factors. Not
only was it affected by light and shadow, but also it was
affected by different shooting angles due to the field situation
or personal operation, usually including high-angle shot,
skew angle of the horizontal axis, horizontal offset, and bias
angle of the vertical axis. Under the influence of the above-
mentioned various environmental factors, if the robustness
of the license plate recognition method cannot be adopted,
the recognition rate will often be unsatisfactory.

Every country has its own license plate encoding format
or appearance arrangement, and the development of LPR
needs to be adjusted based on different regions. Take the
Taiwanese license plate regulated by the Directorate General
of Highways of Taiwan, for example. -e current vehicles in
Taiwan have new-style license plates with 7 characters and
old-style license plates with 6 characters, whereas special
vehicles have 5- or 4-character license plates. In addition,
even the font styles used on the new-style and old-style
license plates are different as well. Moreover, based on
application requirements, the “-” character on the license
plate also needs to be correctly recognized. However, the “-”
character is arranged in different positions of the new style,
old style, and special vehicles, making it difficult to correctly
identify the position of the “-” character on all license plates.
-erefore, these special conditions have become one of the
challenges of LPR.

-e research purpose of this study is to propose a
methodology of license plate recognition that can adapt to
the influence of a variety of realistic environmental factors,
reach a fairly high rate of precision and accuracy under the
influence of various environmental factors after completing
the test results of training the license plate recognition
model, and enable the calculation speed to meet the re-
quirements of real-time detection and recognition, leaving
more room of development and application for the license
plate recognition technology. In the experiment, this study
adopts the Taiwanese public license plate dataset, Applica-
tion-Oriented License Plate (AOLP) [13], and the Taiwanese
license plate dataset of a company (the company has signed a
confidentiality contract with the government), Private Ve-
hicle License Plate (PVLP), in the Taiwan data service
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industry to perform training and testing of the DLPR license
plate detection and recognition model proposed by this
study. However, due to legal issues, the PVLP dataset is a
nonpublic database, so it is only applied to this study,
whereas the AOLP dataset is a public database, so it can be
provided for external use and academic research.

2. Related Works

If the early artificial neural network (ANN) needs to extract
features from images to perform object detection and rec-
ognition, it must rely on the artificially defined feature
descriptor or the so-called feature extractor. For example,
Haar-like features [14] are used for object detection; features
of histograms of oriented gradients (HOG) [15] are used for
pedestrian detection; local binary patterns (LBP) [16] are
used to calculate the texture characteristics of objects.
However, these artificially defined feature descriptors are
usually combined with machine learning algorithms, such as
support vector machines (SVM) [17] and adaptive boosting
(AdaBoost) [18], to effectively classify or predict eigenvalues.
Lecun et al. [19] were the first scholars who proposed the
concept of convolutional neural network (CNN). Also, they
came up with gradient-based neural network learning and
applied it to document recognition [20, 21]. -e compu-
tation of CNN usually goes through multiple convolutional
layers and pooling layers, respectively, and finally enters the
fully connected layers to analyze the classification results of
eigenvalues.

Nevertheless, the development of CNN was not quite
smooth at the beginning.-e reasons were the limitations of
hardware technology in the 1990s and the CNN training’s
heavy reliance on a large number of sample datasets, but the
concept of the establishment of large sample datasets was not
very popular at that time. Later, GPU (Graphics Processing
Unit) developed by Nvidia was born, which can help ac-
celerate massive matrix computations of CNN. Krizhevsky
et al. improved CNN and proposed AlexNet [22], combining
GPU to perform high-speed training and inference com-
putation [23–25]. AlexNet beat other methodologies in the
object recognition contest of ImageNet 2012 and won the
championship, which made many scholars’ eyes widen at the
sight. -is is also a milestone in the entire field of machine
learning. Since then, CNN and deep learning have gradually
become today’s significant studies. Nowadays, CNN is
widely used in image recognition [26] and natural language
processing [27]; for example, Tao et al. [8, 9] adopted a
lightweight CNN as a network structure for license plate
character recognition. Its main task is to perform feature
extraction on data and carry out parameter learning through
a large amount of data. It can adaptively adjust the weight
parameters of the feature extractor and then extract more
meaningful information from the data. Compared with the
traditional artificially defined feature descriptors, CNN has
better robustness, and the recognition rate in many studies
using CNN is better than that in the traditional recognition
methodologies. -e reason is as mentioned by Zhao et al.
[28]. If the features of the object extracted from the image
adopt the artificially defined feature descriptor, it will be

difficult to cover the factors that need to be resolved, such as
light, shadow, and complex background. -erefore, as long
as a large and diverse number of samples can be provided in
the CNN training phase, a better feature extractor can be
obtained after the training is completed.

-e loss functions of the object detection models that
adopt deep learning will directly affect the identification
capability of the models. Among them, the loss functions
more commonly used in the regression model include MSE
(Mean Square Error) and MAE (Mean Absolute Error), the
loss function more commonly used in the classification
model includes cross entropy, and the loss functions more
commonly used in the CNN model include Huber Loss,
Focal Loss, and Center Loss. -e advantage of Huber Loss is
that MSE is less sensitive to outliers and able to accelerate the
speed of convergence. In the well-known deep learning
object detection models, RetinaNet [29] uses Focal Loss to
deal with the foreground-background class imbalance or
data imbalance in object detection; YOLOv4 [30] adopts
BCE (Binary Cross Entropy) as the loss function of classi-
fication andMSE as the loss function of coordinate; SSD [31]
employs cross entropy as the loss function of the predicted
boundary box and class prediction.

Object detection algorithms using deep learning algo-
rithms can be divided into three categories: sliding-window
algorithm, two-stage detectors, and one-stage detectors [29].
-e sliding-window algorithm is one of the early method-
ologies. LeCun et al. integrated the sliding-window algo-
rithm with the CNN model to detect and recognize
handwritten digits from the background [32]. Astawa et al.
[33] adopted the sliding-window algorithm as a method of
license plate location and performed license plate detection
using photos taken by mobile phones with a detection rate of
94%. In their paper, the sliding-window algorithm was used
to capture multiple candidate regions in the photos, HOG
was employed by each candidate region to calculate an ei-
genvalue, and finally, SVM was applied to judge whether the
eigenvalue was a license plate. Uijlings et al. [34] used two-
stage detectors and a selective search algorithm to perform
license plate detection. First, in the first stage called the
proposal stage, a large number of candidate regions with
more possibilities were proposed; although these regions still
contained foregrounds and backgrounds, they also had
excluded a large number of background regions at the same
time. In the second stage, the detection model was employed
to determine these candidate regions; if they were fore-
grounds, their categories would be identified; if they were
backgrounds, they would be eliminated. -e method of two-
stage detectors is obviously more efficient than the sliding-
window algorithm to detect all regions. R-CNN (Region
Convolution Neural Network) [35] also applies the method
of two-stage detectors to object detection. In the first stage, a
selective search algorithm is adopted; in the second stage, the
CNN model performs the classification task. As a result, it
significantly improves the recognition accuracy. Faster
R-CNN [36] merges the first-stage Region Proposal Net-
works (RPN) with the second-stage CNN, which not only
greatly reduces a large number of meaningless candidate
regions (alternative regions) but also enhances accuracy and
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facilitates training so that there is no need to train these two
network models separately. Compared with the two-stage
detectors, one-stage detectors lack the proposal stage, so they
require more object candidate regions for processing, and
they also need to deal with the problem of the imbalance of
foreground and background data like SSD [31, 37], YOLOv4
[30], RetinaNet [29], and RetinaFace [38] do. Based on the
above description, this study adopts a one-stage detector as
the algorithm for license plate location in order to achieve
the purpose of real-time license plate location.

-e development of the convolutional neural network
(CNN) has become more and more mature and has been
widely used [39, 40]. -erefore, the Dual-stage License Plate
Recognition Model (DLPR) proposed by this study also
adopts the CNN-based methodology in the license plate
location stage and the license plate character recognition
stage. -e license plate location stage refers to the meth-
odology of RetinaFace applied to human face detection,
which is a one-stage object detector of multitasking learning.
Since its architecture has an excellent effect on the appli-
cation to face detection, this study applies the architecture of
the RetinaFace framework and MobileNet to the license
plate location stage. In the license plate character recognition
stage, to help the character recognition technology adapt to
the complex shooting environment, this study adopts an
end-to-end segmentation-free method of license plate
character recognition; that is, the CRNNmodel is integrated
with the CTC loss function for optical character recognition.

3. Methods

-eDLPR license plate recognitionmethod proposed by this
study aims to maintain high and robust recognition ability
under the influence of a variety of real environments. -e
overall architecture of the license plate recognition system is
displayed in Figure 1.

In the architecture of the DLPR license plate recognition
system, the license plate location module regards RetinaFace
as the basis for the license plate location. RetinaFace is a
multitask neural network infrastructure. -is model is used
to perform tasks such as license plate detection, bounding
box regression, and landmark regression.-erefore, after the
location of the license plate and the coordinates of its four
key points (upper left, lower left, upper right, and lower
right) are predicted, these four key points can correct the
license plate placed at a skew angle via perspective trans-
formation, and then a screenshot of the corrected license
plate can be received. Subsequently, the screenshot of the
license plate is input into the license plate character rec-
ognition module, which is a segmentation-free character
recognition method implemented by CRNN combining
CTC, and finally, the license plate string can be recognized.

RetinaFace can accurately predict the location of the
license plate and the coordinates of four key points on the
license plate in the image frame. Accordingly, this network
infrastructure includes the outputs of three tasks-a classi-
fication task, a bounding box regression task, and a land-
mark regression task. -is study adopted the faster
MobileNet [41] as the backbone network of the model and

combined the Feature Pyramid Network (FPN) [42] to keep
scale-invariant as much as possible. In FPN, the featuremaps
of each layer P � p1, p2, p3􏼈 􏼉 are input to the context
module, and three different sizes of receptive fields are
applied to the feature maps of each layer for the convolution
operation to obtain the feature maps at different scales in
order to further maintain the scale-invariant ability. Finally,
the context module calculates the feature maps of each layer
and then performs three multitask calculations again, in-
cluding classification head, bounding box head, and land-
mark head. Besides, the prior box mechanism proposed by
SSD is used as an encoding and decoding mechanism during
model training and inference; that is, this is a method
utilizing bounding box head and landmark head to figure
out the feature maps corresponding to the coordinates of the
original image.

3.1.MobileNet andFeaturePyramidNetwork. MobileNet is a
lightweight convolutional neural network that employs the
calculation method of Depthwise Separable Convolution to
achieve the effect of reducing the computation load without
affecting the size of the output structure. -is study used
MobileNet as the backbone network infrastructure com-
bining the Feature Pyramid Network (FPN) to maintain the
model’s scale-invariant ability, which means that the model
targeted at any objects of any scales has a certain degree of
robustness which can predict their positions as well as sizes.
FPN divides the backbone network into several sequential
stages. In this study, there were three layers in the FPN so
that C � c1, c2, c3􏼈 􏼉 represented the feature maps of each
stage in the backbone network. -e topmost feature map c3
had deeper dimensional features and more meaningful se-
mantics, but it could not accurately correspond to the co-
ordinate of the original image where the object was located;
on the contrary, the bottom feature map c1 had a lower
dimensionality, which could not acquire better semantic
information, but it was closer to the original image in di-
mension so that it was easier to correspond to the coordinate
of the original image. -e establishment of the feature
pyramid started with the top-layer feature map c3 � p3, and
p3 performed upsampling to make itself the same size with
c2; c2 processed by the (1 × 1) convolution was added up to
obtain the second feature pyramid layer p2. Based on the
above mentioned, a three-layer feature pyramid,
P � p1, p2, p3􏼈 􏼉, was established, so FPN retained the feature
map information of the low and high layers to achieve the
scale-invariant ability.

3.2. Context Module. -e application of the context module
originated from the face detection method proposed by SSH
[43]. -is method can detect faces with different scales for the
same input image at one time. -e context module uses re-
ceptive fields in different sizes to generate different feature
maps and finally concatenates them into a new feature map,
which also achieves a certain degree of scale invariance. -is
study input three feature maps of P � p1, p2, p3􏼈 􏼉 obtained
from the FPN calculation into their corresponding context
module for calculation. -e context module was composed of
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three groups of receptive fields in various sizes, whose con-
volution kernel sizes were, respectively, presented as
(3 × 3), (5 × 5), (7 × 7){ }. Lastly, the feature maps obtained by
convolutions of these three groups of convolution kernels were
merged into a new feature map, FM � fm1, fm2, fm3􏼈 􏼉.

3.3. PriorBox. -e prior box mechanism used by SSD can be
applied to the model training and inference of one-stage
detectors. -e purpose of this mechanism is to set up a prior
box with a fixed number and fixed size. -e prior box is set
up according to the anchor on the final feature map,
regarded as the basis for the feature map and its corre-
sponding coordinate of the original image. -erefore, this
study used the three feature maps of FM � fm1, fm2, fm3􏼈 􏼉

calculated by the context module to set an anchor for the
center position of each cell in the two-dimensional tensor of
each feature map and set up two prior boxes with each
anchor viewed as the center. In other words, each anchor on
the feature map was the center point of the prior box, and its
coordinates on the original image were expressed as
(Xpbox, Ypbox), Xpbox←(Xfmi

+ 0.5) × sfmi
, and

Ypbox←(Yfmi
+ 0.5) × sfmi

, in which (Xfmi
, Xfmi

) indicated
all coordinates in the two-dimensional tensor of the feature
map fmi, 0.5 was the offset of the coordinates, and sfmi

was
the stride of the layer. For each feature map of
FM � fm1, fm2, fm3􏼈 􏼉, the two prior boxes set up on the
anchors had different sizes. -e prior boxes on fm1 were
matrix fm1

1Bpbox � [bij] ∈ R16×16of (16 × 16) and matrix
fm2

1Bpbox � [bij] ∈ R32×32 of(32 × 32); the prior boxes on
fm2 were matrix fm1

2Bpbox � [bij] ∈ R64×64of (64 × 64) and
matrix fm2

2Bpbox � [bij] ∈ R128×128 of (128 × 128); and the
prior boxes on fm3 were matrixfm1

3Bpbox � [bij] ∈ R256×256

of (256 × 256) and matrix fm2
3Bpbox � [bij] ∈ R512×512 of

(512 × 512). Since the size of the original input image varies,
the shape and size of the feature map FM calculated by the
context module will be different as well. -erefore, the total
number of the set prior boxes is Npbox, whose calculation is
shown in equation (1), where numpbox � 2 represents that
the number of prior boxes on each anchor is set to 2 in this
study.

Npbox � 􏽘
i

numpbox × hfmi
× wfmi

, i � 1, 2, 3. (1)

Targeted at numerous prior boxes, a matching mecha-
nism combining the prior box and the ground-truth box is
adopted in the training phase as a matching method for the
positive and negative samples of the prior boxes. By cal-
culating the Intersection over Union (IoU) between the
ground truth Bgt and the prior box Bpbox, the IoU value is
used as the basis of matching. Its calculation is displayed as
follows:

J Bgt, Bpbox􏼐 􏼑 �
Bgt ∩Bpbox

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

Bgt ∪Bpbox

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
, (2)

where the value of output by function J(Bgt, Bpbox) is
IoU> 0.5, indicating that Bpbox will be matched as the
positive sample of Bgt; otherwise, Bpbox will be matched as
the negative sample of Bgt.

3.4. Multitask Loss Function. In the final multitask calcu-
lation stage, for the feature maps of FM � fm1, fm2, fm3􏼈 􏼉,
three multitask network calculations are performed, re-
spectively, which are classification head representing the
classification task, bounding box head for the bounding box
regression task, and landmark head for the landmark re-
gression task [8, 9]. Each head analyzes all the prior boxes on
FM according to the purposes of the tasks, and then the final
outputs Acls, Ab box, Alandmark􏼈 􏼉 of the model are obtained.
Among the outputs, the output of the classification head,
Acls � [aij] ∈ RNpbox×2, represents the confidence score of the
jth category of the ith prior box in the classification task; the
output of the bounding box head, Ab box � [aij] ∈ RNpbox×4,
represents the offset of the jth coordinate value of the ith

prior box in the bounding box regression task; the output of
the landmark head, Alandmark � [aij] ∈ RNpbox×8, represents
the offset of the jth coordinate value of the ith prior box in the
landmark regression task. In order to train the model to
accurately perform these three tasks, this study adopted a
multitask learning method. In the case of weights shared by
the model, the loss function of the classification task
Lcls(xn, yn), the loss function of the bounding box regression
task Lb box(xn, yn), and the loss function of the landmark
regression Llandmark(xn, yn) are defined, respectively. -e
target function of the overall model training is demonstrated
in the following equation:

License Plate
Location

Skew
Correction

Character
Recognition

RetinaFace Perspective
Transformation

CRNN+CTC

output:
X2-3512

Figure 1: Architecture of DLPR license plate recognition model.
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θ∗ � argmin
θ

1
Nsamples

􏽘

Nsamples

n�1
αclsL

cls
n + αb boxL

b box
n + αlandmarkL

landmark
n􏼐 􏼑⎡⎢⎢⎣ ⎤⎥⎥⎦, (3)

where the neural network parameter θ is adjusted to min-
imize the overall loss value and Nsamples represents the total
number of training samples. Also, this study set parameters
αcls � 1, αb box � 2, αlandmark � 1􏼈 􏼉 as the weights of training
all tasks.-e purpose of training the classification task in this
study is to accurately distinguish whether each prior box is a
license plate, that is, to perform two types of binary

classification. -e output of the classification head,
Acls � [aij] ∈ RNpbox×2, means that each prior box contains
two confidence scores for judging whether it is a license
plate, so they can also be called classification probabilities.
-e classification task uses cross entropy as the basis to
design the loss function of its task, Lcls(xn, yn), whose
definition is exhibited in the following equation:

L
cls

xn, yn( 􏼁 � L
cls
n �

1
Npbox

􏽘

Npbox

i�1
−y

cls
i log pi( 􏼁 + 1 − y

cls
i􏼐 􏼑 1 − log pi( 􏼁( 􏼁, (4)

where there are Npbox prior boxes in the nth image sample.
After the prior boxes Npbox match all the ground truths of yn

on the image, each prior box will be matched to its corre-
sponding ground truth. As to ycls

i ∈ 0, 1{ }, 0 represents that
the ith prior box is matched as a nonlicense plate, 1 rep-
resents a license plate, and pi represents the probability that
the ith prior box is predicated as a license plate. -erefore,
cross entropy calculates the difference between ycls

i and pi

and retrieves their average to solve for the loss function of
the nth sample.

In this study, the bounding box regression task was
trained so that themodel could accurately calculate the offset
between the specific prior box and the ground-truth box.-e
output of the bounding box head, Ab box � [aij] ∈ RNpbox×4,
indicates that each prior box contains the offsets of four
coordinate values, which are the offsets of the upper left
corner coordinates, width, and height (Δxi,Δyi,Δwi,Δhi).
-e bounding box regression task uses L2 distance as the
basis to design the loss function Lb box(xn, yn) of the task, as
shown in the following equation:

L
b box

xn, yn( 􏼁 � L
b box
n �

1
Npbox

􏽘

Npbox

i ∈ Positive
y

b box
i − o

b box
i

�����

�����
2

2
.

(5)

Among all the prior boxes of the nth sample xn, only the
prior boxes that are matched as positive samples are con-
sidered to calculate the L2 distance between the true offset
yb box

i and the offset ob box
i predicted by the model, whose

average is retrieved to solve for the loss function of the nth

sample.
Since the landmark regression task was trained in this

study, the model could accurately calculate the offsets be-
tween the upper left corner coordinates of the specific prior
box and the 4 ground landmarks on the real object. -e
output of landmark head, Alandmark � [aij] ∈ RNpbox×8, means
that each prior box contains the offsets of the coordinates
(upper left, lower left, upper right, and lower right) of 4
ground landmarks, that is, a total of 8 offset values
Δp1xi,Δp1yi,Δp2xi,Δp2yi,Δp3xi,Δp3yi,Δp4xi,Δp4yi􏼈 􏼉.

Similarly, the landmark regression task also adopts the L2
distance as the basis to design the loss function of its task,
Llandmark(xn, yn), as displayed in the following equation:

L
landmark

xn, yn( 􏼁 � L
landmark
n � 􏽘

Npbox

i ∈ Positive
y
landmark
i − o

landmark
i

�����

�����
2

2
.

(6)

Among all the prior boxes of the nth sample xn, only the
prior boxes that arematched as positive samples are considered
to calculate the L2 distance between the true offset ylandmark

i and
the offset olandmark

i predicted by the model, whose average is
retrieved to solve for the loss function of the nth sample.

3.5. Perspective Transformation. In the process of photo-
graphing license plates, the license plates may be skewed and
difficult to be accurately recognized due to the different
shooting angles.-erefore, this study adopted the method of
MTLPR, performing perspective transformation with four
corner points of the license plate. -e license plate with a
skewed angle on the image was projected to more positive
new coordinates to correct its skew. Perspective transfor-
mation is adopted to help the two-dimensional plane

u v 1􏼂 􏼃 correspond to the three-dimensional space
x y z􏼂 􏼃 through the transformation matrix,

M � [aij] ∈ R3×3, as shown in the following equation:

x

y

z

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u

v

1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (7)

where (u, v) refers to the coordinates on the original image
and (x, y, z) represents the coordinates in the transmitted
three-dimensional space. To make the transmitted three-
dimensional space be seen as a two-dimensional plane, the
three-dimensional space x y z􏼂 􏼃 is divided by z to form a
new three-dimensional space x′ y′ 1􏼂 􏼃. Consequently,
(x′, y′) can be regarded as new coordinates on the two-
dimensional plane, as displayed in the following equation:
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x′ �
x

z
�

a11u + a12v + a13

a31u + a32v + a33
�

k11u + k12v + k13

k31u + k32v + 1
,

y′ �
y

z
�

a21u + a22v + a23

a31u + a32v + a33
�

k21u + k22v + k23

k31u + k32v + 1
,

(8)

where kij � (aij/a33). -us, kij has 8 elements in total, and 4
sets of coordinates on the original image and the corre-
sponding coordinates of each set on the new plane are
needed to solve for kij and further solve for the transmission
matrix M � [aij] ∈ R3×3. -erefore, the coordinates of the
four key points of the license plate on the image predicted in
the license plate location stage are P1 � (p1x, p1y),
P2 � (p2x, p2y), P3 � (p3x, p3y), and P4 � (p4x, p4y),
representing the coordinates of the upper left corner, lower
left corner, upper right corner, and lower right corner of the
license plate. Also, the coordinates of these four key points
and their corrected coordinates on the new plane,
P1′ � (0, 0), P2′ � (0, max(p2y, p4y)), P3′ � (max(p3x,

p4x), 0), and P4′ � (max(p3x, p4x), max(p2y, p4y)), are
substituted into equation (8) to solve for the transmission
matrix M � [aij] ∈ R3×3. -en, all the points in the quad-
rilateral surrounded by P1, P2, P3, and P4 on the original
image can correspond to the new plane to complete the
license plate correction.

3.6. License Plate Character Recognition of CRNN and the
CTC Loss Function. -e license plate character recognition
in this study adopts the Convolutional Recurrent Neural
Network (CRNN) as an infrastructure and CTC as the loss
function to train the model, and finally, the result sequence
predicted by the model is transcribed into the license plate
number, as shown in Figure 2. First, the license plate image is
standardized and compressed into size (100 × 32) and input
into the CNN layer for feature extraction to obtain a feature
map. Subsequently, the feature map is converted into a
feature sequence, and then the feature sequence is input into
the RNN layer for analysis and prediction to receive an
output sequence. Finally, the output sequence is transcribed
into a license plate string.

CRNN is composed of the Convolution Neural Network
layer (CNN layer) and the Recurrent Neural Network layer
(RNN layer) in order. In this study, the feature map (16 ×

1 × 512) calculated by the CNN layer is mapped into a
feature sequence X of (512 × 1 × 16) with a sequence length
of 16; the input of each time step is a 512-dimensional feature
vector, as shown in Figure 3. As a result, the feature sequence
can be input into the RNN layer for calculation.

-e RNN layer performs the classification task of 36
characters (from A to Z, and 0 to 9); that is, 36-dimen-
sional classification result yt is received after feature
vector xt at each time step is analyzed. When 512-di-
mensional xt enters the input layer, W1 is the weight of the
first hidden layer, which is a matrix of order(N1 × 512); in
addition, b1 is the bias of the first hidden layer, and the
output result of the first hidden layer, H1, is calculated by
equation (9) as follows:

H1 � ACT W1 · xt + b1( 􏼁, (9)

yt � ACT Woutput · Hn + boutput􏼐 􏼑, (10)

where H1 is obtained by means of xt calculated with weight
W1, bias b1, and activation function ACT. H1 is a vector of
dimension N1 and can be subsequently used as the input of
the second hidden layer. After H1 is calculated by the second
hidden layer, H2 as a vector of dimension N2 is received and
continuously regarded as the input of the next layer. -e
above process continues until the output layer is figured out.
Similarly, the output of the last hidden layer Hn is also used
as the input of the output layer. -rough the calculation of
weight Woutput, bias boutput, and activation function ACT, yt

is obtained as a 36-dimensional classification result, as
displayed in equation (10), where Woutput ∈ R36×Nn is a
matrix of (36 × Nn). -e single-layer architecture of LSTM
can sequentially input the feature sequence
X � x1, x2, x3, . . . , x16􏼈 􏼉 beginning from x1, perform cal-
culations to obtain the output result y1, and transfer
memory and output to the next time step. Based on this rule,
circular calculations are performed until x16. Finally, the
result sequence Y � y1, y2, y3, . . . , y16􏼈 􏼉 is obtained.

-is study adopted the Deep LSTM network with a
hidden layer depth of 256 layers. Each layer of LSTM needs
to train 4 sets of weights and biases, so there are 256 × 4 × 2
sets of parameters. hd

t is expressed as the output of the dth

hidden layer at time step t; cd
t is expressed as the memory of

the dth hidden layer at time step t. In the Deep LSTM
calculation, the output of each layer, hd

t , will be used as the
input of the next layer, and hd

t and cd
t will also be passed to

the next time step. Finally, the output of the last layer, h255
t , is

equal to the result yt output at time step t. In the training and
inference process of LSTM, this study used the CTC
alignment to train the best parameter ∗θ , as shown in
equation (11), where S is the license plate characters used for
training and P(S|Y) � 􏽐 P(h|Y):

θ∗ � argmax
θ

Pθ(S|Y). (11)

After the inference calculation of Deep LSTM, the result
sequence Y � y1, y2, y3, . . . , y16􏼈 􏼉 is obtained. -e purpose
of the task is to analyze the probabilities of various character
classes at each time step from the feature sequence.
-erefore, yt is a 36-dimensional vector, representing the
classification result of 36 classes. -is study transmitted the
result at each time step into a probability distribution of 36
classes via the softmax function so that the result sequence Y

could be viewed as the probability distribution of 36-
character classes at each time step.

Finally, in CRNN’s transcription layer, this study utilized
the result sequence Y to find the best path L∗ and output
license plate characters by means of greedy decode. -e
greedy decode only considers the node with the highest
probability as the path; therefore, although h∗ can only
approximate the result of the best path L∗, it can save more
computing resources and achieve the effect of rapid
recognition.
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4. Experiments

4.1.Dataset. -is study used Taiwan’s Application-Oriented
License Plate (AOLP) dataset released by the National
Taiwan University of Science and Technology with a total of
2049 sample photos and the Private Vehicle License Plate
(PVLP) dataset of company A with a total of 25,707 sample
photos as the training samples and test samples of the DLPR
model proposed by this study. -e AOLP dataset collected
Taiwanese license plate images in a variety of real envi-
ronments according to some specific criteria, while the
PVLP dataset directly collected Taiwanese license plate
images applied to different scenarios in the real world, such
as highways, expressways, and roadside parking spaces. In
the AOLP dataset, according to the criteria of image
shooting, the dataset was divided into three different sub-
datasets, including Access Control (AC), Traffic Law En-
forcement (LE), and Road Patrol (RP). AC had a total of 681
photos, consisting of 374 photos with image resolution 320 ×

240 and 307 photos with image resolution 352 × 240, in
which all the license plates had 6 characters. LE had a total of
757 photos, consisting of 582 photos with image resolution
640 × 480 and 175 photos with image resolution 320 × 240,
in which there were 756 photos of six-character license plates
and only one photo of seven-character license plates. RP had
a total of 611 photos with image resolution 320 × 240, in
which all the license plates had 6 characters. In the AC
subdataset, the image was taken from the entrance or gate
control, so the vehicle was basically driving at a low speed or
completely stopped, and the camera was mounted within 5
meters from the vehicle; in the LE subdataset, the image
source was from the offending vehicle taken by the fixed
speed camera on the roadside, and the environment of the

road vehicle image was relatively complicated; in the RP
subdataset, the image was taken by a handheld camera or a
camera mounted on a moving vehicle so that the vehicle
image was shot at a random angle and distance. -e AOLP
license plate photo samples are shown in Table 1. In the
PVLP dataset, there were many types of license plate photos,
such as images taken by fixed speed cameras, images of
roadside vehicles taken manually, and black-and-white
photos taken by speed cameras on freeways. -erefore, these
license plate photos contained a variety of real environ-
mental factors, such as weather changes, day and night
lights, light and shadow reflection, distances of photo-
graphing vehicles, image pixels, image quality, and different
shooting angles, making PVLP license plate samples quite
abundant and diverse. Besides, images taken by fixed speed
cameras also included multiple types of vehicles, such as
automobiles, locomotives, heavy locomotives, and large
vehicles. -e PVLP dataset included the subdataset of Fixed
Speed Camera Image (FC) with image resolution 1337 × 977
and a total of 11,576 photos, comprising 27 images of four-
character license plates, 71 images of five-character license
plates, 4047 images of six-character license plates, and 7431
images of seven-character license plates, the subdataset of
Taiwan Highway Shot Image (TS) with image resolution
1392 × 1040 and a total of 11,060 photos, comprising 300
images of five-character license plates, 4208 images of six-
character license plates, and 6552 images of seven-character
license plates, and the subdataset of Roadside Shot Image
(RS) with image resolution 614 × 460 and a total of 3071
photos, comprising 4 images of five-character license plates,
1209 images of six-character license plates, and 1858 images
of seven-character license plates. -e PVLP photo samples
are shown in Table 1.
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Figure 2: CRNN+CTC license plate character recognition procedure.
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Figure 3: -e feature map corresponding to the feature sequence.
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4.2. Training for License Plate Location and Recognition.
-e training of the DLPR license plate recognition model
was to utilize PVLP data to perform a series of model
training, such as license plate location and license plate
character recognition, using a total of 25,707 image samples
containing vehicles and license plates. In the training of the
license plate location model, this study input these 25,707
image samples into the license plate location model for
training with a total of 250 epochs, set 32 image samples each
time to perform training iterations 804 times in each epoch
of training, and set the initial learning rate as 0.3. During the
training process, the value of classification loss is 4.858 in the
initial epoch and converges to 0.469 in the final epoch; the
value of bounding box regression loss is 4.342 in the initial
epoch and converges to 0.234 in the final epoch; the value of
landmark regression loss is 22.24 in the initial epoch and
converges to 0.795 in the final epoch, as shown in
Figure 4(a). In the training of the license plate character
recognition model, this study utilized the trained license
plate location model to locate and correct the license plates
for the 25,707 samples of PVLP. After the model located the
license plates and calculated their correct locations, those
samples with IoU values greater than 0.5 would be selected as
the samples of license plate character recognition.-erefore,
a total of 25,218 license plate snapshot images were collected
from PVLP and viewed as training and validation samples
for the license plate character recognition model. -is study
divided the 25,218 license plate snapshot images into two
parts: train set and validation set, in a ratio of 7 : 3. In the data
analysis of machine learning, 70% of the samples are used for
training, and 30% of the samples are used for verification and
testing.-e accuracy is approximately between 4-fold and 5-
fold cross validation. Also, according to Nguyen et al. [44],
the research results have revealed that the ratio of 70/30 used
for training and testing datasets can provide the proposed
models with the best training and verification effect. Al-
though 10-fold cross validation can provide better accuracy,
the data ratio of 70/30 is still used for training, verification,
and testing because of the complexity of the model in this
study. -e train set could be regarded as the parameter
training of the model. -e validation set was viewed as a

phased verification for the training result of each epoch,
examining the model training result of the current epoch for
the fitting ability of the validation set. Furthermore, the
fitting ability was used as the judgment of the convergence
condition. -e training of the license plate character model
had a total of 1851 epochs. In each epoch of training, 128
image samples were set each time to perform training it-
erations 198 times. -e initial learning rate was set to 0.1. In
the training process, the CTC loss value is 0.274 in the initial
epoch, and the model ability is significantly improved when
it approaches 200 epochs, in which the loss value is 0.0283;
the CTC loss value is 0.0275 when the model finally con-
verges. In the validation process, the CTC loss value is 0.116
in the initial epoch, the loss value is 6.46e− 3 when
approaching 200 epochs, and the CTC loss value is 5.92e− 3
when the model finally converges, as shown in Figure 4(b).
At this time, this model can achieve a recognition accuracy
of 99.00% for the license plate character recognition of the
validation set after calculation.

4.3. Model Performance Evaluation with AOLP and PVLP
Datasets. In order to evaluate the DLPR’s capability of
license plate location, this study conducted an evaluation of
the detection model by calculating precision, recall, and
receiver operator characteristic curve (ROC curve). Preci-
sion can be used to evaluate how correctly the license plate
location model determines the location of the license plate.
-e higher the precision is, the more accurate the detection
model is for determining the location of the license plate.
Recall can be used to evaluate how correctly the license plate
location model finds the location of the license plate. -e
higher the recall is, the better the ability of the detection
model is for finding the location of the license plate. Receiver
operator characteristic curve (ROC) and area under the
curve (AUC) can be used to assess whether the license plate
location model has sufficient capability to discriminate
license plates. Generally speaking, it is presumed that the
model has a certain ability of judgment as the values of AUC
are greater than 0.5. -e experimental results show that the
license plate location model in this study uses 25,707 license

Table 1: Samples of AOLP and PVLP in different types of datasets.

Dataset AC LE RP

AOLP

FC TS RS

PVLP
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plate image samples from the PVLP dataset for the license
plate location tests; under the conditions of confidence score
threshold� 0.9 and IoU threshold> 0.5, the precision of the
license plate location tests is 0.9860 and the recall is 0.9810.
Also, 2049 license plate image samples from the AOLP
dataset are used for the license plate location tests; under the
conditions of confidence score threshold� 0.9 and IoU
threshold> 0.5, the precision of the license plate location test
is 0.8402 and the recall is 0.8549. Compared with the pre-
cision and recall of the PVLP dataset for testing, the pre-
cision and recall of AOLP drop significantly. -e reason is
that PVLP and AOLP have a slight difference in labeled
locations of the bounding box of the license plate. -erefore,
after the IoU threshold> 0.4 is revised, the experiment is
conducted. -en, the precision of the license plate location
tests increases to 0.9592, and the recall also rises to 0.9760, as
shown in Table 2. In the experiment of measuring DLPR’s
ability to differentiate between license plates, the ROC curve
is displayed in Figure 5, where AUC� 0.98 as the PVLP
dataset is used for testing and AUC� 0.94 as the AOLP
dataset is used for testing, indicating that they both have
good capabilities of discriminating license plates.

In the part of verifying the accuracy of the DLPR license
plate character recognition model, the measurement stan-
dard is that as long as all the license plate number characters
and word sequences on the license plate snapshot images are
recognized correctly without redundant characters, the
recognition is considered correct; otherwise, it is seen as an
error. -e accuracy of the license plate character recognition
also depends on the license plate location ability of the
recognition model as well as the stability of the license plate
skew correction. -erefore, when testing the license plate
character recognition, this study only selected the license
plate snapshot images of IoU> 0.5 between the bounding
box predicted by the model and the ground-truth bounding
box as samples of verifying the accuracy of the license plate
character recognition model. -e experimental results are

demonstrated in Table 3. DLPR has a very good recognition
level for the captured images of the license plates as long as
the license plate location is accurate enough, that is,
IoU> 0.5, and the “-” character among the license plate
characters can also be correctly recognized. However, in the
AOLP dataset, the labeled content of the license plate does
not contain the “-” character. -erefore, this study removed
the “-” character from the predicted license plate characters
and then compared it with the labeled content of the license
plate provided by AOLP. -e results show that all the
recognitions can be completely correct under the condition
of IoU> 0.5. Conversely, in the tests of the PVLP dataset, the
“-” character is taken into consideration. After the labeled
content of the license plate provided by PVLP is compared,
the average of accuracy can reach 99.88%.

Considering the accuracy of the complete license plate
recognition, DLPR needs to go through the complete
computational process, including license plate location,
license plate skew correction, and license plate character
recognition, to figure out the license plate number. After the
number is compared with the labeled content of the license
plate, the accuracy of license plate recognition can be cal-
culated. In addition, the frame per second (FPS) is used to
measure the speed of license plate recognition. -e higher
the FPS value is, the faster the calculation speed of recog-
nition is. According to the experimental results, as shown in
Table 4, when the PVLP dataset is applied to the license plate
location and license plate recognition, the average of ac-
curacy is 97.56%, and the speed of recognition is FPS> 21.
However, as to the license plate sample of RS, the recog-
nition rate is only 94.06% since the environmental condi-
tions of shooting on mobile phones are more complicated.
Overall, the DLPR license plate recognition model proposed
by this study has been equipped with the ability of real-time
license plate recognition in real environments. In conse-
quence, it has a variety of values of practical applications,
such as its capability of helping the data processing industry
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Figure 4: Loss function values of DLPR during the training of license plate location.
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enhance the accuracy of license plate recognition in photos
of traffic violations as well as the performance of traffic
service operations.

DLPR uses the AOLP dataset to conduct a thorough
experiment on license plate location and recognition and
compares it with its related research, as shown in Table 5.
-e experimental results show that the accuracy of DLPR
recognition performs the best in the categories of AC, LE,
and RP. -e license plate recognition method proposed by
scholars Li et al. [45, 46] merged license plate location and
character recognition into the same major neural network.
Its license plate character recognition phase is similar to the
architecture applied in this study, which is based on the end-
to-end segmentation-free character recognition method.
Accordingly, it has good performances in datasets of AC and
LE, whereas it has a poor performance in the RP dataset
since the license plate skew correction is not adopted. -e
framework of license plate recognition proposed by
Björklund et al. [47] included the processing of license plate
skew correction. In the character recognition stage, the
character recognition based on the segmentation method
was adopted. -erefore, in the tests of the AOLP dataset, its
performance of accuracy was good. As to the DLPR
framework proposed by this study, it has a stable and ac-
curate prediction performance for its capabilities of license
plate location and license plate skew correction. Also, it is

Table 2: Precision and recall of license plate location tests with different threshold (TH).

Dataset Confidence score TH IoU TH Precision Recall
PVLP 0.9 >0.5 0.9860 0.9810
AOLP 0.9 >0.5 0.8402 0.8549
AOLP 0.9 >0.4 0.9592 0.9760
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Figure 5: ROC curve of DLPR license plate location model.

Table 3: Accuracy (ACC) measurement of license plate character recognition to the proposed model with AOLP and PVLP dataset.

IoU threshold
AOLP PVLP

AC LP RP
Number ACC (%)

Number ACC (%) Number ACC (%) Number ACC (%)
0.5< IoU< 0.75 476 100 455 100 291 100 2637 99.92
0.75< IoU< 0.9 38 100 158 100 247 100 12024 99.83
0.9< IoU 0 X 30 100 14 100 10558 99.91

Table 4: Average accuracy (Avg. ACC) and speed (FPS) of DLPR
using the PVLP dataset for license plate recognition.

Method
PVLP

Avg. ACC (%) FPS
FC (%) TS (%) RS (%)

DLPR 99.19 99.43 94.06 97.56 >21

Table 5: Average accuracy (Avg. ACC) and speed (FPS) of DLPR
using the AOLP dataset for license plate recognition.

Method
AOLP

Avg. ACC
(%) FPSAC

(%)
LE
(%)

RP
(%)

Li et al. [40] 94.85 94.19 88.38 92.47 0.66
Li et al. [41] 95.59 96.43 83.80 91.94 2.5
Björklund et al.
[42] 94.60 97.80 96.90 96.43 39.21

DLPR (proposed) 96.91 98.01 98.20 97.70 62.93

Mathematical Problems in Engineering 11



integrated with CRNN’s segmentation-free character rec-
ognition method to achieve the best recognition accuracy in
the tests of the AOLP dataset. Additionally, under the
condition of image resolution 640 × 640, the speed of license
plate recognition can reach 62.93 FPS.

5. Conclusions

In terms of research contribution, after the Dual-stage
License Plate Recognition Model (DLPR) proposed by this
study used the PVLP dataset provided by company A in
Taiwan’s data processing industry to train license plate lo-
cation and license plate character recognition, the final
accuracy of license plate recognition could reach 97.56% in
the PVLP dataset, and FPS> 21. Besides, this study also
performed tests on the AOLP dataset and compared it with
its related research; the results indicated that the license plate
accuracy for all of the AOLP subdatasets gathered in the
DLPR model was the best, with an average of 97.70%, and
FPS could reach 62.93. Consequently, the DLPR model can
be applied to the license plate recognition of the real-time
image stream in the future and assist Taiwan’s data pro-
cessing industry in improving not only the accuracy of
license plate recognition in photos of traffic violations but
also the performance of traffic service operations. In this
study, DLPR adopted three major processes: license plate
location, skew correction, and character recognition. In
particular, the character recognition applied an end-to-end
segmentation-free character recognition method based on
CRNN, having good recognition accuracy for the precisely
located and skew-corrected license plate snapshot images.
-erefore, when it was practically applied to the license plate
recognition using cellphone cameras, it could correctly
recognize license plate characters from the license plate
images with different angles.

Still, there is a research limitation in this study. -is
study used the undisclosed PVLP dataset to train the license
plate recognition model as well as the AOLP dataset to test
the license plate recognition model. In the AOLP dataset, a
team was established to record and classify license plates in
various real environments according to specific criteria, and
these detailed parameters were sufficient enough to allow the
license plate recognition model to improve its ability of
license plate recognition in some specific environments.
Nonetheless, the current PVLP dataset cannot provide de-
tailed parameters related to the license plate samples, and it
can only provide three subdatasets for the preliminary
classification. Hence, the establishment of a license plate
dataset with detailed classification parameters will be of great
help to the study of license plate recognition. Future research
on this field will help the PVLP dataset construct a complete
record of license plate parameters and focus on the study of
license plate recognition in more complex environments.
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Data are available upon request to the authors. -e data
source is obtained from the questionnaire analysis of the
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In recent years, how to improve the performance of smart factories and reduce the cost of operation has been the focus of industry
attention. .is study proposes a new type of location-based service (LBS) to improve the accuracy of location information
delivered by self-propelled robots. Traditional localization algorithms based on signal strength cannot produce accurate lo-
calization results because of themultipath effect..is study proposes a localization algorithm that combines the Kalman filter (KF)
and the adaptive-network-based fuzzy inference system (ANFIS). Specifically, the KF was adopted to eliminate noise during the
signal transmission process..rough the learning of the ANFIS, the environment parameter suitable for the target was generated,
to overcome the deficiency of traditional localization algorithms that cannot obtain real signal strength. In this study, an ex-
periment was conducted in a real environment to compare the proposed localization algorithm with other commonly used
algorithms. .e experimental results show that the proposed localization algorithm produces minimal errors and stable
localization results.

1. Introduction

.rough the development of artificial intelligence, the
maintenance and repair of machines in smart factories are
different from the old way. .ere are already smart factories
that use mechanical vibration and noise detection or en-
vironmental data to improve the reliability of equipment or
knives [1–4]. However, installing sensors for detection in all
the equipment would increase the cost significantly. .is
time, self-propelled robots can be used for inspection, ef-
fectively reducing the related costs. Of course, location-
based service technology is very important at this point

because it can effectively provide accurate equipment in-
formation. Location-based services (LBSs) have been widely
applied in warehouse management, transportation, per-
sonnel tracking, and medical care [5, 6].

Currently, the commonly used location-based systems
can be divided into indoor and outdoor systems [7]. In
particular, although the global positioning system (GPS) is
the most frequently used outdoor location-based system, it
cannot be effectively used in an indoor environment because
of the shading effect of buildings. .erefore, other tech-
niques, such as radio frequency identification, wireless local
area network, Bluetooth, and ZigBee, are required for indoor
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localization [8]. All of these techniques involve transmitting
radio wave signals to establish a wireless sensor network for
positioning. However, during the transmission process,
signals may be influenced by the multipath effect; therefore,
information received by the reader may be distorted,
influencing the accuracy and stability of localization [9–11].

.e interference in signal transmission is not entirely
caused by obstacles; signal transmission may be interfered
with by signals emitted from other electronic devices [12]. In
addition, various receivers may experience different levels of
interference because of varying transmission directions,
despite using the same signal transmitter. .erefore, the
result of positioning is influenced by obstacles in an envi-
ronment, signals from other electronic devices, and the
direction of signal transmission [13].

To solve the problems produced by varying transmission
directions and the multipath effect caused by obstacles, this
study proposed a localization algorithm by combining the
Kalman filter (KF) to enhance the accuracy and stability of
localization. .e proposed algorithm was subsequently
compared with existing localization algorithms.

.is study has proposed an adaptive tracking system.
Section 2 discusses related literature, the concepts of the
location algorithm, Kalman filter, and adaptive-network-
based fuzzy inference system (ANFIS). Section 3 illustrates
the proposed algorithm for the smart factory. Section 4
details the demonstration of the experimental operations
and examines the algorithm in the smart factory environ-
ment. Finally, Section 5 includes the conclusion and high-
lights follow-up research.

2. Related Work

Among the propagation path loss models, the most widely
used models are the free-space propagation, log-distance
path loss, and Hata models. In the free-space propagation
model, the Friis free-space model is typically adopted. When
the distance between a transmitter and receiver is given, the
model can be used to calculate the average received power of
the receiver as follows [14]:

Pr(d) �
PtGtGrλ

2

(4π)
2
d
2
L

, (1)

where Pt represents the transmission power of the trans-
mitter; λ is the wavelength of the electromagnetic wave; L
denotes the system dissipation coefficient; and Gt and Gr are
the antenna gains for the transmitter and receiver, respec-
tively. .e calculation of antenna gains is related to the
effective aperture (Ae):

G �
4πAe

λ2
. (2)

.e effective aperture is related to the antenna design.
.erefore, when the transmitter and receiver use different
antennas, despite using the same transmission power, the
power received by the receiver may differ.

In equation (1), when the distance between the trans-
mitter and receiver is 0 (d� 0), the received power cannot be

determined. .erefore, a close-in distance (d0) is defined in
the model, and the received power in this condition is a
reference power. .us, the Friis free-space model can be
expressed as (3):
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2.1. Kalman Filter. .e KF is a well-known tool used to
eliminate noise and can provide an efficient calculation
approach for estimating system states [15,16]. By applying a
series of regression models, the efficiency of the least-square
method can be enhanced [17]. Because the internal state of a
system cannot consistently be directly estimated, the KF has
two primary assumptions: (1) the system is linear, and (2) the
system error distribution and initial estimate probability
distribution are both Gaussian distributions [16]. .e KF
applies the linear stochastic difference equation to construct
prediction and measurement models, as expressed in
equations (4) and (5):

xk+1 � Axk + Buk + wk, (4)

zk � Hxk + vk, (5)

where xk indicates the state of a system at time k, A rep-
resents the conversion model for the system state, B denotes
the control model for the control factor uk, zk is the ob-
servation state of a system at time k, and H is an observation
model. In addition, wk and vk are system noise and ob-
servation noise, respectively, which are assumed to be
mutually independent and to follow Gaussian distribution.
wk and vk are expressed as equations (6) and (7):

wk ∼ N(0, Q), (6)

vk ∼ N(0, R). (7)

.e calculation of the KF is a regression process that
involves two steps, namely, prediction and correction. At the
prediction step, the system state (􏽢xk−1) at time k-1 is used to
calculate the a priori state of the system (􏽢x−

k ) at time k.

􏽢x
−
k � A􏽢xk−1 + Buk−1,

P
−
k � APk−1A

T
+ Q.

(8)

At the correction step, the observation value of the
system at time k is used to adjust the system state at time k.

Kk � P
−
k H

T
HP

−
k H

T
+ R􏼐 􏼑

−1
,

􏽢xk � 􏽢x
−
k + Kk zk − H􏽢x

−
k( 􏼁,

Pk � I − KkH( 􏼁P
−
k ,

(9)

where P−
k is the a priori estimation error of the system at time

k, pk is the estimation error of the system at time k, and Kk
indicates the Kalman gain of the system at time k. In the KF,
the Kalman gain is applied to adjust the state estimates;
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therefore, the estimation errors of the systems can converge
over time.

Other KF-related studies include that of Yim et al., who
used KNN to find the distance between the target and the
antenna and gave different weights to the EKF depending on
whether the target was located at a corner or not [15].

2.2. Adaptive-Network-Based Fuzzy Inference System. .e
ANFIS has the characteristic of neural network learning and
the advantage of the rules of a fuzzy inference system and
can thus process nonlinear and complex systems and
identify system rules. Figure 1 shows the framework of the
ANFIS, which consists of five layers. .e layers that com-
prise squares involve parameters, among which an optimal
parameter can be obtained in each layer through learning
adjustment. No parameters are involved in the layers
comprising circles. .e layers are explained as follows.

2.2.1. Layer 1: Input Layer

O
1
l � μAi

(x), (10)

where x is the input of A, and Ai is the ith semantic tag for
input A. μAi(x) is the membership function (MF) for the ith
semantic tag of input A. .e bell-shaped distribution is the
most frequently used MF that has values within the range of
0 to 1, as shown in (11):

μAi
(x) �

1
1 + x − ci/ai( 􏼁

2bi
, (11)

where ai, bi, and ci are parameters of the MF.

2.2.2. Layer 2: Rule Layer. .e firing strength of the fuzzy
rules is calculated using equation (12):

O
2
i � wi � μAi

(x) × μBi
(y), i � 1, 2. (12)

2.2.3. Layer 3: Normalization Layer

O
3
i � wi �

wi

w1 + w2
, i � 1, 2. (13)

2.2.4. Layer 4: Inference Layer. .e output of the normal-
ization layer is multiplied by the fuzzy rules to calculate the
result of each rule.

O
4
i � wifi � wi pix + qiy + ri( 􏼁, (14)

where fi is the ith rule, and pi, qi, and ri are parameters for the
ith rule.

2.2.5. Layer 5: Output Layer. .e weighted average of the
results of the inference layer is computed to be the output of
the ANFIS.

O
5
i � 􏽘 wifi �

􏽐 wifi

􏽐 wi

. (15)

.e parameters in each layer of the ANFIS are adjusted
using a hybrid learning algorithm. When the optimal pa-
rameter adjustment is achieved, the calculation efficiency of
the system and the output accuracy can be improved. Re-
lated studies using ANFIS include the following: Oliveira
et al. combined signal strength and Link Quality Indication
(LQI) to calculate distance and then used a fuzzy inference
system to find the target location [19]; Lee et al. applied the
parameters considered in the computational process to a
fuzzy inference system to generate a new filter, which was
then combined with a prototype filter to find the location of
the target [20]; and other related practical applications of the
relevant literature [21, 22].

3. Methods

3.1. Localization Algorithm Combining the Kalman Filter and
Adaptive-Network-Based Fuzzy Inference System. .e pro-
posed localization algorithm assumed that the relationship
between RSSI and distance remains the same in the same
environment with the same distance. In addition, the
concept of reference tag was used to identify the environ-
ment parameters suitable for the targeted object. .e al-
gorithm comprises four steps, as shown in Figure 2. .e
following section describes Figure 2. For more information,
please refer to the descriptions on pages 7–11.

First, considering the use of antennas to receive the
signal of the reference tag and the object to be measured, the
signal will be distorted by the influence of multipath during
the transmission process. .erefore, this study uses the
characteristics of the Kalman filter (KF) to eliminate the
noise during the transmission of the signal, so that the
received signal is clean. .e KF was then integrated with the
modified Friis free-space model to identify the relationship
between signals and distance. .rough the correction
learning of the ANFIS, the environment parameter suitable
for the target was yielded, which was then combined with the
modified WCG to determine the location of the target.

3.1.1. Kalman Filter. .e KF can filter noise caused by in-
terference in signal transmission; therefore, readers can
receive clean signals emitted by reference tags and the target
without interference. Because all of the reference tags and

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

x

f

y

A1

A2

B1

B2

N

N

w1 w1

w2 w2
w2 f2

w1 f1

x y

∏

∏

x y

∑

Figure 1: .e framework of ANFIS [18].
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targets used in this study were static, their states would not
change during the system conversion from the true state to
the observation state, except for being interfered with by
noise. .erefore, the prediction and measurement models of
the KF were simplified as equations (16) and (17):

sk+1 � sk + wk, (16)

zk � xk + vk, (17)

where

sk � RSSIrefk RSSItgtk
􏽨 􏽩

T
,

wk ∼ N(0, Q),
(18)

where Sk is the true state of the system at time k, RSSIrefk

represents the signal strength of a reference tag at time k,
RSSItgtk signifies the signal strength of the target at time k, wk

indicates the noise in the true state of the system at time k,
and Q is the variance of the true system state. However,
because the variation of the system’s true state cannot be
obtained easily, Q is typically excluded from the
consideration.

zk � RSSIref ,measure
k RSSItgt,measure

k
􏽨 􏽩

T
,

vk ∼ N(0, R),
(19)

where Zk is the observation state of the system at time k;
RSSIref ,measure

k is the observed signal of a reference tag at time
k; RSSItgt,measure

k represents the observed signal of a target at
time k; vk indicates the noise in the observation state of the
system at time k; and R denotes the variance of the ob-
servation state.

.e observation state of the system was used to predict
the estimate of the true state of the system, and the cor-
rection was performed to reduce errors in the estimate and
the actual value. .e initial estimate (􏽢s0) and error (P0) were
given, and iteration calculation was performed, as shown in
equations (20)–(24):

􏽢sk � 􏽢sk−1, (20)

P
−
k � Pk−1, (21)

Kk � P
−
k P

−
k + R( 􏼁

− 1
, (22)

􏽢sk � 􏽢s
−
k + Kk zk − 􏽢s

−
k( 􏼁, (23)

Pk � I − Kk( 􏼁P
−
k , (24)

where 􏽢s−
k is the a priori true state estimate of the system at

time k, 􏽢s−
k is the true state estimate of the system at time k, P−

k

signifies the a priori estimation error of the system at time k,
Pk indicates the estimation error of the system at time k, and
Kk is the Kalman gain of the system at time k.

3.1.2. Friis Free-Space Model. .e Friis free-space model is
the propagation path loss model obtained in a free space
based on the inverse square law, which assumes that RSSI is
inversely square proportional to distance (RSSI ∝ 1/d2).
However, the real environment is subject to the influence of
the multipath effect; in other words, the signals received by
readers frequently interfere. .erefore, the relationship
between signal values and distance is not inversely square
proportional. .us, the Friis free-space model was modified
to be

RSSI � RSSI􏽢d0

d􏽢d0

d
⎛⎝ ⎞⎠

n

, (25)

where RSSI􏽢d0
and d􏽢d0

are Pr (d0) and d0 in equation (25); and
n is the environment parameter, which varies according to
the change in environment and distance.

Moreover, when the environment and distance between
the transmitter and receiver are the same, the receiver
signal strength is influenced by various levels of interfer-
ence in signal transmission, causing changes in the value of
n. .us, this study employed reference tags to determine
the possible value of n in the environment. .e approach is
as follows:

Assume that I readers (i� 1, 2, . . ., I) and J reference
tags (j� 1, 2, . . ., J) were deployed in an indoor environ-
ment for localization. .e value of n was calculated as
follows:

Kalman
Filter

Friis Free
Space Model

RSSIref, clean

RSSItgt, clean
nij

ref

ANFIS Target
Prediction

RSSIref

RSSItgt RSSIref, clean
RSSIref, clean, nij

ref

RSSItgt, clean

ni
tgt

ni
tgt

(xt, yt)

Figure 2: .e framework of the proposed localization algorithm.
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RSSIref ,cleanij � RSSIclose
dclose

dij

􏼠 􏼡

nref
ij

,

⇒
RSSIref ,cleanij

RSSIclose
�

dclose

dij

􏼠 􏼡

nref
ij

,

⇒ log
RSSIref ,cleanij

RSSIclose
⎛⎝ ⎞⎠ � n

ref
ij log

dclose

dij

􏼠 􏼡,

⇒n
ref
ij �

log RSSIref ,cleanij􏼐 􏼑 − log RSSIclose( 􏼁

log dclose( 􏼁 − log dij􏼐 􏼑
,

(26)

where RSSIref ,cleanij represents the clean signal sent by the jth
reference tag and received by the ith reader, dij indicates the
distance between the ith reader and the jth reference tag, and
nref

ij is the value of n for the ith reader corresponding to the jth
reference tag.

3.1.3. Adaptive-Network-Based Fuzzy Inference System.
.is study applied the ANFIS to obtain the value of n for the
target connected to various readers..eANFISmodel involves
three input data, one output data, and five layers. .e input
data represented as RSSIcleani (i� 1, 2, 3) were clean signals
received by the ith reader. .e output data were the values of n
for readers corresponding to reference tags and the target.

(1) Input Layer. Each input involved threeMFs, which can be
expressed as follows:

O
1
l � μRSSIclean

il
(x), (27)

where μRSSIclean
il

(x) indicates the first MF of the clean signal
received by the ith reader. .e MF was a bell-shaped distri-
bution with values ranging from 0 to 1, as shown in (28), where
x is the input signal, and al, bl, and cl are MF parameters.

μRSSIclean(x) �
1

1 + x − cl/al( 􏼁
2bl

. (28)

(2) Rule Layer. .e firing strength of the fuzzy rules was
calculated as follows:

O
2
m � wm � μRSSIclean1a

(x) × μRSSIclean2b
(y) × μRSSIclean2c

(z), (29)

where m is the mth rule; a, b, and c are the semantic tags for
the first, second, and third readers, respectively; and
a� b� c� 1, 2, 3.

(3) Normalization Layer. .e firing strength of all rules
was normalized using (30).

O
3
m � wm �

wm

􏽐 wm

. (30)

(4) Inference Layer. .e output of the normalization
layer was multiplied with the fuzzy rules to calculate the
result of each rule.

O
4
m � wmfm � wm pmx + qmy + rmz + sm( 􏼁, (31)

where fm is the mth rule, and pm, qm, rm, and sm are pa-
rameters for the mth rule.

(5) Output Layer. .e results yielded in the inference
layer were summed to be the output value of the ANFIS.

O
5
1 � 􏽘 wmfm �

􏽐 wmfm

􏽐 wm

. (32)

.e clean signal of reference tags (RSSIref ,cleanij ) and the n
values for reference tags corresponding to various readers
(nref

ij ) were used as the input and output of training data in
the hybrid learning algorithm. Consequently, the optimal
ANFIS in the environment was employed to determine the
value of n (ntgt

i ) for the target corresponding to various
readers.

3.1.4. Calculation of the Target Location. .e n (ntgt
i ) ob-

tained using the ANFIS was incorporated in the modified
WCG as follows:

xt �
􏽐 xi/ RSSItgt,cleani􏼐 􏼑

n
tgt
i

􏽐 1/ RSSItgt,cleani􏼐 􏼑
n
tgt
i

,

yt �
􏽐 yi/ RSSItgt,cleani􏼐 􏼑

n
tgt
i

􏽐 1/ RSSItgt,cleani􏼐 􏼑
n
tgt
i

,

(33)

where (xt, yt) is the coordinate of the target; (xi, yi) is the
coordinate of the ith reader; and RSSItgt,cleani indicates the
clean signal sent by the target and received by the ith reader.

4. Experiment Evaluation

.is study aims to evaluate whether the proposed algorithm
meets the future operational requirements of the smart
factory through three practical experimental operations.
First, the proposed localization algorithm was verified to be
capable of generating a more accurate and stable localization
result. Second, the number of reference tags was adjusted to
examine whether the localization accuracy was influenced by
the number of reference tags used. Finally, the localization
environment was interfered with to demonstrate that the
proposed localization algorithm can generate the same lo-
calization results regardless of the interference.

4.1. Experimental Operation 1. .e first experiment was
conducted in a 20m× 10m smart factory environment, in
which three readers, six reference tags, and one target was
deployed, as shown in Figure 3. .e first experiment
comprised two parts. In the first part, the type and number of
MFs in the ANFIS in the proposed localization algorithm
were altered to determine the parameters that can generate
satisfactory localization outcomes. .e quality of the lo-
calization outcomes depended on the distance difference
between the actual location and the estimated location of the
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target given in equation (34) as well as the level of distance
difference.

E �

�����������������

x − xt( 􏼁
2

+ y − yt( 􏼁
2

􏽱

, (34)

where x and y denote the actual x-axis and y-axis coordinate
values for the target, and xt and yt are the estimated x-axis
and y-axis coordinate values for the target, respectively.

.e initial state of the system (􏽢s0) is zero, and the initial
covariance (P0) is 100. By setting the system observation
state and initial parameters, the Kalman gain during the
calculation process was adjusted and further used to identify
the true state of the system, enabling covariance
convergence.

.e localization algorithm proposed in this study cat-
egorized the MFs of the ANFIS into three types, namely,
triangular-shaped, bell-shaped, and Gauss curves. Two and
three MFs were adopted from each type for analysis.
.rough various combinations of the MFs, the environment
parameters that generated superior localization results and
were suitable for the target were calculated by employing the
MATLAB toolbox for the ANFIS. .e experimental results
are presented in Table 1.

.e standard deviations shown in Table 1 revealed that
the results generated using three MFs were more stable
compared with those generated using two MFs. Moreover,
among the three MF types, the average error produced by
the Gauss curve MF was the smallest, and the bell-shaped
MF produced optimal stability. Because the Gauss curve
and bell-shaped MFs had similar average errors, this study
adopted three bell-shaped MFs for the ANFIS parameter
setting. .e proposed localization algorithm was compared
with other frequently used algorithms, such as the
LANDMARC [23], WCG [24], ANFIS, and DV-Hop [25]
algorithms, and the comparison results are shown in
Table 2.

Figure 4 shows that the proposed localization algorithm
that combined the KF and ANFIS produced minimal lo-
calization errors, compared with other algorithms. .e
comparison presented in Table 2 revealed that the proposed
localization algorithm demonstrated optimal localization
stability.

.e localization results using LANDMARC, WCG, and
ANFIS algorithms contained a high number of errors and
lacked stability because these algorithms did not consider
possible interference in the signal propagation process or the
consequent signal distortion. .is study applied the concept
of reference tag and eliminated noise in the signal trans-
mission process by employing the KF. .e propagation path
loss model was then used to generate environment pa-
rameters, and the environment parameter that was most
suitable for the target was obtained using the ANFIS. .e
weighting method was finally adopted to determine the
location of the target..e experimental results indicated that
the proposed localization algorithm that combined the KF
and ANFIS can be applied to indoor localization.

4.2. Experimental Operation 2. By changing the number of
reference tags, the experiment in this experiment aimed to
verify whether the number of reference tags influenced the
localization results produced by the proposed localization
algorithm. .us, the number of reference tags was set as
three and six. .e experiment was conducted in a 5m× 6m
smart factory environment (Figures 5 and 6).

Table 3 indicates that the proposed localization algo-
rithm produced stable localization results regardless of using
three or six reference tags; however, the result obtained using
six reference tags was superior. .is can be explained as
follows: .e proposed localization algorithm applied the
ANFIS to calculate possible environment parameters. In the
calculation, the data of the reference tags were used as the
training data to identify the inference system suitable for the
environment. .erefore, using a high number of reference
tags, the possible environment parameters can be identified
easily, and accurate localization results can be obtained.

4.3. Experimental Operation 3. .e experimental results
obtained in the second experiment were used in experiment
3. An interference experiment was conducted in a
9m× 10m smart factory environment. Specifically, in a
localization environment, the transmission of signals was
interfered with by human walking. Subsequently, data were
analyzed to verify whether the proposed localization algo-
rithm can generate a localization result at a high level of

Table 1: .e average error in the combination of ANFIS pa-
rameters (cm).

Membership function
type

Number of membership functions
2 3

Average Std. Average Std.
Triangular-shaped 62.76251 12.74846 67.29013 1.973175
Bell-shaped 77.62174 32.32481 67.02678 1.448937
Gaussian curve 64.05828 24.10496 66.97818 2.119094
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Figure 3: .e experiment 1environment.
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accuracy and stability. .e third experimental environment
is shown in Figure 7.

Because the proposed localization algorithm applied the
KF to eliminate noise during the signal transmission process,

the interference of human walking did not cause the lo-
calization results to change significantly. Table 4 and
Figure 8 show that the tests with and without interference
produced similar average errors and stable localization
results.

In this study, we compared the proposed method with
the current common localization algorithms (LANDMARC,
WCG, ANFIS, and DV-Hop) operated in the smart factory
environment through experimental operation 1; the results
confirm that the proposed algorithm has significantly im-
proved the localization error and is relatively stable (lowest
value of standard deviation). Furthermore, experimental
operation 2 was used to verify whether the larger the number
of reference tags, the more it interferes with the accuracy of
localization in the smart factory environment; as a result, in
the smart factory environment, the more the number of
reference tags is in the proposed algorithm, the more likely it
is to find the possible interference parameters and to obtain
more accurate localization results. However, in the real-life
application, it is not possible to completely exclude the
interference of the movement of people on the positioning.
.erefore, in experimental operation 3, we verified whether
the interference of human movement on the signal trans-
mission affects the accuracy and stability of localization in
the smart factory environment. Overall, we conclude that

Table 2: .e comparison of localization algorithms in operational experiment 1 (cm).

Localization algorithm Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Ave. Std.
KF+ANFIS 66.27 67.38 64.41 66.83 68.74 67.08 68.47 67.03 1.45
LANDMARC 183.15 190.98 7.94 156.24 99.36 137.83 210.44 140.85 69.26
WCG 110.03 114.57 111.58 123.78 118.89 107.53 115.65 114.58 5.53
ANFIS 457.39 992.63 944.56 1005.2 451.21 107.75 438.15 628.12 351.78
DV-hop 150.86 145.85 146.85 146.86 152.86 152.86 146.86 149 3.08
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Figure 4: .e comparison of algorithms in experiment 1.

100, 100 295, 100

195, 460

180, 286

230, 203165, 203

225, 359

0

50

100

150

200

250

300

350

400

450

500

0 50 100 150 200 250 300 350
x-axis (cm)

y-
ax

is 
(c

m
)

Reader
Reference tag
Target

Figure 5: .e second experimental smart factory environment in
which three reference tags were used.
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Table 3: Comparison of results produced by using different numbers of reference tags in the second experiment (cm).

Number of reference tags Test 1 Test 2 Test 3 Ave. Std.
3 381.8165 380.849 381.6782 381.4479 0.523236
6 311.3723 311.1209 312.0504 311.5145 0.480825
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Figure 7: .e third experimental smart factory environment.

Table 4: Comparison of results produced in the smart factory environment with and without interference in the third experiment (cm).

Interference Test 1 Test 2 Test 3 Test 4 Test 5 Ave. Std.
With interference 69.6928 73.5907 72.4379 72.4057 71.1581 71.8571 1.4846
Without interference 69.046 72.423 68.206 69.9684 69.9193 69.9125 1.5786
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Figure 8: Comparison of errors produced in the smart factory environment with and without interference in the third experiment.
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regardless of the interference of signal transmission caused
by the movement of people, there is no effect on the po-
sitioning results in terms of average positioning error or
stability.

5. Conclusion

Traditional localization algorithms based on signal strength
cannot produce accurate localization results because of the
multipath effect..is study provides a practical contribution
by offering an adaptive tracking system with improved
tracking algorithms. .e system combines KF and ANFIS
and applies the concept of reference tags to a smart factory
environment. Compared with the positioning error derived
from the conventional ANFIS algorithm, the hybrid posi-
tioning algorithm (KF+ANFIS) provided in this study re-
duces the positioning error by up to 89% (�(628.12–67.03)/
628.12). Compared with other common localization algo-
rithms, including LANDMARC, WCG, and DV-Hop, the
localization error is also reduced by at least 50%. Specifically,
the KF was employed to eliminate noise in signal trans-
mission, and a propagation path loss model was adopted to
obtain the environment parameters in signal transmission.
.rough the learning of the ANFIS, the environment pa-
rameter most suitable for the target was generated and was
subsequently used in the weighting method to determine the
location of the target. .is technology can be applied not
only in smart factories but also in the marketing field. In
recent years, it has been proposed to provide local adver-
tising with the user’s location information. .is helps to
market products and services. .e contribution of this study
can improve the accuracy of indoor positioning and reduce
the provision of misinformation.

Moreover, this study involved experimenting in a real
environment for parameter setting, and the proposed lo-
calization algorithm was compared with other commonly
used localization algorithms. .e data analysis revealed that
the proposed localization algorithm can produce an accurate
and stable localization result superior to that produced by
others. In addition, experiments regarding the number of
reference tags and interference in a localization environment
were conducted in this study. .e experimental result
revealed that an increase in the number of reference tags can
cause an increase in localization accuracy. .e proposed
localization algorithm can produce stable localization results
with similar errors regardless of interference in the locali-
zation environment.

Although the results produced by the localization al-
gorithm proposed in this study still involved errors, a certain
level of stability was achieved. Future studies can identify the
stability errors in an environment to obtain an accurate
localization result. .e combination of various types and
numbers of MFs in the ANFIS can be used to improve the
accuracy of the localization result for self-propelled in-
spection robots, thereby effectively reducing the related
costs. .is location-based service technology can effectively
provide accurate equipment information that widely applies
in warehouse management, transportation, personnel
tracking, and medical care.
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As the Artificial Intelligence Internet of ,ings (AIoT)-based unmanned convenience stores stand out in an increasingly
challenging market, the consumer experience is more important than ever (Customer,ink, 2018). By employing new tech-
nologies, 7-Eleven, a leading chain convenience store in Taiwan, launched X-Store in 2018. While AIoT-based unmanned
technology can help solve the problem of manpower shortages in the future, a question arises: will people accept this new
technology for shopping? In view of this and based on the technology acceptance model (TAM), this study adds perceived risk as
another variable to explore the impact of perceived usefulness, perceived ease of use, and attitudes toward using unmanned
technology etc. factors on the purchase intentions of consumers in unattended convenience stores. ,e study further employs
SPSS software for reliability and validity analyses, descriptive statistics, multivariate analysis of variance (MANOVA), and
structural equation modeling (SEM) in order to explore the causal relationship among the variables herein. ,e main empirical
findings show that consumers’ perceived ease of use and perceived usefulness positively affect consumers’ attitudes towardmaking
purchases in X-Store, and via the moderating effect, perceived usefulness and attitudes toward X-Store consumption impact
consumers’ behavioral intention of purchasing products in X-Store. In addition, perceived risk has a significant moderating effect
on attitudes toward using X-Store and behavioral intentions. ,e empirical results also reveal that male consumers have sig-
nificantly greater perceived usefulness, perceived ease of use, attitudes toward using, and behavioral intentions in comparison with
female consumers. Finally, this study presents conclusions and recommendations based on the research results as reference for
unattended convenience store operators and follow-up researchers.

1. Introduction

With the decline of the fertility rate and human needs for
innovative development, smart technology is becoming
increasingly advanced. According to the Statistics Depart-
ment of the Ministry of Economic Affairs in 2019, there were
11,465 convenience stores in Taiwan, ranking second in the
world in density, with one convenience store for every 2,058
people on average. In addition, the turnover of convenience
stores hits TWD 331.6 billion NTD in 2019. It not only
maintains a positive growth for 20 consecutive years but also
expects to reach a new high this year [1]. At the end of 2016,

Amazon [2], the leading e-commerce company in the United
States, predicted a possible new look of retail stores in the
future; it launched “Amazon Go,” which ushered in a new
era for unmanned stores. As the development of unmanned
stores gathers momentum throughout the world, unmanned
technology has become a new trend in the future [3–6].

,e consumption experience that combines smart
technology with physical stores has already emerged; tra-
ditional cash transaction is transformed into online elec-
tronic payment with cash replaced by virtual currency. In
this context, the study aims to explore consumer behaviors
toward AIoT-based unmanned convenience stores and the
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factors that influence consumers to use them. Considering
unmanned convenience stores as a new technological model,
the study uses the technology acceptance model (TAM) as its
theoretical basis for it is widely accepted [7–10]. In addition,
the promotion of AIoT-based unmanned convenience stores
in Taiwan is slow in comparison with some countries.
,erefore, the variable perceived risk is added to this study
in order to explore whether consumption intentions of
consumers in Taiwan are affected by the aforementioned
factors when they are in AIoT-based unmanned conve-
nience stores.

A majority of Taiwanese consumers are highly depen-
dent on services of convenience stores. With the help of
innovative technology, AIoT-based unmanned convenience
stores are introduced by the leading convenience store chain
7-Eleven. Traditional convenience stores are still booming,
but the rise of X-Store seems to mark the transition of
Taiwan’s convenience stores. In this context, whether new
technology is accepted by the public when buying at con-
venience stores remains a question to be explored.

People must have perceived risks when they avail of the
convenience and the service provided by the rising X-Store.
Under this circumstance, it is unsure whether the existence
value of X-Store can be recognized by Taiwan’s consumers.
,erefore, this study employs TAM and the variable of
perceived risk. To be more specific, the objectives of this
study are as follows:

(a) To help investors figure out important concerns of
Taiwan’s customers that influence their behaviors
toward X-Store, the TAM is adopted to find out
whether customers’ feelings of the new technology
service provided by X-Store have a positive influence
on their attitude towards X-Store. It can be a ref-
erence for the future development of other un-
manned stores and help reduce potential resistance.

(b) ,is research aims to find out the extent to which
Taiwanese customers recognize AIoT-based un-
manned convenience stores after they gained an
understanding of the service provided by such stores
through watching a video.

(c) Which risks are the biggest concerns of Taiwanese
consumers? If these perceived risks exist, will they
influence the behaviors of Taiwanese consumers
toward unattended convenience stores?

2. Literature Review

2.1. Perceived Risk. According to Chen and Chen [11] and
Chen et al. [12], the quality of experience refers to the
psychological consequences produced by consumers’
participation in purchasing activities. It not only involves
the attributes of services provided by suppliers, but also
the psychological perception brought by consumers.
Bauer [13] first proposed the concept of perceived risk in
1990. He believes that unpredictable results may occur
when consumers make purchases, which are often neg-
ative. Cox further explained that perceived risk may be
derived from customers’ failure in meeting their

expectations. In addition, risks increase as the Internet is
widely used in marketing. Online selling can do better
than the traditional way of providing product descriptions
to meet customers’ visual and auditory satisfaction. It is
also a new way of virtual retailing. Information asym-
metry, inability to experience the product, and having no
direct feeling of a product and its features increase un-
certainty and make customers doubtful about shopping
websites. ,erefore, shopping online generates higher
perceived risks compared with traditional shopping at
physical stores.

In addition, Akaah and Korgaonkar [14] pointed out that
when shopping situation changes, the perceived risks of
customers also change. Stone and Grønhaug [15] define
perceived risks as “possible losses in pursuit of a desired
outcome.” Swaminathan et al. [16] proposed that the most
important thing in online shopping is transaction security.
Higher transaction security produces a lower level of per-
ceived risks and makes consumers more willing to make
purchases. ,erefore, the perceived risk is defined as “the
risks that consumers feel in transactions when they shop
online.” Forsythe and Shi [17] define the perceived risk of
online shopping as the expected loss of an online shopper
when he/she making a decision.

Based on the viewpoints of the above scholars, this study
defines the perceived risks of online shopping as the risk
assessment made by shoppers in order to pursue expected
results when they decide to shop online.,at is to say, people
change their decision based on their subjective cognition of
potential loss and risk. Risks mainly consist of six types,
namely, financial risk, performance risk, physical risk,
psychological risk, social risk, and time risk.

2.2. Unmanned Store. ,anks to the rapid growth of high-
end technologies such as the Internet of ,ings (IoT) and
artificial intelligence (AI), unmanned stores that feature
“Low-Touch Service” are brought to our daily lives [18]. ,e
technologies applied to the most commonly seen unmanned
stores can be classified into two categories: AI and IoT. AI
employs technologies such as biopayment, facial or bio-
logical recognition, vision sensor, and deep learning to
function as machines’ eyes and brains. Intelligent con-
sumption is achieved through identity confirmation and
automatic checkout, and customers can even directly “take
away” products. ,is model is followed by “Amazon Go” by
Amazon, the intelligent convenience store “Take Go” by
Hangzhou Wahaha Group Co., Ltd. and DeepBlue Tech-
nology (Shanghai) Co., Ltd., and the unmanned store that is
being tested and developed by the Industrial Technology
Research Institute. ,e second kind is IoT utilizes Radio
Frequency Identification (RFID) readers, barcode scanners,
sensors, and other technologies to check out. For example,
the Bingo Box, an unmanned convenience store developed
by RT-Mart and Auchan uses RFID technology; customers
choose products with RFID tags in the Bingo Box, after
which they can scan the product identification code, pay for
the products that they have chosen, and collect payments
automatically [19, 20].
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AI and IoTare two core technologies, and the third kind
of interactive use that integrates AI with IoT has emerged.
Taiwan’s X-Store and NEC mainly use the third technology.
,ey combine the third type of technology with the intel-
ligent identification system that can be used to identify
humans and items without much-complicated calculation or
installing a number of sensors. ,e combination makes this
technology connect humans, items, and consumption easily
and manage the whole shopping process.

In addition, vending machines have existed in the
market for a long time. Take the F5 Future Store as an
example; it is similar to a large vending machine. Robotic
arms are used to pick up items, and the biggest selling point
is that it sells fresh food products. Located in Wanhua
District, Taipei of Taiwan, the “O2O Unmanned Conve-
nience Store” of Green Taste also uses many vending ma-
chines to sell beverages and foods and customers are
required to use Easy Cards for recognition. In brief, un-
manned convenience stores mainly rely on AI and IoT
technologies such as vision sensors, facial or biological
recognition, deep learning, and RFID. ,e fundamental task
is to integrate and link various intelligent terminals and AI
platforms for data analysis and cloud solutions.

2.3. Technology Acceptance Model. ,e technology accep-
tance model (TAM), first proposed by Fred Davis [21] on the
basis of the theory of reasoned action, discusses the tech-
nology acceptance of a single consumer. It hopes to explore
the influences of external variables on users’ internal beliefs,
attitudes, and intentions with TAM and predict whether
intentions can change an individual’s behavior toward new
technology. In other words, the TAM holds that those who
insist that certain technology can improve work efficiency
and performance believe the technology is easy to operate,
and then their attitude toward using the technology will be
more favorable and positive. As a result, users’ willingness to
use the technology will be improved. ,erefore, numerous
studies have applied the technology acceptance model
(TAM) to the fields of information, finance, consumption,
research and development, etc. and have received remark-
able outcomes [22–26].

3. Research Method

3.1. Research Framework. ,is research centers on X-Store
which embodies a new technology concept of AIoT-based
unmanned convenience stores and uses the technology
acceptance model (TAM) as the theoretical basis to explore
users’ acceptance of emerging technology applications. ,is
study means to find out whether there are factors that affect
consumers’ decision-making. To answer this question, this
study collected data about moderating variables which may
affect people’s final decisions based on the literature; pre-
vious studies have revealed that perceived risks exert an
impact on users’ behavioral intentions and attitudes. Con-
sequently, this study sets perceived risk as the moderating
variable that influences consumers’ attitudes and behavioral
intentions to find out whether the variable would affect

people’s final decision-making. In addition, this study aims
to investigate consumers’ attitudes toward using X-Store and
their acceptance of it after they understood its overall op-
eration. ,e research framework is shown in Figure 1.

3.2. Research Hypothesis. Based on the research motivation
and objectives, the literature review, and research frame-
work, this study proposes hypotheses shown as follows.

3.2.1. ,e Effect of Perceived Ease of Use on Perceived
Usefulness. Benbasat and Dexter [27] and Davis and Ven-
katesh [28] pointed out that consumers’ perceived ease of
use for technology products increases their perceived use-
fulness. Shih [29] and Van der Heijden [30] also found that
when consumers think that a technology product is easy to
use, they will increase their recognition for the product.
Accordingly, the first hypothesis is proposed as follows:

H1: the higher the perceived ease of use is, the higher the
perceived usefulness will be.

3.2.2.,e Impact of Perceived Ease of Use on Attitudes toward
Using X-Store. Dishaw and Strong [31]; Moon and Kim
[32]; and Van der Heijden [30] pointed out that if consumers
find it easy to use a technology product, they will maintain a
positive attitude toward using it, which leads to the following
hypothesis:

H2: the higher the perceived ease of use is, the more
positive the attitudes toward using X-Store consumers will
have.

3.2.3. ,e Impact of Perceived Usefulness on Attitudes toward
Using X-Store. Perceived usefulness means that if users’
actual performance improves after using new technology,
they will generate a sense of recognition for it. According to
the studies of Hu et al. [33]; Dishaw and Strong [31]; and
Bruner II and Kumar [34], if users feel that their work ef-
ficiency improves or they achieve better performance after
using a technology product, they will recognize its useful-
ness.,is also has a positive impact on their attitudes toward
using it. In this respect, a hypothesis is proposed as follows:

H3: the higher the degree of perceived usefulness of
X-Store, the more favorable the attitude toward using
X-Store consumers will have.

3.2.4. ,e Effect of Perceived Usefulness on Behavioral
Intentions. According to the studies of Hu et al. [33];
Dishaw and Strong [31]; and Bruner II and Kumar [34], if
users feel that what they expected to do improves after using
a technology product, their intentions to use this product
will also be improved. In this aspect, the following hy-
pothesis is proposed:

H4: the higher the perceived usefulness users have for
X-Store, the higher their behavioral intentions to visit it
again.
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3.2.5. ,e Impact of Attitudes toward Using X-Store on
Behavioral Intentions. According to the studies of Hu et al.
[33]; Moon and Kim [32]; Van der Heijden [30]; and Bruner
II and Kumar [34], if users have a positive feeling toward
what they expect to do after using a technology product, they
will use the product more in the future, which leads to the
following hypothesis:

H5: the more positive the attitudes toward using X-Store
users take, the higher their behavioral intention will be.

3.2.6. Moderating Effects of Perceived Risks, Attitude toward
Using X-Store, and Behavioral Intentions. Featherman and
Pavlou [35] pointed out in their e-commerce research that
perceived risk has a negative effect on perceived usefulness.
In addition, Sönmez and Graefe [36] found that perceived
security and risk (perceived risks) push people to avoid
traveling rather than planning another tour. ,e following
hypothesis is proposed accordingly:

H6: the perceived risk has a moderating effect on users’
attitudes toward and behavioral intentions of using X-Store.

4. Data Analysis

According to the research framework and research hy-
potheses proposed in previous sections, this study adopted a
questionnaire survey to collect data and used SPSS, de-
scriptive statistical analysis, and theMANOVA for reliability
and validity analysis. Moreover, the SEMwas used to analyze
the causal relationship between variables in the research
framework.

4.1. Questionnaire Collection. ,is study used the conve-
nience sampling method to collect important data from
online questionnaires. ,e research participants were con-
sumers who had gone to convenience stores in Taiwan. ,e
questionnaires were measured by a five-point Likert scale.
,e higher score respondents provide also means a higher
degree to which they agree with the items. In order to ensure
that the respondents were all Taiwanese consumers and the
items were definite, this research used the Google online
questionnaires that were distributed in private groups of the
application Line. ,e data were collected from February 1,
2019, to March 28, 2019. During this period, a total of 249

copies were issued with 249 valid questionnaires returned.
,e effective questionnaire recovery rate was 100%. ,e
collected data are sufficient for the required samples to be
tested in this study.

4.2. Reliability and Validity Analysis of Formal Survey. In
order to guarantee the questionnaire reliability and validity,
this study conducted the reliability and validity analysis on
249 valid questionnaires. In this study, the questionnaire
reliability and validity are evaluated with Cronbach’s α value
and exploratory factor analysis. According to Hair et al. [37],
if Cronbach’s α value is greater than 0.7, it indicates the high
internal consistency which can be called as high reliability.
Kerlinger [38] proposed that the correlation coefficient of
item to total is required to meet the decision criteria of being
greater than 0.5. ,is study results show that Cronbach’s α
value and correlation coefficients of all dimensions meet the
criteria; as a result, the overall questionnaire reliability of this
study is good (see Table 1).

As for validity analysis, the exploratory factor analysis
(EFA) was used to verify the questionnaire convergent
validity. ,e factors with the characteristic values greater
than 1 are extracted by the principal component analysis. By
the varimax rotation analysis, it is learnt that the variables
under the 5 dimensions, such as perceived ease of use,
perceived usefulness, perceived risks, attitudes toward using
X-Store, and behavioral intentions, can be classified into the
same factors. ,e factor loadings of all variables in all the
factors are larger than 0.5, and the cumulative explained
variances of all the factors are larger than 50%, which in-
dicates that all the questionnaire dimensions have the
convergent validity (see Table 1).

,is study evaluated the reliability and the validity based
on the two indexes which are the composite reliability (CR)
of latent variables and the average variance extracted (AVE)
of latent variables. ,e decisions are made on the principle
that the CR value is greater than 0.6 and the AVE value is
greater than 0.5 [39].,e values of composite reliability (CR)
of latent variables in all factors are between 0.911 and 0.944
and larger than 0.6, indicating that all the dimensions of this
study have good internal consistency. ,e average variance
extracted (AVE) of latent variables is ranged from 0.598 to
0.848, which is larger than 0.5 and meets the ideal value,

Perceived
usefulness

Perceived 
risks

Behavioral 
intentions

Attitudes
toward using 

X-Store

Perceived
ease of use

H1

H2

H3

H4

H5

H6

Figure 1: Research framework.
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Table 1: Reliability and validity analysis of formal survey (n� 249).

Construct Measurement items
Item-to-total
correlation
coefficient

Factor
loading Eigenvalue

Cumulative
explained
variation %

Cronbach
α value

Component
reliability
(CR)

Average
variance
extracted
(AVE)

Perceived
ease of use

I think shopping at the X-Store
would not expend much of my

energy
0.880 0.947

2.676 89.210 0.940 0.940 0.838I think shopping at the X-Store
can be easy 0.878 0.946

I think the facilities and
services at the X-Store are easy

to use
0.865 0.940

Perceived
usefulness

Using X-Store can improve my
shopping convenience 0.898 0.955

2.693 89.767 0.943 0.944 0.848Using X-Store can improve my
shopping efficiency 0.877 0.946

Shopping in the X-Store is
good for me 0.868 0.941

Perceived
risks

I have no confidence in the
operation of the facilities or
services provided by the X-

Store

0.833 0.889

4.672 68.023 0.921 0.911 0.598

I am concerned that the
products or services provided
by the X-Store are not meeting

my expectations

0.786 0.855

I may feel uneasy about making
purchases in an X-Store

without clerks
0.787 0.854

I would worry that the value of
the product or service provided
by the X-Store is not in line

with my expectations

0.775 0.842

I would worry that the services
provided by the X-Store would
not work properly and cause

financial losses

0.719 0.790

I would worry that the facial
recognition system of X-Store
would not work properly and
make me not be able to enter
and exit the store smoothly

0.697 0.775

I would worry about the
property loss caused by theft of
data or passwords when using

the X-Store’s automatic
checkout system

0.683 0.760

Attitudes
toward using
X-Store

I like the concept of X-Store 0.870 0.944

2.602 86.734 0.923 0.925 0.803
I think using X-Store is a good

idea 0.836 0.927

I think making purchases at X-
Store is a wise decision 0.828 0.923

Behavioral
intentions

,e shopping experience
provided by X-Store will
increase my willingness to

make purchases in it

0.883 0.951

2.591 86.369 0.921 0.939 0.838I may use X-Store frequently in
the future 0.823 0.921

If I have the opportunity, I will
use X-Store 0.814 0.916

Mathematical Problems in Engineering 5



indicating that all the dimensions have the convergent
validity (see Table 1).

4.3. Narrative Statistics of Taiwanese Consumers’ Perceived
Ease of Use, Perceived Usefulness, Perceived Risks, Attitudes
toward Using X-Store, and Behavioral Intentions. ,e first
question that this study aims to explore is the important
factors affecting Taiwanese consumers’ behaviors in the
X-Store. In Table 2, to collect data about the Taiwanese
consumers’ perceived ease of use, perceived usefulness,
perceived risks, attitudes toward using the store, and be-
havioral intentions of consumer behaviors in the X-Store,
SPSS was used to perform descriptive statistical analysis.
According to the averages of the intention, a higher score
represents more attention.

(1) How Taiwanese consumers feel whether the facilities
in X-Store are easy to operate is shown in Table 2, the
mean for the item “I think shopping at the X-Store
can be easy” is the highest 3.8313 (SD� 1.1197) while
the item “I think the facilities and services at the
X-Store are easy to use” had the lowest mean 3.6426
(SD� 1.1309). It can be seen that most Taiwanese
consumers had not found it relaxing and easy to use
the facilities at the X-Store and their attitudes toward
using its services remained relatively neutral.

(2) Taiwanese consumers’ views on whether the facil-
ities at the X-Store are useful are shown in Table 2.
,e mean of the item “using X-Store can improve
my shopping convenience” is the highest 3.6225
(SD� 1.1154) while the item “shopping in the
X-Store is good for me” had the lowest mean 3.5422
(SD� 1.1213). It can be seen that most Taiwanese
consumers do not particularly enjoy the conve-
nience of shopping at the X-Store nor do they have a
strong feeling of assistance given by the devices at
the store.

(3) How Taiwanese consumers feel about the potential
risks when they make purchases at the X-Store is
shown in Table 2. ,e mean of the item “I would
worry about the loss of property caused by theft of
data or passwords when using the X-Store’s auto-
matic checkout system” is the highest 3.7791
(SD� 1.1826), and the mean of the item “I have no
confidence in the operation of the facilities or ser-
vices provided by the X-Store” is the lowest 3.0522
(SD� 1.1576) It can be seen that most Taiwanese
consumers pay much attention to financial security
and maintain a relatively neutral attitude toward the
services provided by X-Store.

(4) Whether the facilities and services provided by the
X-Store have a positive impact on Taiwan con-
sumers’ attitudes toward using X-Store is shown in
Table 2. ,e item “I think using X-Store is a good
idea” has the highest mean 3.8353 (SD� 1.0930)
while the item “I think spending at X-Store is a
wise decision” 3.5542 (SD� 1.0463) has the lowest
mean. It can be seen that although most Taiwanese

consumers thought that the X-Store idea is good,
most consumers did not significantly feel that
X-Store makes their life more convenient.

(5) In terms of whether the facilities and services pro-
vided by the X-Store have a positive impact on the
behavioral intentions of Taiwanese consumers, as
shown in Table 2, the item “if I have the opportunity,
I will use X-Store” has the highest mean 3.9398
(SD� 1.1361) while the item “I may use X-Store
frequently in the future” has the lowest mean 3.5181
(SD� 1.1573). It can be seen that most consumers are
less willing to use the services provided by the
X-Store or do not intend to use X-Store frequently in
the future. ,e mean of the item “if I have the op-
portunity, I will use X-Store” has the highest mean.
,is may happen because most consumers are
willing to have a try before actually experiencing
shopping in the X-Store.

4.4. Multivariate Analysis of Variance. ,e second question
that this study aims to explore is how many Taiwanese
consumers recognize AIoT-based unmanned convenience
stores after learning about the latest technological services
provided by such stores. As shown in Table 3, to figure out
the differences from the perspective of gender, this study
uses multivariate analysis of variance (MANOVA) to know
the means and significance between different factors to
analyze the degree to which consumers recognize perceived
ease of use, perceived usefulness, perceived risk, attitude
toward using, and behavioral intention between male and
female research participants.

4.4.1. Perceived Usefulness. As shown in Table 3, the P values
of the following factors are all less than 0.05, which suggests a
level of significance. According to the means for gender,
male participants’ means of perceived usefulness are all
greater than those of female respondents.,e research result
shows that male respondents have a higher level of recog-
nition for the services provided by X-Store than female
participants.

4.4.2. Perceived Ease of Use. As shown in Table 3, the P

values of the following factors are all less than 0.05, which
indicates a level of significance. According to the means of
male and female participants, the averages of male perceived
ease of use are all greater than those of female respondents.
,e study result shows that male respondents tend to find
X-Store devices relatively easier to use than female
participants.

4.4.3. Perceived Risk. As shown in Table 3, most of the
means of male perceived risk are less than those of female
participants. ,e study result suggests that men relatively
care less about the potential risks of shopping at the X-Store
than women. ,e P value of male perceived risks is less than
0.05, which indicates a level of significance.
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4.4.4. Attitude toward Using. As shown in Table 3, the P

values of the following factors are all less than 0.05, indi-
cating a level of significance.,emeans of male respondents’
attitudes toward using X-Store are all greater than those of
female respondents.,e study result suggests that the degree
to which men recognize X-Store is relatively higher than that
of women.

4.4.5. Behavioral Intention. As shown in Table 3, the P

values of the following factors are all less than 0.05, which
indicates a level of significance. ,e means of male re-
spondents’ behavioral intentions are all greater than those of
female respondents. ,e study result suggests that men are
relatively more willing to revisit X-Store in the future than
women.

4.5. Structural Equation Modeling. ,e third aim of this
study is to find out what kinds of potential risks Taiwanese
consumers regard the most important. If these perceived
risks exist, it is worth to explore whether they will have an
effect on the consumption behaviors of Taiwan consumers
towards unattended convenience stores. In this section, the
structural equation modeling (SEM) is used to test hy-
pothesis 1 to 6.

4.5.1. Offending Estimates Verification. ,emeasured values
of the structure model of this study are shown in Table 4.,e

standard error is between 0.065 and 0.316, and there is not
much standard error; the error variance of measurement is
between 0.133 and 0.895, and there is no negative error
variance. In addition, the standardized regression coefficient
value in the model is between 0.059 and 0.943, and none
exceeds 0.95, indicating that the structural model of this
study does not violate the estimation.

4.5.2. Confirmatory Factor Analysis. In order to confirm the
efficiency of measuring dimensions, this study carried out
the confirmatory factor analysis (CFA) with AMOS software
on the measurement models of 5 dimensions such as per-
ceived ease of use to AIoT-based unmanned convenience
stores, perceived usefulness, perceived risk, attitude to use,
and behavioral intentions. According to the model proposed
by Carmines and MacIver [40], the fit indicators shall meet
the ideal standard; thereinto, the ratio between chi-square
value and degree of freedom is no more than 3, RMSEA is
less than 0.05, and the values of GFI, AGFI, NFI, RFI, and
CFI are greater than 0.9 [41, 42]. ,e results show that,
among the fit indicators of the measurement model, the
value of χ2/df is 1.960, the value of GFI is 0.902, the value of
AGFI is 0.983, the value of NFI is 0.949, the value of RFI is
0.937, the value of CFI is 0.974, and the value of RMSEA is
0.059, except for the chi-square value affected by the sample
size, indicating that the fitness of all the measurement
models reaches the acceptable range.,erefore, in this study,
the fitness of the measurement model is good, representing

Table 2: ,e mean value and standard deviation of measurement items.

Construct Measurement items Mean
value

Standard
deviation

Perceived ease of use
I think shopping at the X-Store would not expend much of my energy 3.7912 1.1019

I think shopping at the X-Store can be easy 3.8313 1.1197
I think the facilities and services at the X-Store are easy to use 3.6426 1.1309

Perceived usefulness
Using X-Store can improve my shopping convenience 3.6225 1.1154
Using X-Store can improve my shopping efficiency 3.5462 1.1738

Shopping in the X-Store is good for me 3.5422 1.1213

Perceived risks

I have no confidence in the operation of the facilities or services provided by the
X-Store 3.0522 1.1576

I am concerned that the products or services provided by the X-Store are not meeting
my expectations 3.1847 1.1350

I may feel uneasy about making purchases in an X-Store without clerks 3.2530 1.2461
I would worry that the value of the product or service provided by the X-Store is not

in line with my expectations 3.2932 1.2042

I would worry that the services provided by the X-Store would not work properly and
cause financial losses 3.5020 1.2152

I would worry that the facial recognition system of X-Store would not work properly
and make me not be able to enter and exit the store smoothly 3.5783 1.1618

I would worry about the property loss caused by theft of data or passwords when
using the X-Store’s automatic checkout system 3.7791 1.1826

Attitudes toward using
X-Store

I like the concept of X-Store 3.8273 1.0991
I think using X-Store is a good idea 3.8353 1.0930

I think making purchases at X-Store is a wise decision 3.5542 1.0463

Behavioral intentions

,e shopping experience provided by X-Store will increase my willingness to make
purchases in it 3.6546 1.1748

I may use X-Store frequently in the future 3.5181 1.1573
If I have the opportunity, I will use X-Store 3.9398 1.1361
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that this measurement index has the construct validity and
the measurement efficiency (as shown in Table 5).

4.5.3. Linear Structure Model Analysis. In this study, AMOS
software was used to analyze the linear structural rela-
tionship model, in order to understand the causality and
correlation between variables. According to Forza and Fil-
ippini [43], the good model should meet the following: GFI,
RFI, AGFI, NFI, and other indicators should be greater than
0.8, CFI value should be greater than 0.9 [44], RMSEA value
should be less than 0.05 [45], the measurement standard of
χ2/df≦ 3 [46] is used as the criterion for checking the
suitability of the model.

,e analysis results show that this study χ2 is 255.277,
the degree of freedom is 138, P value is 0.00, χ2/df is 1.850,
GFI is 0.903, AGFI is 0.986, NFI is 0.950, RFI is 0.938, CFI is
0.976, and RMSEA is 0.059. Except that the chi-square value
affected by the sample size does not meet the adaptation

standard, this result meets the good model standard pro-
posed by scholars, so the structural model suitability is better
(as shown in Table 5).

4.5.4. Hypothesis Testing. ,rough the overall model pa-
rameter estimation analysis, as shown in Table 4, the veri-
fication results of each hypothesis are as follows:

(1) H1: perceived ease of use has a positive impact on
perceived usefulness with a standardized coefficient
of 0.928 and T value greater than 1.96 (T val-
ue� 9.588), which supports H1. ,erefore, if con-
sumers feel that new technology products are easy to
use, they will recognize their usefulness.

(2) H2: perceived ease of use has a positive impact on the
attitude of X-Store users with a standardized coef-
ficient of 0.535 and T value greater than 1.96 (T
value� 3.654), which supports H2. ,erefore, if

Table 3: MANOVA for perceived ease of use, perceived usefulness, perceived risks, attitudes toward using, and behavioral intentions.

Item Factor
Gender

F
value

P

valueMale
N� 88

Female
N� 161

Perceived ease of
use

Pillai’s trace� 0.046 4.0568 3.6000 3.959 0.009Wikls’ lambda� 0.954
It will not take me much time to shop at the X-Store 4.1250 3.6708 9.691 0.002

It is easy for me to shop at the X-Store 4.0795 3.6635 9.646 0.002
Overall, the devices and services at the X-Store are easy to use for me 3.9659 3.4658 11.601 0.001

Perceived usefulness

Pillai’s Trace� 0.036 3.8296 3.4286 3.012 0.031Wikls’ lambda� 0.964
X-Store can improve my shopping convenience 3.8523 3.4969 5.890 0.016
X-Store can improve my shopping efficiency 3.8182 3.3975 7.499 0.007

Overall, shopping at the X-Store is good for me 3.8182 3.3913 8.496 0.004

Perceived risk

Pillai’s trace� 0.071 3.2490 3.3931 2.624 0.013Wikls’ lambda� 0.929
I do not have much confidence in the normal operation of X-Store’s

facilities and services 3.4091 3.5528 0.795 0.373

I worry that the products and services at the X-Store do not meet my
expectation 3.4545 3.2050 2.459 0.118

I may feel nervous when shopping at self-service X-Store that has no clerk 3.6477 3.8509 1.685 0.196
I worry that the value of the products and services in the X-Store do not

meet my expectation 3.2386 3.2609 0.018 0.893

I worry about financial losses because the services at the X-Store may not
work well 3.1364 3.2112 0.246 0.620

I worry that I cannot enter and exit the store freely due to the potential
failure of the store’s facial recognition system 3.0114 3.0745 0.169 0.681

I worry about financial losses because my data and password may be stolen
when I am using the automatic checkout system at the X-Store 3.5455 3.5963 0.108 0.742

Attitude toward
using X-Store

Pillai’s trace� 0.045 3.9583 3.5652 3.853 0.010Wikls’ lambda� 0.955
Overall, I like the idea of X-Store 4.2386 3.7764 9.752 0.002

I think it is a good idea to shop at the X-Store 3.8636 3.5404 4.366 0.038
I think it is a wise decision to shop at the X-Store 3.7727 3.3789 6.742 0.010

Behavior intention

Pillai’s trace� 0.038 3.9773 3.6087 3.196 0.024Wikls’ lambda� 0.962
,e consumption experience provided by X-Store will increase my

willingness to make purchases from the store 4.0568 3.7143 5.694 0.018

I will probably visit X-Store frequently in the future 3.7614 3.4410 5.429 0.021
I would like to shop at X-Store if I get a chance 4.1136 3.6708 9.556 0.002
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Table 4: Overall model parameter estimation table.

Path
Standardized
regression
coefficient

Standard
error

T
value

P

value
Error

variance

Squared
multiple

correlation

H1: perceived usefulness <--- Perceived ease of
use 0.928 0.260 9.588 ∗∗∗ 0.153 0.861

H2: attitudes toward using X-Store <--- Perceived ease of
use 0.535 0.272 3.654 ∗∗∗

0.256 0.711
H3: attitudes toward using X-Store <--- Perceived

usefulness 0.323 0.101 2.222 ∗

H4: behavior intention <--- Perceived
usefulness 0.175 0.065 2.930 ∗∗

0.133 0.881
H4: behavior intention <--- Attitudes toward

using X-Store 0.788 0.171 7.170 ∗∗∗

H4: behavior intention <--- Perceived risks -0.059 0.082 -2.078 ∗ 0.548 0.000
I think shopping at the X-Store would not
expend much of my energy <--- Perceived ease of

use 0.912 0.245 18.572 ∗∗∗ 0.211 0.831

I think shopping at the X-Store can be easy <--- Perceived ease of
use 0.921 0.240 18.893 ∗∗∗ 0.184 0.848

I think the facilities and services at the X-Store
are easy to use <--- Perceived ease of

use 0.914 0.247 18.660 ∗∗∗ 0.209 0.836

Using X-Store can improve my shopping
convenience <--- Perceived

usefulness 0.938 0.150 11.675 ∗∗∗ 0.150 0.880

Using X-Store can improve my shopping
efficiency <--- Perceived

usefulness 0.909 0.156 11.380 ∗∗∗ 0.239 0.826

Shopping in the X-Store is good for me <--- Perceived
usefulness 0.915 0.146 11.596 ∗∗∗ 0.201 0.838

I have no confidence in the operation of the
facilities or services provided by the X-Store <--- Perceived risks 0.616 0.316 10.457 ∗∗∗ 0.895 0.380

I am concerned that the products or services
provided by the X-Store are not meeting my
expectations

<--- Perceived risks 0.778 0.291 14.517 ∗∗∗ 0.582 0.606

I may feel uneasy about making purchases in an
X-Store without clerks <--- Perceived risks 0.618 0.310 10.517 ∗∗∗ 0.860 0.382

I would worry that the value of the product or
service provided by the X-Store is not in line
with my expectations

<--- Perceived risks 0.838 0.290 16.065 ∗∗∗ 0.459 0.703

I would worry that the services provided by the
X-Store would not work properly and cause
financial losses

<--- Perceived risks 0.900 0.253 18.020 ∗∗∗ 0.245 0.809

I would worry that the facial recognition system
of X-Store would not work properly and make
me not be able to enter and exit the store
smoothly

<--- Perceived risks 0.924 0.253 18.686 ∗∗∗ 0.194 0.855

I would worry about the property loss caused by
theft of data or passwords when using the X-
Store’s automatic checkout system

<--- Perceived risks 0.675 0.297 11.773 ∗∗∗ 0.732 0.455

I like the concept of X-Store <--- Attitudes toward
using X-Store 0.864 0.158 14.343 ∗∗∗ 0.302 0.746

I think using X-Store is a good idea <--- Attitudes toward
using X-Store 0.901 0.149 15.255 ∗∗∗ 0.207 0.811

I think making purchases at X-Store is a wise
decision <--- Attitudes toward

using X-Store 0.923 0.157 15.523 ∗∗∗ 0.178 0.852

,e shopping experience provided by X-Store
will increase my willingness to make purchases
in it

<--- Behavioral
intentions 0.943 0.162 10.088 ∗∗∗ 0.140 0.889
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consumers feel that new technology products are
easy to use, they will hold a positive attitude toward
using them.

(3) H3: perceived usefulness has a positive impact on the
attitude of X-Store users toward using it with a
standardized coefficient of 0.323 and T value greater
than 1.96 (T value� 2.222), which supports H3.
,erefore, if consumers feel that new technology
products have a positive impact on the way they
finish a task, they will take a positive attitude towards
using them.

(4) H4: perceived usefulness has a positive impact on
the behavioral intention of X-Store users with a stan-
dardized coefficient of 0.175 and T value greater
than 1.96 (T value� 2.930), which supports H4.
,erefore, if consumers feel that new technology
products exert a positive impact on the way they
finish a task, they are more likely to use them again.

(5) H5: the attitude of X-Store users has a positive effect
on their behavioral intention with a standardized
coefficient of 0.788 and T value greater than 1.96
(T value� 7.170), which supports H5. ,erefore, if
consumers take a positive attitude towards new
technology products, their behavioral intention will
also be positive.

(6) H6: perceived risk has a disturbing effect on X-Store
users’ attitudes and behavioral intentions. ,e path
coefficient of perceptual risk on usage attitude and
behavioral intention is −0.059, and the t value is
−2.078 reaching a significant level. ,is result

supports H6, showing that perceptual risk has a
negative impact on behavioral intention. In other
words, the higher the perceived risk, the lower the
consumer’s intention to act on this new technology
product.

5. Conclusions and Suggestions

5.1. Research Found. ,is study aims to explore the rela-
tionship between Taiwan consumers’ perceived usefulness,
perceived ease of use, perceived attitude, behavioral inten-
tion, and perceived risk for using X-Store. ,e study finds
that the means for most of the factors and items are less than
4.0 while the means of the factors and items for female
respondents are all less than 4.0. Regarding the payment, the
most common payment method is cash payments for 178
respondents (71.5%), followed by i-cash cards for 27 re-
spondents (10.8%), credit cards for 16 participants (6.4%),
mobile payments for 24 participants (9.6%), and other
methods of payment for 4 participants (1.6%).

Moreover, research results show that consumers’ cog-
nitive process towards X-Store conforms to the technology
acceptance model. ,e perceived ease of use and perceived
usefulness of consumers do have a positive effect on their
attitude toward using the X-Store; the perceived usefulness
and attitude toward using the X-Store of consumers have a
positive impact on their behavioral intention of shopping at
X-Store. Also, the perceived usefulness and perceived ease of
use of consumers can also positively influence the behavioral
intention of consumers visiting X-Store through their atti-
tude toward using X-Store.

Table 5: ,e goodness-of-fit of the measurement and structural model.

Fit indices Criteria Measurement model Structural model

Absolute fit index

x2 ,e smaller the better (P≥ α值) 278.104 (P � 0.004) 255.277 (P � 0.000)
x2/df <3, 1∼5 1.960 1.850
CFI >0.9 0.902 0.903
AGFI >0.9 0.983 0.986
RMR <0.08 0.037 0.010
SRMR <0.08 0.074 0.074
RMSEA <0.08 0.067 0.059

Incremental fit index

NFI >0.9 0.925 0.950
NNFI >0.9 0.958 0.971
CFI >0.9 0.962 0.976
RFI >0.9 0.937 0.938
IFI >0.9 0.970 0.976

Streamline and adapt indicators PNFI >0.5 0.765 0.767
PGFI >0.5 0.674 0.656

Table 4: Continued.

Path
Standardized
regression
coefficient

Standard
error

T
value

P

value
Error

variance

Squared
multiple

correlation

I may use X-Store frequently in the future <--- Behavioral
intentions 0.878 0.148 10.623 ∗∗∗ 0.310 0.772

If I have the opportunity, I will use X-Store <--- Behavioral
intentions 0.924 0.164 9.901 ∗∗∗ 0.190 0.853
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Furthermore, the study finds that the perceived risk has a
significant moderating effect on consumers’ behavioral in-
tention of visiting X-Store. Male consumers have a lower
extent to which they recognize perceived risks in comparison
with female consumers, but they have significantly greater
perceived usefulness, perceived ease of use, attitude toward
using, and behavioral intentions than female consumers.

5.2. Research Limitations. ,ere are only two X-Stores in
Taiwan, and they are both located in Northern Taiwan.
Under this circumstance, it is difficult to interview those who
have visited X-Store. ,at is why research participants were
required to watch a video before answering the question-
naires to know more about the services provided by X-Store.
,is is a limitation of this research.

5.3. Suggestions for Future Management. Based on the
conclusions of this empirical study, the following sugges-
tions are proposed for reference of unattended convenience
store operators and future research.

5.3.1. Promote the i-cash 2.0 Card or Develop Other Electronic
Payment Methods. Most of the study participants are female
consumers. Research results show that most consumers are
accustomed to paying in cash (70%) while those who use
i-cash 2.0 cards only account for around 10%. ,erefore, if
X-Store is promoted in the future, i-cash 2.0 cards should be
popularized or other electronic payment methods should be
developed. In addition, in order to popularize the electronic
payment and make consumers accept it, the diversity and
security of i-cash 2.0 cards or the development of other
electronic payment methods should be considered, so that it
can attract more consumers.

5.3.2. Diversifying Payment Methods. Taiwan’s citizens have
been used to various services provided by convenience stores
and cash payments. If only i-cash cards are accepted, con-
sumers without i-cash cards will not be able to make pur-
chases. ,is problem can be solved by diversifying payment
methods such as mobile payment and cash payment.

5.3.3. Rolling Out New Services. If we want to promote
AIoT-based unmanned convenience stores, we cannot
simply offer a few basic services. At present, the services
provided by X-Store are far fewer than those provided by
current convenience stores. Without improving its services,
consumers’ willingness to shop at X-Store will definitely
decline.
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,e questionnaire survey data used to support the findings
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In this study, the authors aimed to realize a smart home using an AI model that can be integrated with the Laboratory Virtual
Instrument Engineering Workbench (LabVIEW) application to realize environment control. -e collected input data were
outdoor temperature, indoor temperature, humidity, illumination, and indoor person count. -e output control decisions
included control of air conditioners, dehumidifiers, power curtains, and lights. An artificial neural network was utilized to process
the input data for machine learning for the objective of achieving a comfortable environment. In addition, the control decision
predictions made by this AI model were analyzed for model loss and model accuracy. -is study implemented the model.
Specifically, LabVIEW was used to design the sensing component, data display, and control interface, and Python was used to
establish the intelligent model. Moreover, by using the web publishing tool built into LabVIEW, remote sensing and control were
fulfilled in this implementation.

1. Introduction

Common household items can be transformed into smart
devices through sensors. -is idea inspires the use of AI
models to overcome the problems associated with con-
trolling various appliances in smart homes. With the de-
velopment of the social economy and the rapid increase in
the variety of people’s needs, many appliances can be found
in a typical household. However, it remains difficult to
manage and control these appliances, while fulfilling
households’ needs for comfort, health, energy reduction, and
security, through, for example, automatic temperature
control and security over the control of devices. When such
appliances use artificial intelligence to realize remote and
environmentally aware automated control, user comfort is
improved significantly [1–3]. A few scientific works [4, 5]
have described the development of “smart homes” through
machine learning technologies, and some of the practical
implementations of this idea, such as that by Salhi, use
machine learning algorithms to realize the early detection of
gas leakage and for the control of appliances in smart homes.

Casaccia proposed a system composed of domestic sensors
and machine learning algorithms to measure users’ well-
being.

-e Internet of -ings uses multiple sensors to detect
temperature, light, sound, and motion, all of which act as
different data sources. Because massive amounts of data are
involved, machine learning can be applied to existing home
automation systems to significantly enhance their perfor-
mance. -e deployment of IoT and the utilization of AI
models should be advanced to usher in a new era of smart
home development [6–8].

-e most commonly used AI algorithms are artificial
neural networks (ANNs), recurrent neural networks
(RNNs), and long short-term memory (LSTM). In [9–11],
the ANN was used to analyze sensor data and output control
decisions. In [12–14], the RNN was used to analyze the
behavior of buildings, such as abnormality detection and
energy consumption measurement. LSTM applies to IoT
data analysis for living activity sensing system any household
appliance control can been in [15–17]. Various AI models
are widely used in different smart house or building
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applications. However, the manner in which such models
can be practically deployed in the Laboratory Virtual In-
strument Engineering Workbench (LabVIEW) software
environment has not been discussed in these studies.

In [18], LabVIEW was used in conjunction with IoT
technology to establish a smart home. LabVIEW is used to
create virtual instruments and develop control schemes with
faster development times, lower costs, and greater flexibility
compared with traditional instruments and control schemes.
Python is the most convenient and effective tool for
importing AI algorithms. Bhoi applied Python to design a
fire detection system for smart homes, and Nadaf designed a
smart mirror by using Raspberry Pi for human monitoring
and intrusion detection [19, 20]. In the present study,
LabVIEW was used along with Python to build smart de-
vices. -ese two software packages were used collaboratively
to manage the programming aspects of data collection, AI
model establishment, and control algorithm development.
-e proposed deployment can be used to develop AI ap-
plications pertaining to data sensing and prediction for
controlling smart home environments.

2. Preliminaries

2.1. Smart Space Monitoring and Control Based on IoT and
LabVIEW. In [18, 21], the authors aimed to build a smart
home system and a museum display cabinet with remote
monitoring and control. NI myRIO was used as the control
unit to create a control function for smart systems, and
LabVIEW was used to realize the wireless transmission
function in a program designed to run on NI myRIO. -e
system was capable of detecting each sensor wirelessly. A
shared variable function and a built-in web publishing tool
were used to construct the remote control function, which
was used to control and monitor data immediately on a local
PC or a remote tablet. Moreover, the system was capable of
activating various relays for the control of, for example,
alerts, air conditioning, lights, and powered windows.

2.2. AI Models. An ANN is a computing system inspired by
the human nervous system. It is based on theories of massive
interconnections and the parallel processing architecture of
the biological system. An ANN model is a data-driven
mathematical model that can solve problems through ma-
chine learning neurons. One of the advantages of ANNs is
their capability to identify complex nonlinear relationships
between inputs and outputs without using inputs in the form
of direct knowledge or physical processes. -e most com-
mon type of ANNs comprises three layers, namely, an input
layer, a hidden layer, and an output layer. Figure 1 illustrates
the architecture of a typical ANN [22].

3. System Structure

Figure 2 shows the system structure of data sensing and
control prediction for the smart home environment. Lab-
VIEW is used as the graphical user interface (GUI). Python
is used to construct an ANN AI model that is embedded in
LabVIEW for data analysis and prediction. LabVIEW is

responsible for sensor data acquisition, including data on
temperature, illuminance, humidity, and the number of
people present indoors. In addition, LabVIEW is used to
achieve control ability through an NI DAQ.

Once the system is completed, the features of this system
module can be integrated into a patrol robot system, such as
the robot constructed in [23] to convert it into an Artificial
Intelligence of -ings (AIoT) smart home robot. Figure 3
shows the structure of an AIoT patrol robot.

4. Main Results

In this study, the user interface design for integrating an AI
data sensing and prediction model for smart home envi-
ronment control was constructed using LabVIEW. -e
monitoring and control interface is shown in Figure 4. -e
human–machine interface design includes a (A) user login
block, (B) sensor data block, (C) environmental monitoring
block, (D) environmental prediction block, and (E) AI mode
selection block. Moreover, the LabVIEWPython node that is
embedded in LabVIEW is connected to the AI model that
must be trained and tested for predicting actual control
commands in the household environment. By following this
method, the AI model can be constructed as a complex ANN
that can generate predictions and perform intelligent con-
trol. Furthermore, the features of LabVIEW can aid in the
creation of GUIs for analysis and monitoring. Figure 5
shows a block diagram of the smart home environment
control system. Figure 6 shows the function block of the NI
Python node.

-is proposed system is designed to be able to integrate
various AI models. -ese AI models can be selected in the
human–machine interface block E. -e AI model used in
this study is the ANN. Block E can reproduce the detected
data, reset the data, pause detection, select an AI model, and
display the predicted sensing values. Figure 7 shows block E
in the smart home environment control interface. Figure 8
shows the part of the block diagram pertaining to the in-
tegration of the embedded AI model in LabVIEW.

4.1. Sign-In Function. For system security, identity verifi-
cation is deployed before the operating system, as illustrated
in block A of Figure 4. If the login process fails, the mon-
itoring system cannot be entered. Figure 9 and Figure 10
depict images of system login success and failure,
respectively.

4.2. Environment Sensing and Control. In the environmental
monitoring part, the human–machine interface displays the
real-time environmental condition data captured using
sensors. Block B in Figure 3 depicts the real-time data
captured by the sensors, including the current number of
people and the current temperature, humidity, and illu-
minance. Block C in Figure 3 represents the display data
converted into suitable units, as illustrated in Figure 11.
Figure 12 presents a partial program diagram of the envi-
ronmental monitoring and control, and Figure 13 depicts a
circuit diagram of the designed sensing data acquisition
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system. -e acquired sensing data are sent to the AI model
constructed using Python, and the predictions of the AI
model are used for home appliance control. On the control
device, an NI-DAQmax is used to output the control signals
and perform remote relay on-off control.

4.3.Real-TimeDataCollectionandPrediction. In Section 4.2,
the ANN-based AI model constructed using Python was
described. -is human–machine interface system was
designed to facilitate the addition of different AI models for
integration. Figure 14 shows the data predicted by the
trained ANNmodel by using the person count, temperature,
humidity, and illuminance data captured in Section 4.2. In
the human–machine interface in Figure 3, these data are
shown in block D. Figure 15 depicts the part of the program
diagram for real-time data processing and data prediction.

4.4. AIModel and Learning. In this study, we used Python to
construct the AI model depicted in Figure 16, and we used
machine learning techniques to predict environmental

conditions. Machine learning is a part of artificial intelli-
gence. To facilitate efficient and effective learning by the AI
model, the learning process is generally divided into two
steps: training and testing. In the training step, historical
data, comprising features, and labels are used. After the AI
model process testing, it can output its predictions. -e AI
learning model is analogous to the brain of an artificial
intelligence system. If one desires to achieve a more intel-
ligent machine, one must construct a neural network model
that is trained under greater complexity. -e construction
process is depicted in Figure 17. In this study, we used a
supervised learning method to establish the ANN and to
input standardized features and labels for training and
learning. In the process, the AI model is repeatedly trained
and adjusted to achieve high speed and high prediction
accuracy.

-e learning model developed in this study uses an ANN
to realize environmental prediction. -e ANN contains
many neurons, some of which are responsible for receiving
data and others for transmitting data. It is an adaptive In-
ternet network, and its structure can be represented using a
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Figure 1: Schematic of the architecture of a typical artificial neural network.
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Figure 2: System structure of data sensing and control prediction for smart home environment.
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simple neuron model, such as the M-P neuron model
depicted in Figure 18.

In an M-P model, a certain neuron may receive multiple
input signals simultaneously, as shown in Figure 18. Because

biological neurons have different synaptic properties and
synaptic strengths, they have different effects on neurons.
-ey can be represented by the weights ω1...ωi...ωnω, and
their positive and negative values denote prominent

Relative
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Environmental
factors

Indoor
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Patrol robot
complete training CPU

ANN predict

Sensing IoT

Control

Air conditioner

Dehumidifier

Light

Power
curtain

Figure 3: Structure of an AIoT patrol robot.

Figure 4: Monitoring and control interface for smart home environment control.
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excitement and inhibition in biological neurons, respec-
tively. -e magnitudes of prominent excitement and inhi-
bition represent the different strengths of the prominent
connections. To express a threshold θ (threshold), also called
a bias (bias), neurons have two states: excited and inhibited.
Under normal circumstances, most neurons are in an
inhibited state. However, when a neuron is stimulated and
its potential exceeds a threshold (θ), the neuron is activated
and excited, and it subsequently transmits chemical sub-
stances, that is, information, to other neurons. -e associ-
ated data processing flow is represented by the mathematical
model expressed in the following equation:

y � f 􏽘
n

i � 0
ωixi − θ⎛⎝ ⎞⎠. (1)

-e M-P model shown in Figure 18 adjusts the weight
assigned to each input value during the machine learning
process and forms an intelligent model by adjusting the
weight ω or the threshold θ. -e greater the signal value
entering a neuron, the easier it is to trigger neurons and the

greater is the influence on the operation of the neural
network. Conversely, the smaller the signal value, the
weaker is the effect. If the signal is too small, it can even be
ignored for computational savings and smaller errors in the
output value. -e output value is adjusted and converted
using an activation function. As depicted in Figure 19,
Python is applied to construct the M-P model and the
activation function uses a function formulated in terms of
tanh. To improve the accuracy of learning, the neural
network is developed as a multilayer perceptron with
multiple hidden layers (Figure 20). Figure 21 shows the
setting of the activation function during the establishment
of the MLP in this study. -e rectified linear unit (ReLU)
function is used as the activation function after the cal-
culated input value is normalized. Furthermore, the model
standardizes its output value ranges and the relationship
between the output values. Figure 19 depicts the ANN-
MLP model used in this study. Figure 22 depicts the ar-
chitecture of the ANN-MLP model.

Tables 1 and 2 summarize parts of the training and
testing datasets used in the training and testing processes,
respectively.

By using the learning data summarized in Table 1, one
can obtain an AI model with predictive capabilities. -is AI
model must be verified and evaluated to understand its
predictive performance in actual use. To this end, the
simplest method involves the use of a new set of input data
for testing, as summarized in Table 2. -e loss function can
be obtained during the verification process. When the value
of the loss function is small, the predictionmodel works well.
Conversely, when the value of the loss function is large, the

Figure 5: Block diagram of the smart home environment control system.

Session in Session out
Module path

Function name
Error in (no error)

Error out

Return type

Return value

Input parameter
Input parameter

Figure 6: Function block of NI Python node.
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model does not perform as expected and the weighting
parameters must be adjusted to achieve the desired per-
formance. Figure 23 depicts a flowchart of the verification
and evaluation steps of the learning model. -e steps for
verifying the model are as follows:

Step 1: prepare the learning dataset
Step 2: separate the training and test data into input
data and output data
Step 3: input the training data into the neural network
for training
Step 4: compare the training results of the neural
network with the testing output data to observe the loss
function for verification
Step 5: feedback the comparison difference in Step 4
and adjust the weight parameters
Step 6: update the neural network parameters (back to
Step 3)

After the fourth step, the feedback weighting parameter
adjustment module in the machine learning algorithm is
executed to adjust the model for obtaining more accurate
predictions and improved judgment abilities. -e neural
network can modify the weighting parameter in terms of the
loss function to reduce the error to achieve more accurate
predictions. Some commonly used indicators are the mean
squared error (MSE) and cross entropy error (CEE). In
statistics, the MSE is expressed in terms of an estimated
function, T, for an unobservable population number θ. -e
following equation expresses the definition of the MSE:

MSE(T) � E (T − θ)
2

􏼐 􏼑. (2)

-e MSE is the expected value of the error squared. -e
error is the difference between the estimated value and the
estimated quantity. MSE satisfies the following equation:

MSE(T) � var(T) +(bias(T))
2
. (3)

Figure 7: Block E in the smart home environment control interface.

Figure 8: -e block diagram pertaining to the integration of the embedded AI model.
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Among them, the bias (T) is the difference between the
expected value of the estimated function and the unobservable
population number, similar to the threshold θ or the bias of
neuron activity, which satisfies the following equation:

bias(T) � E(T) − θ. (4)

In this study, model loss is verified by using the MSE
function. Moreover, the backpropagation method is used to
adjust and modify the model. -e respective mathematical
expressions are given in the following equations:

MSE �
􏽐

k
i�1 |yi − ti|

k
, (5)

L(E) �
1
2

􏽘
k

yk − tk( 􏼁
2
. (6)

In equations (5) and (6), y denotes the output data or the
prediction result of the machine learning algorithm, and t
denotes the correct solution data. -e loss of the training
output function and a dataset with the correct data can be

Figure 9: Successful system login.

Figure 10: System login failure.
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used to verify the process. By taking the difference and
summing the square values of these differences, we can
obtain the mean square error. -is value is used as the
difference loss judgment of the data, and it is used to

implement feedback correction. If the loss is decreasing, a
better model can be obtained. Figure 24 depicts a model loss
comparison diagram between the model after training and
that after testing. In this figure, the training and testing losses

Figure 11: Display of environmental monitoring data.

Figure 12: -e program diagram pertaining to environmental monitoring and control.

8 Mathematical Problems in Engineering



15

12.5

10

7.5

5

2.5

0

A
m

pl
itu

de
A

m
pl

itu
de

A
m

pl
itu

de
A

m
pl

itu
de

0 20 40 60 80 100
Time

0 20 40 60 80 100
Time

0 20 40 60 80 100
Time

0 20 40 60 80 100
0

20

40

60

80

100

Time

Immediate

Predict

Immediate

Predict

Immediate

Predict

Immediate

Predict

60

50

40

30

20

10

0

500

400

300

200

100

0

IlluminanceHumidity

TemperatureNumber of people

Predict value

Figure 14: Comparison of real-time and predicted data.

Infrared sensor

NI-DAQmx

Sensor:

Circuit board

Illuminance, humidity, temperature

Figure 13: Designed sensing data acquisition circuit.

Mathematical Problems in Engineering 9



exhibit decreasing trends, which indicates that the training
results are reasonable.

In Figure 24, after 25 training runs, although the model
verification loss tends to decrease, database normalization
must be considered when processing a large quantity of data.
Figures 25 and 26 show whether the data in the database are

standardized. -e difference graph of the loss function can
be obtained after 100 runs of posttraining.

Whenmuch data are collected, complex neural networks
must use appropriate algorithms for data processing. Gra-
dient descent is one such suitable algorithm. -is method
can be used to identify the errors in neural networks.

Figure 15: -e program diagram pertaining to real-time processing and data prediction.

Figure 16: Establishment of AI model in Python.
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Figure 27 shows the graph of model loss with 10,000 data
points as inputs. Many types of gradient descent methods
can be used to adjust the weights. In this study, we used the
stochastic gradient descent (SGD) method to determine the
gradient of the weighting parameters. -is method can
update the weight, ω, in the direction of the gradient.
Specifically, L is the loss function, η is the learning rate, and
zL/zω is the gradient of the loss function with respect to
weight. -e mathematical equation is as follows:

ω1 � ω0 − η
zL

zω0

,

ω2 � ω1 − η
zL

zω1

,

: : .

(7)

In the preceding verification model, the training process
endows the model with its prediction ability. If perfect

Take inputs
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Run the main
code

Check output

Calculate error
in prediction

Update the
weight values

Bias = 1

Is error
acceptable?

No

Model is ready
for prediction
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Figure 17: Flowchart of ANN design.
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Figure 18: Diagram of the (ANN) M-P model.
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prediction is excessively pursued in the training process, the
obtained weighting parameters will cause overfitting and
lead to poor actual predictions. In the simulation, model loss
between the training and testing processes can be observed.
-is is normal. -erefore, regularization is applied to
maintain the existing features and reduce the influence of a
few unimportant features. -e trained model should not
overly rely on the weight loss during training. -e revised
mathematical function is expressed as in the following
equation:

L(E) �
1
2

􏽘
k

yk − tk( 􏼁
2

+ λ􏽘 ωi( 􏼁, (8)

where λ represents the choice between the prediction error
and the weight term.When λ is larger, the model focuses less
on the prediction gap. According to equation (8), which is
used for regularization, the model loss between training and
testing approaches zero, as illustrated in Figures 28 and 29.

After modification of the training model, the accuracy
rate can reach 95%, as illustrated in Figure 30. -e following

Figure 19: (ANN) M-P model program construction process.
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x1
y1

y2
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Figure 20: Schematic of the ANN-MLP model.

Figure 21: ANN-MLP model activation function setting.
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figures depict the real-time status and prediction status,
respectively, of temperature, humidity, illuminance, and
person count. In these figures, the actuality and predict
lines denote the actual and the forecast situations, re-
spectively. Figure 31 depicts 24 h real-time relative hu-
midity and the forecast state diagram. Figure 32 depicts
the real-time relative humidity and forecast state diagram

for a week. Figure 33 illustrates the 24 h real-time
temperature and predicted state diagram. Figure 34
presents the real-time temperature and predicted state
for a week. Figure 35 depicts the real-time illuminance
and forecast state diagram for a week. Figure 36 depicts
the real-time person count for a week and the forecast
state diagram.

Relative
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Temperature

Illuminance

Indoor
people

Input
layer

Time

Hidden layer Output
layer

Relative
humidity

Temperaturep

Illuminance

Indoor
people

… …

Figure 22: ANN-MLP model architecture.

Table 1: Part of the training data recorded between 2001 and 2018.

Input data Output data
Day Time Temperature Humidity People Illumination Time Temperature Humidity People Illumination
1/1 1:00 14 60 2 95 2:00 16.7 81 4 115
1/1 12:00 13.7 63 4 115 13:00 16.4 81 4 117
1/3 23:00 13.4 65 4 117 24:00 15.9 82 0 18
1/1 4:00 13.7 62 0 18 5:00 15.3 85 0 18
1/2 7:00 12.4 67 0 18 8:00 15.6 83 1 87
1/4 9:00 11.6 71 1 87 10:00 15.8 84 1 89

Table 2: Part of the testing data recorded between 2019 and 2020.

Input data Output data
Day Time Temperature Humidity People Illumination Time Temperature Humidity People Illumination
1/1 1:00 16.9 80 4 117 2:00 16.7 81 4 119
1/1 2:00 16.7 81 4 119 3:00 16.4 81 4 116
1/1 3:00 16.4 81 4 116 4:00 15.9 82 2 95
1/1 4:00 15.9 82 2 95 5:00 15.3 85 0 18
1/1 5:00 15.3 85 0 18 6:00 15.6 83 0 17
1/1 6:00 15.6 83 0 17 7:00 15.8 84 0 17
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Figure 28: Model loss after normalization λ� 0.001.
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Figure 32: Real-time relative humidity and forecast state diagram for a week.
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Figure 30: State diagram of model accuracy for model training and testing.
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5. Conclusion

In this study, home environment sensing and prediction
were successfully achieved to realize the smart control of a
home environment. LabVIEW was utilized as the main
interface of this smart home system. An ANN AI model
constructed using Python was integrated into the LabVIEW
system. -is combination provided the advantages of both
software systems, namely, the excellent monitoring and
control interface of LabVIEW and the excellent AI algorithm
calculation capabilities of Python. In this study, the sign-in
protection function, smart home environment sensing and
control, real-time data collection and prediction, and AI
model and training were separated, as described in the study.
Moreover, different AI models can be integrated into the
system, such as the RNN and LSTM. Furthermore, the
proposed system can be applied to many different systems to
endow themwith AI capabilities, such as robots and vehicles.
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