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With the widespread adoption of high bandwidth utilisation, visible light communication (VLC) has emerged as a potential
solution to meet the demands for high-speed data communication due to its simultaneous illumination and transmission.
However, numerous nonlinear distortions in VLC cause substantial signal processing challenges and diminish the system’s
efficacy. VLC communication based on machine learning (ML) approaches provides a greater ability to offset the negative
impacts of transceiver nonlinearity. ML is applicable to a variety of VLC challenges, including channel estimation, jitter
compensation, position tracking, modulation detection, phase estimation, and security. This study provides a detailed review of
several machine learning (ML) algorithms to reduce the design complexity of indoor VLC transmission, as well as ML
applications in different design aspects to improve system performance. Furthermore, various applications, challenges, and
future research directions based on machine learning algorithms in VLC are addressed.

1. Introduction

Nowadays, with the increasing demand for high data rate
transmission, visible light communication (VLC) has gained
research popularity as it operates on the upper layer of the
electromagnetic spectrum, which is license-free with negli-
gible intrusion, enriched with high data rate and high
spectrum efficiency [1, 2]. VLC communication is more
economical, more energy efficient, and equipped with a
spectrum that is 1000 times more efficient than radio
frequency spectrum and can simultaneously be used for
communication and illumination [3]. Therefore, the above-
mentioned advantages make VLC a viable indoor radio
frequency communication option. Furthermore, VLC is also
gaining research interest in the area of underwater com-
munication for high-speed and long-distance wireless
communication [4].

However, as technology advances, managing large
amounts of data becomes more difficult, causing additional
challenges and constraints on the communication network
in terms of bandwidth, latency, and dependability. To
overcome these limitations, communication technologies

and architectures have evolved, including the use of upgraded
modulation techniques, novel multiplexing approaches, and
greater security. However, these new developments make
the system even more complicated, making it even more
difficult to operate and manage [5]. Conversely, the present
optical communication systems are stationary, meaning
that the physical channel path between source and destina-
tion is unchanging. Consequently, the complexity of the
hardware components is reduced. However, optical com-
munication systems of the next generation are expected to
be dynamic, spectrum grid-free, modulation format-free,
programmable, and adaptable [5]. As a result, these charac-
teristics will improve the system’s performance, adaptabil-
ity, and efficiency.

Machine learning (ML) approaches are potential options
for improving the intelligence of communication nodes. It is
an idle approach for solving complex problems that take a
lot of iteration with conventional methods, as well as
problems that do not have a conventional solution. In the
ML approach, traditional software can be replaced with
ML procedures that gain knowledge from prior informa-
tion in order to solve complex problems [6]. In wireless
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communication, ML has progressed as a practice to the point
where it now enables wireless systems to understand and
retrieve information by conversing with data. Researchers
and engineers across the world have expressed preparatory
attention and discourse about the viability of developing 5G
standards with the help of machine learning protocols
[7, 8]. Wireless communication and ML, on the other
hand, have been viewed as distinctive research areas,
regardless of the possibility they may have when used
together. In wireless communication channel modelling,
algorithms are implemented based on probability and
signal processing concepts. When such algorithms are
evaluated in scenarios, they show some imprecision, which
is likely to result in an erroneous performance assessment.
ML techniques can monitor defects in systems without
the use of complex algorithms. Moreover, wireless signals
and, particularly, optical data has limited dataset [9]. Chan-
nel estimation and forecasting [10–13], location tracking
[14–17], and modulation identification [18–20] are some of
the implementations that ML can handle in wireless commu-
nication. In VLC, a number of ML algorithms have been
implemented in different design scenarios to improve system
performance. Many ML algorithms can be used in VLC to
minimise nonlinearities, including parametrization from
noise, evaluating the complicated mapping correlation
between input and output, and assessing expected output
depending on the given samples [4, 21]. Further, ML algo-
rithms like the neural network (NN), the k-means algorithm,
and the support vector machine (SVM) significantly address
the different channel deficiencies, managing optical efficiency
and specifying modulation and bit rate [22]. The indoor
positioning for VLC network has been addressed using k-
Nearest Neighbors (k-NN), weighted k-NN (wk-NN), artifi-
cial neural networks (ANN), and clustering as part of the
VLC framework [14–24]. Furthermore, SVM, Gaussian mix-
ture model (GMM), and k-means algorithms can efficiently
accommodate the nonlinear degradation of VLC systems
caused by phase variation [25, 26].

The use of ML algorithms in high-speed VLC systems is
an effective method for addressing inherent limitations such
as nonlinearity, jitter, and eavesdropping. In addition, ML
methods can be efficiently used to estimate modulation,
phase, and channel, as well as to track a user’s location in
a real-time scenario. In the literature, some articles cover
various ML algorithms that can be used with the optical
wireless communication (OWC) system. The authors of [5]
reviewed modulation format identification (MFI) and opti-
cal performance monitoring (OPM) methods in the OWC
system, while [27] compared some of the ML algorithms
that can be used in the OWC systems. The authors of [4]
discussed the VLC framework and examined some tradi-
tional applications of ML algorithms in VLC. In addition,
the authors of [28] reviewed ML algorithms used in VLC
indoor tracking. However, to the best of the authors’ knowl-
edge, a comprehensive review of ML techniques describing
the limitations, specifically in VLC systems, and the solu-
tions to these limitations are still not there in the literature.
Therefore, different from the aforementioned studies, this
paper provides a comprehensive review of different ML algo-

rithms to reduce the complexity of design and thereby
improving the performance of the VLC system in different
applications. The contributions of this study are briefed as
follows:

(1) A comprehensive review of different ML algorithms
implemented in VLC network is presented

(2) Various challenges in VLC system design, such as
nonlinearity, jitter, and security, are discussed. Fur-
ther, the potential ML algorithms to overcome these
challenges are described

(3) ML applications in VLC-based indoor positioning
and recently explored ML algorithms for channel
estimation, phase estimation, and modulation identi-
fication to improve VLC transmission characteristics
are discussed

(4) Finally, possible challenges and future research direc-
tions in VLC based ML algorithms are addressed

The remainder of the paper is organised in the following
manner: an ML-based VLC system is illustrated in Section 2.
Section 3 discussed some of the ML algorithms applied to
VLC systems. Section 4 illustrates VLC limitation factors
such as transmitter side nonlinearity, eavesdropping, chan-
nel distortion, jitter, positioning, and the effects of receiving
nonlinearity on modulation and phase estimation, as well as
ML algorithms that were used to mitigate these constraints.
Section 5 does comparative studies on ML algorithms.
Section 6 discusses some future challenges and areas in
VLC where ML algorithms can be applied, followed by a
conclusion in Section 7.

2. ML-Based VLC System

We consider an indoor environment where a light source
based on a light-emitting diode (LED) is used simulta-
neously for illumination and data transmission in VLC sys-
tem. The modulating waveforms change the intensity of the
LEDs to obtain data rate up to Gbps [29]. Traditional mod-
ulation techniques used in radio frequency systems need to
be modified to meet the requirement of optical signal posi-
tive value for intensity modulation and also the average
and maximum intensity limitations imposed by LEDs and
the targeted illumination characteristics [9].

VLC systems in Figure 1 are composed of three compo-
nents: an LED-based transmitter, an optical-based VLC
channel, and an optical-based photo detector (PD) receiver.
The VLC transmitter system modulates the radio frequency
carrier signal from a binary stream of information, preequa-
lizes and upconverts, and finally modulates the intensity of
the LED light through a modulated electrical signal. In
VLC, the transmission medium is either free space (mostly
in an indoor environment) or underwater. The VLC receiver
uses a number of different processes, including downcon-
version, postequalization, demodulation, and decryption,
to achieve the original binary dataset. The BER of the
decrypted binary dataset is determined from the decoded
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bitwise dataset, which indicates the performance of the VLC
system [4]. Both the transmitter and the receiver are typically
comprised of different ML-based design aspects in order to
improve overall VLC system performance. Therefore, the
areas of improvement based onML techniques are mitigation
of nonlinearity at the transceiver, channel estimation, jitter
compensation, location tracking, modulation detection,
phase estimation, and security.

3. Machine Learning

The primary objective of ML technique is to design an
algorithm which uses a sufficient number of training datasets
in order to establish a correlation between input (i/p) and
output (o/p) parameters without specifically stating the
nature of the linkage that exists between these two. This
section highlights some of the most widely used ML algo-
rithms in the VLC network.

3.1. Supervised ML. In the ML technique, an unidentified
function is predicted, which is used to map the i/p, demon-
strating the attribute of a specific event, to the o/p, demon-
strating the solution to that event [5]. When both i/p and
o/p datasets are used during the training phase, this type of
ML is referred to as supervised ML (SL). To train the model
in SL, a huge volume of dataset containing i/p and its corre-
sponding sets of o/p of an event is used. The estimated o/p is
compared to the actual o/p in the training stage, and multi-
ple iterations are used to improve the system’s accuracy.
After the model has been trained, it is tested with an unfa-
miliar i/p, referred to as the “testing scenario,” and the
model precision is obtained by predicting the o/p in the
testing event as shown in Figure 2.

The different SL algorithms significant for VLC systems
are described as follows:

3.1.1. k-Nearest Neighbor (k-NN). k-NN is among the most
simple SL technique which depends on nonparametric tests.
The o/p in k-NN is anticipated through i/p-o/p relations
established during the training phase. The Manhattan,
Hamming, and Euclidean distances are used to determine
the tightness between the i/p and o/p datasets [5]. During
the training phase, the data is grouped and labelled to facil-

itate the search. Thereafter, to estimate the o/p from i/p sets
the highest number of points in k-closest neighbors are used.
Furthermore, Figure 3 graphically depicts the data classifica-
tion via k-NN technique, in which datasets are labelled into
three groups, namely, blue, green, and yellow, based on their
colour. The colour red is used to represent unknowable data
in this case. For k = 6, three of the six closest neighbors are of
the colour green, two are of the colour blue, and one is of the
colour yellow. Therefore, unidentified data corresponds to
group green.

k-NN can also be applied in data regression by merely
taking the mean of k-closest neighbors. The most fundamen-
tal practice for predicting the value of k is to test individual
data at a variety of k values and then choose the k with the
least amount of error. Although k-NN is the most appropri-
ate algorithm for handling huge amounts of data and non-
linear applications, its implementation in practical cases is
limited by the cost of storage capacity and latency [5].

3.1.2. Support Vector Machine (SVM). The main objective of
SVM is to create the most suitable criteria known as hyper-
plane which can further divide the space into different cate-
gories. The SVM can be divided into two types: linear SVM,
in which data points can be segregated using a straight line.
Other types of SVM include nonlinear SVM, which allows
data points to be separated using nonlinear paths [22].

Furthermore, Figure 4 depicts a linear SVM. The SVM
has two primary characteristics: the hyperplane and the sup-
port vector. We always choose the optimal hyperplane,
which is the farthest away from the datasets. Support vectors
are the points that are nearest to the hyperplane and have
the greatest impact on the location of a hyperplane.

3.1.3. Artificial Neural Networks (ANNs). The ANN is a
subset of AI motivated by the human brain biological struc-
ture and is modelled like a nervous system. It is a mathemat-
ical connection that is dependent on neurons, which are
responsible for the proper operation of the human nervous
system. ANN, like the human brains, has nerve cells associ-
ated with one another in multiple levels of the system called
nodes [23].

NN contains a collection of artificial neurons, referred to
as nodes, and they are structured in the form of a layer-by-
layer hierarchy. In addition, Figure 5 depicts an ANN struc-
ture which contains three layers. The three layers are the i/p
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layer, the hidden layer, and the o/p layer. The i/p layer runs
the data via an activation function prior to moving it to the
next layer. The hidden layer obtains the patterns between i/p
and features, and the i/p undergoes a sequence of transitions
in the hidden layer, culminating in o/p layer. In ANN, the
weightage sum of i/p is computed along with a bias, where
weightage is the parameters used by ANN to address a par-
ticular issue, and they refer to the quality of interaction
among neurons in ANN. Thereafter, the weightage sum is
forwarded to the activation function, which determines the
activation or deactivation of a node, and the o/p is limited
to the activated nodes. Further, a DNN is an ANN with
two or more hidden layers and is useful for nonlinear model-
ling that is difficult to solve. Furthermore, it involves a lot of
data, which necessitates a longer training period. The advan-

tages of ANN include the ability to manage data parallelly, a
potential to keep a data across the whole network, the ability
to perform with insufficient information, and low latency
[5]. However, it is more complex than k-NN and SVM.

3.2. Unsupervised ML (USL). In USL, only i/p or o/p
information is used to operate and retrieve data, and these
algorithms are developed by examining common trends
among datasets. The USL algorithms are based on clustering
and dimensionality reduction. In addition, the following
subsection will discuss some of the USL algorithms that are
implemented in the VLC system.

3.2.1. k-Means Algorithms. It is a partition-based clustering
algorithm, wherein clustering data points are divided in
different categories based on their alikeness. The k-means
technique’s primary goal is to choose k cluster centres at
irregular intervals. After that, every data point is assigned
to the closest centre using the distance function, and equilib-
rium can be achieved by iteratively adjusting the centre and
relocating the points from one group to the next [24]. It is
simple to use and convenient, but selecting the distance
function and number of centres k is challenging.

3.2.2. Gaussian Mixture Model (GMM). GMM is a
distribution-dependent clustering technique. It distributes
the data to multiple groups based on its probability distribu-
tion, i.e., data in a group has a high likelihood of having a
similar distribution [26]. The GMM model includes several
Gaussian distributions, each of which has the following
control variables: (a) the distribution centre; (b) a covariance
determining the thickness of the Gaussian function; and
(c) a mixing coefficient. The optimum solution for these
variables can be obtained through Maximum Likelihood
Estimation (MLE). However, rather than using a single
Gaussian, GMM uses a combination of Gaussian, which
makes determining the controlling variables for the entire
combination more complex and limits GMM’s operation.

3.2.3. Density-Based Spatial Clustering of Applications with
Noise (DBSCAN). DBSCAN is a density-based clustering
technique that creates groups of high-density points (the
points that are very close to each other based on Euclidean
distance) and considers the neighboring points of low
density to be outliers. By using a threshold, DBSCAN can
separate the main data from the outliers (noise) in complex
datasets [30]. This technique, however, becomes more vul-
nerable to the threshold setup. The above problem can be
overcome by using ordering points to determine the cluster-
ing structure (OPTICS) that uses both the data density and
locational similarity into consideration.

4. ML Application in VLC

In contemporary communication, VLC has emerged as an
innovative transmission technology due to its potential
advantages over radio frequency communication. Despite
the fact that it has numerous advantages, its applications
are hindered by the limitations of its operational systems,
which include nonlinearity in the transmitter and receiver,
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eavesdropping, channel distortion, and jitter. As a result, this
section will review all of the performance-limiting factors
that have an impact on the VLC system, as well as their
ML-based mitigation techniques.

4.1. Nonlinearity Mitigation. Nonlinear distortion is a signif-
icant problem in VLC systems. The LED in a VLC system
has a nonlinear transfer function, which means that the rela-
tionship between voltage and current is not linear (it does
not follow Ohm’s law), implying that LED illumination
power is not directly proportional to the controlling element
[26]. The nonlinearity in the VLC channel results in serious
fading effects. Further, due to the saturation effect of PD, the
received information gets clipped [4]. The perspective
modelling approach based on ML is useful for the redressal
of nonlinearity as it employs induction instead of omission.
In the ML model, there are several approaches such as
regression analysis, classification techniques, and clustering
that have strong nonlinear mapping potential. Thereafter,
ML can analyse the system’s parameters using a portion of
the message data as a label. This allows the system to com-
pensate against nonlinear distortion [18]. In literature, vari-
ous ML techniques are developed as an intelligence system
to deal with nonlinearity in VLC in a range of environments.
One of the technique is decision feedback- (DF-) based
equalisation which is a type of nonlinear equalisation that
rectifies the present bit in accordance with the decision of
the prior bit (low or high). This enables the DF equaliser
to compensate for the distortion in the present bit resulting
from the prior bit. Furthermore, it has a potential to mitigate
ISI without intensifying the noise in order to improve the bit
rate [31, 32]. Others are ANN-based techniques, which use a
portion of the transmitted data as a label and understand the
parameters of the systems via their effective nonlinear
capabilities, thereby mitigating nonlinear distortions. More-
over, Levenberg-Marquardt (LM) algorithm-based ANN
[33], Gaussian kernel-aided DNN [34], and probabilistic
Bayesian-based learning (PBL) [35] are applied to mitigate

nonlinearity in the VLC system. However, ANN outper-
forms DF equalisation, but still it is overlooked in VLC
due to the additional challenges imposed on the hardware
design process. Table 1 summarises some prominent algo-
rithms that have been developed to mitigate nonlinearity in
the VLC transceiver architecture.

4.2. Security. Security in any wireless network is a very essen-
tial factor. Secured wireless networks prevent confidential
data from being overheard. Although the VLC system has
a low probability of being wiretapped, it is still a serious
issue, especially in public areas such as community centres,
malls, research centres, and other places where shared infor-
mation can be retrieved by multiple persons [36]. Therefore,
a number of studies to improve VLC security have been
published; one of which is reinforcement learning- (RL-)
based beamforming to protect eavesdropping of sensitive
information [37]. To obtain a secure VLC network, an RL-
based multiple-input-single-output beamforming regulate
approach is developed for the Markov decision process
in a dynamic situation to optimise beamforming strategy
in [37]. Furthermore, deep reinforcement learning-based
beamforming is used to enhance the convergence rate and
learning of antiwiretapped networks in order to deal with
large dimensional and consistent activity environments suc-
cessfully. In addition, artificial noise-based linear precoding
enhances the secrecy rate by employing truncated discrete
generalized normal distribution [38]. However, various
investigations on physical layer security (PLS) on VLC to
determine secrecy outage probability, secrecy threshold,
and secrecy capacity are not reviewed because they are
outside the scope of this review. Further, interested readers
can refer to [36] for information on PLS in VLC.

4.3. Channel Estimation. The visible spectrum (430THz to
790THz) is used to transmit optical data in the VLC system.
Signals are typically transmitted through LEDs using inten-
sity modulation (IM)/direct detection (DD) scheme, with
PD recording signal fluctuations on the recipient side to

Table 1: ML algorithms in nonlinearity mitigation.

Method Ref. Outcomes

GMM [20, 26]
(1) Easy to implement
(2) Require small set of variable
(3) Higher dynamic range is achieved

k-Means algorithm [26, 53]

(1) Simple structure
(2) Extra learning model not needed
(3) Data rate up to 400Mbit/s is achieved
(4) High Q-factor
(5) Does not work well with cluster of different sizes and densities

LM algorithm [33]
(1) Can manage multiparameter frameworks
(2) Performance improvement is achieved in the context of training complexity
(3) It takes a long time in some scenarios

Gaussian kernel-aided DNN [34]
(1) Can significantly decrease training iterations up to 47.6%
(2) Data rate up to 1.5Gbps

Probabilistic Bayesian-based learning [35]
(1) Compensate for the negative effects of VLC source nonlinearity
(2) Improved BER
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transform them into digital format. An appropriate channel
modelling is the most essential aspect for resilient, error-free,
and accurate VLC signal transmission. However, due to
uncertain changes in a transmission medium and variable
characteristics including unidentified reflective surfaces,
rapid changes in noise, and moving structures, channel
behaviour is analytically more difficult and nearly unobtain-
able [10]. However, ML is an effective technique for measur-
ing the correlation among both the inputs and outputs of the
VLC network, and they are extremely beneficial if such a
relationship is nonlinear in nature. In [11], a DNN algo-
rithm was developed which learns the features of the trans-
mitted medium by labelling the message data as labels and
utilising collected data at a receiver as samples. This DNN
algorithm outperforms least squares (LS) and minimum
mean square error (MMSE) in terms of BER without requir-
ing any complicated calculations at the receiver. In addition,
in [10], an ANN-based network for predicting the VLC
channel is developed. To estimate the channel properties,
six input attributes such as refraction of various surfaces,
transmitter architecture, line of sight component, noise,
and the location of the transceiver are taken into consider-
ation. Within the training process, this framework was able
to estimate the channel property with a precision level of
up to 97.7%. Further, an adaptive PBL method was devel-
oped in [12], which provides an excellent and reliable
method for detecting the real-time indoor VLC channel
and thereby reducing the training time. The Bayesian com-
pressive sensing approach is modelled to predict the reflec-
tive transmission distance in underwater VLC in [13] that
can further be used to retrieve the channel properties. The
obtained results demonstrate that the pilot overhead
reduces; however, the efficiency and prediction correctness
increases. Table 2 presents the ML algorithms used to esti-
mate the VLC channel and their findings.

4.4. Location Tracking. With the growing popularity of the
mobile Internet, location-based services (LBS) have become
increasingly helpful in determining the precise coordinates
for location tracing required for routing. However, because
of the transmission properties of radio communication
and the complicated indoor spaces, accurate positioning
becomes challenging in indoor areas than in outdoor
spaces. At the same time, VLC-based indoor localization

has gained popularity as a viable method of achieving higher
reliability in evaluating position than conventional radio
frequency techniques while also being nonintrusive. More-
over, VLC-based positioning has several significant benefits,
including minimal expense, high durability, and renewabil-
ity, making it the most efficient option for indoor localization
[28]. Despite the fact that VLC indoor localization provides
remarkable gains, some limitations such as VLC signal
instruction, scattering, and illuminance noise can affect the
accuracy of the location. Therefore, various ML algorithms
in VLC are being investigated to attain higher location
accuracy.

In order to obtain precise location information, photo-
detector- (PD-) driven tracking and sensor-based tracking
are implemented.

4.4.1. PD-Driven Tracking. PD-driven techniques are widely
used in indoor location tracking using VLC systems. The
position can be precisely determined by estimating the travel
time, incident angle, and received signal strength (RSS) at
PD. RSS is one of the abovementioned parameters that is
simple to obtain without the use of a complicated structure.
The RSS-based technique can be classified into two types:
geometric and fingerprint-based techniques [39]. In ML,
both single and multiclassifiers are implemented to obtain
location. In [14], wk-NN is implemented to precisely posi-
tion the receiver using the weighted Euclidean distance
between nodes. 2nd order regression ML model and the
polynomial trilateral ML model are explored in [40] for
precise positioning. The obtained results in [14, 40] show
that these two techniques outperform the RSS technique.
Furthermore, [15, 16] generate fingerprint-based database
for precise positioning using wk-NN and k-NN, respectively.
The authors of [17] compare four machine learning algo-
rithms: SVM, random forest (RF), k-NN, and decision tree
(DT). SVM has the highest location precision of 8.6 cm with
a mean calculation time of 41.5ms, while k-NN has the
shortest mean calculation time of 5.6ms with a location
precision of 13 cm. The authors of [23] used an ANN to
establish a link between the considered RSS and the receiver
location, assuming that the RSS calculation error is induced
by the VLC reflective surface and multipath impact.
Although a huge volume of sampling data is used in the
training, the location precision is enhanced, with a mean

Table 2: ML algorithms in channel estimation.

Method Ref. Outcomes

ANN [10]
(1) Simple to use
(2) Precision level of up to 97.7% can be obtained

Adaptive PBL [12]
(1) Can estimate real-time indoor VLC channel
(2) Require less training time
(3) Decrease calculation complexity

Bayesian compressive sensing [13]
(1) It can be used to predict underwater VLC channels
(2) Enhance efficiency
(3) Increase prediction correctness

DNN [11]
(1) Improve BER without requiring any complicated calculations
(2) It has BER performance superior to LS and MMSE algorithms
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location error of 6.39 cm. In addition, RSS-based ANN is
investigated in [41] to determine the location of luminaries.
The proposed algorithms investigate the highest location
error with a line of sight (LoS) component that is 2.9 cm
and a non-LoS that is 8.1 cm. Another ML algorithm is clus-
tering that involves uniting a collection of items in such a
way that items in the similar set are more closely related to
other items in the similar set than items in the opposite
set. A pair of LED luminary-based cluster algorithms is
investigated in [42], wherein the LEDs are modulated at
multiple wavelengths and the RSS is observed at the receiv-
ing side, after which a fingerprint region is generated and
evaluated for the prediction of the recipient location in an
indoor space. The results indicate an average precision of
31 cm, which is much less than the accuracy of other models
like ANN. k-means clustering in association with linear
regression is used [43] in order to achieve accurate position-
ing where datasets are generated for RSS through several
luminaries. The obtained results have a mean accuracy of
40 cm, which is significantly less accurate than some algo-
rithms such as ANN.

However, each ML algorithm has its own set of advan-
tages, such as precision, reliability, and other features. As a
result, a ML technique known as “merging of classifiers”
can now be used to take advantage of the strengths of single
ML algorithms, namely, multiple classifiers. The authors in
[44] used a combination of three classifiers: the extreme
learning machine (ELM), the RF, and the k-NN, and this
fusion of classifiers is trained based on RSS fingerprints.
Following that, two additional combining techniques, grid-
dependent least squares (GD-LS) and grid-independent least
squares (GI-LS), are introduced in order to achieve a precise
positioning outcome by combining the strengths of each
classifier. The output of this algorithm is better than conven-
tional RSS-based positioning, with precision and reliability
of less than 0.05m in 85% of cases. In addition, the authors
of [45] investigate two-layer fusion network (TLFN). TLFN
is an algorithm that merges several locating predictions cre-
ated via various fingerprints and different classifiers with
supervised ML. Through the combination of such diverse
position evaluations, it is possible to improve the precision
of location calculation. Comparing the abovementioned
combined estimator to a single locating prediction model,
the combined estimator is significantly more precise and
reliable, with an average precision of 5.38 cm. Despite this,
the aforementioned algorithms have significantly more
calculation complexity due to the necessity of calculating
various classifiers and combining their location estimations.

4.4.2. Sensor-Based Tracking. The incident angle plays an
important role in sensor-based tracking; the sensor takes
the image and delivers the location of LED coordinates,
which can then be used to estimate the location. However,
the incident angle is also influenced by the sensor’s inclina-
tion angle, which can result in positioning errors [28].
Authors in [46, 47] discussed sensor-based ANNs that train
the link between picture attributes (primarily illumination)
and location variables such as 3D locations, location coordi-
nate, and incident angle. These studies further exhibit that

the location inaccuracy induced by sensor inclination angle
is efficiently adjusted with high-level precision. Furthermore,
unlike traditional location algorithms, these schemes involve
a huge volume of data for training. However, it significantly
reduces the time required for location estimation, implying
that real-time location monitoring is possible. Furthermore,
Table 3 illustrates the results of various ML algorithms for
VLC positioning.

4.5. Jitter Compensation. Jitter is a common occurrence in
the VLC network that has a significant impact on perfor-
mance and induces signal distortion, which leads to signal
estimation errors. The most common type of jitter in VLC
is amplitude jitter, which occurs in pulse amplitude-modu-
lated- (PAM-) VLC and has a negative impact on the net-
work’s bit error rate (BER). This can be compensated using
ML algorithms in the VLC-PAM system. Jitter in VLC
networks happens at irregular intervals with no set rules.
Therefore, the classification and NN-based techniques
become ineffective in addressing this issue. However, signal
miscalculation affected by jitter can be mitigated through
modified density-based spatial clustering of applications
with noise (DBSCAN) algorithms. DBSCAN is a well-
known unsupervised ML technique that can distinguish
between different types of datasets, obviating the need for
additional training data and processes [30]. Authors in
[48] illustrate the IQ-Time DBSCAN postequalization
technique to reduce the effects of amplitude variations in
QAM16 carrier-less amplitude and phase-modulated VLC
systems. This technique increases the Q factor from 1.5 to
2.5 dB, with a maximum amplitude variation of 70% of the
signal. Furthermore, the authors investigate the abovemen-
tioned technique constraint with severe amplitude variation
scenarios. In addition, 2D-DBSCAN is represented in [30] to
minimise the effect of amplitude variation in PAM8 VLC.
The Q-factor of the proposed network is enhanced by a
factor of 1.6 to 3.2 dB. Further, this technique also investi-
gates the effect of amplitude variation when the maximum
jitter becomes 5% of the mean amplitude. The obtained
results show that BER more than 7% hard decision-
forward error correction constrain can even be attained at
10% jitter. Furthermore, in [49], the authors examined
DBSCAN in a PAM4 carrier-less amplitude and phase-
modulated VLC system to reduce amplitude variation. This
investigation was carried out at a rate of 600Mbit/s. In com-
parison to the conventional scheme, a Q-factor of 2.299 dB
to 3.299 dB is obtained by using 0.12 amplitude variation
spectrum.

4.6. Modulation Identification. There are several factors in
VLC that can contribute signal nonlinearity, including non-
linear LED characteristics, PD nonlinearity, and transceiver
circuit nonlinearity. Nonlinearity, for example, can cause
severe in-phase and quadrature phase magnitude imbalances
at the receiver side, rendering the conventional predefined
threshold technique ineffective in signal judgement. There-
fore, cluster algorithms of perception decisions (CAPD)
[18, 19] and GMM [20] are being investigated in order
to mitigate the miscalculation induced by constellation
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discrepancy. In [18], CAPD is developed through k-means,
which further postequalizes in-phase and quadrature phase
amplitude discrepancy losses in carrier-less amplitude and
phase-modulated VLC systems and performs the modulation
format detection, in order to achieve better performance. The
gain of the abovementioned technique is increased by a factor
of 1.6 to 2.5 dB compared to the simple linear remuneration
technique. This technique also outperforms the Volterra
equalisers in terms of performance by lowering the BERmin-
imum of 10% while requiring the least amount of calculation
complexity possible. Because the CAPD calculates the coor-
dinates based on the centre and position, it is possible that
some specific points located among centres will result in
incorrect calculations. As a result, in order to overcome this
problem, preequalization-based k-means clustering is inves-
tigated in [19]. By using carrier-less amplitude and phase-
modulated VLC in five bands and sixteen orders, it has been
demonstrated that preequalization has a positive impact on
the results. This technique is capable of efficiently preventing
nonlinear behaviour while also decreasing the BER to the
50% to 99% range. However, in [22], the authors investigate
the GMM framework to group the successive data by taking
the similarity among them into consideration. The BER
results were examined with and without the GMM tech-
nique, using a variety of bias currents. According to the
obtained results, it has been discovered that the technique
with GMM can operate over a wide range of bias current
and voltage but requires more time to complete. However,
when the data is not large, this time gap is not as significant.
Therefore, through GMM, it is possible to obtain enhanced
performance while consuming minimal time resources.
Table 4 represents the ML algorithms implemented for
modulation identification with their findings.

4.7. Phase Estimation. In VLC, nonlinearity can lead to
severe phase distortion. The conventional constant modulus
algorithm applied to equalisation techniques can lead to
miscalculations in the obtained constellation coordinates,
which further deteriorates the performance. However, ML
techniques like GMM [26], SVM [50], and k-means [25] effi-
ciently mitigate nonlinear distortions in VLC induced by
phase variation. The authors of [26] evaluated the efficiency
of GMM and k-means techniques in QAM16 VLC with a
high degree of nonlinearity. The authors explored the corre-
lation between peak-to-peak voltage and BER. In LEDs, the
voltage and controlling elements are nonlinear, and when
the peak-to-peak voltage is extremely low or extremely high,
the signals suffer from significant distortions. According to
the results, GMM has a lower BER than k-means. However,
the peak-to-peak voltage obtained with GMM is 250mV
which is higher than k-means. Further, gain in GMM is
increased by a factor of 1 dB than k-means with 1.5Gbps
bit rate. Further, in [25], authors investigated QAM8 coordi-
nates in underwater VLC. The investigation of BER at
various peak-to-peak voltage levels is conducted. Once the
k-means phase correction technique is applied to each coor-
dinate, the BER of each coordinate is reduced to a certain
level, and with a bit rate of 1.2Gbps and a phase variation
of 3:9276o, the BER of the entire system is decreased. Follow-
ing that, the maximum data rate rises to 1.4625Gbps. Addi-
tionally, in [50], the authors investigate SVM for evaluating
and correcting the phase distortion in two-band and four-
order carrier-less amplitude and phase modulation VLC.
The obtained results illustrate that phase deviation can be
significantly rectified and BER is effectively lowered to 7%
with a data rate of 400Mbps. Further, the conclusions of
ML algorithms for phase estimation are illustrated in Table 5.

Table 3: ML algorithms for position estimation.

Method Ref. Outcomes

k-NN & wk-NN [14–17]

(1) The dataset must be modified with the change in transmission medium
(2) The models are trained with RSS-based datasets
(3) These models outperform conventional methods based on received signal strength
(4) [15] Has the best average location accuracy of 4.2 cm
(5) Low to moderate efficiency

ANN [23, 41, 46, 47]

(1) A large amount of sampling data is required
(2) Highly reliable after plenty of training process
(3) Sensors or RSS-based datasets train models
(4) With the LoS component, [41] has the best positioning accuracy of 2.7 cm
(5) Useful for real-time location monitoring
(6) Highly efficient

k-Means [42, 43]

(1) Models are trained with RSS-based datasets
(2) Moderate reliability
(3) Less accurate than ANN and k-NN
(4) Efficiency moderate to high

Comparison of SVM, RF, k-NN,
and DT

[17]
(1) Highest location accuracy of 8.6 cm with SVM
(2) Shortest mean calculation time of 5.6 cm with k-NN

Multiple classifier [44, 45]
(1) Take advantage of strengths of single classifier
(2) Precise and reliable
(3) High calculation complexity
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5. Comparative Analysis

Every ML approach has its own set of benefits and draw-
backs. Few are extremely precise, but others are less compli-
cated to calculate. Therefore, the implementation of any
particular ML scheme is dependent on the individual’s
requirements, the application’s features, and the availability
of the system. e.g., in SL, k-NN is a very simple technique
that involves a limited number of parameters for proper
realisation. Moreover, k-NN is not preferred in datasets with
a large degree of dimensionality [24]. On the other hand,
SVM is found to be appropriate for problems with a large
degree of dimensionality and linear differentiability. Fur-
thermore, SVMs’ kernel-based approach makes them suit-
able for nonlinear training datasets even though identifying
the right kernel is a challenging process [50]. For lesser
amounts of data, the DT technique is recommended. Never-
theless, this method is extremely sensitive to unbalanced
datasets, especially if the tree is quite complex. RF, however,
accumulates multiple DTs to control imbalancing but at the
cost of additional calculation complexity [17]. DNN works
exceptionally well in nonlinear and complicated systems.
Furthermore, it is capable of working solely with raw infor-
mation, obviating the need for additional data processing.
Moreover, it involves the processing of a high amount of
data, making it both complex and time consuming.

USL primarily utilised clustering and dimensionality
reduction. The k-means is a clustering technique that is
quick and simple. Furthermore, the number of centroids in
it is predetermined, limiting its flexibility. However, GMM
has high flexibility as it is based on prior probability, but
the need for parametric optimization causes it to be expen-
sive to enforce [26]. Furthermore, DBSCAN is density-
specified clustering and preferred in noisy data points.

Therefore, in VLC, these ML algorithms are used based
on their strength and system usability, such as ANN is used

in nonlinearity mitigation, channel estimation, and position-
ing due to its strong nonlinear mapping ability; k-NN and
algorithms based on multiple classifiers are used in location
tracking due to their high precision. Moreover, jitter occurs
randomly in a system that can be effectively mitigated by
DBSCAN. Clustering is used to estimate phase and modula-
tion for its ability to group unlabelled data. Furthermore,
Table 6 represents the most prevalent ML schemes imple-
mented in VLC networks.

6. Future Perspective

In recent times, VLC has yielded a slew of incredible results
in 5G era and beyond. Still, there are some major roadblocks
in various areas, such as the current optical architecture,
which is currently slowing down the VLC network process.
As a result, in the coming years, some new design concepts
must be investigated in order to reduce system failures.
Existing VLC indoor and underwater channels do not take
into account the various issues that determine precise chan-
nels, so a comprehensive VLC analytical network design is
required. It is necessary to implement a VLC-based diverse
communication system. ML is a powerful tool which has
attracted considerable interest due to its strong i/p-o/p map-
ping potential, identification, and correlation efficiency. In
particular, ML gained special popularity in image and video
processing, AI, and certain other sectors, but it is still in its
initial stages in VLC [27]. To date, the ML techniques in
VLC have not been effectively exploited. In addition, con-
volutional neural networks (CNNs) are not fully investi-
gated with VLC networks using ML technology as their
feature extraction potential as well as their structural chan-
nel for VLC are quite complex. Therefore, it will take
additional investigation into various ML techniques in
order to completely realise the insight of VLC networks.

Table 4: ML algorithms in modulation identification.

Method Ref. Outcomes

k-Means algorithms [18, 19]
(1) [18] Based on postequalization and [19] based on preequalization
(2) BER reduced by 10% in [18] and by 50% in [19]
(3) Gain improved by a factor of 1.6 dB to 2.5 dB in comparison to linear compensation

GMM [20]
(1) Can operate on a wide range of bias current and voltage
(2) Require more time in execution

Table 5: ML algorithms for phase estimation.

Method Ref. Outcomes

k-Means [25]
(1) Can efficiently improve BER performance
(2) Maximum data rate up to 1.4625Gbps is obtained

GMM [26]
(1) Low BER than k-means
(2) Gain is 1 dB higher than k-means with 1.5Gbps bit rate

SVM [50]
(1) BER can be reduced to 7% with significant correction in phase distortion
(2) Data rate up to 400mbps can be obtained
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Furthermore, some significant open research challenges that
can be addressed in the future are stated as follows:

(i) Real-time VLC transmission is a time-dependent
process that necessitates datasets and training in a
real-time environment. Moreover, in a real-time
scenario, the channel behaviour of VLC elements
varies with time. The VLC-based ML techniques
use offline data training. As a result, the system
should be implemented with self-learning, modify-
ing, and optimization capabilities in future applica-
tions [51]

(ii) The VLC networks are typically confined in narrow
frequency band of luminaries; however, ML of high
illumination can be used to minimise the aforesaid
constraint [4]

(iii) VLC is primarily used for LoS communication
using single set of LED and PD. However, the
multiple-input and multiple-output VLC transmis-
sion using arrays of LEDs and PDs represent the
emerging trends. Additionally, ML applications
in multiple-input and multiple-output VLC can
enhance the performance [51]

(iv) Another area of investigation in VLC network with
ML is channel modelling including different types
of indoor surfaces for refraction, reflection and
scattering, higher-order nLoS components, geo-
graphical illumination dispersion, and noise. As a
result, smart ML is a part of future VLC network
research to accommodate the aforementioned com-
plexity [27]

(v) ML-based VLC systems mostly use M-PAM (M = 4,
8, 16), CAP-MQAM, and CAP-QPSK modulation
techniques. Furthermore, since VLC is primarily
used for high-speed data transmission, ML with
more effective modulation techniques like proba-
bilistic constellation shaping modulation and geo-
metric constellation shaping formats [52] can be
implemented to increase the data rate and energy
efficiency

(vi) LBS with ML can be efficiently used in Internet of
Things- (IoT-) based VLC applications. Appropri-
ate route design is required for a variety of indoor
positioning applications that can have a significant
impact on QoS. It is considered that ML classifica-
tion models such as ANN are much more efficient
for precise location tracking [39]

7. Conclusion

The various ML algorithms for reducing the computational
complexity in indoor VLC transmission, as well as ML appli-
cations in different design requirements to increase network
performance, have been comprehensively reviewed in this
paper. Different ML schemes have their own set of benefits
and drawbacks. In real-time situations, the investigator must
make reasonable decisions based on individual require-
ments, investigation features, and equipment availability,
including calculation complexity, device nonlinearity, and
overhead. On the basis of the available literature, it can be
concluded that the ML implementation areas in VLC are
still inadequate. Further investigation of ML techniques is
required for different real-time VLC application scenarios
in the future. This will be beneficial for VLC’s future
research in 5G and beyond.
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Massive multiple-input multiple-output (MIMO), or large-scale MIMO, is one of the key technologies for future wireless networks
to exhibit a large accessible spectrum and throughput. The performance of a massive MIMO system is strongly reliant on the
nature of various channels and interference during multipath transmission. Therefore, it is important to compute accurate
channel estimation. This paper considers a massive MIMO system with one-bit analog-to-digital converters (ADCs) on each
receiver antenna of the base station. Deep learning (DL)-based channel estimation framework has been developed to reduce
signal processing complexity. This DL framework uses conditional generative adversarial networks (cGANs) and various
convolutional neural networks, namely reverse residual network (reverse ResNet), squeeze-and-excitation ResNet (SE ResNet),
ResUNet++, and reverse SE ResNet, as the generator model of cGAN for extracting the features from the quantized received
signals. The simulation results of this paper show that the trained residual block-based generator model of cGAN has better
channel generation performance than the standard generator model in terms of mean square error.

1. Introduction

The frequency of wireless data traffic has increased dramat-
ically worldwide during the last few decades [1]. This sce-
nario puts considerable pressure on the current wireless
communication system. The instant increase in the demand
for several laptops and smart devices, the prevalence of
online gaming and social networking, and the high-
demand services like interactive media led to an outburst
in cellular network data traffic, with demands projected to
rise continuously at a rapid rate [2, 3]. As per Cisco’s visual
networking index forecast, the global mobile data traffic
increased approximately ten-fold from 2013 to 2018 [4].
By the end of 2022, most of the traffic will be derived from
mobile phones. The previous wireless generation systems
were not able to manage this enormous amount of data. This
scenario has motivated the consideration of a wireless tech-
nology known as multiple-input multiple-output (MIMO),
both in theory and practice [5]. MIMO technology uses mul-
tiple antennas for a considerable improvement in spectral
efficiency. This technology is divided into three parts:

point-to-point MIMO, multiuser MIMO, and massive
MIMO [6]. The point-to-point MIMO is the simplest form
of MIMO in which a base station (BS) equipped with an
antenna array serves a terminal equipped with an antenna
array [6]. In multiuser MIMO, the array of terminals using
the same time-frequency resources is served by a single base
station [7]. This scenario comes from a point-to-point
MIMO setup by splitting the K-antenna terminal into multi-
ple separate terminals. The massive MIMO is a scalable ver-
sion of multiuser MIMO. It is also called the extension of
MIMO technology, which includes hundreds and even thou-
sands of antennas at the BS to enhance the throughput and
energy efficiency [8]. The underlying idea that allows for a
considerable gain in energy efficiency is that energy can be
absorbed with high intensity into smaller areas when a large
number of antennas are used [9]. By utilizing the multiplex-
ing gains and spatial diversity, massive MIMO improves the
robustness and spectral efficiency of wireless communica-
tion systems under limited channel fading and bandwidth
[10]. The issues associated with practical massive MIMO
systems are the high power consumption and expensive
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hardware. The utilization of analog-to-digital converters
(ADCs) is one of the promising solutions for this issue.
The power transmitted by these complex ADCs is inversely
proportional to the number of antennas [11]. The power
consumed by each ADC increases exponentially with the
number of quantization bits and linearly with the sampling
rate [12, 13]. Therefore, low-resolution one-bit ADCs are
considered for a massive MIMO system.

In a one-bit massive MIMO system, deep learning (DL)
techniques are being applied to empower its full potential
[14]. The influence of DL techniques grew rapidly in early
2000s. DL is a subset of machine learning (ML) that makes
use of neural networks and utilizes supervised, unsupervised,
and reinforcement learning [15]. DL is used in a number of
domains, including automatic speech recognition, object
detection, and image classification. It is also used in many
wireless communication applications, such as resource man-
agement, spectral sensing, beamforming, signal detection,
and channel estimation [16–18]. Using the DL techniques,
a task can be analyzed easily and with reliable results. In
[19], DL techniques have been successfully used for signal
detection with nonlinear distortion and joint channel esti-
mation. In [20], a deep convolutional neural network
(CNN) has been used to explore channel correlation and
improve the channel estimation accuracy. DL approaches
can also be used to solve the beam selection problem in mas-
sive MIMO systems [21].

In [22], a DL technique was used to estimate the channel
for one-bit massive MIMO system. By using this DL tech-
nique, it is difficult to generate a more realistic channel
matrix because of information loss with subsequent layers
in neural networks [22]. This paper employs the same DL
technique used in [22] with different CNN architectures to
generate more realistic and accurate channels for one-bit
massive MIMO system.

The performance of the proposed approach is measured
in terms of mean square error (MSE) and the number of
used BS antennas. The conditional generative adversarial
network (cGAN) is a form of GAN that is used to determine
an adaptive loss function, called GAN loss, for variety data-
sets and applications. The learning curves for the generator
and discriminator models of all the cGAN versions are also
tracked and estimated. The following are the main contribu-
tions of this paper: The reverse residual network (reverse
ResNet), squeeze-and-excitation ResNet (SE ResNet), ResU-
Net++, and reverse SE ResNet versions of the ResNet archi-
tecture are successfully implemented as a generator model of
cGAN, and their performance is compared in terms of MSE
and the number of BS antennas used. The learning curves of
the generator and discriminator models are also examined.
The learning curves show that both the generator and dis-
criminator are following their adversarial property, indicat-
ing that the training scheme is working properly. However,
after upgrading the ResNet to its variants, the discriminator
may need to be upgraded as well to keep up with the more
powerful generator. The results exhibit that for channel esti-
mation, the cGAN with reverse SE ResNet as a generator
model outperforms the other techniques. The rest of this
paper is structured as follows: The architecture of a one-bit

massive MIMO system is described in Section 2. The charac-
teristics of DL models and channel estimation using cGAN
are discussed in Section 3. The simulation results are pre-
sented and compared in Section 4. Finally, Section 5 con-
cludes the paper.

2. Architecture of One-Bit Massive
MIMO System

In a basic massive MIMO setup, each BS is equipped with a
large number of antennas and serves a cell with a large
number of users. Each user is considered as a single antenna.
All users simultaneously occupy the full time-frequency
resources both in uplink and downlink transmissions. On
the BS and user sides, an uplink massive MIMO system with
a uniform linear array (ULA) is considered. As shown in
Figure 1, there are M BS antennas and K single-antenna
mobile users (MUs). Each antenna at BS is equipped with
two one-bit ADCs for real and imaginary components of
the signal received from each MU antenna. By following
the channel model of [22], the channel matrix for the K
MUs can be expressed by

hk = 〠
Nρ

l=1
ωla βk

azi, βk
aod

� �
, ð1Þ

where l is the channel path, Nρ is the number of channel
paths, the complex gain of each path l is ωl, and að:Þ denote
the array response vector of the BS. βk

azi and βk
aod denote the

azimuth angle of departure and elevation angle of departure,
respectively. Finally, the full channel matrix H for K MUs
can be expressed by (2), where the dimension of H is M ×
K :

H = h1, h2, ::⋯ ⋯ , hk, ::⋯ ⋯ , hK½ �: ð2Þ

2.1. Applying One-Bit ADCs for Channel Estimation. The
channel is estimated at the BS by using a pilot sequence of
length τ from the user side. As shown in Figure 1, K MUs
concurrently transmit the pilot sequence of length τ to BS.
The received signal Y at the BS before one-bit quantization
is given by [22]:

Y =Hϕ +N , ð3Þ

where the dimension of Y is M× τ, N is a noise matrix
whose dimension is M × τ, and ϕ is the randomly assigned
pilot sequence from K users. During the quantization pro-
cess, the real and imaginary components of a signal from
BS antennas are separately quantized using one-bit ADC.
The function used for quantization is signum function
sgn(.). After one-bit quantization, the received signal Y can
be expressed by [22]

Y = sgn Hϕ +Nð Þ, ð4Þ
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where sgn(.) is

sgn =
1 for x ≥ 0,
−1, otherwise:

(
ð5Þ

The quantized signal Y takes the values from the set
f1 + j, 1 − j,−1 + j,−1 − jg. The goal of this research is to
use an adversarial DL model to extract the channel matrix
Ĥ from the quantized received signal Y , as well as to evaluate
their performance in terms of MSE and the number of BS
antennas employed.

3. Channel Estimation Using cGAN

In this section, CNN-based cGAN has been used to perform
the channel estimation tasks. In this work, the channel esti-
mation is considered as an image-to-image translation prob-
lem by considering channel matrix H and received signal Y
as two channel images with parameters of M ×N × 2 and
M × τ × 2, respectively. Here two channels signify the real
and imaginary part of the complex matrix.

3.1. cGAN Architecture. The standard GAN is composed of
two neural networks, namely generator G and discriminator
D. As shown in Figure 2, G learns the data distribution from
the original dataset and generates new images [23]. The G is
trained to improve the quality of generated data to fool the
discriminator, so that generated samples produced by G
are considered real ones, and the D is trained to differentiate
between generated and real samples. If D can successfully
differentiate between the generated and real samples, then
G will receive feedback based on D’s success, so that G can
learn to generate samples similar to the real ones. Both net-
works work against each other to achieve the best results
[22]. To achieve this goal, the cGAN loss is composed of

two parts: the adversarial loss and the L1 loss [24]. The
adversarial loss can be expressed by

LcGAN G,D, Y ,Hð Þ =min
G

max
D

E log D Hð Þ½ �
+ E log 1 −D G Yð Þð Þð Þ½ �:

ð6Þ

The expression of L1 loss is given by

L1 = E H −G Yð Þk k2� �� �
: ð7Þ

Here L1 distance is added to the generator loss to
encourage the low-frequency accuracy of the generated
image. The L1 distance is preferred over L2 distance because
it produces images with less blurring. Finally, the complete
expression for the cGAN loss is given by [22]

LcGAN G,D, Y ,Hð Þ =min
G

max
D

E log D Hð Þ½ �
+ E log 1 −D G Yð Þð Þð Þ½ � + λL1 Gð Þ:

ð8Þ

The architecture of G and D neural networks must be
carefully chosen in order to make training easier [25].

3.2. Proposed CNN Architectures for G Model of cGAN. In
this paper, a cGAN architecture is used to create artificial
channel samples in a one-bit massive MIMO system illus-
trated in Figure 3. To make the training process easier, the
architecture for the G model must be chosen carefully [26].
After conducting a thorough model exploration for the G
model and taking into account prior findings [22, 27], a
few ResNet variant architectures have been applied to the
G model in this work, and the learning curves of the G
and D models have also been analyzed to verify the proper
functionality of training scheme. In the cGAN model, both
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Received
signal

cGANĤ

Re (.)

Img (.)

Re (.)

Img (.)

Y

Base station Mobile users

1-bit ADC

1-bit ADC
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Figure 1: Architecture of one-bit massive MIMO system.
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G and D using CNN architectures are composed of many
convolutional layers, batch normalization (BN) layers, acti-
vation functions, and dropout layers. The first CNN archi-
tecture implemented for the G model of cGAN in this
paper is reverse ResNet [26] for channel estimation. As
depicted in Figure 4, the order of BN layer, activation func-
tion, and convolution layer in the residual block of ResNet
described in [28] was changed from Conv-BN-ReLU to
BN-ReLU-Conv in this CNN architecture. This modified
architecture of ResNet, i.e., reverse ResNet, trains faster
and achieves better results than ResNet [28]. The second
CNN architecture implemented for the cGAN G model in
this paper is SE ResNet, in which an SE block is added to
ResNet to perform feature recalibration.

In the SE ResNet architecture, SE block is used after each
residual block in order to improve the network’s representa-
tion [29]. As demonstrated in Figure 5, the global average
pooling layer is used for the squeeze phase to minimize the
overfitting by reducing the total number of parameters in
the model, and two fully connected layers are used for the
excitation phase to fine-tune the obtained features for precise
channel estimation in the SE block following a channel-wise
scaling operation. The third ResNet variant implemented

for the cGAN G model in this paper is ResUNet++ [30].
A few modifications have been done in this CNN architec-
ture to make it less complex. The output of each SE
ResNet block is concatenated with its corresponding layer
in the decoder. ResUNet++ is based on the ResUNet
architecture that was presented in [27] for channel estima-
tion. The ResUNet++ architecture takes advantage of both
the residual and SE blocks in the U-Net CNN architecture
[31]. A residual block spreads information across layers
and reduces the vanishing gradient problem, while an SE
block performs the feature recalibration [32]. Figure 6
depicts the block diagram of modified ResUNet++ archi-
tecture. In the modified ResUNet++ architecture, the
encoder uses the SE block with residual block, whereas
the decoder uses a sequence of deconvolution, BN, drop-
out, and concatenation with the SE ResNet through skip
connections [32].

Reverse SE ResNet is the fourth CNN architecture used
in this paper for the G model of cGAN. As shown in
Figure 7, this CNN architecture combines reverse ResNet
and SE ResNet. Because of the reverse ResNet and the SE
ResNet, this combination allows for faster training and bet-
ter feature calibration.
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3.3. Discriminator Model Architecture. The PatchGAN
architecture [24] has been used for the D model in this
paper. As reported in [24], the PatchGAN discriminator
takes individual patches of an image rather than the entire
image and classifies them separately as real and fake, which
encourages sharp and high-frequency details of an image.
The cGAN D model has two-dimensional convolutional
layers with a kernal size of 4, BN layers, and ReLU activation
function. The advantage of adopting PatchGAN is that the
image size is unrestricted, as well as the image resolution
and texture structures are unaffected [33].

4. Simulation Results

4.1. Datasets and Model Training. In this paper, an indoor
massive MIMO scenario “I1_2p4” of [34] has been consid-
ered for channel estimation using cGAN in one-bit massive
MIMO system. In this scenario, there is a 10m × 10m
dimensional room with two tables.

Users are arranged on x‐y grids and antennas are placed
on up part of the ceiling. A dataset is generated by taking
this scenario, called the DeepMIMO dataset. The parameters
for channel simulation are listed in Table 1. Moreover, four
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channel datasets are generated with different number of BS
antennas; M varies from 64 to 256, and the number of
MUs is fixed to K = 32. For the training and testing pur-
poses, the generated DeepMIMO dataset components were
shuffled and distributed in the ratio of 70% and 30%, respec-
tively [35]. To train the G model of cGAN, the Adam opti-
mization algorithm [36] with a learning rate of 2 × 10−4
has been used. The RMSProp algorithm [37] has been
adopted with a learning rate of 2 × 10−5 for stable training
of the D model.

4.2. Matrices Estimation. This paper makes the use of MSE
to compute the variation between the actual channel matrix
and the estimated channel matrix. The MSE is expressed by
[22]

MSE = 10 log10 E H − Ĥ
� �

2
� 	

, ð9Þ

where H and Ĥ are the vectors to represent the actual chan-
nel matrix and estimated channel matrix over all antennas.
E½:� calculates values of expectation.
4.3. Performance Comparison. In this paper, the cGAN G
model has been implemented using four variants of ResNet
architecture, namely reverse ResNet, SE ResNet, ResUNet+
+, and reverse SE ResNet for channel estimation in one-bit
massive MIMO system, and their performance is compared

with the cGAN G model implemented with ResNet architec-
ture [28] and U-Net architecture [29]. Figure 8 and Table 2
exhibit the performance comparison in terms of MSE. As
shown, the cGAN G model with reverse SE ResNet architec-
ture outperforms the remaining cGAN models. The cGAN
G model based on reverse SE ResNet is capable of producing
better channel estimation results than that of other models
because an SE block performs feature recalibration through
which a network can learn to use global data to selectively
highlight the essential features and suppress the nonessential
ones.

Moreover, by reversing the residual block, the model
trains faster and achieves better results than the results of
original residual block. As depicted in Figure 9, the MSE per-
formance is compared by varying the number of BS anten-
nas and setting the pilot sequence length to 8 and the
number of MUs to 32. It can be observed that the MSE value
of all cGAN models increases a bit when the number of BS
antennas is increased from 64 to 256. The MSE value of
cGAN G model with reverse SE ResNet architecture stays
in the range from -40 dB to -39 dB. There is no noticeable
improvement in MSE for all the G models by increasing
the number of BS antennas from 64 to 256. Figures 10 and
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Table 2: Performance comparison of cGAN models.

CNN architecture for G model of cGAN Minimum MSE (dB)

ResNet -37.2479

Reverse ResNet -38.0479

ResUNet++ -35.0092

SE ResNet -37.9267

Reverse SE ResNet -40.1313
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Figure 9: Model performance comparison by varying the number
of BS antennas.

Table 1: Parameters for simulation.

Antenna array type ULA

Bandwidth (BW) 0.01GHz

Antenna spacing BW/2

Total paths 10
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11 demonstrate the training curves of the cGAN G and D
models. It appears that balancing the convergence of both
G and D is extremely difficult. When one of them is over
trained, the system becomes unstable. It is observed that G
performs poorly in beginning epochs and improves with
subsequent epochs, but D performs well in initial epochs
because D can quickly distinguish between a real and a fake
one. As shown in Figure 12, the training curves of cGAN G
model using ResNet and reverse SE ResNet CNN architec-
tures are compared with the training curves of cGAN D
model. With subsequent epochs, the training curves of both
the G and D models converge. Figure 12 depicts the adver-

sarial property of cGAN. As can be seen, finding a reason-
able gradient to follow during training for the G model in
the early epochs is challenging; therefore, the G loss is fairly
random. The G eventually improves, but it still does not
converge properly as shown in Figure 12.

The user’s traffic and mode collapse in cGAN are two
possible explanations of this convergence failure. Both the
G and D models are trying to minimize their own loss func-
tion. It is also clear from Figure 12 that the same cGAN
model performs differently with different G models, and
the strength of D varies in proportion to the strength of G.
Lastly, the training and testing losses of cGAN G and D
models are compared in Figure 13. As shown in Figure 13,
there is a large gap between the G’s training and testing
losses, but only a small gap between the D’s training and
testing losses. It can be concluded that cGAN performance
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with testing data is better and satisfactory while performing
channel estimation for massive MIMO systems.

5. Conclusion

In this paper, the cGAN generator models have been imple-
mented using different CNN architectures, including reverse
ResNet, SE ResNet, SE ResNet, ResUNet++, and reverse SE
ResNet, and their performances have been compared in
terms of MSE for channel estimation. As shown in the
simulation results, a cGAN model with a reverse SE ResNet
generator and a PatchGAN discriminator can be used to
estimate channels precisely. The cGAN discriminator model
can be developed with reverse SE ResNet CNN architecture
and compared in future work to gain better results for chan-
nel estimation. Furthermore, other GAN models, such as
deep convolutional GAN and cycle GAN, can also be pro-
posed and used instead of cGAN for channel estimation in
a one-bit massive MIMO system.

Data Availability

The underlying data supporting the results may be made
available on request.
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The capacity of multiple input and single out (MISO) system is investigated in intercell interference environment of a visible light
communication (VLC) system. The interference is dominating in cell edges and the center of the room due to overlapping of light
signals from neighbor cell. The footprint of one cell extends at high SNR, and consequently, this increases the intercell interference
regions. Therefore, the channel capacity is greatly deteriorated due to interference power. In this paper, the channel capacity can
be improved using diversity gain of MISO-based VLC system. The light-emitting diode (LEDs) of MISO system in a cell can use
the same data to improve the diversity gain of the system. The MISO array is derived as per SNR requirements in interference
region of the room. The capacity of the MISO system is examined and compared with that of the single input and single
output (SISO). A trade-off of the MISO array is obtained at different SNRs to achieve the interference free capacity system.
Theoretical and simulation capacity response show that the interference is considerably minimized by using diversity gain of
MISO system. The interference free capacity is achieved at 44 dB, 49.5 dB, and 51.7 dB SNR using 4X1, 9X1 and 16X MISO
system, respectively.

1. Introduction

The VLC MIMO system emerge as the promising technol-
ogy used to support high performance in communication
systems [1]. MISO-VLC system is generalized into two
types, i.e., the imaging and nonimaging MISO system. The
most usage in MISO equipment system is imaging in which
the channel matrix is guaranteed to be with full-rank, and
the multiplexing gain is extremely high [2]. There are lot
of challenges in VLC system. The cell interference is one of
the important issues need to be investigated and solved.
The cell interference is initiated when the different neighbor
cells attempt to use the identical resource at the same time.
The cell interference deteriorates the system performance
especially channel capacity, bit error rate, and data rate.
The MISO system can increase the channel capacity without
consuming extra bandwidth and SNR. The high-order MISO

is commonly applied in VLC system and for further exploit-
ing of the multipath channel capacity [3–5]. However,
increasing the number of light-emitting diode (LED) and
other hardware of the transmitter in a limited space is also
a challenge. Therefore, it is important to find an optimized
topology for the high-order MISO array system in mobile
receivers which can maximize the system performance of
MISO-VLC.

Several interference mitigation methods have been stud-
ied in the literature under various conditions and network
infrastructures. The distribution of multicolor, time division,
frequency reuse, and cell coordination is commonly used to
eliminate the interference. The utilization of bandwidth,
power, and blanking resources are utilized to overcome the
cell interference effects. In [6], the dynamic and static alloca-
tion of frequency resources, time slots, and the power distri-
bution is controlled at the receiver to ensure that the cell
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interference remains within acceptable limits. The signal-to-
noise ratio (SNR), signal-to-interference-noise ratio (SINR),
and optical channel constraints relation is investigated in [7]
to provide fair comparison across optical wireless communi-
cation. A phase predistorted joint detection technique is
investigated in [8] to improve the system performance of
uplink nonorthogonal multiple access (NOMA). This
scheme outperforms the previously proposed successive
interference cancellation-based NOMA with or without pre-
distortion. The fix power allocation to successive interfer-
ence cancellation algorithms is examined. These schemes
increase the complexity at transmitter side. The proposed
scheme in [9] is comprised of a two-level algorithm—one
at the base station level, and the other at a central controller
to which a group of neighboring base stations are connected.
The frequency share and reuse combined method is investi-
gated in [10], in which the two resource allocation algo-
rithms are used to minimize interference and maximize the
system throughput. This technique utilizes more resources
by increasing the number of cells. A static scheduler tech-
nique is offered to achieve high signal-to-interference-noise
ratio (SINR) in [11]. Two approaches are proposed, one
for the centralized part, and the other is based on the greedy
color allocation. Both approaches improve the performance
of cell-edge users but they increase the complexity of the sys-
tem. A polynomial time distributed algorithm is proposed in
[12] to minimize the cell interference, while the resource
allocations has been tackled with blanking. However, the
excessive use of blanking may deteriorate the performance.
The pilot-based interference estimation scheme proposed
in [13] is a crucial step to control power and band resources
for cell–edges users. However, the pilot-based schemes are
not accurate, and it utilizes extraband resources. An orthog-
onal frequency division multiplexing (OFDM), based load
balancing algorithm is proposed in [14] for managing the
resources of the resulting hybrid VLC/RF network and
determining the user association to each system. The com-
plexity of this optimization problem is excessively high for
practical VLC/RF networks. The coverage analysis of multi-
user VLC networks is presented in [15]. This work employed
a dynamic cell formation method for grouping the optical
access points in multiple optical cells that cover a footprint
to minimize the intercell interference. Then, the transmis-
sion based on blind interference alignment in each optical
cell is utilized to minimize the interference.

This paper investigates the channel capacity in cell inter-
ference area by using the MISO system. The interference
power is different in different areas of the room due to inter-
ference and distance. The channel capacity is deteriorated
due to signal-to-interference-noise ratio (SNIR). Therefore,
the formulation to find the number of MISO array is utilized
which minimize the intercell interference effect. The cell
interference free channel capacity is derived by using a
high-order MISO array at different levels of SNR. This tech-
nique secures the power, bandwidth, transmitter, and
receiver complexity and many other complex algorithm used
in transmitter and receivers. The high SNR produces high
SNIR and decrease the channel capacity especially in the
intercell interference regions. The deterioration of channel

capacity is compensated by the high order of MISO array.
The MISO system is optimized for high interference area
of the room which is more depending upon the placement
of LEDs and distance between them and transmitted power.

This paper is structured as follows. Section 2 describes
the proposed schemes. The analyses are shown in Section
3. Section 4 represents the simulation results. Section 5 con-
cludes this paper.

2. System Model

The higher-order MISO array is used to improve the capac-
ity at high SNR of the system in cell interference environ-
ment. The LED array for brightness and data transmission
are used for multiple receivers simultaneously. In this paper,
four cells of NT number of LEDs are installed at the same
distances. We consider same number of LEDs in each cell.

The signal xiðtÞ is transmitted at time t from LEDs i =
1, 2, 3, ::NT , and yjðtÞ is received at time t.

yR tð Þ = 〠
Nt

i=1
Rhij tð Þxi tð Þ + nj tð Þ, ð1Þ

where hiðtÞ is the complex channel gain with E½hiðtÞ�2 = 1
and R represents the responsiveness of the photo-detector (in
A/W) and xðtÞ = ½x1ðtÞx2ðtÞx3ðtÞ⋯ ::xNT

ðtÞ�T and yRðtÞ =
½y1ðtÞy2ðtÞy3ðtÞ⋯ ::yNT

ðtÞ�T. The VLC channel matrix Ho

with 1XNT dimension as shown in Figure 1.
The direct signal or line of sight (LOS) is considered;

however, signals from non-LOS (NLOS) are negligible. The
distance between the transmitter and receiver is d, APD is
the receiving area, p is the refractive index, ψ is the angle
of incidence, φ is the irradiance angle, γ is the reflectance
factor, l is the order of Lambertian emission, ψc is the field
of view (FOV), and TðψÞcof is the signal transmission coeffi-
cient of an optical filter. The gðψÞ is the gain of the optical
concentrator which is expressed in [16]

g ψð Þ =
p2

sin2ψc
, 0 ≤ ψ ≤ ψc,

0, 0 ≥ ψc,

8><
>: ð2Þ

where Aeff is effecting area of photodiode and Ar is the
surface area of the photodiode, which can be write mathe-
matically as

Aeff ψð Þ =
NrAr cos ψ, 0 ≤ ψ ≤

π

2
,

0, ψ >
π

2
,

8><
>:

Aeff ψð Þ =
NrAr cos ψTs ψð Þg ψð Þ, 0 ≤ ψ ≤ ψc,

0, ψ > ψc:

( ð3Þ
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The transmitted and received power can be expressed as

Pr = 〠
NT

i=1
Pt ið ÞHd tð Þ: ð4Þ

However, the transmitted power is divided equally
between all number of LEDs and received power in the room
is shown in Figure 2, where transmitted power is

Pt =
I ∅ð Þ
R ∅ð Þ , ð5Þ

where Rð∅Þ is radiant Lambertian.
Received power is a product of received intensity Itð∅Þ

and the effective area Aeff ðψÞ. Therefore, the received power
can be defined as [17]

Pr =
I ∅ð Þ
d2

Aeff ψð Þ, ð6Þ

Hd 0ð ÞLOS =

l + 1ð ÞNrArγcosl φð Þg ψð ÞT ψð Þcof cos ψð Þ
2πd2

,

0 ≤ ψ ≤ ψc,

0, elsewhere:

8>>>><
>>>>:

9>>>>=
>>>>;
ð7Þ

Equation (7) represents the DC gain Hdð0Þ in LOS in
frequency domain. The average transmitted optical power
is given in

Pt = limT⟶∞
1
2T

ðT
−T
x tð Þdt: ð8Þ

The different MISO cells are transmitting different bit
streams data. Therefore, the m is nearby receiver to the kth

cell as shown in Figure 1(a). Thus, the maximum SNR is
received from the kth cell. The powers from neighbor cells

which are using the same signal shape but different bit
streams are considered interference ∑A

a=1
a≠k

Prða,mÞ as given in

Pr mð Þ = Pr k,mð Þ + 〠
Ncell

a=1
a≠k

Pr a,mð Þ ð9Þ

The footprint of four cells are shown in Figure 1(b), and
the illumination of every cells is overlapping the neighbor
cell which cause the interference. However, the interference
area and cell edges are clearly mentioned in Figure 1(b).
The highest interference area is located at the center of the
room.

3. Analysis

In this paper, the channel information of the VLC system is
known at both the side receiver and transmitter. The [18, 19]
multiple independent data streams are simultaneously trans-
mitted from different cells to achieve higher transmission
data rate. The diversity gain of MISO transmission tech-
nique is transmitting same bit streams within a cell. The
diversity gain increases the SNR within the cell and
improves the channel capacity of the system. In this paper,
the diversity gain is analyzed within the cells of a VLC sys-
tem. The cell interference of the neighbor is analyzed
between cells which dominant at the boundaries of the cell
as shown in Figure 1(b). The cell interference is compen-
sated through number of LEDs NT at transmitter. The inter-
ference signals are dominant in cell edges and center of the
room; therefore, the channel capacity performance are
affected in interference regions. The cell interference effect
is mitigated by increasing the number of LEDs at the trans-
mitter. The higher-order MISO transmitter can be utilized
only in high interference areas if receivers are static.

x2

x1

x3

y2

y1

n

yy3

yNT

HNT
(0)LOS

xNT

Ncell

Pr(a,m)
a = 1
a ≠ k

ReceiverTransmitter cellk

m

H1(0)LOS

H2(0)LOS

H3(0)LOS
+ +

(a)

Room

Cell 2Cell 1

Cell 4

Center
of roomCell

edges

P (2.5, 2.5)

Cell center

Cell 3

(b)

Figure 1: Top view of VLC MISO system. (a) MISO system. (b) Footprint of four cells.
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The capacity of MISO AWGN channel:

CMISO ≤ 〠
NT

i=1
log 1 + SNRð Þ,

γ =
P2
r kð Þ

n2W
NT ,

ð10Þ

with cell interference SNIR = SNRICI ≤ ðP2
rðkÞ/ðn +

∑Ncell

a=1
a≠k

Prða,mÞÞWÞNT , the ∑Ncell

a=1
a≠k

Prða,mÞ is cell interference

power from neighbor cells as shown in Figure 3.
The channel capacity per band for single input and single

output (SISO) in interference environments is given below:

C
W

≤
1
2
log 1 +

Pr kð Þ
� �2

n + ∑Ncell

a=1
a≠k

Pr a,mð Þ

0
B@

1
CA

20
B@

1
CAW

0
BBBBBBBB@

1
CCCCCCCCA
:

ð11Þ

The approximation of noise at high interference is negligi-
ble. TheMISO capacity is compared with capacity of SISO sys-

tem without interference (SISOWI) as shown in Figure 4 to
estimate the number of NT

1
2
log

P2
r kð Þ
nW

 !
≥
1
2
log

P2
r kð Þ

n +∑Ncell

a=1
a≠k

Pr a,mð Þ

0
B@

1
CAW

NT

0
BBBBBBBB@

1
CCCCCCCCA
,

P2
r kð Þ
nW

 !
≥

P2
r kð Þ

n +∑Ncell

a=1
a≠k

Pr a,mð Þ

0
B@

1
CAW

NT ,

〠
Ncell

a=1
a≠k

Pr a,mð Þ ≥
P2
r kð Þ

P2
r kð Þ

nNTW − n,

〠
Ncell

a=1
a≠k

Pr a,mð Þ ≥ nNTW − n,

NT ≥

∑Ncell

a=1
a≠k

Pr a,mð Þ + n

Wn

0
BBB@

1
CCCA,

ð12Þ

Equation (12) defines the required number of NT to com-
pensate the cell interference power in MISO systems. How-
ever, the SNR can be define as in

Pr k,mð Þ +∑Ncell
a=1 Pr a,mð Þ

n

 !
≥NTW − 1,

Pr k,mð Þ
n

� �
≥ NTW − 1ð Þ − ∑Ncell

a=1 Pr a,mð Þ
n

" #
:

ð13Þ
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Figure 3: Interference power of four cells’ indoor room.
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TheMISO system is optimized at highest interference area
which is the center of the room. The center of the room is at
Pðx − axis = 2:5, y − axis = 2:5Þ as shown in Figure 1(b), the
light from all cell received equally. Therefore, the interference
power is three time greater then principle cell as shown in

Pr k,mð Þ
n

� �
2:5,2:5ð Þ

≥ NTW − 1ð Þ − 3 ∗
Pr k,mð Þ
n

� �
: ð14Þ

The condition for optimization is the difference between
ðNTW − 1Þ and ð3 ∗ ðPrðk,mÞ/nÞ Þ should be high enough to
achieve the high SNR. Therefore, analytically the high SNR
requires high MISO array system in interference areas of the
room. Hence, the MISO system is optimized as per high inter-
ference to achieve the required SNR.

The overall capacity of whole indoor cellular system is
equal to the combination of all cell’s capacity. However,
every cell is transmitting different bit stream which creates
the cell interference in neighboring cells. Every cell utilizes
the MISO system with diversity gain and get an improved
capacity in that particular cell. The overall capacity

C = 〠
Y

cell ið Þ=1
Ccell ið Þ, ð15Þ

where Y represents the number of cells and every cell ðiÞ
utilizes diversity gain with NT order of MISO system to
minimize the cell interference from neighbor cell. The dis-

tance between cells decreases the SNIR at the boundaries
of every cell. However, the less distance between cell
increases the cell interference which requires the higher
order of MISO system. Therefore, we have trade-off between
cell interference, distance between LEDs within cell, SNR
and order of MISO system within one cell. The cell interfer-
ence varies due to two factors one is distance between cells
and SNR. However, distance between LEDs and SNR
increase the interference at boundaries of the cell. The dis-
tance between LEDs improves the illumination distribution
in the room, and interference power is compensated via
MISO system.

4. Simulation Result and Discussion

The simulation of this indoor VLC MISO system is per-
formed by using four cells installed in a 270 sq. ft. room.
MISO LEDs are placed at same distances inside every cell,
and the room is covered by four cells. Every cell has fixed
number of NT or LEDs. The receiving surface is 2 meter
away from ceiling. This paper examined the simulation
and analytical channel capacity which is deteriorated due
to cell interference. The VLC is a high SNR communication;
however, the high SNR is a big challenge to be achieved in
intercell interference environments, because the intercell
interference increases in high SNR.

Figure 5 is simulated at NT = 4 MISO system for every
cell. Figures 5–7 show that the higher-order MISO systems
increase the channel capacity specially at high SNR in cell
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0 1 2 3 4 5

0
1

2
3

4
5
0

1

2

3

4

Length of the roomWidth of the room

C
ap

ac
ity

 (b
it/

s/
H

z)

NT = 4
SNR = 48.7 dB

Figure 5: Channel capacity of four cells and each cell contain NT = 4 MISO system.

5Wireless Communications and Mobile Computing



interference regions. The center of the room is more affected
with interference because the all four cells signals are com-
bined at the center (signal overlapping). The minmum and
maximum channel capacity is observed as 3.5 bit/s/Hz and
0.75 bit/s/Hz respectively which is much higher than channel
capacity of SISO system as shown in Figure 5.

Similarly, Figures 6 and 7 is, respectively, simulated for
NT = 9 and NT = 16 MISO system, and it is observed that
the capacity is improved at high interference and low inter-
ference regions of the room. The SNR used in SISO are NT
= 4, NT = 9, while NT = 16 is used in the MISO system.
The high capacity is noted as NT increases. Hence, the

higher NT , MISO system reduces the effects of cell interfer-
ence, particularly in high interference areas.

Moreover, this paper achieves the high SNR in cell inter-
ference environments. The MISO system is utilized to com-
pensate the channel capacity in high-interference regions.

Figures 8–10 are simulated at the diagonal of the room
by comparing the channel capacity of the MISO and
SISOWI systems. Figures 8–10 depicted that the optimum
capacity is achieved by using the MISO system. Higher-
order MISO systems are simulated by including interference
of neighbor cells. The MISO capacity is compared with
SISOWI.
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Figure 8 shows that the in high-interference regions
the SISOWI is achieved by NT = 4 MISO system at 44 dB
SNR. As the SNR increases the interference power
increases, therefore, Figure 9 shows NT = 9 MISO system
is used at 49.5 dB SNR for high-interference area to
achieve the SISOWI. Similarly, Figure 10 shows that the
51.7 dB SNR required NT = 16 MISO system to achieve
similar capacity response to that of SISOWI at the high-
interference area.

Figure 11 shows the channel capacity at ð1:75, 1:75Þ
location and the simulation at different SNRs using the
SISOWI and MISO systems with interference. The results
show that the highest channel capacity is achieved at NT =
16 MISO system. The cell interference power increases with
increasing of SNR, however, the SNR of NT = 4, NT = 9, and
NT = 16 MISO system become constant after getting certain
level due to interference. The SISOWI increases with the
increasing of SNR.

5. Conclusion

The proposed method in this paper attained the required
capacity at high SNR by using the MISO system. The effect
of intercell interference is high at high SNR especially at
the overlapping regions. Therefore, a trade-off of the order
of MISO array is investigated at different SNRs to achieve
the interference free capacity system. The interference free
capacity is achieved at 44 dB, 49.5 dB, and 51.7 dB SNR in
cell interference environment at NT = 4, NT = 9, and NT =
16, MISO system, respectively. Theoretical and simulation
capacity show that the interference is eliminated and high
SNR is achieved by using the high order of the MISO system.
The mitigation of intercell interference at high SNR by using
the MISO system outperforms the existing technique due to
the less complexity of transmitter and receiver and cell
planning.
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Free space optical (FSO) communication has become an enduring and well-established communication technology in the last few
decades with several advantages of high data rate, enormous bandwidth, low power consumption, transportable technology
without right of way, and inherently secure line of a sight communication system. The invisible, intensity-modulated signal of
light propagated through the air and detected on the receiver side experiences attenuation because of uneven distribution of
rain droplets, suspended dust aerosol particles, and the droplet size distribution of fog particles in atmospheric layer degrade
performance of FSO communication link. The ever-increasing demand for high data rate has quest for an innovative research
for a communication link. In this paper, the performance of a dual-beam FSO communication link is evaluated under rain and
dust as attenuation conditions. The system parameters, such as link distance transmitted and received power, link distance,
diameter of transmitter and receiver aperture, and divergence angle, are optimized for a metropolitan FSO communication
link. Dual-beam FSO communication signal propagated through an estimated attenuation level at 30 dBm transmitted power
for link distance up to 2.5 km. The optical power splitter and power combiners are used in the simulation to estimate different
channel parameters without the MIMO technique. The information signal of the 10 Gbps data rate is internally modulated
using the NRZ generator, externally modulated by the Mach-Zehnder, and an optical signal transmitted through a dual-beam
optical spectrum frequency of 193.1 THz using power splitter technique apart from each other. A comprehensive analysis is
performed to design and assess robust optical communication systems through efficiency parameters such as received power,
optical signal-to-noise ratio (OSNR), bit error rate (BER), and Q-factors. Results show that received optical power is a weather-
dependent variable that shows a decreasing pattern as weather attenuation increases. Likewise, Q-factor and OSNR show
similar decreasing trend with introduction of rain and dust as attenuator; however, BER increases in presence of attenuation.

1. Introduction

FSO communication is mature communication technology
used for wireless communication links for backhaul commu-
nication networks at high data rates without any electromag-
netic interference, with advantages of reliability and range/
link distance. The ever-increasing demand for data rate has
forced researchers to find the ultimate solution for the exist-
ing and upcoming applications in the cellular network of the
5th generation because of bandwidth congestion of radio fre-
quency. FSO communication has advantages of bandwidth,

compared to optic fiber cable with several advantages of easy
and portable installations, so it is better to replace high-cost
optical fiber cable with an FSO link [1]. Optical wireless
communication is a visible light communication system in
which optical signals are traveled through the environmental
layer, causing the loss of propagated signal along with the
propagation channel and reducing the intensity of the trans-
mitted signal at the optical receiver side [2]. There are sev-
eral weather conditions like rain, dust, aerosol particles,
and fog that degraded the performance of the FSO system
[3]. Scintillation is another effect of an atmospheric layer
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that may vary the intensity of the modulated optical signal
traveled through the atmospheric channel and various auto-
matic tracking techniques have been developed to deal with
such problems [4]. To mitigate the scintillation effect,
MIMO techniques can be used in which multiple laser
beams are traveled through an atmospheric channel and
are detected on multiple receiver apertures [5]. FSO commu-
nication is a mature technology utilized nowadays in numer-
ous applications, such as backhaul communication
networks, fiber backup networks, metropolitan area net-
works, and end-user networks to solve bottleneck issues of
indoor and outdoor communication [6]. Several studies have
been reviewed on atmospheric turbulence. It is observed that
the channel attenuation is wavelength-dependent and opti-
cal signals behave differently [7–10]. A new optical
Hermite-Gaussian mode multiplexing technique is also
investigated for radio over free space optical communication
(Ro-FSO) for connectivity between different picocells using
a spatial correlator over a link distance of 500 meters. [11].

Lahore, a much populated metropolitan city, is an indus-
trial hub and capital of province Punjab, Pakistan, and is
ranked 42nd populated in the world [12]. Fog attenuation
is one of the main performance degrading environmental
factors that affects the performance of FSO communication
link in December and January in Punjab, Pakistan. Optical
attenuation due to fog can be a question mark but it can
be mitigated by suitable link budget design, link margin,
and link distance [13]. In the FSO communication system,
the beam traveled through the environmental channel suf-
fers from severe weather. A study has been carried out to
investigate the effect of solar irradiance on FSO communica-
tion link based on Binary Phase shift Keying(BPSK), On-Off
Keying (OOK), and differential phase shift keying (DPSK)
[14]. An investigation for 10Gbps FSO communication has
already been performed under the rain and dust attenuation
conditions. Dust attenuation is estimated using the V-TSD
model for suspended air particles and the visibility of the
channel. Attenuation due to dust and rain is predicted in
the paper [15]. The V-TSD model defines the experimental
correlation with channel visibility and particles suspended in
the airfield [16]. In the FSO communication system, another

performance evaluating parameter for system design is the
wavelength that can affect the link performance and receiver
sensitivity of detection [17]. Raindrops are water droplets of
a radius of 200 to 200μm. These are significantly larger than
a wavelength of an optical light source. These remained in
the atmospheric layer for a short interval of time, so due to
these factors, the rain has less effect on the performance of
wireless optical communication as compared to other envi-
ronmental factors [18]. The link distance is another geometri-
cal design parameter of the FSO communication system. It has
a significant effect on the performance of the FSO communi-
cation system [19]. There are several proposed techniques that
are examined to mitigate the effect of the number of co-
propagating models grouped at the receiver side including
the single mood filtration techniques and offset launch tech-
nique [20, 21]. The performance of the communication sys-
tem is correlated with severe weather conditions. A
comprehensive investigation under various weather condi-
tions must be carried out before the physical installation of
the communication system [22]. Geometrical losses are the
constant losses related to the design of FSO communication
links. Geometrical design parameters are fixed parameters of
a communication system that have significant importance.
FoV (Field of View) on the receiver side must be according
to the footprint because the greater FoV will also produce
noise in the original information signal [23]. The investigation
report shows that, in geometrical design elements, divergence
angle size is an important factor for long-distance FSO com-
munication links. The result shows that, as the divergence of
beam increases, BER is also increased. The author has sug-
gested a beam divergence angle of 0.25mrad for a link distance
up to 70km [24]. To improve performance of FSO communi-
cation system, different techniques are investigated, and it is
common practice to use OFDM that is widely used in adverse
weather. The performance can be improved with the help of
semiconductor optical amplifier (SOA) for long-distance com-
munication links [25]. A multibeam FSO communication link
with the MIMO technique is used to mitigate the rain attenu-
ation using two different carrier frequencies of 193.1 THz and
193.2 THz [26]. To mitigate the effect of specific fog attenua-
tion, four beams are used with the MIMO technique to
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Figure 1: Multibeam FSO communication channel under rain and dust attenuation.
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investigate an FSO link for link distances of 1.7 km, 1.55km,
1.5 km, and 1.4 km. The result shows that the quality of the sig-
nal enhances with multiple beams in communication [27].

In this paper, FSO communication link performance is
examined under the rain and dust conditions in Lahore air-
field. An information signal of 10 Gbps is transmitted using

optical transmitter through dual-beam propagation using
power splitter-combiner and analyses performed to improve
FSO communication. The performance evaluating factors
like OSNR, BER, and Q-factors are studied and simulated
to find an FSO communication link under the rain and aero-
sol concentrations in the airfield of Lahore, Pakistan, to
develop a fast metropolitan communication link in between
different institutions especially universities and colleges.

2. Channel Model

FSO communication is an optical wireless communication
link that can be used for indoor and outdoor data transmis-
sion. An optical signal is transmitted through an environ-
mental layer or atmospheric channel. In indoor
communication, channel noise is induced due to artificial
lighting sources of similar wavelengths and in outdoor
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Figure 2: Rain rate (mm/hr) graph for Nov. 2014 to Nov. 2015 [15].

Time (days) nov.2014 to oct.2015

0 50 100 150 200 250 300 350

Ra
in

 at
te

nu
at

io
n 

(d
B/

km
)

0

5

10

15

Rain attenuation graph

Figure 3: Rain attenuation graph [13].

Table 1: Estimated data statistics for rain attenuation from the
graph.

Sr. No Rain rate (mm/h) Attenuation (dB/km)

Maximum value 47 14.19

Minimum value 1 0

Mean value 25.5 0.5031

Std. Deviation 14.58 1.655
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communication, natural light is a source of the noise. Opti-
cal transmitters transmit information in the form of light
through the medium, experiencing atmospheric turbulence.
The response of atmospheric attenuation was investigated
using simulations or measuring the response of the channel
on the receiver side. Scintillation is due to variation of tem-
perature causing scattering of light signal to produce a point-

ing error on the receiver side whereas scattering and
turbulence are two independent environmental factors and
investigated using total impulse response (TIR). Figure 1
shows a block diagram of the multibeam FSO communica-
tion channel.

The droplet size distribution of rain and size of dust par-
ticles are random variables and scatter the light signal. The
rain rate and dust concentration may be varied in the differ-
ent areas, so the dual-beam propagation system may have
variations in performance that effectively reduces the BER
and improve the quality and reliability of the communica-
tion system.

2.1. Rain Attenuation. Rain and haze are environmental fac-
tors that cause optical attenuation for the FSO communica-
tion signal. Rain contains water droplets with a diameter
larger than 0.5mm. These water droplets scatter the optical
signals causing pointing error at the receiver side [28]. The
rain attenuation model for optical communication is
expressed as: [15].

αrain = 1:076R0:67dB/km, ð1Þ

where “R” represents a rain rate. The severity of rain attenu-
ation depends upon the rain rate (mm/hour). The droplet
size of rain is significantly larger than the wavelength of
the laser used in FSO communication and has less attenua-
tion as compared to fog attenuation. In this paper, we are
investigating the effect of rain and dust on the FSO commu-
nication system for Lahore, Pakistan, and for this purpose,
rain data is collected from the regional metrological depart-
ment to simulate a rain attenuation model. The maximum
rain rate recorded in Lahore on 23 Nov. 2015 was 47mm/
hr as shown in Figure 2 [15]. The estimated attenuation
for the heaviest value of rain attenuation is 14.19 dB/km, as
shown in Figure 3. Estimated data statistics for rain attenu-
ation are presented in Table 1.
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Figure 4: Illustration of visibility and concentration V-TSD model for Lahore, Pakistan.

Table 2: Data statistics of concentrations, visibility, and estimated
attenuation in Lahore, Pakistan.

Location
C (μg/
m3)

Visibility
(km)

Attenuation (dB/km)
[29]

Walton 860 4.5961 10.48

Shadman 1350 2.9487 16.71

Township 745 5.2936 9.04

Misrishah 1192 3.3330 14.69

Charing Cross 1192 3.3330 14.69

City railway
station

1523 2.6187 18.99

Bhatti Chowk 854 4.6279 10.41

Mazang Chungi 670 5.8764 8.10

Bund Road 1104 3.5944 6.7482

Choburgi
Chowk

1210 3.2842 14.94

Niazi Chowk 1308 3.0419 16.17

Table 3: RF-spectrum data statistics of dual-beam FSO channel for
link distance of 2.5 km at 193.1THz.

Attenuation (dB/km)
Signal power

(dBm)
Noise power

(dBm)
Maximum
RFC (Hz)

Clear sky (0.1 dB/km) 15.58 -52 3.199x1011

Moderate attenuation
(9.5 dB/km)

-31.42 -60 3.199x1011

High attenuation
(18.99 dB/km)

-78.8 -60.18 3.199x1011
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2.2. Dust Attenuation. A joint investigation was made by the
Pakistani, British, and Portuguese scientists to find out the
concentration of different elements exhausted in the air by
various industries in Lahore and they found the following con-
centration of these elements (Zn, Pb, C, and Ni) in different
areas of Lahore with the help of Atomic Absorption Spectros-
copy method [9]. The visibility of the atmospheric channel
due to these concentrations was estimated using the visibility
total suspended dust model (V-TSD Model). The mathemati-
cal equation for the V-TSD model is given below [15]:

CVTSD =
4050
V1:016 ð2Þ

where V is the visibility of the environment and CVTSD is the
total suspended dust concentration in μg/m3. The graphical

representation of the V-TSD concentration model is shown
in Figure 4 [13]:

1523μg/m3 is the highest concentration of suspended
aerosol particles found in the area of the city railway station.
The estimated optical attenuation due to total suspended
dust particles is given in Table 2. The dust model used to
estimate dust concentration is as under [29]:

α = 52 × V−1:05dB/km, ð3Þ

where V is the visibility in km and α is attenuation. This
attenuation model is valid for the wavelength of 1550 nm
and it is mostly used to estimate dust attenuation for FSO
communication systems.

The invisible beams of FSO communication transmitted
in the environmental channel suffer from scattering and
absorption phenomena because of element concentration
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and total suspended dust, smog, fog, smoke, mist, haze, and
rain droplets in the airfield. In the FSO communication sys-
tem, a correlation between transmitted and received power
for a link distance of L is described by Beer LambertâĂŹs [27]:

τ λ, Lð Þ = PR

PT
exp γ λ, Lð Þð Þ, ð4Þ

where τðλ, LÞ is transmittance of optical beam, γðλÞ attenua-
tion coefficient m-1, PR is received power of the optical signal,
and PT is the optical power of transmitter. The attenuation
coefficient ðγðλÞ is the sum of absorption and scattering can
be estimated as [30]:

γ λð Þ = γm Lð Þ + γa Lð Þ + βm Lð Þ + βa Lð Þ, ð5Þ

where γmðLÞ and βmðLÞ are molecular absorption and scatter-
ing coefficients and γaðLÞ and βaðLÞ are aerosol absorption
and scattering coefficients, respectively. The link budget equa-
tion can be written as [31]:

PR = PT ×
D2
R

DT + θ × Lð Þ2� � × 10−αL/10, ð6Þ

whereDRðmÞ is receiver aperture,DTðmÞ is diameter of trans-
mitter aperture, αðdB/kmÞ is attenuation, and θðmradÞ is
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Figure 7: Optical spectrum of combined dual-beam FSO communication system on receiver side.
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divergence angle. The maximum attenuation due to rain and
total suspended dust particles are 14.19 dB/km and 18.99dB/
km given in Tables 2 and 3. In this paper, analyses are per-
formed under the following attenuation considerations, under
clear sky condition, moderate, and higher attenuation at
0.1 dB/km, 9.5 dB/km, and 18.99dB/km.

3. Design and Simulation of Dual-Beam
FSO Link

In FSO communication, it is valuable to know what hap-
pened with a signal when transmitted through the environ-
mental layer under various degrading factors, especially
under rain and dust conditions. Under clear sky conditions,
optical signal realistically receives optical attenuation as

function path loss realistically; there is always a loss of signal
power in the environmental channel. Optisys software was
used to simulate the dual-beam FSO communication system
consisting of a transmitter, an environmental channel for
dual-beam signal propagation, and receivers to analyze
channel impulse response under various estimated values
of rain rate and dust attenuation. A dual-beam FSO system
outlined and simulated as shown in Figure 4 for study and
analysis under the expected impact of attenuation on three
R’s (range, rate, and reliability) of the FSO link in Lahore,
Pakistan. In this article, a dual-beam FSO communication
system simulated for a 10 Gbps data rate using two separate
beams for link distance up to 2.5 km. A pseudorandom bit
sequence (PRBS) generator is used to generate sequences
of bits in the optical transmitter. A nonreturn zero (NRZ)
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generator is used to generate current pulses according to
generate a sequence of 0’s (off bits) and 1’s (on bits) to mod-
ulate binary information in the form of current. CW laser is
used for an optical source with a frequency of 193.1 THz at
30 dBm transmitter power. The scattering effect will fade the
signal on the receiver side, so while designing an optical
transmitter, it is also important to select a suitable size of
divergence angle, a diameter of the transmitter, and receiver
apertures so that geometrical losses can be reduced [23]. The
geometrical design parameters of FSO channels are 1.5 mrad
divergence angle and 5 cm and 20 cm diameters of transmit-
ter and receiver apertures. NRZ pulses from the pulse gener-
ator and optical beam of CW laser are modulated by the
Mach-Zehnder. The intensity-modulated signal is split by a
power splitter into two FSO channels that have an optical
amplifier of 20 dB gain and a figure noise of 4 dB. The optical
transmitter uses the wavelength of 1552.5 nm for both opti-
cal beams for transmission of the optical signals. The FSO
channel beams are combined with the power combiner at
the receiver side with internal interferences. An avalanche
photodetector (APD) receives an optical signal and is trans-
duced into an electrical signal. On the receiver side, APD has
response of 1 A/W with a gain of 3 dB followed by a low pass
Bessel filter (LPBF) with a cut-off frequency of 0.8-bit rate
that is utilized to annulled high-frequency contents of the
electrical signal The geometrical design parameters of FSO
channels are 1.5 mrad divergence angle and 5 cm and
20 cm diameters of transmitter and receiver apertures.
NRZ pulses from the pulse generator and optical beam of
CW laser are modulated by the Mach-Zehnder. The
intensity-modulated signal is split by a power splitter into
two FSO channels that have an optical amplifier of 20 dB
gain and a figure noise of 4 dB. The optical transmitter uses
the wavelength of 1552.5 nm for both optical beams for
transmission of the optical signals. The FSO channel beams
are combined with the power combiner at the receiver side

with internal interferences. An avalanche photo detector
(APD) receives an optical signal and is transduced into an
electrical signal. On the receiver side, APD has response of
1 A/W with a gain of 3 dB followed by a low pass Bessel filter
(LPBF) with a cut-off frequency of 0.8-bit rate that utilized
to annulled high-frequency contents of the electrical signal
[32]. The 3R generator is used to reproduce the original bit
sequence and to generate an electrical signal from the
received signal. The quality of the received signal is analyzed
using BER and an Eye diagram analyzer. The optical receiver
reproduces the original data signal encoded in the optical
carrier. The RF-spectrum analyzer was used to find the fre-
quency response of CW laser and signal power in the fre-
quency domain.

An optical spectrum analyzer is used to measure the
optical frequency, wavelength, and signal strength on the
transmitter and receiver sides. The received power is ana-
lyzed to observe the values of signal and noise power. To
enhance the quality and reliability of the FSO communica-
tion system, an optical signal beam is split into a dual-
beam with a power splitter and combined at the receiver side
with a power combiner. The simulation block diagram of the
system is shown in Figure 5.

4. Results and Discussion

A dual-beam FSO communication system performance is
studied and analyzed under the rain and suspended dust
concentrations in the airfield of Lahore, Pakistan. The per-
formance of the optical communication system is simulated
and evaluated under various attenuation (clear 0.1 dB/km,
moderate 9.5 dB/km, and high attenuation 18.99 dB/km)
conditions. Figure 6 shows the optical spectrums of both
transmission channels with the same maximum and mini-
mum amplitudes of 27.23 dBm and -106.059 dBm.

0.0 0.5 1.0 1.5
Link distance (km)

2.0 2.5

High attenuation condition (18.99 dB/km)
Moderate attenuation condition (9.5 dB/km)
Clear attenuation condition (0.1 dB/km)

0

5

10

15

20

25

Re
ce

iv
ed

 o
pt

ic
al

 p
ow

er
 (d

Bm
)

Figure 11: Illustration of noise power distribution throughout FSO channel.
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CW laser Beam propagated through atmospheric attenu-
ation of 18.99 dB/km for a link distance of 2.5 km and com-
bined using a power combiner. The optical spectrum of both
independent FSO channels illustrated in Figure 7 has maxi-
mum and minimum signal power amplitudes of -27.15 dBm
and -103.5 dBm. The centralized frequency of 193.1 THz

remains the same as the received power signal varies due
to atmospheric attenuation.

It is observed that path loss increases with the increase in
link distance between optical transmitters and receivers. This
path loss due to optical attenuation limits the received optical
power at the receiver side. There is a sturdy relationship
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Figure 12: (a) Eye diagram under clear sky condition. (b) Signal power and noise power spectrum under clear sky condition.
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between transmitter power and link distance [33]. This relation-
ship between link distance (km) and received optical power is
simulated under clear (0.1dB/km), moderate (9.5dB/km), and
high attenuation (18.99dB/km) conditions illustrated in
Figure 8. It is observed that the reduction of received optical
power was significant under high attenuation conditions,
reducing the link margin for the 10Gbps communication rate
for a link distance of 2.5km. Data statistics are for 2.5km link
distance under clear, moderate, and high attenuation condi-

tions, and minimum received powers are 21.1dBm,
-2.404dBm, and -26.15dBm. Under clear and moderate atten-
uation conditions, range, data rate, and reliability are not
affected. But under high attenuations, FSO communication sys-
tem performance is tainted and become unreliable.

Figure 9 illustrates a relationship between log BER and
link distance under various attenuation conditions (clear,
moderate, and high attenuation). For a reliable communica-
tion link, the BER rate must not be greater than the value of
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10 Wireless Communications and Mobile Computing



0 0.5 1
Time (bit period)

50 𝜇

60 𝜇

70 𝜇

80 𝜇

90 𝜇

100 𝜇

A
m

pl
itu

de
 (a

.u
.)

0 0.5 1

5e-005

6e-005

7e-005

8e-005

9e-005

0.0001

(a)

Frequency (Hz) ×1010

0 0.5 1 1.5 2 2.5 3 3.5

Re
ce

iv
ed

 si
gn

al
 p

ow
er

 (d
Bm

)

−100

−90

−80

−70

−60

−50

−40

Signal power (dBm)
Noise power (dBm)

(b)

Figure 14: (a) Eye diagram under higher attenuation condition (b) Signal power and noise power spectrum under higher attenuation
condition.

Table 4: Data statistics of dual-beam FSO channel for link distance of 2.5 km at 193.1THz.

Attenuation (dB/km) Received optical power (dBm) Quality of signal (min) Bit error rate (max)
OSNR (dB)
Minimum

RFC (Hz)
Maximum

Clear sky (0.1 dB/km) 21.1 415 Low (0) 3.96 3.199x1011

Moderate attenuation (9.5 dB/km) -2.404 40.7 8.81x10-304 -0.6145 3.199x1011

High attenuation (18.99 dB/km) -21.15 0 High (1) -3.96 3.199x1011
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Figure 15: (a) Eye diagram under higher attenuation condition for 2 km link distance. (b) Signal power and noise power spectrum under
higher attenuation condition for 2 km link distance.

Table 5: Data statistics of dual-beam FSO channel for link distance of 2 km at 193.1 THz.

Attenuation (dB/
km)

Received optical
power (dBm)

Quality of signal
(minimum)

Bit error rate
(maximum)

OSNR(dB)
Minimum

RFC (Hz)
Maximum

Signal
power
(dBm)

Noise power
(dBm)

High attenuation
(18.99 dB/km)

-14.86 7.86 2.609x10-15 -0.512 3.199x1011 -56.06 -60.15
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1x10-9 is considered ideal [34]. It has been observed in this
study that BER and link distance are proportional to each
other, as illustrated in Figure 9. Under clear and moderate
attenuation conditions, the communication link remained
reliable for up to a link distance of 2.5 km with zero and
8.81x10-304, respectively. For under higher attenuation of
18.99 dB/km, BER is very high and has limited the reliability
of the communication link.

The Q-factor is another performance evaluation param-
eter for the FSO communication system. A reliable optical
communication link depends on BER and Q-factor, which
are contrariwise with each other. Q-factor decreases with
an increase in link distance. Q-factor of dual-beam FSO
communication link is reliable under clear and moderate
attenuation conditions for 2.5 km link distance with mini-
mum values of approximately 464 and 42.89. This system
becomes unreliable under high attenuation conditions for
link distance up to 2.5 km with a minimum Q-factor of zero.
OSNR is another performance monitoring parameter con-
sidered for the evaluation reliability of an optical communi-
cation system. The OSNR and BER are inversely
proportional to each other so that a good and reliable FSO
communication link has higher OSNR, higher Q-factor,
and lower BER. A comparison of OSNR and link distance
at different attenuations is illustrated in Figure 10. Under a
clear sky and moderate attenuation conditions, a dual-
beam FSO communication design is suitable for up to
2.5 km link with minimum values of 3.96 and -0.6145 but,
under higher attenuation, OSNR reduces to -3.962 dB. As
link distance increases, OSNR decreases due to the noise
lumped in the optical communication link.

This noise is an unwanted, undesired signal produced
due to electronic signal processing in optical communication
devices, lightning in the environmental channel, and back-
ground noises. These noise sources also corrupt the channel
estimations [35]. In this simulation, the CW laser has noise
dynamics of 3 dB and optical amplifiers with 4 dB noise fig-
ures for each FSO channel. Such thermal noise reduces the
OSNR of the FSO communication system. Figure 11 illus-
trates the log noise correlation ship with link distance. Noise
signal increases with an increase in link distance under dif-
ferent attenuations. In clear and moderate attenuation con-
ditions, the maximum value of log noise is 0.01403 dBm
and 2.367 dBm, and under higher attenuation conditions
value of log, noise power is 22.35 dBm.

The quality of the received signal is observed through
performance evaluating factors Q-factor, OSNR, BER signal,
and noise power of the dual-beam FSO communication sys-
tem. Figures 12–14 illustrate performance under clear, mod-
erate, and higher attenuation conditions. The eye diagram
analyzer and BER analyzer were used to evaluate the quality
of the received signal. The bit pattern under clear sky condi-
tions with signal power and noise power is illustrated in
Figure 12. It is observed that the pattern of the bits is very
compact and tells a good quality of the signal at maximum
radio frequency (RF) 3.199x1011 Hz with a very high Q-
factor of 415 and zero BER mentioned in Table 3, whereas
the received signal and noise observed by using an RF-
spectrum analyzer are 15.58 dBm and -52 dBm given in

Table 3. The attenuation has degraded the communication
system performance so received power is reduced to
-31.42 dBm with noise power of -60 dBm. If atmospheric
attenuation increases, the performance of the system
decreases. Figure 13 illustrates the performance of the sys-
tem under a moderate attenuation condition. The pattern
of the transmitted bits looks scattered due to moderate
attenuation conditions with a de-shaped eye diagram. The
Q-factor reduces to 40.7 with a BER of 8.81x10-304 n in
Table 4.

Under higher attenuation conditions, the reliability of
this communication system is badly affected as illustrated
in Figure 14. The received optical power reduced to
-21.15 dBm also reduces Q-factor to zero (0) and increases
BER to high (1) as given in Table 4. The eye diagram shows
a highly scattered bits pattern. This system under higher
attenuation is no more reliable for a data rate of 10 Gbps.
The effect of reducing received power can observe from the
received power of -78.8 dBm with noise power of
-60.18 dBm. It is observed that the communication system
for a data rate of 10 Gbps is not reliable for this range or link
distance (2.5 km).

The dual-beam FSO system data statistics show that
under higher attenuation conditions, 10 Gbps data can be
transmitted successfully with reliability up to a 2 km link dis-
tance with a Q-factor of 7.86 as illustrated in Figure 15.

The performance evaluating factors OSNR and BER are
0.512 dB and 2.609x10-15, with reasonable and acceptable
received signal power of -56.06 dBm and noise power of
-60.15 dBm and bit pattern as given in Table 5.

5. Conclusions

In this paper, the authors analyzed and proposed a dual-beam
FSO communication system. The performance of the dual-
beam FSO system has been studied and examined under the
rain and suspended dust concentration attenuation condi-
tions. The performance of the dual-beam FSO communication
link has a degrading impact under rainy and dusty environ-
mental conditions. More the rain rate offers high optical atten-
uation by absorption and scattering the transmitted signal.
Similarly, higher values of the dust or aerosol particles defi-
nitely have higher absorption and scattering effect. A reliable,
higher data rate (10 Gbps) communication link can be main-
tained for attenuation value up to 9.5dB/km for a link distance
of 2.5 km transmitted power (30dBm) with a Q-factor of 40.7
with zero (0) BER. The higher attenuation reduces the reliabil-
ity by affecting the link distance between the optical transmit-
ter and receiver. It is observed that a reliable and efficient dual-
beam FSO communication link can be implemented for up to
2 km with a data rate of 10 Gbps for Lahore airfield under
attenuation of 18.99 dB/km with a Q-factor of 7.86 and BER
of 2.609x10-15 but higher attenuation can degrade the perfor-
mance of a dual-beam FSO communication link by increases
BER, reduces Q-factor and OSNR, and making the system
unreliable. This research will be helpful in designing a high-
speed data metropolitan FSO communication network to
interconnect different institutions, colleges, and universities
in the future.
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In the last decent, the number of Internet of Things (IoT) health-based paradigm reached to a huge number of users, services, and
applications across different disciplines. Thus, hundreds of wireless devices seem to be distrusted over a limited or small area. To
provide a more efficient network, the software-defined network (SDN) thought to be a good candidate to deal with these huge
number of wireless users. In this work, after a novel SDN algorithm is proposed for the hospital environment, it is also
designed and integrated into an Internet of Health Things (IoHT) paradigm. The novel algorithm called adaptive switching
(AS) is proposed as a novel adaptive access strategy based on adaptively hoping among existing Go-Back-N and Selective
Repeat techniques. Finally, the throughput performance of the proposed AS method is compared with the performances of
traditional Go-Back-N and Selective Repeat ARQ methods using the developed MATLAB simulation. For this, an optimal
Perror rate that the network should prefer to switch either from Go-Back-N to Selective Repeat or from Selective Repeat to Go-
Back-N method to maximize the network throughput performance is determined. The evaluated results are also confirmed by
theoretical calculation results using well-known Mathis throughput formula. It is observed from the simulation results that the
best throughput performance can be evaluated, when AS switches to Go-Back-N if the Perror is less than 3.5% and it switches
back to Selective Repeat when the Perror is greater than 3.5%. By this way, it is also observed that the throughput always has its
best possible results for all Perror rates and up to 37.52% throughput improvement is provided by the use of novel proposed
adaptive switching (AS) algorithm.

1. Introduction and Related Work

1.1. Introduction. The IoT is a rapidly evolving ecosystem
that connects hardware, computing devices, physical items,
software, and animals or humans over a network, allowing
them to interact, communicate, gather, and share data [1,
2]. From industrial applications to e-healthcare applications,
there are many distinct kinds of IoT services [3–5].

In [6], the authors introduced the development in the
rising technologies and the framework for EC-IoT-based
SG (edge computing for IoT-enabled smart grid), with its

implementation requirements. And in [7], the authors pro-
vide the current operations of the healthcare system and dis-
cuss the mapping of these operations into the architectural
diagram. Smart wearable/implant sensors, machine devices
connected to or within a human body for monitoring in a
hospital digital healthcare system, are the goal of this study,
to gather data about the person’s state of health for heart-
beat, blood pressure, glucose level, etc., via the technologies
of wearable sensors [8]. The overall proposed structure of
the software-defined network-driven Internet of Health
Things paradigm is given in Figure 1. In this figure, the
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end-to-end (ETE) data flow in the proposed structure can
easily be followed.

The control types of wireless body sensors used in
hospital-based healthcare applications can be categorized into
3 subcategories as centralized control, decentralized control,
and distributed control types [9]. In the case where the single
node in a centralized control system has a global view and
knowledge of the network, and it decides whether a node’s
functionality is required or not, the node should be active or
inactive. In the case of the having a noncentralized control sys-
tem, the categorization of the nodes will be done in several
groups where there will certainly be a single node in each
group (as the central node). The activity of these nodes is
determined by interactions among the core nodes of different
groups. When the distributed control is in use, there will be no
grouping or no central control nodes, and also for network-
wide decision-making, such as selecting the active nodes over
the network region, all the nodes in the network will commu-
nicate with each other dynamically.

In this work, the throughput performance of decentra-
lized control of wireless body sensors in hospital-based
healthcare applications is investigated. And, since the SDN
really does distinct from the control plane to the data plane,
it is considered to be a good candidate for controlling such a
network; thus, a new structure for SDN-driven Internet of
Things is proposed for e-health applications.

In Figure 1, a multifloored hospital building structure is
considered with several sections distributed in each floor of
the hospital, where each of these sections consists of at least
six and up to seven patient beds. The machine sensors are
connected to the whole body of the patient to monitor his/
her biological or vital signals and their other activities. Each
of these sensors is also equipped with a wireless transceiver,
and the gathered data are transmitted to the controller node
over the wireless channel (each patient has his/her own sin-
gle controller node which is located close to him but not
attached to his/her body) using the standard of IEEE
802.15.6. The most important function of the controller
node (CN) is to receive the data and transmit it to the bridge

node (BN). In this work, the layer up to this point is called as
“the healthcare monitoring network layer” or “the data plane
layer.”

The second layer above the first one is “the software-
defined network (SDN) layer,” for which the healthcare
monitoring network layer can be considered as the data
plane for it. In each of the sections, the data are collected
and transmitted to the BN either by a multihop or by a single
hop. Then, the SDN controller selects the appropriate path
for the data gathered by the CN over the hop or multihop
and delivers them to the BN using IEEE 802.15.6 standard
(the sensors collect data, which is then sent to the controller
based on 802.15.6 standard). However, to increase the sys-
tem performance, the CN will also use the novel proposed
technique called “adaptive switching (AS) technique” as the
second function of the SDN controller.

The third layer which is called “the IoT layer” is in charge
of the data follow management and the making of decision.
The data are forwarded either to the healthcare services inside
the hospital (and represented by doctors or nurses before
being stored in the data storage devices) or to other hospitals
and the intelligent cloud system over the Internet.

The main contribution of this work is done on the data link
layer of OSI (open systems interconnection) model where a
novel adaptive switching (AS) technique is proposed which is
a combination of traditional automatic repeat request protocols.
This technique is simulated on a hospital healthcare monitoring
system to be used with the SDN-driven Internet of Health
Things (SDN-IoHT). As the result of this work, it is shown that
the throughput performance of hospital healthcare monitoring
system is improved by the proposed technique.

The major contributions provided in this work can be
summarized as follows:

(i) An SDN-driven Internet of Health Things (SDN-
IoHT) network is designed for the hospital moni-
toring system in real time which comprised of three
layers, “healthcare monitoring network layer,”
“SDN layer,” and “IoT” layer
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Figure 1: Proposed structure of the software-defined network-driven Internet of Health Things (SDN-IoHT) paradigm.
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(ii) The novel proposed switching technique called adap-
tive switching (AS) which makes switching among
one of the traditional Go-Back-N and Selective
Repeat methods according to the packet error rate
of the network at an instant is simulated, and it is
shown that the throughput performance of real-
time hospital monitoring system is improved

(iii) Additionally, a multihop technique is also utilized
to present alternative paths to CN and to overcome
the direct transmission failures

The rest of the paper is organized as follows.
The MAC protocol of the Go-Back-N and selective

repeat ARQ is explained in Subsection 2.1; then, in Subsec-
tion 2.2, the proposed adaptive switching (AS) technique is
described. In Section 3, the evaluated simulation results
and the provided throughput performance improvement
are presented. Finally, in Section 4, conclusions are made
and future research approaches are suggested.

1.2. Related Work. The limitations of the proposed frame-
works/design/algorithms in Table 1 are as follows:

(i) Single work considered the important metric quality
of service which represented by throughput in the
SDN environment for healthcare applications

(ii) None of the previous work consider the packet error
rate in the SDN environment for healthcare
application

(iii) Finally, none of the previous work design frame-
work that taken into account MAC protocol in the
SDN environment for healthcare applications

Only a few research has been done on the SDN
healthcare-based paradigm thus far. SDN is a promising
technology that defines new network communication design
and management techniques. Despite the fact that it is a
broad emergency, IoHT is still in its infancy, with a huge
field of study for different issues such as scalability and het-
erogeneity, with existing IoHT paradigm and so forth.

In [10], for the healthcare paradigm, a WBSN architecture
based on the SDN paradigm with a novel energy-aware rout-
ing algorithm is presented. As a result, for e-healthcare archi-
tecture, a WBSN architecture based on the SDN method with
a novel energy-aware routing algorithm is presented and built.

In [11], a framework for software-defined WBAN
(SDWBAN) is designed and proposed that brought the idea
of SDN technologies into WBAN applications. By this con-
cept, decoupling the control plane from the data plane and
having more programmatic control would assist to remedy
the current deficiencies and challenges of WBAN.

Table 1: State of Arts Comparison.

Pub. year [ref. no.] Protocols/methods Metrics Highlight

2019 [10] SDN routing based

(i) Throughput
(ii) End-to-end delay
(iii) Energy consumption
(iv) Successful transmission

(i) Proposed an energy-aware and controller-based routing
algorithm (SDN routing) with a new interface protocol
(WBAN flow)

(ii) Proposed a new architecture consisting of data, control,
and application planes for the SDN-based
WBAN environment

2018 [11]
Software-defined

WBAN (SDWBAN)
—

(i) Proposed new framework based on lack of current WBAN
architectures and challenges such as heterogeneous WBAN
traffic handling, static architecture, mobility management,
traffic priority management, secured authentication, network
reconfiguration, energy efficiency

2017 [12]

Software-defined
network-service
function chain
(SDN-SFC)

(i) Total distance
(ii) Overload
(iii) Time cost

(i) Proposes combined software-defined network-service
function chain (SDN-SFC) with heuristic SA algorithm to
reduce IoT health-based data transmission time

(ii) Considering load-balancing for remote healthcare system

2015 [13]
SDN-cloud
computing
(CC) based

—

(i) Generalized software-defined cloud-based architecture for
virtual hospital has been proposed

(ii) Future possible open research issues and challenges have
been discussed to provide an interesting and enormous
research effort for near future

2015 [14]
Centralized controller

using SDN
Response time

(i) Proposed a design of the elastic health IoT structure,
which deals with both intelligent health monitoring and
emotional care

(ii) A health IoT framework with software defined is proposed
which separates the application from the underlying
physical infrastructure

(iii) Proposed framework enables elastic control and
management of the physical infrastructure and speeds up
the innovation of various healthcare applications
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In [12], the use of SDN is proposed in addition to service
function chain (SFC), and instinctive simulate annealing
(SA) methods, in e-health service networks, decrease the
time it takes for IoT data to be transmitted. The SA tech-
nique is proven to be more effective in reducing data trans-
mission time for multiple users; however, the greedy
algorithm looks like a good candidate for more users. They
designed a side-by-side e-health network by the proposed
methods.

In [13] for WBSN, a virtual hospital architecture based
on SDN is recommended. The inclusion of cloud architec-
ture into WBSN for virtual hospital architectural ideas
leads in a new and fundamental architecture that may
benefit from SDN and reduce the intricacy of cloud
architecture.

[14] proposes and presents a flexible network architec-
ture that can handle intelligent health monitoring and emo-
tional care. Particularly, an architecture based on an SDN
system named e-health IoT is developed through separating
the application plane from the physical infrastructure. The
healthcare services acquire the ability to customize, transfer,
and process their own gathered data. Several applications are
permitted on a shared infrastructure due to emotion feed-
back via well-defined APIs, lowering total expenses. The
physical infrastructure may also be controlled and managed
in a flexible manner. In the study, the application plane of
the proposed architecture is focused on.

In [15], a secure IoHT system that is integrated with the
WBAN is demonstrated and investigated. Reliable crypto-
primitives were applied to make dual communication sys-
tems which could be guaranteed the transmission privacy
as well as build an entity authentication for the machine sen-
sors, the CN, and the edge of the network.

In [16], low-power consumption, transmission reliabil-
ity, latency, data speeds, and security are all examined in
the WBSN domain. Furthermore, the authors examined
the needs and requirements of WBAN in a traditional e-
healthcare system in order to determine how such systems
are able to communicate effectively in the home environ-
ment network.

[17] presents and investigates a mathematical equation
for the in-body to off-body channel statistical model, which
may explain the signal traveling between the transmitter and
receiver antennas. The research is based on a three-
dimensional virtual human body model.

The authors looked at a novel design of IoT e-healthcare
paradigms in [18], which they called a secure e-healthcare
IoT-based paradigm for BSN-care.

In [19], the nonstatic e-healthcare IoT paradigms are
suggested with an end-to-end security mechanism. The
authors of the study used the idea of fog layers in IoT to pro-
vide seamless mobility for the fog extending the cloud sys-
tem to the network’s edge.

In [20], the applications of IoT in the e-healthcare indus-
tries are investigated and presented, revealing the intelligen-
tization trend of future research in e-healthcare IoT-based
paradigms.

An on-body sensor device with solar energy harvesting
and a low-power transmission paradigm is explored in

[21], allowing for the implementation of an autonomous
WBSN. Furthermore, the information gathered from the
human body is shown on a web-based smartphone
application.

The effect of power allocation and packet size determina-
tion on the performance of an e-healthcare IoT-based sys-
tem is addressed and studied in [22] for the wireless
medium. Three protocols are suggested in the study: a power
level decision, a power level and packet size choice, and a
global link decision.

A new IoT-aware smart hospital system is introduced in
[23]. The proposed system is capable of handling emergency
circumstances effectively. Interoperability has been a major
challenge for IoT researchers and developers.

But in [24], an IoT-based semantic interoperability par-
adigm is proposed, which enables semantic interoperability
for heterogeneous IoT devices. Doctors are able to commu-
nicate with their patients since the collected data was seman-
tically interpreted and conveyed in a meaningful way.

[25] establishes a developed concept connecting cloud
computing and IoT: cloud IoT-health (CC-IoT) solutions.
The idea of the CC-IoT is explored, as well as a number of
important integration problems, in order to show a realistic
vision that integrates current CC and IoT mechanisms in e-
healthcare applications.

A privacy protector is suggested in [26], which safe-
guards the privacy of the patient data gathered. In privacy
protector, the Slepian-Wolf-coding-based secret sharing is
used to overcome a variety of security measures.

A type 2 fuzzy ontology–aided recommendation system
for IoT-based healthcare is proposed in [27] to efficiently
monitor the patient’s body. This system greatly increased
the accuracy of predicting a patient’s condition as well as
the accuracy of medical and nutritional suggestions.

In [28], harvesting energy IoT health-based paradigm
has been developed, with the goal of reducing outage proba-
bility via interwireless body area network collaboration.
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Figure 2: The working principle of the Go-Back-N method.
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Finally, [29] investigates WBSN in IoT health-based applica-
tions: towards delay and energy consumption minimization.

However, to the best our knowledge, in none of these
works,

(i) the developed SDN-based driven Internet of Health
Things for hospital healthcare applications are
considered

(ii) SDN integrates with the wireless body area network

(iii) an adaptive switching access technique has been
considered for SDN-based driven Internet of Health
Things

2. Proposed MAC Protocol

MAC protocols are needed to regulate communication
between wireless devices over a shared medium. The com-
monly used wireless body area network MAC protocol is a
hybrid access technique, and it comprises of carrier sense
multiple access collision avoidances (CSMA/CA) and time
division multiple access (TDMA) (802.15 s.6). In this work,
although the intra-WBAN communication is not consid-
ered, the communication between the controller nodes and
bridge node is regulated in each section of the hospital.

For this purpose, an access technique called adaptive
switching (AS) is proposed in this study for determining
the optimal packet loss rate that will be used to switch
between Selective Repeat and Go-Back-N automatic repeat
request (ARQ) methods. The proposed method is used on
the controller nodes to wirelessly access the shared medium
broadcasted by the bridge node.

2.1. Understanding Go-Back-N and Selective Repeat ARQ
Methods. The working principles of Go-Back-N (GBN) and
Selective Repeat (SR) ARQ methods [30] are given in
Figures 2 and 3, respectively, for comparison. And all other
parameters are also created eventually by the developed sim-
ulation program.

In Go-Back-N method, the frames are transmitted con-
tinuously and the receiver only ACKs the highest
sequence-numbered frame received among the packets in
the current window. Since the ACK of this packet will come
back after a round-trip delay, there is also a timeout value
(retransmission timer (RTT)) to decide whether to retrans-
mit the same packet or to wait for a while. If the ACK does
not arrive at the transmitter within this timeout value, the
sender retransmits all the frames that are not ACKed in
the current window. Thus, CWND minus N (where CWND
is the current window size and N is the number of frames
transmitted in the current window during the round-trip
time) succeeding frames that were probably already trans-
mitted during the round-trip delay will be retransmitted.
For these retransmissions, a buffer is needed at the transmit-
ter side and the receiver side does not have to buffer the
frames. Because of these properties, GBN is more feasible
and less complex and also requires less message overhead,
and the unique disadvantage of it is we have to retransmit
all the packets which are in the window but after the last
acknowledged packet. That means GBN will waste the band-
width in case of a packet loss but gain the bandwidth when
no packet losses occur.

For the example in Figure 2 in which the window size is
3 and Go-Back-N is used, since pkt-1 is lost, only the last
successfully arrived packet (ACK-0) of the window is
acknowledged (ACK), so some of the next 3 packets outside
the window cannot be taken in before receiving the ACK-1
and cannot be transmitted. Then, when all the packets are
received and acknowledged but ACK-2 is lost on the return-
ing way, pkt-2 will be considered as a lost packet by the sys-
tem and the source node will retransmit it pct-2. This will
cause unnecessary retransmissions. But on the other hand,
the advantage of Go-Back-N is that we do not need to make
ACK transmission from destination to source for each of the
packets, and it is enough to transmit only the ACK of last
received packet in the window.

However, in the Selective Repeat method for which an
example is illustrated in Figure 3, even the packets are again
transmitted continuously without waiting, the receiver
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ACKs not only the last successfully received packet but also
ACKs all successfully received frames. Therefore, the trans-
mitter will have the opportunity of retransmitting (repeat-
ing) only the unacknowledged frames when their own
retransmission timers (RTT) expire. This method is known
as the most efficient but also the most complex method,
and buffers are needed at both transmitter and receiver sides.
The disadvantage of this method is the usage of extra band-
width for acknowledging all the packets.

Therefore, in some network conditions where there is
low probability of error, Go-Back-N can be useful, but if
there is more than a certain probability of error, Selective
Repeat will be more useful. In this work, the proposed adap-
tive switching method will automatically switch between

these two methods dynamically considering the current
probability of error in the network.

The exact location of the proposed adaptive switching
technique in the framework is given in Figure 4.

2.2. The Proposed Adaptive Switching (AS) Technique. Sev-
eral studies and modifications were already made in the lit-
erature to increase the bandwidth utilization and to achieve
a better quality of the network. It is known that each of the
ARQ methods among “Stop and Wait” (SW) or “Go-Back-
N” (GBN) and “Selective Repeat” (SR) may provide better
results than others for different traffic conditions. However,
at the beginning, it is not easy to predict which one will give
the best results for a specific network. But since the Perror rate
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Figure 4: The flow chart of the process of proposed technique running on each controller node (CN) in the network where the sliding
window that uses one of two ARQ methods is highlighted in black color.
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of a network is a stochastically predictable and also sensible
value in real time, the novel AS method is proposed to con-
trol the wireless access of the controller nodes to the shared
medium by using the evaluated optimal Perror rate of the net-
work to adaptively switch between different ARQ methods
for the known traffic conditions.

In the use of GBN, a trade-off may be faced, such that
using less ACK will increase the throughput performance,
where the packets which were already sent successfully after
the lost (and unACKed) packet will also be retransmitted
which will cause extra retransmissions and reduced through-
put performance. On the other hand, using SR may also have
another trade-off such that using more ACK will decrease
the throughput performance; however, the packets already
sent successfully after the lost packet will not be retrans-
mitted which will not cause a reduce on throughput perfor-
mance. In this work, an adaptive access (AS) technique is
proposed to switch between these ARQ methods when spec-
ified optimal Perror rate is experienced. For this purpose, the
simulation results are evaluated using one of GBN or SR one
at a time; then, it is expected to have an improved network
throughput performance by dynamically switching between
these methods when the system reaches to determined opti-
mal Perror rate.

The flow chart of the proposed technique that is given in
Figure 4 is running and controlled by the control plane of
the SDN. In this figure, it is shown that each controller node
forwards the packet to the bridge node based on initial cal-
culations made by control plane in SDN and the system ini-
tializes the default simulation parameters such as buffer size,
packet size, MTU (maximum transferrable unit), window
size, bandwidth, and Perror. Then, using the specified func-
tions, each node generates random numbers of video, voice,
and data packets and stores them into their corresponding
buffers. Then, the classifier function analyses the packets

and classifies them according to their types. Finally, the
scheduler function schedules the selections of the packets
from each of these buffers according to FIFO (first in first
out) scheduling algorithm. Then, the fastest path routing
algorithm [31] is implemented for each packet to define
their routes and to transfer them to their own next nodes
on their own calculated routes.

3. Simulation and Discussion

The suggested protocol’s performance is assessed in this
section. By this way, the developed MATLAB simulation
program is used to implement the proposed AS method
to provide an improvement on network throughput

Table 2: The parameter values used in the simulation and in the
calculations.

Parameter Value

Node number (N) 6 nodes

Buff size 1000 buffers per node

Pocket-size 1544 bytes [32]

Data rate 6 packets per sec

Receive window size (RWND) 65536 bytes [32]

Transmitter current window size
(CWND)

1500 bytes (=MSS) [32]

Distance (d) 1000 km [32]

Maximum transferable unit
(MTU)

1540 bytes [32]

Total header length (TCP\IP) 40 bytes [32]

Bandwidth of T3 channel (BW) 45 x 106 bits per sec [32]

Maximum segment size (MSS)
1500 bytes (MTU - total

header length [32]

Probability of error (Perror) Ranging from 1% to 10% [32]

1 mile propagation delay 0.02 seconds

S threshold 65536 bytes (=RWND) [32]
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Figure 5: The evaluated expected theoretical results of expected
throughput for GBN vs. different probability of error rates.
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Figure 6: Confirmation of the evaluated simulation results under
different packet loss rates for GBN by comparing the results
evaluated using the Mathis formula.
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performance. Table 2 lists the parameters used in the sim-
ulation and their default values, as well as the default
values utilized in the calculations.

Figure 5 shows the evaluated throughput values versus
different packet error rates ranging from 0 to 0.1 (10%).
And it is seen from the graph given in Figure 5 that the
TCP throughput is very sensitive to error rates and packet
losses. And only an average of 1% packet loss rate restricts
the TCP throughput to be less than 1500 kbps. The shape

of the curve also reveals that greater loss rates dramatically
affect TCP throughput too. If no packet losses occur, the
window size (CWND) steadily increases until a corrupted/
lost packet is detected or the RTT is over or the receiver
advertises an insufficient receive buffer.

On the other hand, after the GBN and SR methods are
separately simulated as event-driven MATLAB simulations,
the theoretical Mathis throughput graph is also evaluated
for confirmation of the evaluated simulation results and

Figure 7: The MATLAB code used for GBN theoretical calculation results using the Mathis throughput formula.
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calculation results. When the simulation results are evalu-
ated for different Perror rates using GBN and plotted holding
on the calculation results evaluated by the Mathis formula
[32, 33] for confirmation purpose, it is seen in Figure 6 that
the experimental simulation results almost exactly match
with the theoretically calculated throughput results.

The theoretical results in Figure 6 are evaluated analyti-
cally for GBN using the Mathis throughput formula [31]
with the parameters given in Table 1 [32]. The MATLAB
code implementation of theoretical calculations is given in
Figure 7. On the other hand, simulation results are evaluated
using a separate event-driven MATLAB simulation program
in which GBN and SR methods are used. It is also shown
that the evaluated outputs also match the outputs evaluated
in [33].

In Figure 6 it looks like, as the probability of error
increases, the throughput almost remains constant, but in
fact, it just starts to slowly converge to zero throughput by
the increased probability of error. Because by the time the
probability of error will increase to 1 (100%), the throughput
will obviously converge to 0.

On the other hand, when the simulation results are ree-
valuated using SR instead of GBN for the same Perror rate
scale, it is seen in Figure 8 that the experimental simulation
results tend to increase by increasing Perror rate.

It is seen in Figure 9 by the comparison of the evaluated
simulation results under the same packet loss rate scale that
GBN and SR can provide different throughput performances
with different trade-offs. However, it is clearly seen from the
resulting graph that GBN provides better throughput
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Figure 8: Evaluated simulation results under different packet loss rates for SR.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Probability of error (Perror)

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Th
ro

ug
hp

ut
 (k

bp
s)

Simulation results using GBN
Simulation results using SR

Figure 9: Comparison of the results of GBN and SR methods.
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performance than SR for less Perror values and SR provide
better performance for greater Perror values.

At this point, the value of Perror at the intersection point
of throughput graphs in Figure 9 will be the crucial Perror
value. Since the main goal of the work is maximizing the
throughput performance, it is proposed for the network to
switch between these two methods when Perror rate of the
system reaches to the obtained critical Perror value.

Figure 10 gives the evaluated results in Figure 9 for both
SR and GBN and the throughput improved by the system by
using novel proposed AS method. The Perror rate value that
the proposed AS algorithm will switch between two ARQ
algorithms is also seen in Figures 9 and 10 as Perror = 0:035
where the result graphs evaluated by MATLAB simulation
for GBN and SR intersect.

Since the system will periodically be aware of the packet
error rates at each instance, it just decides whether the cur-
rent Perror rate value is less than evaluated intersection point
Perror = 0:035% or not, for switching from GBN to SR
(Perror < 0:035%) or for switching from SR to GBN
(Perror > 0:035%). The system will intentionally and periodi-
cally transmit packets using SR for a period and then using
GBN for the same period while keeping the records of

Perror rates vs. throughput to find and update the intersection
point (Perror threshold).

The average amount of provided throughput improve-
ment by the use of novel proposed AS method under differ-
ent packet loss rates for GBN and SR is summarized in
Table 3.

4. Conclusion and Discussion

In this work, the SDN structure integrated into an Internet
of Health Things (IoHT) paradigm for the hospital environ-
ment is proposed and designed. Then, a novel proposed
adaptive access technique called adaptive switching (AS)
and based on traditional Go-Back-N and Selective Repeat
technique is proposed.

Finally, the throughput performance of the proposed AS
method is compared with the performances of traditional
Go-Back-N and Selective Repeat ARQ methods using the
developed MATLAB simulation. For this, an optimal Perror
rate that the network should prefer to switch either from
Go-Back-N to Selective Repeat or from Selective Repeat to
Go-Back-N method to maximize the network throughput
performance is determined. The evaluated results are also
confirmed by theoretical calculation results using well-
known Mathis throughput formula. It is shown by the eval-
uated results that when the novel proposed adaptive switch-
ing (AS) method is used, the throughput always has its best
possible results for all Perror rates. Finally, it is being observed
from Figure 10 and Table 3 that up to 37.52% throughput
improvement is provided by the use of novel proposed adap-
tive switching (AS) method.

We will examine the performance of the suggested tech-
nique in future research by including different properties
and critics data in the network, and add to that, we will
include the energy factor to overall performance.
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Pneumonia represents a life-endangering and deadly disease that results from a viral or bacterial infection in the human lungs.
The earlier pneumonia’s diagnosing is an essential aspect in the processes of successful treatment. Recently, the developed
methods of deep learning that include several layers of processing to comprehend the stratified data representation have
obtained the best results in various domains, especially in the identification and classification of human diseases. Therefore, for
improving the systems’ performance for detecting pneumonia disease, there is a requirement for implementing automatic
models based on deep learning models that have the ability to diagnose the images of chest X-rays and to facilitate the
detection process of pneumonia novices and experts. A convolutional neural network (CNN) model is developed in this paper
for detecting pneumonia via utilizing the images of chest X-rays. The proposed framework encompasses two main stages: the
stage of image preprocessing and the stage of extracting features and image classification. The proposed CNN model provides
high results of precision, recall, F1-score, and accuracy by 98%, 98%, 97%, and 99.82%, respectively. Regarding the obtained
results, the proposed CNN model-based pneumonia detection has achieved a better result of consistency and accuracy, and it
has outperformed the other pretrained deep learning models such as residual networks (ResNet 50) and VGG16. Furthermore,
it exceeds the recently existing models presented in the literature. Thus, the significant performance of the proposed CNN
model-based pneumonia detection in all measures of performance can provide effective services of patient care and decrease
the rates of mortality.

1. Introduction

Pneumonia represents inflammation of lung parenchyma that
can result from chemical and physical factors, immunologic
injury, pathogenic microorganisms, and other improper phar-
maceuticals [1]. Pneumonia can be categorized into noninfec-
tious and infectious relying on various pathogeneses in which
noninfectious pneumonia can be categorized into aspiration
pneumonia and immune-related pneumonia, while infectious
pneumonia can be categorized into the virus, bacteria, chla-
mydial, mycoplasmas, etc. [2]. The accelerated detection of

pneumonia and the subsequent implementation of proper
medicine can assist considerably to avoid patients’ condition
deterioration that ultimately may lead to death [3].

In the last decades, various technologies have appeared
like genomics and imaging that offer a complicated and
enormous amount of health care data [4]. Chest X-ray
images represent the preferable technology in diagnosis
pneumonia; however, these images are somewhat not obvi-
ous and sometimes misclassified to benign abnormalities or
other diseases by the expert radiologists, which lead to giving
the wrong medicine to the patients and consequently
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worsening the patients’ condition [5]. There is a requirement
for an automatic and intelligent model to assist radiologists
in diagnosing various kinds of pneumonia from the images
of chest X-rays [6].

Deep learning represents a subdomain of machine learn-
ing regarding algorithms motivated via the structure and
function of the brain [7]. The recently developed algorithms
of deep learning promote the quantification, identification,
and classification of patterns within medical images. Deep
learning algorithms are capable of learning features simply
from data, rather than hand-designing features depending
on field-specific knowledge. The recently utilized model of
developed deep learning is the convolutional neural network
(CNN). This model of layers works on processing images
and coming up with extracting low levels of features (like
edges) within images. The layers of CNN can successfully
capture the temporal and spatial dependencies in images
with the assistance of filters. In contrary to the layers of nor-
mal feed-forward, the CNN layers include considerably
fewer parameters and utilized a technique of weight sharing,
consequently, decreasing the effort of computation. Thus,
this developed model helps medical practitioners in diagnos-
ing and classifying specific medical conditions effectively [8].

The main contribution of this work is to provide an
effective deep learning framework for detecting pneumonia
using the images of chest X-rays with a balanced perfor-
mance in accuracy and complexity terms, furthermore pro-
viding medical and radiologist experts with a lower cost
tool. The attended objectives are as follows:

(i) Firstly, applying CNN model to detect pneumonia
from the images of chest X-rays as feature extrac-
tion and classification scheme

(ii) Secondly, investigating the performance of CNN
and other deep learning models in classifying
pneumonia

(iii) Finally, developing a model capable of detecting
normal and abnormal (pneumonia) images

The residual of this paper is organized as follows; an
examination of related works is stated in Section 2. The pro-
posed deep learning model for detecting pneumonia is
explained in Section 3, and its efficiency is shown in Section
4. Finally, Conclusions of this paper are highlighted in Sec-
tion 6.

2. Related Works

Ayan and Ünver [9] compared two CNN models (VGG16
and Xception) for diagnosing pneumonia. In these models,
transfer learning and fine-tuning are utilized in the stage of
training. The obtained results demonstrated that the Vgg16
model exceeds the Xception model in several metrics: accu-
racy, specificity, precision, and f-score, by 0.87%, 0.91%,
0.91%, and 0.90%, respectively, while the Xception model
exceeds the VGG16 model in sensitivity metric by 0.85%.
Furthermore, the Xception model is more effective than
the other model in detecting cases of pneumonia, while the
VGG16 model is more effective in detecting normal cases.
But these models require to be ensemble (combine the
strengths) for achieving more effective results in diagnosing
pneumonia. Hashmi et al. [10] proposed a model for pneu-
monia detection in chest X-ray images. In this model, firstly,
the dataset was augmented; then, predictions from the pre-
trained deep learning models (Xception, Inception V3,
ResNet 18, MobileNetV3, and DenseNet121) were com-
bined, by utilizing a weighted classifier for computing the
final prediction. This proposed model outperforms the other
individual models and achieves an accuracy of 98.43%. But
the utilized models had highly complex constructions; there-
fore, it is necessary to provide a model in which the weights
according to various models are estimated effectively. Jain
et al. [11] presented six CNN models for classifying chest
X-ray images into pneumonia and nonpneumonia. These
models have differed in the number of utilized parameters,
hyperparameters, and convolutional layers. The first and
second models include three convolutional layers and
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Figure 1: The proposed deep learning framework for detecting pneumonia disease.
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provide 85.26% and 92.31% of accuracy, respectively, while
the other models are pretrained models (VGG16, VGG19,
Inception V3, and ResNet 50) which provide 87.28%,
88.46%, 70.99%, and 77.56% of accuracy, respectively. These
presented models are focused on the recall metric as a per-
formance evaluator for minimizing the number of false neg-
atives. The best-obtained recall was achieved by the second
model which was 98%. However, these models require to
improve the accuracy of classification via fine-tuning each
parameter and hyperparameter. Al Mamlook et al. [12] pre-
sented seven models for detecting and classifying pneumonia
from the images of chest X-rays; these models are random for-
est, decision tree, K-nearest neighbor, adaptive boosting, gra-
dient boost, XGBboost, and CNN. Particularly, all these
models were compared using f-score and accuracy score.
The CNN model exceeds the other machine learning models
with a small margin, and the obtained score of accuracy was
98.46%. Surprisingly, the random forest model achieved well
and the score of accuracy was 97.61%. However, these pre-
sented models need to construct a large database for training
and testing to provide better results. Wu et al. [13] proposed
an improved median filtering based on the CNN model using
a random forest algorithm. In this model, the adaptive median
filter was firstly utilized for removing noises within the images
of chest X-ray to be more easily recognizable; then, the archi-
tecture of CNN was established depend on dropout for

extracting the features of deep activation from each image.
Finally, a random forest dependent on GridSearchCV class
was employed as a classifier for the features of deep activation
in the CNN model. This proposed model not only works on
avoiding the overfitting phenomenon in data training, how-
ever improving the image classification accuracy as well. The
achieved score of accuracy was 96.9% for 64 × 64 × 3 image
size and 93.8% for 224 × 224 × 3 image size. Regarding the
achieved accuracy, the achieved scores for precision, recall,
and F1-score were 90%, 95%, and 97.7%, respectively. But this
model requires improving the CNN model’s performance to
be more efficient with no further preprocessing work. Chou-
han et al. [14] presented a deep learning approach to detect
pneumonia based on transfer learning. In this framework,
firstly, the chest X-ray images were resized to 224 × 224 × 3;
then, the augmentation techniques (random horizontal flip,
random resized crop, and a varying intensity) were utilized.
After that, the features were extracted from images via utiliz-
ing several pretrained models on the dataset (AlexNet, Incep-
tion V3, DenseNet121, ResNet 18, and GoogLeNet) to be
passed to the classifier for prediction. Finally, an ensemble
model was employed that utilized the pretrained models and
exceeded individual models. The obtained scores of recall
and accuracy were 99.62% and 96.4%, respectively. But the
performance of this framework requires further improvement
either by increasing the size of the dataset or utilizing hand-
crafted features. Zhang et al. [15] presented a model based
on CNN for diagnosing pneumonia. In this model, the tech-
nique of dynamic histogram equalization was firstly utilized
to improve the contrast of chest X-ray images; then, the
VGG-based CNN model was designed for features extraction
and classification. This presented model can classify abnormal
and normal chest X-ray images with a 94.41% precision rate
and 96.07% accuracy rate. But this model requires exploring
a more accurate architecture of classification for diagnosing
pneumonia. Manickam et al. [16] preprocessed the input
images of chest X-rays for identifying the existence of pneu-
monia via utilizing the architecture of U-Net based segmenta-
tion and classified pneumonia as abnormal and normal via
utilizing pretrained models (Inception V3, ResNet 50, and
Inception-ResNet V2). The ResNet 50 model exceeds the
other models with 96.78% recall, 88.97% precision, 92.71%
F1-score, and 93.06% accuracy.

Most of these related works are based on the utilization
of a pretrained structure of neural network or finding a spe-
cific structure with a specific number of layers. When the
number of layers is increased besides the complexity of the
features to be detected via the neural network for achieving
the required task, the complexity of computations will be
increased with no implying any accuracy improvement. Fur-
thermore, the utilization of a few layers can decrease the
neural network’s accuracy, since the features at the needed
level of complexity are not detected. Therefore, the main
aim of this work is to implement an effective deep CNN
model on a publicly accessible dataset for detecting pneumo-
nia by achieving a balanced performance in accuracy and
complexity terms.

Table 1: The parameters of the CNN model layers.

Layers (types) Shape_output Parameters

layer1 (convolutional 2D) None, “224, 224, 64” 1792

layer2 (convolutional 2D) None, “224, 224, 64” 36928

layer3 (max pooling 2D) None, “112, 112, 64” 0

(Dropout) None, “112, 112, 64” 0

layer4 (convolutional 2D) None, “112, 112, 128” 73856

layer5 (convolutional 2D) None, “112, 112, 128” 147584

layer6 (max pooling 2D) None, “56, 56, 128” 0

(Dropout) None, “56, 56, 128” 0

layer7 (convolutional 2D) None, “56, 56, 256” 295168

layer8 (convolutional 2D) None, “56, 56, 256” 590080

layer9 (max pooling 2D) None, “28, 28, 256” 0

(Dropout) None, “28, 28, 256” 0

(Flatten) None, “200704” 0

layer10 (dense) None, “512” 102760960

(Dropout) None, “512” 0

layer11 (dense) None, “128” 65664

(Dropout) None, “128” 0

layer12 (dense) None, “64” 8256

(Dropout) None, “64” 0

(Dense) None, “2” 130

Total of parameters: 103,980,418

Trainable parameters: 103,980,418

Nontrainable parameters: 0
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3. Proposed Methodology

The proposed deep learning framework has been con-
structed and trained many times with various parameters
for choosing the preferable hyperparameters and providing

a balanced-performing architecture. Generally, it encom-
passes two main stages. The first stage involves several image
preprocesses; firstly, the process of image resizing which is
implemented to obtain 224 ∗ 224 ∗ 3 image size and, sec-
ondly, rescaling the value of the image’s pixel to [0,1] inter-
val, while the second stage represents extracting features and
image classification utilizing the proposed CNN models.

The proposed CNN model is applied to detect pneumo-
nia from the images of chest X-rays as feature extraction and
classification scheme. Figure 1 shows the general structure of
the proposed model for detecting pneumonia disease. This
structure includes three main parts. The input layer in the
CNN model represents the first part (layer) of the CNN
structure that passes the input chest X-ray image of size
224 ∗ 224 ∗ 3 to the next parts.

The feature extraction represents the second part of the
CNN structure which includes three blocks, and each block

(a) Abnormal-viral pneumonia (b) Abnormal-bacterial pneumonia

(c) Normal

Figure 2: Examples of chest X-ray images.

Table 2: The obtained metrics of precision, recall, F1-score, and
accuracy for the proposed CNN model.

Pneumonia
classes

Precision Recall
F1-
score

No. of tested
images

“Abnormal” 0.98 0.96 0.99 855

“Normal” 0.98 0.97 0.98 318

Accuracy — — 0.99 1173

Macroaverage 0.99 0.98 0.97 1173

Weighted
average

0.98 0.98 0.97 1173

Table 3: The obtained metrics of precision, recall, F1-score, and
accuracy for ResNet 50 model.

Pneumonia
classes

Precision Recall
F1-
score

No. of tested
images

“Abnormal” 0.95 0.98 0.97 855

“Normal” 0.94 0.86 0.90 318

Accuracy — — 0.95 1173

Macroaverage 0.95 0.92 0.93 1173

Weighted
average

0.95 0.95 0.95 1173

Table 4: The obtained metrics of precision, recall, F1-score, and
accuracy for VGG16 model.

Pneumonia
classes

Precision Recall
F1-
score

No. of tested
images

“Abnormal” 0.88 0.73 0.80 855

“Normal” 0.50 0.74 0.62 318

Accuracy 0.73 1173

Macroaverage 0.74 0.73 0.73 1173

Weighted
average

0.73 0.73 0.71 1173
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includes the convolution layer, maximum pooling layer, and
dropout layer. In the convolutional layer, the input images
are converted into matrix forms. The operation convolution
is implemented within the input matrix and a feature kernel
of 3 × 3 dimension, and the outcome represents a feature
map. This operation works on reducing the image dimen-
sions to make it easier to be processed.

In order to achieve better performance, all the convolu-
tional layers are followed by the Rectified Linear Unit
(ReLU). ReLU is the widely utilized activation function that
thresholds the inputs (converts the input to 0 if it is valued
less than 0) and creates a nonlinear output.

After that, the max pooling layer is utilized for recogniz-
ing the prominent features within the image and reducing
the image’s dimensions and the parameters, consequently
decreasing the computational complexity. The max pooling
layer with a 2 × 2 dimension operates on every feature map
and scales its dimensions by utilizing the function “MA”
which works on selecting the highest value of a pixel from
the image window. The dropout is added to the max pooling
layers for preventing overfitting.

The output of the second part is subsequently passed
to the third part which is the classification part. This part
includes several layers; firstly, the flattened layer that is
utilized for changing the shape of the data to a one-
dimensional vector, secondly, three dense layers each of
which is followed by the dropout layer and, finally, the
dense layer of sigmoid activation function that works on
classifying output image into normal or abnormal. The
number of parameters that are utilized in the CNN model
for detecting pneumonia disease is demonstrated in
Table 1.

As demonstrated in Table 1, the proposed CNN model
encompasses twelve layers (six convolutional layers, three
max pooling, and three dense layers), and the number of
trainable parameters was 103,980,418.

4. Computational Experiments

Python programming language was utilized in the imple-
mentation of the proposed deep CNN, ResNet 50, and
VGG16 models. Google Colab was utilized for GPU runtime
in the stages of training and validation. Each model was fine-
tuned for 100 epochs, with 128 batch-size. The NAdam opti-
mizer was utilized for optimizing the function of learning
with 0.001 learning rate.

Regarding the implemented pretrained CNN models,
VGG16 included sixteen layers (thirteen-convolution and
three-dense), and the ResNet 50 included fifty layers
(forty-eight-convolution, one-max pooling, and one-aver-
age-pooling). VGG16 had approximately 134 million train-
able parameters, and ResNet 50 had approximately 23
million trainable parameters. The same image preprocessing
steps are utilized in the implemented pretrained models,
while the feature extraction and classification steps follow
the structure of each model.

4.1. Dataset Description. The three deep learning models for
pneumonia detection are trained and tested on the images of
the chest X-ray dataset [17], which includes 5880 samples,
80% (4707 samples) were utilized for training these models,
and 20% (1173 samples, 855 abnormal, and 318 normal)
were utilized for testing. Figure 2 manifests examples of
chest X-ray images in which abnormal-viral pneumonia
demonstrates an interstitial pattern in the lungs and
abnormal-bacterial pneumonia demonstrates the consolida-
tion of focal lobar, while the normal image demonstrates
pure lungs without any abnormal opacification areas in the
chest X-ray.

4.2. Evaluation Metrics. The utilized performance metrics
for identifying the best model are precision, recall, F1-score,
and accuracy. In order to compute these metrics, True
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Figure 3: Confusion matrices: (a) proposed CNN model, (b) ResNet 50 model, and (c) VGG16 model.
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Negative “Tneg,” True Positive “Tpos,” False Negative “Fneg,”
and False Positive “Fpos” are provided. The lower the Tneg
andTpos, the fewer classifiers’ performance that capable of
detecting normal and abnormal (pneumonia) images. The
higher the Fpos and Fneg, the higher classifiers mistakes that
misclassify pneumonia images as normal images and con-
versely. The specificity metric indicates the ability of classi-
fiers to recognize the normal images; it is assigned by
Tneg and Fpos as in

Specificity =
Tneg

Tneg + Fpos
� � : ð1Þ

The precision metric works on measuring the real abnor-
mal (pneumonia) image percentage from all predicted

abnormal images, as in

Precision =
Tpos

Tpos + Fpos
� � : ð2Þ

The recall metric (sensitivity) is a properly classified class
from the model of classification, and the sensitivity with a
high value will make the model more reliable and robust.
This metric is associated with Tpos, as in

Recall =
Tpos

Tpos + Fneg
� � : ð3Þ

The accuracy metric is utilized for measuring the classi-
fication models’ performance, and in other words, it
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Figure 4: CNN-based pneumonia disease recognition: (a) accuracy per epoch and (b) loss per epoch.
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represents the total classifier performance that is measured
by

Accuracy =
Tneg + Tpos
� �

Tneg + Fpos + Tpos + Fneg
� � : ð4Þ

And finally, F1-score indicates the classifiers’ ability of
classification via utilizing the combination of precision and
recall metrics as a single evaluation metric of performance,
as in

F1 − score = 2 Precision × Accuracyð Þ
Precision + Accuracyð Þ : ð5Þ

5. Results and Discussion

Tables 2–4 show the obtained results of the utilized metrics
(precision, recall, F1-score, and accuracy) for the proposed
CNN model, ResNet 50, and VGG16 models, respectively.

As indicated in Table 2, the CNN model has the best
results of precision, recall, F1-score, and accuracy by 98%,
98%, 97%, and 99.82%, respectively.

The obtained results of precision, recall, F1-score, and
accuracy for the ResNet 50 model (indicated in Table 3)
were 95%, 95%, 95%, and 95.37%, respectively.

The obtained results of precision, recall, F1-score, and
accuracy for the VGG16 model (indicated in Table 4) were
73%, 73%, 71%, and 73.40%, respectively.

The confusion matrix offers a perception of the error
being obtained via the utilized classifiers. It is utilized for
describing the classification performance on the test images
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Figure 5: ResNet 50-based pneumonia disease recognition: (a) accuracy per epoch and (b) loss per epoch.
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for the known true values. Figure 3 demonstrates the confu-
sion matrices for the proposed CNN, ResNet 50, and
VGG16 models.

The experiments were achieved with 100 epochs, 128
batch size, and “Nadam” optimizer. The accuracy per epoch
and loss per epoch for the proposed CNN, ResNet 50, and
VGG16 models are illustrated in Figures 4–6, respectively.

As demonstrated in Figure 4, the obtained curves of
training and validation accuracy and training and validation
loss for the proposed CNN model with 100 epochs were
99.82%, 96.53%, 0.0110, and 0.2005, respectively.

The proposed model has been evaluated by comparing it
with the ResNet 50 and VGG16 models and recently pre-
sented models using the chest X-ray images as shown in
Table 5.

As demonstrated in Table 5, the proposed CNN model-
based pneumonia detection has achieved a better result of

consistency and accuracy, outperforms the ResNet 50 and
VGG16 models, and exceeds the other recently existing
models presented in the literature.

6. Conclusion

A deep learning model is proposed in this paper for pneu-
monia disease detection from the images of chest X-rays.
The number of layers is not constantly lead to improve the
accuracy, and increasing the networks’ layers may yield neg-
ative performance. Throughout the construction of the CNN
model, an indisputable number of layers was attained that
provided the best accuracy.

The obtained results demonstrated that the proposed
CNN model-based pneumonia detection has the best high
results of precision, recall, F1-score, and accuracy by 98%,
98%, 97%, and 99.82%, respectively, and this leads to the
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ability to utilize this model rather than other implemented
models as a supplement for radiologists in the process of
decision-making. The achieved results support the concept
that deep learning models are capable of simplifying the pro-
cess of diagnosis and improving the management of pneu-
monia disease and thus leading to improve treatment
quality. Furthermore, the proposed CNN model exceeds
the other recently existing models presented in the literature.
This proposed model can be effectively implemented in
diagnosing pneumonia disease and other diseases like
COVID-19.
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