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Blockchain technology has been widely applied in numerous industries with its decentralization, verifiability, distributivity, and
immutability. However, the identity privacy security of blockchain users is facing serious threats because of the openness of
traditional blockchain transaction information. Moreover, numerous traditional cryptographic algorithms used by blockchain
transaction networks are difficult to attack quantum computing. In this paper, we propose a new lattice-based blind ring signature
scheme in allusion to completely anonymous blockchain transaction systems. ,ere into, the blind ring signature can implement
the complete anonymity of user identity privacy in blockchain transactions. Meanwhile, lattice cryptography can availably resist
quantum computing attacks. Firstly, the proposed signature scheme has strong computational security based on the small integer
solution (SIS) problem and a high sampling success rate by utilizing the techniques of rejection sampling from bimodal Gaussian
distribution. Secondly, the proposed signature scheme can satisfy the correctness and security under the random oracle model,
including anonymity, blindness, and one-more unforgeability.,irdly, we construct a blockchain transaction system based on the
proposed blind ring signature algorithm, which realizes the completely anonymous and antiquantum computing security of the
blockchain users’ identity privacy. Finally, the performance evaluation results show that our proposed blind ring signature scheme
has lower latency, smaller key size, and signature size than other similar schemes.

1. Introduction

Blockchain has gained much attention that is widely used in
digital currency, medical, government services, and other
applications, however, the security problems of blockchain
have become increasingly prominent in recent years. As the
data information needs to be jointly maintained by each
node in the blockchain distributed network, it requires that
the transaction information must be public, which will lead
to the disclosure of personal identity privacy data. In many
classical blockchain systems represented by Bitcoin [1], users
utilize a string of numbers unrelated to their real identity
information as the transaction address, which preliminarily
realizes the anonymity of identity privacy. Unfortunately,
because transactions in the Bitcoin network can be linked,
attackers can discover users’ real identity information by
their blockchain addresses [2, 3]. ,erefore, to realize the

veritable anonymity of the users’ identity privacy, it is
necessary to ensconce the relationship between users and
their corresponding blockchain addresses.

,e anonymity of identity information can be realized by
ring signature and blind signature cryptography algorithms.
Ring signature, developed from group signature [4], was first
proposed by Rivest [5] in 2001. In the ring signature scheme,
multiple users spontaneously constitute a ring and then
randomly choose a member in the ring to sign the message.
,e signer uses his secret key and ring public keys of all
members to generate a legal and valid ring signature. ,e
ring signature prevents the exposure of the actual signer and
invariably protects the signer’s identity privacy. Another
algorithm that can provide anonymity is the blind signature,
which was first proposed by Chaum [6] in 1983. In the blind
signature scheme, the signer can sign the message in case of
unknowing the true content of the signature file. ,e sign
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holder sends the blinded message to the signer for signature.
,e blind signature guarantees that signers hardly infer sign
holders’ real identity information through the blind mes-
sage, which effectively protects sign holders’ identity in-
formation privacy. In the blockchain transaction network,
numerous anonymous transaction schemes are based on
blind signature or ring signature [7–9]. However, the ring
signature or blind signature can only guarantee the ano-
nymity of a single user participating in the blockchain
transaction, which cannot protect the identity privacy of
both parties at the same time. To satisfy the complete an-
onymity of blockchain transaction users’ identity privacy, it
is significant to establish a blind ring signature scheme
suitable for complete anonymous blockchain transactions.
In 2005, Chan et al. [10] first proposed a blind ring signature
algorithm, and since then, numerous blind ring signature
schemes have been designed [11–13].

,e security of traditional signature algorithms depends
on integer decomposition, discrete logarithm and bilinear
equivalent mathematical problems. Unfortunately, quantum
computing can easily solve traditional difficult mathematical
problems. Shor [14] proposed a quantum algorithm that lets
RSA cryptography, elliptic curve cryptography, and cryp-
tosystems based on bilinear pairings face serious security
challenges. Grover [15] proposed a quantum search algo-
rithm that could provide secondary acceleration for search
problems, which seriously threatened the security of sym-
metric cryptography and the Hash function.,erefore, it is a
key research work to find a cryptosystem that can resist
quantum computing attacks.

Lattice cryptography is a kind of antiquantum com-
puting cryptography with strong security and high com-
putational efficiency, which is widely used in digital
signature algorithm design and blockchain transaction
networks. Gentry et al. [16] first designed a signature al-
gorithm with lattice trapdoor sampling, whose security
depends on solving the SIS problem. Lyubashevsky [17]
proposed a signature scheme without trapdoor sampling,
which uses rejection sampling to greatly improve the
sampling efficiency. Ducas et al. [18] designed a new sig-
nature algorithm with lattice rejection sampling, which
further improves the sampling success rate through random
sampling on bimodal Gaussian distribution. In 2018, Gao
et al. [19] first proposed a postquantum blockchain system,
which integrated a lattice-based signature algorithm. In
2022, Zou et al. [20] proposed a lattice-based proxy signature
scheme for anonymous blockchain-enabled electronic
reporting systems, which not only realized the anonymity of
user identity but also solved the problem of misbehaviors
untraceability on the blockchain. Moreover, Rückert [21]
proposed the first blind lattice-based signature algorithm. Li
et al. [22] proposed a new blind signature algorithm applied
in blockchain anonymous transaction authentication on the
lattice. In addition, Melchor et al. [23] designed the first ring
signature algorithm based on lattice cryptography. To fur-
ther improve the sampling success rate, Wang et al. [24]
designed a new ring signature algorithm using

Lyubashevsky’s rejection sampling signature [17]. In 2019,
Le et al. [25] designed the first blind ring signature algorithm
based on the SIS problem with rejection sampling. More-
over, numerous lattice-based blind signature and ring sig-
nature schemes have been proposed [26, 27].

In this paper, we design a new lattice-based blind ring
signature algorithm in allusion to the completely anonymous
blockchain transaction system. ,e constructed transaction
system satisfies the requirements of the user’s identity privacy
protection and resistance to quantum attacks. ,ere are three
main contributions, which are as follows:

(1) We propose a new lattice-based blind ring signature
algorithm using the rejection sampling technology.
Sampling on the bimodal Gaussian distribution can
greatly improve the success rate. In addition, we give
proof of correctness and security under the random
oracle model, including anonymity, blindness, and
one-more unforgeability.

(2) We construct a completely anonymous blockchain
transaction system based on the proposed blind ring
signature and provide detailed processes of the
anonymous transaction. ,e system satisfies the goal
of blockchain users’ identity privacy protection and
antiquantum computing security.

(3) We evaluate the performance of the proposed sig-
nature algorithm with other similar literature
schemes, including the sampling method, algorithm
latency, the size of the signature, and secret and
public keys. ,e evaluation results indicate that our
proposed scheme has lower latency and smaller key
and signature sizes than other similar schemes.

,e organization of this paper is as follows: we present
some lattice theories and the blind ring signature’s definition
and security model in Section 2. In Section 3, a new lattice-
based blind ring signature is designed. In Section 4, we prove
the security of our signature algorithm. We construct a
completely anonymous blockchain transaction system based
on the proposed blind ring signature in Section 5. ,e
performance evaluation of signature algorithms is shown in
Section 6. Finally, we provide a conclusion of the paper in
Section 7.

2. Preliminaries

2.1. Some Related +eories of Lattice

Definition 1 (Lattice [28]). Given amatrixB ∈ Rm×n consists
of a group of m-dimensional linearly independent vectors
b1,. . ., b2, . . . bn. where m≥ n Define latticeΛ generated by B
as the set.

Λ(B) � Bx | x ∈ Zn
 . (1)

Given a prime number q, a matrixA ∈ Zn×m
q , and e ∈ Zn

q,
define some q-ary lattices.
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Λq(A) � y ∈ Zm
| y ∈ ATxmod q, x ∈ Zn

 ,

Λ⊥q (A) � y ∈ Zm
|Ay � 0mod q ,

Λe
q(A) � y ∈ Zm

|Ay � emod q .

(2)

Definition 2 (Discrete Gaussian Distribution [17]). Define
Dm

v,σ(z) � ρm
v,σ(z)/ρm

v,σ(Zm) as a discrete Gaussian distribu-
tion, where ρm

v,σ(z) � (1/
����
2πσ2

√
)me− ‖z− v‖2/(2σ2) and

ρm
v,σ(Zm) � z∈Zmρm

σ (z).

Definition 3 (SIS problem). Given a random matrix
A ∈ Zn×m

q and parametersm, n, q, β, the SISq,n,m,β problem is
to find a nonzero integer vector v ∈ Zm

q , such that Av �

0(mod q) and ‖v‖≤ β.

Lemma 1 (see [17]). For any v ∈ Rm, σ > 0, k> 1, it satisfies
the following:

Pr ‖z‖> kσ
��
m

√
; z←D

m
σ ≤ k

m
e

(m/2) 1− k2( ). (3)

Lemma 2 (see [17]). For any v ∈ Zm, σ � α‖v‖, α> 0, it
satisfies the following:

Pr
D

m
σ (z)

D
m
v,σ(z)
< e

(12/α)+ 1/ 2α2( )( ): z←D
m
σ > 1 − 2− 100

. (4)

More specially, if α � 12, σ � 12‖v‖, then (Dm
σ (z)/

Dm
v,σ(z))< e1+(1/288) with a probability of at least 1 − 2− 100.

Lemma 3 (Rejection Sampling [17]).Select a random vector
v ∈ Zm and a real number σ � ω(t

�����
logm


), given a subset

V � v ∈ Zm: ‖v‖< t{ }, and define on V a probability distri-
bution h: V⟶ R. +en, there exists a constant M � O(1)

such that the outputs of the following two algorithms A and B
have a negligible statistical distance of Δ(A,B) �

2− ω(logm)/M:

Algorithm A: v←h, z←Dm
v,σ , output (z, v) with proba-

bility min(Dm
σ (z)/(MDm

v,σ(z)), 1).
Algorithm B: v←h, z←Dm

σ , output (z, v) with proba-
bility 1/M.

Moreover, the probability that the algorithm A outputs
something is at least (1 − 2− ω(logm))/M.

More specially, if σ � αt for any α> 0, then M �

e(12/α)+(1/(2α2)). ,e two algorithms A and B have a negligible
statistical distance off Δ(A,B) � 2− 100/M, and the proba-
bility that A outputs something is at least (1 − 2− 100)/M.

2.2. Blind Ring Signature Model

2.2.1. System Model. ,e blind ring signature system model
is composed of four parts called setup, key generation,
signature, and verification [25]. ,e detailed steps are as
follows:

Setup. Input a security parameter n and output public
parameters PP.
Key generation. Generate public key pk and secret key
sk for each member of the ring R � S1,S2, . . . ,Sl 

according to the input set of public parameters PP.
Signature.,e userΥ submits a messagem and blinds it
to μ before sending the message to the signer. ,en, the
ring R chooses a signer Σj, who takes the secret key skj.
,e signer Σj signs the message μ and generates a
blinded signature Σ′. ,e user Υ unblinds Σ′ and gets
the real signature Σ.
Verification. Output 1 or 0 according to the public
parameters PP, message m, signature Σ, and ring public
keys PK � pki i∈[l]. ,e output of 1 means that the
verification is passed, and 0 indicates that it is otherwise.

2.2.2. Security Model. ,e security model of the blind ring
signature includes anonymity, blindness, and one-more
unforgeability.

Anonymity: the anonymity property ensures that the
user cannot know which member of the ring was the real
signer participating in the blind ring signature protocol. For
any polynomial-time adversary, the blind ring signature
scheme satisfies the anonymity under full key exposure if his
advantage in winning the following game with the challenger
is negligible.

(1) Setup: assume n to be the system security param-
eter. ,e challenger calls the setup algorithm in the
blind ring signature scheme to generate the set of
common parameters PP. ,en, according to the
common parameters PP, the challenger calls the key
generation algorithm to generate a set of public and
secret keys (PK, SK) for the ring
R � S1,S2, . . . ,Sl . ,e challenger sends the set of
common parameters PP and public key PK to the
adversary .

(2) Query: the adversary submits a message m, a ring R,
an index I, and the corresponding public key pki to
the challenger . ,e challenger queries the corre-
sponding secret key ski according to the index I and
then calls the signature algorithm to generate a
blinded signature Σi′ on m for the adversary .

(3) Challenge: the adversary submits a messagem, a ring
R, and two public keys pkib

∈ R to the challenger for
the signature query, where b ∈ 0, 1{ }. ,e challenger
chooses a random bit b ∈ 0, 1{ }. ,en, it uses the
secret key skib

and calls the signature algorithm to
generate a blinded signature Σi′ on m and returns Σi′
to the adversary .

(4) Guess: the adversary outputs a bit b′ as a guess of the
random bit b. He wins the game if b′ � b.
,e advantage of the adversary in the above game is
defined as follows:

Advanonymity
BRS (A) � Pr b′ � b  −

1
2




. (5)
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Blindness: it is a basic attribute of the blind ring
signature, i.e., all members in the ring cannot know
any information about the message to be signed. In
other words, the attacker cannot distinguish the
original signature of which message a blind ring
signature comes from. For any polynomial-time ad-
versary , the blind ring signature scheme satisfies the
statistical blindness if his advantage in winning the
following game with the challenger is negligible.

(1) Setup: assume n to be the system security parameter.
,e challenger calls the setup algorithm in the blind
ring signature scheme to generate the set of common
parameters PP. ,en, according to the common pa-
rameters PP, the challenger calls the key generation
algorithm to generate a set of public and secret keys
(PK, SK) for the ring R � S1,S2, . . . ,Sl . ,e
challenger sends the set of common parameters PP
and public key PK to the adversary .

(2) Challenge: the adversary α chooses two different
blinded messages μ0 and μ1, a subring R′ ∈ R, and its
corresponding public keys PK to send it to the
challenger . ,e challenger chooses a random bit
b ∈ 0, 1{ }, then sets up a blind ring signature protocol
taking μb and the ring R′ as input. ,e adversary
chooses a signer Σj in the ring R′ to sign the hidden
blinded message μb. Finally, the adversary obtains
the unblinded signature Σb ≠⊥, otherwise, it restarts
this game.

(3) Guess: the adversary outputs a bit b′ as a guess of the
random bit b. He wins the game if b′ � b.
,e advantage of the adversary in the above game is
defined as follows:

AdvblindnessBRS (A) � Pr b′ � b  −
1
2




. (6)

One-more unforgeability: the one-more unforge-
ability property ensures that the attacker cannot
successfully forge a new correct signature through
multiple signature inquiries. For any polynomial-
time adversary , the blind ring signature scheme
satisfies the one-more unforgeability if his proba-
bility of winning the following game with the
challenger is negligible.

(1) Setup: assume n to be the system security parameter.
,e challenger calls the setup algorithm in the blind
ring signature scheme to generate the set of common
parameters PP. ,en, according to the common
parameters PP, the challenger calls the Key gener-
ation algorithm to generate a set of public and secret
keys (PK, SK) for the ring R � S1,S2, . . . ,Sl . ,e
challenger sends the set of common parameters PP
and public key PK to the adversary . ,e secret key
SK cannot be disclosed.

(2) Query: the adversary submits a message m, a ring R,
and its corresponding public keys PK. ,en, adap-
tively, it makes multiple hash queries and blind ring
signature queries to the challenger . ,e challenger

must return the hash value H(m) and signature
value Σ of the corresponding message m to the
adversary .

(3) Forge: the adversary uses the result of multiple
queries to forge Σ∗ of the target message m∗. One-
more unforgeability requires that the pair (m∗,Σ∗)
has never passed the signature verification algorithm.

3. Proposed Blind Ring Signature Algorithm

Our proposed blind ring signature algorithm includes five
parts: key generation, message blinded, signature, unblind,
and verification.

Key generation. Assume n is a system security parameter.
We generate the common parameter PP, which has been se-
lected by the same methodology of Li’s scheme [22]. ,e in-
dependent public and secret key pairs (Ai, Si) for each signer
Si, i ∈ [l] of the ring R � S1,S2, . . . ,Sl  are generated using
the method described in Ducas’s scheme [18], where
Ai ∈ Zn×m

2q , Si ∈ Zm×n
2q , and satisfying AiSi � qIn(mod 2q).

Message blinded: the signer of the ring R first computes a
commitment to the user Υ. ,en, the user Υ hides the
original message m by running the message blinded algo-
rithm and outputting the blinded messageμ. ,e detail is
shown in algorithm 1.

Signature: the ring R chooses a signer Σj. Σj calls the
signature algorithm after receiving the blinded message μ
and then outputs the blinded signature Σ′. ,e detail is
shown in algorithm 2.

Unblind: the user Υ runs the unblind algorithm after
receiving the blinded signature Σ′ and then outputs the real
blind ring signature Σ. ,e detail is shown in algorithm 3.

Verification: the verifier runs the verification algorithm
after receiving the original message m and bling ring sig-
nature Σ. ,en, he outputs 1 if the verification is passed. It is
0, otherwise. ,e detail is shown in algorithm 4.

4. Correctness and Security Proof

4.1. Correctness. For the generated blind ring signature
Σ � ( ei i∈[l], c), ei i∈[l] are sampled from the distribution
Dm

σ3 , and according to Lemma 1, ‖ei‖≤ ησ3
��
m

√
is established

with an overwhelming probability for all i ∈ [l]. ,erefore,
the correctness is to prove i∈[l]Aiei + qc � x + w(mod 2q).
,e proof of the equation is as follows:

i∈[l]

Aiei + qc � 
i∈[l]

Aiyi + 
i∈[l]

Aizi + qc

� 

i∈[l]\ j{ }

Aizi + Ajzj + 
i∈[l]

Aiyi+qc

� 

i∈[l]\ j{ }

Airi + Aj rj + Sjμ  + 
i∈[l]

Aiyi+qc

� 
i∈[l]

Airi + AjSjμ + 
i∈[l]

Aiyi+qc

� x + w + q(− 1)
tInc + qc � x + w(mod 2q).

(7)
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4.2. Security Proof

4.2.1. Anonymity. ,e adversary submits a message m and
two usersUi0

,Ui1
∈ R to the challenger for a signature query.

,e challenger randomly chooses a bit b ∈ 0, 1{ } and calls the
message blinded algorithm and signature algorithm to
generate a blinded signature Σib′ � z1, . . . , zib

, . . . , zl  on m,
where zib

� rib
+ Sib

μ, output probability min(Dm
σ2(zib

)/
M2D

m
Sib

μ,σ2(zib
), 1), and zi � ri←Dm

σ2 for all i ∈ [l]/ ib . ,en,

the challenger returns Σi′ to the adversary . Let two random
variables X0 and X1 represent the blinded signatures gen-
erated by the user Ui0

and Ui1
.

Suppose that the adversary obtains the blinded signature
Σib′ � z1, . . . , zib

, . . . , zl  by sampling each zi from Dm
σ2
with

probability 1/M2, let the random variable Y represent the
blinded signature generated by this way. ,e statistical
distance [28] between X0 and Y satisfies
Δ(X0, Y)≤ 2− ω(logm)/M2, and the statistical distance be-
tween X1 and Y satisfiesΔ(X1, Y)≤ 2− ω(logm)/M2.,erefore,
we have the following:

Δ X0, X1( ≤Δ X0, Y(  + Δ X1, Y( ≤
21− ω(logm)

M2
. (8)

Input: system public parameters PP, original message m, public keys Ai i∈[l] of the ring R.
Output: blinded message μ.
Step 1: choose a set of random vectors ri i∈[l] from the bimodal Gaussian distribution Dm

σ2 .
Step 2: compute the commitment x � i∈[l]Airi(mod 2q).
Step 3: choose a set of blind factors yi i∈[l] from the bimodal Gaussian distribution Dm

σ3 .
Step 4: compute w � i∈[l]Aiyi(mod 2q).
Step 5: compute c � H(x + w(mod 2q), m).
Step 6: choose a random bit t← 0, 1{ }n.
Step 7: compute μ � (− 1)tc.
Step 8: output the blinded message μ with probability min(Dm

σ1
(μ)/(M1D

m
c,σ1

(μ)), 1).

ALGORITHM 1: Message blinded algorithm.

Input: system public parameters PP, blinded message μ, the secret key Sj of the signer Σj.
Output: blinded signature Σ′ � zi i∈[l].
Step 1: for all i ∈ [l]/ j : compute zi � ri; for j: compute zj � rj + Sjμ.
Step 2: output zj with probability min(Dm

σ2(zj)/(M2D
m
Sjμ,σ2(zj)), 1).

Step 3: output the blinded signature Σ′ � zi i∈[l].

ALGORITHM 2: Signature algorithm.

Input: system public parameters PP, blinded signature Σ′ � zi i∈[l].
Output: blind ring signature Σ � ( ei i∈[l], c).
Step 1: for all i ∈ [l]: compute ei � yi + zi.
Step 2: output ei with probability min(Dm

σ3(ei)/(M3D
m
yi ,σ3(ei)), 1).

Step 3: output the real blind ring signature Σ � ( ei i∈[l], c).

ALGORITHM 3: Unblind algorithm.

Input: system public parameters PP, original message m, public keys Ai i∈[l] of the ring R, blind ring signature Σ � ( ei i∈[l], c).
Output: 1 or 0.
Step 1: verify that ‖ei‖≤ ησ3

��
m

√
for all i ∈ [l].

Step 2: verify that c � H(i∈[l]Aiei + qc(mod 2q), m).
Step 3: output 1 if the verification in steps 1 and 2 passed and 0 otherwise.

ALGORITHM 4: Verification algorithm.
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,e statistical distance between X1 and X1 is negligible.
,erefore, the distribution of blinded signatures Σi0′ and Σi1′ is
indistinguishable. ,e proposed scheme satisfies anonymity.

4.2.2. Blindness. ,e adversary submits two different blinded
messages, μ0 and μ1, and interacts with two different usersUi0
and Ui1

. ,e adversary and the challenger only choose one of
the two users for establishing an interactive blind ring signature
protocol. It should be noted that the adversary does not know
the user’s information who is interacting with him, i.e., we can
only prove that the outputs, i.e., the two blind messages μ0 and
μ1, are indistinguishable, and the corresponding blind ring
signatureΣi0 and Σi1 are also indistinguishable, where b ∈ 0, 1{ }

and Σib � e1, . . . eib
, . . . , el}.

For two blinded messages, μ0 and μ1, because of the
construction μ � (− 1)tc and the output probability
min(Dm

σ1(μ)/(M1D
m
c,σ1(μ)), 1), we can get that μ0 and μ1 are

sampled from the same distribution Dm
σ1
. ,erefore, the

statistical distance between μ0 and μ1 satisfies Δ(μ0, μ1) � 0
and they are indistinguishable. For two blind ring signatures
Σi0 and Σi1, because ei � yi + zi for all i ∈ [l] and the output
probability min(Dm

σ3
(ei)/(M3D

m
yi ,σ3

(ei)), 1), we can get Σi0
and Σi1 are sampled from the same distribution Dm

σ3 .
,erefore, the statistical distance between Σi0 and Σi1 satisfies
Δ(Σi0,Σi1) � 0, and they are indistinguishable. ,e proposed
scheme satisfies blindness.

4.2.3. One-More Unforgeability

Theorem 1. If an adversary α can successfully give the ef-
fective forgery, there will be existing a polynomial-time al-
gorithm Φ that can solve the SISq,n,lm,β problem with non-
negligible probability.

Proof. We will prove the one-more unforgeability of the
scheme by the simulation game between challenger and
adversary . ,e simulation game controlled by challenger is
executed as follows:

Setup: challenger builds two initial empty lists, List 1
and List 2, respectively, to store the hash value H(m)

and signature value Σ � ( ei i∈[l], c) of message m.
,en, adversary will make hash queries and signature
queries to challenger.
Hash queries: +e adversary sends a hash query for
message m to challenger . Challenger checks List 1,
where List 1 consists of the pair (m, H(m)). If the
queried message m is in List 1, challenger sends the
corresponding H(m) to adversary. If not, challenger
will compute a new H(m), restore (m, H(m)) into List
1, and send it to adversary.
Signature queries: +e adversary sends a signature
query for message m to challenger. h,e challenger
checks List 2, where List 2 consists of the pair
(m,Σ � ( ei i∈[l], c)). If the queried messagem is in List
2, challenger sends the corresponding signature value

Σ � ( ei i∈[l], c) to adversary . If not, challenger will
generate a new signature, restore the new pair (m,Σ �

( ei i∈[l], c)) into List 2, and send it to adversary .
Forge: suppose cj is a result of a hash query made by the
adversary . ,en, we can get the following:

H 
i∈[l]

Aie
∗
i + qcj(mod 2q), m

∗⎛⎝ ⎞⎠

� H 
i∈[l]

Aiei
′ + qcj(mod 2q), m′⎛⎝ ⎞⎠.

(9)

For two different blind ring signature pairs, (m∗,Σ∗ �

( e∗i i∈[l], cj)) and (m′,Σ′ � ( ei
′ i∈[l], cj)). We can find a

hash collision if there exists inequality in the input of the
hash function H on both sides of the equal sign of equation
(10). ,erefore, we can derive that i∈[l]Aie∗i + qcj �

i∈[l]Aiei
′ + qcj(mod 2q), m∗ � m′ with an overwhelming

probability. Further simplification can be obtained as
i∈[l]Ai(e∗i − ei

′) � 0(mod 2q). Let ei � e∗i − ei
′, and we have

the following:


i∈[l]

Aiei � A1 |A2 | . . . |Al  eT
1 , eT

2 , . . . , eT
l 

T
. (10)

Let A � [A1 |A2 | · · · |Al] ∈ Zn×lm and e � (eT
1 , eT

2 ,

. . . , eT
l )T ∈ Zlm. ,en, we have Ae � 0(mod 2q).As the

forgery of the adversary is valid, there exists at least a bit i such
that e∗i ≠ ei

′ and e∗i − ei
′ ≠ 0(mod q) with an overwhelming

probability, i.e., we can get e≠ 0(mod q) with great proba-
bility. Finally, we say that we can successfully solve the SIS
problem. ,e detailed proving process is as follows:

Suppose that cj is a result of a hash query made by the
adversary , and we can get a new valid forgery
Σ′ � ( ei

′ i∈[l], cj
′) for message m∗ and ring R∗. We have

cj
′ ≠ cj and i∈[l]Aie∗i + qcj � i∈[l]Aiei

′ + qcj
′ with a non-

negligible probability according to the Forking lemma [29].
Let ei � e∗i − ei

′, A � [A1|A2| · · · |Al] and
e � (eT

1 , eT
2 , . . . , eT

l )T. We have Ae � q(cj
′ − cj)(mod 2q).

Because cj
′ ≠ cj and q(cj

′ − cj) � 0(mod q), we can derive
e≠ 0(mod 2q) and Ae � 0(mod q). In addition, as ‖e∗i ‖ �

‖ei
′‖≤ ησ3

��
m

√
for all i ∈ [l], according to algorithm 4, we

have ‖ei‖ � ‖e∗i − ej
′‖≤ ‖ei
′‖ + ‖ei
′‖ � 2ησ3

��
m

√
. ,en, it sat-

isfies ‖e‖ � 
i∈[l]

‖ei‖≤ 2lησ3
��
m

√
. ,erefore, e is a solution to

the SISq,n,lm,β problem with β � 2lησ3
��
m

√
, where

Ae � 0(mod q) and e≠ 0(mod q). ,e proposed scheme
satisfies the one-more unforgeability. □

5. The Completely Anonymous Blockchain
Transaction System

In this section, we construct a completely anonymous
blockchain transaction system based on the proposed lattice-
based blind ring signature algorithm. Assume a blockchain
transaction is required between Alice and Bob, and stipulate
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that Alice transfers accounts to Bob. ,e transaction be-
tween Alice and Bob is recorded in a ledger and packaged
into the blockchain. ,e overall schematic diagram of the
anonymous blockchain transaction system is shown in
Figure 1. ,e detailed process mainly includes the following
five steps:

Key generation: firstly, Alice constructs a ring R com-
posed of multiple members and calls the key generation
algorithm and then gets the public and secret key pair
(pkA, skA) of ring R, where pkA � (pk1,

. . . , pka, . . . pkn) is a set of ring public keys.
Transaction generation: Bob initiates a transaction
request with Alice and generates a piece of transaction
information m. Bob and Alice run the blind ring sig-
nature algorithm in Section 3. ,en, Bob selects the
blind factor and utilizes the ring public keys pkA of
Alice to blind the transaction informationm to μ. Alice
uses the secret key skA to generate a signature Σ′ for
blinded transaction information μ. Bob obtains the real
blind ring signature Σ of the transaction informationm
using the unblind algorithm. Finally, Bob generates a
new transaction Tx utilizing the ring public keys pkA

and the blind ring signature Σ of the transaction in-
formation m.
Transaction authentication: Bob broadcasts the trans-
action Tx to the blockchain network, and the miner
nodes in the blockchain use the ring public keys pkA of
Alice to verify whether the blind ring signature Σ is
correct. It indicates that the transaction is correct if the
verification passes, and then, it encapsulates the
transaction Tx in a new block. Otherwise, the trans-
action will be discarded.
Network-wide consensus. ,e miners broadcast com-
munication through the consensus mechanism and
agree to add a new block containing the transaction to
the blockchain. Meanwhile, miners who create the new
block will be rewarded by the system.
Transaction completion: after blockchain miners have
successfully reached the network-wide consensus on
the transaction, Bob can consume the transfer received
from Alice under the above steps.

,e proposed transaction system has the characteristic of
complete anonymity that can hide the identity privacy in-
formation of both parties participating in a blockchain
transaction. For the internal attackers involved in the
transaction, based on the blind signature feature, as the
transaction initiator performs blind processing on the
transaction information, the internal attacker cannot asso-
ciate any veritable identity of the initiator through the
transaction information. ,erefore, for the input of each
transaction, the internal attacker cannot trace whether it was
initiated by the same user. For the external attackers not
involved in the transaction, based on the ring signature
feature, as the signature of the transaction is verified through
ring public keys rather than a unique public key, it is im-
possible to determine the specific public key associated with

the real signer. ,erefore, for the output of any two
transactions, the external attacker cannot link to the same
transaction user. Moreover, the signature algorithm adopted
in this system is based on the SIS problem, which cannot be
availably solved by existing quantum computing algorithms.
,erefore, the system satisfies antiquantum computing
security.

6. Performance Evaluation

In this section, wemake an evaluation on the performance of
the proposed signature algorithm by comparing with other
similar literature schemes, including signature and verifi-
cation algorithm latency, sampling method, the size of the
signature, and secret and public keys. Firstly, we give some
parameter settings, and then, the comparison results will be
presented through theoretical analysis and simulation
experiments.

6.1. Parameters Setting. ,e relevant public parameters of
our scheme are set as shown in Table 1, which are the same as
in [17]. We select the security level k � 128 bits and cor-
responding challenge size κ � 28 as an example. Meanwhile,
the computational complexity of the SIS problem is main-
tained by reasonably selecting the parameter n, m, q, which
can guarantee the security of public key and secret key.
Moreover, the correctness error of the reject sample will be
at the most 2− 100, which requires that σ1 � 12‖v‖ � 12

�
κ

√

and M1 � e12
�
κ

√
/σ1+κ/2σ21 � e1+1/288 ≈ 2.72. ,en, M2 and M3

will be derived by the same method.

6.2. Comparison with Other Similar Schemes. We carry out
the simulation experiment of efficiency comparison by
utilizing MATLAB R2021b in the environment of Windows
11 with Intel(R) Core(TM) i7-10510U CPU 1.80GHz and
16G RAM. Assume that the same parameters
(n, m, q, l, k, κ), set according to Table 1, are utilized in each
of these schemes, the detailed keys and signature size
comparison results are shown in Table 2. We choose the
parameters l � 10, q � 227, k � 128 and κ � 28 for the
simulation experiment. ,en, we compute the public key
size, secret key size, and signature size for the different
security parameter n, such as 80, 112, 128, 192, 256, 512. ,e
comparison results of the public key size, secret key size, and
signature size are separately shown in Figures 2–4. It can be
seen from the experimental results that the size of the
signature, secret, and public keys of our proposed scheme
are all smaller than others [25, 30]. Moreover, we generate
the public and secret keys without trapdoor sampling, which
improves sampling efficiency and saves more time for
performance.

Next, the results of the signature and verification
algorithm latency comparison are shown in Table 3.
,e signature algorithm latency of the blind ring
signature scheme includes message blinded, signature,
and unblind algorithm latency. Here, some notations,
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Table 1: Public parameters setting.

Parameter PP Definition Example
N Security parameter 512
l Number of ring members 10
Q poly(n), prime 227
m m � n logq 13824
H Hash function H: 0, 1{ }∗ ⟶ c ∈ − 1, 0, 1{ }k: ‖c‖1 ≤ κ  -
k and κ In the hash function H and 2κ · Cκ

k ≥ 2
100 k � 128, κ � 28

η [1.1, 1.3] 1.1
σ1 12

�
κ

√
63

σ2 12ησ1
���
mk

√
220

σ3 12ησ2
��
m

√
230

M1 � M2 � M3 exp(12
�
κ

√
/σ1 + κ/2σ21) 2.72

Secret key size lmn log2q 236MB
Public key size lmn log2q 236MB
Signature size lm log(12σ3) + κ 0.55MB

TxTxTxTxTxTx

Block n-1 Block n Block n+1

9. Broadcast and consensus

8. Signature verification 6. Unblind Σ' to Σ

7. Generate transaction Tx
Miner node

5. Send Σ' to Bob

Ring public
key pkA

4. Generate signature
Σ' for μ

Signature Σ'

2. Blind m to μ

1. Generate
information m

Transaction information m

Alice

3. Send μ to Alice

Blinded information μ

Tx: Alice -Bob

Including:

Information m

Signature Σ

Bob

Figure 1: ,e completely anonymous blockchain transaction system.
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Figure 2: ,e comparison of public key size.
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Figure 3: ,e comparison of secret key size.

Table 2: Keys and signature size comparison.

Scheme Public key size Secret key size Signature size Sampling method
Wang et al. [30] 6lmn logq l(6m)2 logq 6lm logq + l Trapdoor sampling
Le et al. [25] 6lmn logq 6lmn logq 6lm log (12σ3) + n + κ Trapdoor sampling
Our scheme lmn log2q lmn log2q lm log (12σ3) + κ Without trapdoor sampling
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such as TMul, THash, TRS, and TCom, should be explained.
,e latency for multiplication is represented by TMul.
,e latency for the Hash operation is represented by
THash. ,e latency for rejection sampling operation is
represented by TRS. ,e latency for commitment
function calculation is represented by TCom. As can be
seen from Table 3, our proposed blind ring signature
scheme has lower signature and verification algorithm
latency than the other similar scheme [25].

7. Conclusion

In this paper, we propose a new lattice-based blind ring sig-
nature scheme, which satisfies the correctness and security
under the random oracle model, including anonymity,
blindness, and one-more unforgeability. Meanwhile, the
constructed blockchain transaction system based on our
proposed blind ring signature satisfies the complete anonymity
and antiquantum computing security of users’ identity privacy.
Moreover, the proposed signature scheme has lower latency,
smaller key, and signature sizes than other similar schemes.

However, our proposed scheme has some limitations. On
the one hand, the proposed blind ring signature scheme relies
on the difficult problem on the standard lattice, which leads to
some disadvantages, such as large storage space of the key

matrix, low operation speed, and slow sampling rate, by
comparing with structured lattice, such as ideal lattice. On the
other hand, our constructed blockchain transaction system
focuses on the implementation of user identity anonymity
while ignoring the problem of double-spending attacks. In the
future, firstly, we will study the linkable blind ring signature
algorithm based on the ideal lattice to solve the limitations in
the current work. Secondly, we will introduce the proposed
blind ring signature algorithm into more specific blockchain
application scenarios, such as medical blockchain and
blockchain-enabled Internet of ,ings. Finally, we will study
more cryptographic methods for blockchain data privacy
protection, such as searchable encryption [32, 33], to improve
blockchain privacy protection mechanisms.

Data Availability

,e data and the code used to support the findings of this
study are available from the corresponding author upon
request.
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Table 3: Latency comparison.

Scheme Signature algorithm latency Verification algorithm latency
Le et al. [25] 4(l + 1)TMul + 2THash + 3TRS + TCom (l + 1)TMul + THash + TCom
Our scheme (2l + 1)TMul + THash + 2TRS (l + 1)TMul + THash
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Blockchain gives a new method for distributed data ledgering. +e smart grid obtains efficient two-way data transmission and
information control. It effectively monitors and regulates the grid by collecting real-time electricity consumption data of users.
However, online data collection brings privacy leakage. To solve the problem of privacy leakage in the electricity data collection in
the smart grid, a privacy-aware electricity data collection model is proposed. Firstly, we propose a new group blind signature
scheme by introducing the blind feature into the identity-based encryption method. Secondly, by applying the proposed group
blind signature scheme to the electricity data collection process, we propose a privacy-aware electricity data collection model. +e
proposed model ensures the conditional anonymity and traceability of user identity and the privacy protection and unforgeability
of electricity consumption data.

1. Introduction

Blockchain technology originated from Satoshi Nakamoto’s
paper published in 2008. Blockchain, as a distributed shared
ledger and database, in which records are copied and shared
among its members, has the characteristics of decentral-
ization, immutability, whole-process traces, openness, and
transparency. Blockchain can store large decentralized data
with better performance, availability, and scalability. In-
formation leakage and low efficiency of blockchain are key
issues that need to be addressed. A smart grid [1] is a new
type of grid that combines traditional power grids with
communication and information control technologies. It
implements the two-way flow of the management infor-
mation and power between the users and the power service
provider. +e architecture is shown in Figure 1. +e smart
grid is composed of four entities: power plant (PP), control
center (CC), smart substation (SS), and smart meter (SM).
+ere is a control center, several smart substations, and
smart meters in a certain area, and the number of SSs is far
less than SMs. Each SS is responsible for delivering power to
users in a user area and collecting user electricity

consumption data. +e SM submits the user’s electricity
consumption data to CC by SS. CC analyses users’ electricity
consumption data and arranges PP to generate power. +e
power arrives at SS in the form of high voltage through the
high voltage transmission line. SS transforms high voltage
power into low voltage power.+en, SS transmits power to a
certain user area through the power distribution line.

Privacy protection issues are crucial in various systems,
which are related to the reliability and security of the system.
Chen et al. [2] proposed a visible routing approach PSSPR to
achieve the source location privacy protection in WSNs. Li
et al. [3] proposed a strong forward secure ring signature
scheme based on RSA and introduced the ring signature into
the privacy-aware PKI model, which achieves the privacy
protection and user anonymity. Chen et al. [4] proposed a
dynamic multi-key FHE scheme based on the LWE as-
sumption in the public key setting. Otherwise, as a new
biometric authentication technology, gait recognition [5–7]
has attracted more and more researchers’ attention in recent
years. Some cloud computing-related works [8, 9] also help
with privacy protection and data storage work greatly. In the
smart grid, frequent information exchanges between SS and

Hindawi
Security and Communication Networks
Volume 2022, Article ID 4352291, 14 pages
https://doi.org/10.1155/2022/4352291

mailto:lpyu1960@126.com
https://orcid.org/0000-0002-5730-3315
https://orcid.org/0000-0003-1821-9636
https://orcid.org/0000-0003-4718-7469
https://orcid.org/0000-0002-7572-0083
https://orcid.org/0000-0002-8933-6445
https://orcid.org/0000-0001-5119-2346
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4352291


SM bring privacy leakages [10, 11]. 	e adversary knows the
user’s daily schedule by eavesdropping on the electricity
consumption data between SS and SM. 	erefore, privacy
protection in the smart grid receives more attention [12–15].
Zhao et al. [16] proposed a smart and practical privacy-
preserving data aggregation scheme with smart pricing and
packing method. Zhang et al. [17] proposed a blind signa-
ture-aided privacy-preserving power request scheme for a
smart grid. 	e scheme protects the user’s daily schedule.
However, when the signature is invalid, CC cannot obtain
the identity of the signer. 	e �ne-grained requirements of
the CC for electricity consumption data cannot be met.
Some data aggregation schemes [18, 19] have been proposed
in recent years. It is necessary to propose a method to
implement user conditional anonymity and signer’s trace-
ability. In addition, CC obtains �ne-grained electricity
consumption data and veri�es the integrity of the data.

Group blind signature technology provides a new way
for us to achieve conditional anonymity and privacy pro-
tection for users in the smart grid. Group blind signature
integrates the characteristics of group signature and blind
signature at the same time. It allows the legal group member
to anonymously generate signatures on behalf of the group.
After the signing activity, the signer uses the group public
key to verify the validity of the signature like others.
However, he cannot know the signed time and who signed
the signature. Due to the high anonymity and the traceability

of the group blind signature, more and more new practical
schemes [20–22] have been proposed by domestic and
foreign scholars. 	e group signature is applied in the
electronic voting system [23], electronic cash system [24],
intelligent transportation [25], and other �elds to ensure
system security. In recent years, the research of combining
the group blind signature with quantum cryptography and
lattice cryptography is also very popular [26–31].

In this study, we apply a new identity-based group blind
signature to the privacy-aware electricity consumption data
collection model. 	e model achieves user conditional an-
onymity and privacy protection. 	e contributions of this
study are listed as follows:

(1) By modifying the member-managing method, a new
identity-based group blind signature scheme is
proposed. 	e proposed group blind signature need
not save the public keys of group members, which
reduce the storage pressure of the system. 	e
scheme e�ectively revokes the group members
without updating the key of group manager and
other group members.

(2) Based on the proposed group blind signature
scheme, a privacy-aware electricity consumption
data collection model is proposed. Group blind
signature assures the privacy of the electricity con-
sumption data. In addition, we implement the user’s

Smart meter Smart meter

…

Control centerPower plant

Smart substation
Transmission

Distribution

Users of an area

�e flow of information
�e flow of power
WiFi

Figure 1: Architecture of smart grid.
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anonymous authentication and homomorphic ver-
ification tags, which ensure the privacy protection of
user identity and the integrity of consumption data.

+e organization of this study is as follows. Section 2
shows the preliminaries of this study. In Section 3, we
propose a new group blind signature scheme and give its
unforgeability proof. +en, we propose a privacy-aware
electricity consumption data collection model based on
group blind signature in Section 4. Section 5 shows the
security and performance analysis of the data collection
model. We conclude this study in Section 6.

2. Preliminaries

2.1. Elliptic Curve Discrete Logarithm Problem. +e elliptic
curve discrete logarithm problem (ECDLP) is that consid-
ering a point Q of prime order q on the elliptic curve E, if P is
a possible point on E. It is difficult to find an s ∈ Z∗q , which
satisfied the equation P � s · Q.

2.2. Group Blind Signature. A. Lysyanskaya and Z. Ramzan
combined group signature and blind signature for the first
time in 1998 to design the first group blind signature
scheme-Lys98 scheme [32]. +ey used this scheme to
construct an online and anonymous electronic cash system.
+e entities in the scheme usually contain the group
manager, the group member, and the external user.

2.3. Homomorphic Tag. Homomorphism refers to mapping
from one algebraic structure to another algebraic structure,
and the anterior and posterior structure remains unchanged.
+e homomorphic tag is the tag with the property of ho-
momorphism. +erefore, the tag of any two blocks of data
can be computed from the sum of the tags of these two
blocks. At the same time, when using the homomorphism
tag to verify the integrity of the data, the verification can be
completed only by verifying a part of the data block.

3. New Group Blind Signature Scheme

By introducing the blind feature into identity-based digital
signature [33], this study proposes a new group blind sig-
nature scheme using the bilinear pairing mapping on the
elliptic curve. +e identity-based feature of the proposed
scheme ensures that the signature system does not need to
store the public key of group members. +is feature reduces
the storage overload of the system. In the new scheme, group
members are effectively revoked without changing the key of
the group manager and other group members. Security
analysis indicates that the new scheme is reliable.

3.1.GroupBlindSignatureScheme. Bilinear pairing is used to
implement the identity-based group blind signature scheme.
G1 is an elliptic curve additive cyclic group whose order is a
prime number q, and G2 is a multiplicative cyclic group
whose order is q. Meanwhile, a bilinear mapping is

e: G1 × G1⟶ G2. In the effective time, the discrete loga-
rithm problem cannot be calculated whether in G1 or G2.

3.1.1. System Initialization. +e group manager selects
generator P ∈ G1 and three one-way hash functions: H1:

0, 1{ }∗ ⟶ G1, H2: 0, 1{ }∗ ⟶ Z∗q , and H3: G1⟶ Z∗q . He
chooses a random number s ∈ Z∗q as the private key and
calculates PG � s · P as his public key.+en, he initializes the
group bulletin board E � 1 and the corresponding time T.
+e group manager releases system public parameters
G1, G2, P, PG, H1, H2, H3  and announces the product of

H2(ASIDi) on the group bulletin board, denoted as
E � iH2(ASIDi).

3.1.2. Group Member Joining. A new member Ui joins this
group. He first submits his real identity SIDi to the group
manager. After the group manager verifies the validity of the
identity, an anonymous identity code ASIDi is generated.
+emember’s public keyQASIDi

and private keyDASIDi
are as

follows:

QAIDi
� H1 ASIDi( , DASIDi

� s · QASIDi
. (1)

+e group manager saves 〈SIDi, ASIDi〉 in his database.
+en, he sends the group member’s private key DASIDi

and
anonymous identity code ASIDi to Ui. At the same time, the
group manager updates E � H2(ASIDi) · E � H2(ASIDi) ·

iH2(ASIDi). in the group bulletin board.

3.1.3. Group Member Revocation. +e group manager up-
dates the time T and E to revoke the member Uj. CC
calculates E: E � H2(ASIDj)

− 1 · E � H2(ASIDj)
− 1·

iH2(ASIDi), where j ∈ [0, i]. At the same time, the group
manager updates T to the present time. In this way, the
group manager performs a multiplication operation to
update E without changing the group public key and the
group member key.

3.1.4. Group Blind Signature. For a received message, the
group member signs it on behalf of the group. For instance,
the signature steps of the group member ASIDi are as
follows:

(1) A requester wants to acquire the signature of mes-
sage m. He first chooses a random number t1 ∈ Z∗q
and calculates m′ � t1H2(m). +en, he transmits m′
to ASIDi.

(2) After receiving m′,ASIDi chooses a random number
k ∈ Z∗q and calculates R1 � kP, S1 � k− 1m′P, and
S2 � k− 1DASIDi

. +en, he sends the blind signature
σ′ � (R1, S1, S2, t) to requester, where t is the sig-
nature time.

(3) requester chooses a random number t2 ∈ Z∗q and
calculates the signature σ � (R, S, t) of message m as
follows:
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R � t2R1 � t2kP,

S � t
−1
2 t

−1
1 S1 + H3(R)S2 ,

� t
−1
2 t

−1
1 k

− 1
m′P + H3(R)k

− 1
DASIDi

 ,

� t
−1
2 t

−1
1 k

− 1
t1H2(m)P + H3(R)k

− 1
DASIDi

 ,

� t
−1
2 k

− 1
H2(m)P + H3(R)DASIDi

  .

(2)

3.1.5. Signature Verification. +e validity verification of the
signature σ � (R, S, t) is divided into two steps. Firstly, the
verifier selects the corresponding E based on the comparison
between time t and T and verifies whether H2(ASIDi) is
divisible by E. If H2(ASIDi) is not divisible, the signature is
invalid. Otherwise, the signer is a member of the group.
+en, the verifier uses the group public key PG by comparing
e(R, S) with e(P, P)H2(m) · e(PG, QASIDi

)H3(R) to verify the
validity of the signature. If the equation holds, σ is a validity
signature. Otherwise, σ is invalid.

+e verification process is as follows:

e(R, S) � e t2kP, t
−1
2 k

− 1
H2(m)P + H3(R)DASIDi

   ,

� e P, H2(m)P + H3(R)DASIDi
 ,

� e(P, P)
H2(m)

· e P, DASIDi
 

H3(R)
,

� e(P, P)
H2(m)

· e P, s · QASIDi
 

H3(R)
,

� e(P, P)
H2(m)

· e PG, QASIDi
 

H3(R)
.

(3)

3.2. Security Analysis. +e group blind signature scheme
proposed in this study satisfies unforgeability, anonymity,
traceability, and revocability.

3.2.1. Unforgeability

Theorem 1. If the ECDLP question is hard, under the ex-
istential unforgeability against chosen message attack (EU-
CMA) model, the group blind signature scheme is existentially
unforgeable.

Proof. We assume that A is an adversary authorized by a
malicious user and able to forge group blind signatures.C is
a challenger who uses the adversary’s ability to solve the
ECDLP. However, this is contrary to the assumption of
ECDLP, so the group blind signature scheme is secure. +e
group blind signature algorithm is modelled as a signing
oracle, and the game is depicted as follows:

Setup: challenger C performs the setup algorithm to
generate system parameter and transmits it to A. +e
system parameter includes G1, G2, P, PG, H1, H2, H3 .
C randomly chooses an integer i∗ ∈ [1, l], where l

denotes the maximum times of private key queries.
+en, C randomly chooses s′∈ Z∗q as the private key,

where the private key s′ is equivalent to s. C computes
the public key PG � s′ · P.
Hash Queries:A chooses the identity ASIDi and sends
to C. C calculates the hash value QASIDi

� H1(ASIDi)

and sends it to A.
Private Key Queries: A makes the sign private key
queries in this stage. C maintains a list of legal signers.
When A queries signer’s private key by sending the
anonymous identity code ASIDi toC,C checks the list
of legal signers. When i � i∗, abort. When i≠ i∗, if
(i, ASIDi, QASIDi

, DASIDi
) exists, C returns

(QASIDi
, DASIDi

) directly to A. Otherwise, C returns
QASIDi

� H1(ASIDi) and DASIDi
� s′ · QASIDi

toA and
adds (i, ASIDi, QASIDi

, DASIDi
) to the list of legal

signers.
Sign Queries: adversary conducts signature queries at
this stage. C prepares a signature list to record all
queries and responses. +e list is empty at the begin-
ning, and the format is (m, Ri, S1i, S2i). A selects the
identity ASIDi and message m, requesting the blind
signature from C. When A queries the signature of
(m, ASIDi, QASIDi

), if i � i∗, abort. Otherwise, C ran-
domly chooses k ∈ Z∗q and returns σi

′ � (Ri, S1i, S2i) to
A, where Ri � kP, S1i � k− 1mP, and S2i � k− 1DASIDi

.
+en, C adds (m, Ri, S1i, S2i) to the signature list.
Outputs:A finally outputs a valid forged signature σ∗ �

(Ri∗ , S1i∗ , S2i∗) of ASIDi∗ about the message m∗. In
addition, A cannot solve the ECDLP problem, so A

cannot get s′ from σi
′ � (Ri, S1i, S2i). However,

according to assumption A gets the signature σ∗ of
message m∗. +erefore, C obtains the solution s′ of
ECDLP according to the signature σ∗ and the question
previously queried.

Finally,A solves the ECDLP assumption, but ECDLP is a
difficult problem that cannot be calculated. Hence, under the
difficulty assumption of ECDLP, the proposed group blind
signature is existential unforgeability. □

3.2.2. Anonymity. +e correspondence 〈SIDi, ASIDi〉 be-
tween a group member’s real identity SIDi and his anon-
ymous identity code ASIDi is only known by the group
manager. Any other group members and external users
cannot obtain it. +e group member uses the anonymous
identity to sign the message submitted by external users. No
one obtains the real identity of the signer except the group
manager, which implements the anonymity of the signer.

3.2.3. Traceability. +e group member must submit his real
identity SIDi to the groupmanager during the stage of group
member joining. +en, he receives the anonymous identity
code ASIDi and the private key DASIDi

. In this way, he
becomes a legal group member and has the ability to sign
messages. As long as the group member wants to correctly
sign, he must use the anonymous identity code and private
key distributed by the group manager. +erefore, the group
manager has the ability to trace the real identity of the signer
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using 〈SIDi, ASIDi〉 stored in his database to achieve
traceability.

3.2.4. Revocability. If a group member signs invalidly
multiple times, he is identi�ed as a malicious member. In
this case, he revoked the group membership by the member
revocation algorithm. 	en, he loses the ability to sign on
behalf of the group. 	erefore, the proposed scheme has the
revocability of group members.

4. A Privacy-Aware Electricity Consumption
Data Collection Model Based on Group
Blind Signature

By introducing the proposed group blind signature scheme
into electricity consumption data collection, we propose a
privacy-aware electricity consumption data collection
model. 	e detail of the proposed model is as follows.

4.1. SystemModel. 	e system model in this study is shown
in Figure 2, which involves three entities: control center
(CC), smart substation (SS), and smart meter (SM). 	e
working relationships and security requirements of the
entities are as follows.

4.1.1. Control Center. CC generates system parameters,
registers entities, veri�es the electricity consumption data,
and traces other entities conditionally. If the signature and

electricity data veri�cation is invalid, CC traces the identity
of the signer and user. CC exists in two forms, which are a
�xed server located in the power plant and servers dis-
tributed in di�erent places. CC needs to be highly credible.

4.1.2. Smart Substation. SS directly communicates with SM,
veri�es the user’s identity, and generates the blind signature.
SS does not know the user’s real identity when he interacts
with the user. SS needs to perform anonymous authenti-
cation on the user. SSs are �xed in certain places, generally.

4.1.3. Smart Meter. SM sends the regular electricity con-
sumption data to CC. However, the electricity data may be
tampered with within this process. 	erefore, a reliable
mechanism is needed to prevent the user’s electricity data.
SMs are installed in users’ homes.

4.2. Adversary Model. 	e adversary model contains two
main types of adversaries. One is the external adversary who
is not in the data collection model. 	e other is the internal
adversary who has the user’s identity in the data collection
model:

(1) 	e external adversary obtains electricity con-
sumption data by eavesdropping on the channel
between SM and SS. 	e malicious forgery and re-
placement by the adversary threaten the integrity of
the data.

Smart Substation

Infrequent communication
Frequent communication

Control Center

Smart Meter

Figure 2: System model.
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(2) +e internal adversary contains two types. One is the
curious user who wants to acquire other users’
electricity consumption data, but they do not tamper
with any data. +e other is the malicious user who
tampers with his electricity consumption data.

4.3. Privacy-Aware Electricity Consumption Data Collection
Model Based on Group Blind Signature. To protect the pri-
vacy of the user’s identity and the electricity consumption
data, an identity-based group blind signature scheme is used
in the electricity consumption data collectionmodel. CC and
SSs form a group. SSs are group members, and CC is the
group manager. We use the Schnorr identification protocol
and the homomorphic verifiable tag mechanism to imple-
ment the anonymity of the user and the integrity verification
of the electricity data. At the same time, the group blind
signature mechanism ensures the traceability of the signer.

+e notations used in this study are shown in Table 1.
In particular, the data collection model includes six

stages: system initialization, anonymous identity authenti-
cation and data reporting, blind signature on reported
electricity consumption data, data integrity verification and
identity tracing, group member joining, and group member
revocation. Figure 3 shows the framework of the data col-
lection model.

4.3.1. System Initialization. In this stage, CC first generates
system parameters. +en, the SS uses the real identity to
apply for the group member private key and anonymous
identity code. After CC verifies the identity of the SS, he
distributes the anonymous identity code and the group
member private key to the SS. CC saves the real identity and
anonymous identity of SS in the database. SM also delivers
its real information to CC and generates its own pseudonym.

Table 1: Description of notations in this study.

Notations Descriptions
q, p +e large primes
G1 +e cyclic additive group
G2 +e cyclic multiplicative group
e Bilinear pairing
P A generator point
Z∗q Nonzero integers not larger than q
H(·) One-way hash function
s Private key of group manager
PG Public key of group manager, where PG � s · P

T +e time of announcement E in the group bulletin board
E +e product of hashes of anonymous group members
SIDi Real identity code of the group member
ASIDi Anonymous identity code of the group member
DASIDi

Public key of group member, where DASIDi
� s · QASIDi

QASIDi
Private key of group member

m +e original message to be signed
m′ +e blinded message
k +e random integer number
t1, t2 +e blind factors
σ′ Blind signature
σ Digital signature for m

n Product of two large prime numbers, where n � pq

g Primitive root of the modular n
a Group public key, which is public key of RSA
b Group private key, which is public key of RSA
x Private key of group manager
y Public key of group manager
infori +e information of user
gti Encrypted value after user information has been hashed, where gti � (H(infori)

x)mo d n

wi +e random integer number
Ii +e pseudonym of user
λ Security parameters of the electricity consumption data blocks generated by smart meters
stk +e private key of tag
ptk +e public key of tag
mxj +e random value chosen by SM

uj +e value needed to compute the tag is the same for each data block
tagi +e value of tag for data block
M +e encrypted value of electricity data and the corresponding tag
TG Multiplicative value of data block labels in a day
MGj +e sum of the electricity data of jth dimension in a day
DG Multiplications of bilinear pairing operation values for each data block
HS +e cumulative product of the hash value in a day
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CC saves the real identity and pseudonym of SM in the
database. 	e data stored by CC, SS, and SM are, respec-
tively, shown in Tables 2–4.

(1) Generating System Parameters.

(i) CC computes n � pq, where p and q are two
di�erent large primes that meet p|q − 1.

(ii) CC computes the group public key a and the
private key b, where (a, b) satis�es the key pair
property of RSA, namely ab ≡ 1(modϕ(n)).

(iii) CC chooses a random number x ∈ [2, n − 2]
and computes y � gxmod n, where g is a

primitive root of the modular n. y and x are the
public key and private key of the group man-
ager, respectively.

(iv) CC chooses generator P ∈ G1 and three one-way
hash functions: H: 0, 1{ }∗ ⟶ 0, 1{ }k,
H1: 0, 1{ }∗ ⟶ G1, H2: 0, 1{ }∗ ⟶ Z∗q , and
H3: G1⟶ Z∗q .

(v) CC chooses a random number s ∈ Z∗q as the
system private key and computes PG � s · P as
the system public key. CC initializes the group
bulletin board E � 1 and the corresponding
time T. 	en, CC releases system public

CC

System Parameter {G1, G2, P, PG, n, g, H1, H2, H3, a, y}

SIDi
ASIDi , DASIDi

ASIDi , DASIDi

SIDi

Save < (SIDi)a , ASIDi >

Save < (SIDi)a , ASIDi >

Save {(infori)a ,gti , Ii }

Verify the identify of SM

Choose blind factor t1

m’ = t1H2(m)

M

Calculate gti = H(infori)x mod n

(infori)a ,  Ii
Ii

SS SM

System
initialization

Anonymous identity
authentication and data

reporting

Blind signature

Remove the blind factor and get σ

σ'  = Sign_group_DASIDi {m' }

Verification and tracing

Group members
joining

Group members
revocation

{M, σ}
{M, σ}

Verify the correctness of σ and M
Trace the signer

Revoke the anonymity of SM

Update E

T: E ' = H2(AIDj)–1·

Delete SSj

H2(AIDi)
i

Figure 3: Framework of the data collection model.
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parameters G1, G2, P, PG, n, g,H1, H2, H3, a, y{ }
and announces the time T and product of
H2(ASIDi) on the group bulletin board,
denoted as E � ∏iH2(ASIDi).

(2) Registering Stage.

(i) If SSi wants to become a group member, he �rst
submits real identity SIDi to CC. After CC
veri�es the validity of the identity, an anony-
mous identity code ASIDi is generated. 	en,
CC calculates public key QASIDi

and private key
DASIDi

for SSi as follows:

QASIDi
� H1 ASIDi( ),

DASIDi
� s · QASIDi

.
(4)

CC encrypts the real identity of the group
member with the group public key a and saves
〈(SIDi)

a, ASIDi〉 in the database. 	en, CC
updates E � H2(ASIDi) · E.

(ii) If a new user Useri wants to participate in the
smart grid. He �rst acquires infori �
(IDi||address||timestack). 	en, he encrypts his
information infori into (infori)

a and sends it to

Table 2: Data stored by CC.

De�nition Symbol
Group public/private key (a, b)
Group manager public/private key (y, x)
System public/private key (PG, s)
	e group bulletin board E
	e information of smart substation SSi <(SIDi)

a, ASIDi > (QASIDi
, DASIDi

)

	e information of smart meter SMi
(infori)

aH(infori)
xgtiIi

(M, σ)

Table 3: Data stored by SSi.

De�nition Symbol
Anonymous identity code ASIDi
Public/private key (QASIDi

, DASIDi
)

	e pseudonym of SMi Ii
	e blind signature σ′

SM SS
Choose fi ∈ Zq

∗

Calculate K = gfi mod n

Calculate S1 = fi – cb wi

Calculate cb = H(K||timestack)
Verify cb = H(gSi Ii

Cb||timestack)

Figure 4: Anonymous identity authentication.

Table 4: Data stored by SMi.

De�nition Symbol
	e information of user infori
	e encrypted value of the information hash gti
Random number wi
Pseudonym Ii
Public/private tag key (ptk, stk)
Electricity consumption data block
and corresponding tag (m,Tag)

	e blind signature and signature of electricity consumption data (σ′, σ)
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CC. CC stores (infori)
a in his database and

calculates gti � (H(infori)
x)mod n sending it to

Useri. 	e smart meters are distributed to users
by CC. SMi chooses a random number wi to
compute his pseudonym Ii � gwi mod n. SMi
sends Ii to CC.

4.3.2. Anonymous Identity Authentication and Data
Reporting. In this stage, by the Schnorr identity authenti-
cation protocol, SM proves his legitimacy to SS under the
condition of anonymity. 	en, SM generates electricity
consumption data blocks for a whole period. He calculates
the data tag for each data block to ensure the integrity of
data.

(1) Anonymous Identity Authentication. SS is not completely
trusted in the model. When SM interacts with SS, the real
identity of SM needs to be hidden. 	erefore, the Schnorr
identity authentication protocol is used to verify the legit-
imacy of SM. 	e authentication process is shown in
Figure 4.

(2) Data Reporting. SS believes in the legitimacy of SM by
anonymous identity authentication. 	en, SM sends the
encrypted electricity consumption data to SS. We take the
example of Userk encrypting and reporting electricity
consumption data in one day. 	e whole day’s data are m.

(i) 	e data blocks generated in a day are restricted by
the security parameter λ. We set the security

parameter λ to 24, and SM generates 24 data blocks
in one day.	e structure of data blocks generated in
one day is shown in Figure 5. Each data block mi
represents one hour of electricity consumption data
and has a corresponding tag tagi. l-Dimensional
attribute values are contained in each data block.

(ii) SMk randomly chooses the private tag key stk ∈ Z∗q
and computes ptk � gtstkk mod n as the public tag
key.

(iii) SMk chooses l values mx1, mx2, mx3, . . . . . . , mxl{ },
randomly. 	en, SMk computes uj � gt

mxj
k mod n,

where j ∈ [1, l]. SMk calculates tagi �
(H(MID‖ i) ·∏l

j�1 u
mij

j )stk for each data block mi,
where MID represents the data’s summary and mij
means the jth dimension attribute value of the ith
data block. SMk gets the tag set Tag � tag1,{
tag2, tag3, . . . . . . , tagi}, where the i ∈ [1, 24/λ].

(iv) SMk computes M � (m‖Tag)a using the group
public key a and calculates H2(m).

4.3.3. Blind Signature on Reported Electricity Consumption
Data. In this stage, SM needs to get blind signature from SS.
	en, SM reports the electricity consumption data and the
signature to CC.

SS signs the electricity consumption data by the signa-
ture method provided in Section 3. SS sends the blind
signature σ ’ to SM. SM removes the blind factor to get the
signature σ. 	en, SM sends σ and M to CC together. 	e
signature generation process is shown in Figure 6.

CC

Choose t2
Calculate σ = (R, S, t)

Choose t1

SS SMk

Calculate m' = t1H2(m)
Choose k
Calculate R1 = kP,
S1 = k–1m′ P, S2 = k–1DAIDi

σ' = (R1, S1, S2, t)

Figure 6: Generate the signature.

……

……

m1
m11
m12
m13

m1j

m1l

……

……

m2
m21
m22
m23

m2j

m3l

……

……

m24
m241
m242
m243

m24j

m24l

……

……

m3
m31
m32
m33

m3j

m3l

……

……

mi
mi1
mi2
mi3

mij

mil

tag1 tag2 tag3 tagi tag24

Figure 5: Structure of electricity consumption data.
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4.3.4. Data Integrity Veri�cation and Identity Traceability.
In this stage, CC veri�es the validity of the signature and
the integrity of data. Firstly, CC veri�es the signature. If
equation (1) holds, the signature is valid, it indicates thatm
has not been modi�ed during the transmission process
after being signed by SS. Otherwise, the signature is invalid.
CC traces the signer’s identity. Next, CC veri�es the data
integrity. CC uses Tag to check the integrity of the elec-
tricity consumption data. If equation (6) holds, the data are
integral. Otherwise, the data have been modi�ed. CC de-
termines who tampered with the data. It is possible that the
user or adversary has tampered withm before transmission.
	erefore, CC obtains gtk corresponding to M. CC
compares gtk with gti calculated using the user’s real in-
formation stored in his database. If gtk is in CC’s database,
it indicates that the user tampers with the data. Otherwise,
the adversary tampers with the data. 	e ¤ow chart of
signature veri�cation and identity tracing is shown in
Figure 7.

(1) �e Veri�cation of Signature and Data. 	e veri�er uses
the group public key PG to verify the validity of the signature
σ � (R, S, t). σ is the signature of M by the anonymous
member ASIDi.

(i) After receiving the M, CC gets the electricity
consumption datam by decrypting theM.	en, CC
computes H2(m) and the member’s signature
public key QASIDi

� H2(ASIDi).

(ii) According to the comparison between time t and T,
CC selects the corresponding E and veri�es whether
H2(ASIDi) is divisible by E. If H2(ASIDi) is not
divisible, the signature is invalid. Otherwise, the
signer is a member of the group. 	en, CC uses
equation 1 to verify the validity of the signature. If
equation 1 holds, the signature is valid. Otherwise,
the signature is invalid.

e(R, S) � e(P, P)H2(m) · e PG, QASIDi
( )

H3(R). (5)

(iii) If the signature is valid, CC veri�es the integrity of
M. CC decryptsM to get Tag, m, uj and calculates
the following equations:

TG �∏
24/λ

i�1
tagi,

MGj � ∑
24/λ

i�1
mij,

DG �∏
l

j�1
e uj, ptk( )

MGj ,

HS �∏
24/λ

i�1
h(MID‖ i).

(6)

(iv) CC veri�es whether equation 6 holds every
24 hours:

Start

Is equation (1) holds

Signature is valid

Is equation (6) holds

Data has not been
modified

Signature is invalid

Tracing signer’s
identity 

Tracing user’s
identity 

Data has been
modified

Is gt in CC’ s database
External adversaries

change the data

User changes the
data

End

No

Yes

No

Yes

No

Yes

Figure 7: Flow chart of signature veri�cation and identity tracing.
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DG · e(HS, ptk) � e TG, gtk( . (7)

(v) If equation 6 holds, the data have not been modified
by the user or the adversary before transmission.
Otherwise, the data have been modified.

(2) Tracing the Signer and the User.

(i) If equation (1) does not hold, CC traces the signer’s
identity. +e 〈(SIDi)

a, ASIDi〉 is saved in CC’s
database during the phase of group members join-
ing. +erefore, CC uses the group private key b to
decrypt (SIDi)

a to obtain SIDi.
(ii) If equation (1) holds and equation (6) does not hold,

CC traces the user’s identity to know who modified
the data. CC uses the group private key b to decrypt
(infori)

a stored in his database to obtain infori.
+en, CC calculates gti with the decrypted infor-
mation one by one.

gti � H infori( 
x
mod n � H IDi||address||timestack( 

x
mod n.

(8)

Furthermore, CC compares gti with gtk, which is cor-
responding to M to ensure the user’s identity.

4.3.5. Joining of Group Members. A new member SSi joins
the group. SSi first sends his real identity SIDi to CC through
a reliable channel. CC generates an anonymous identity code
ASIDi, the public key QASIDi

and the private key DASIDi
for

the new member SSi. +en, CC updates E � H2(ASIDi) ·

E � H2(ASIDi) · iH2(ASIDi) in the group bulletin board.

4.3.6. Revocation of Group Members. CC updates the time T

and E published on the group bulletin board to revoke the
member SSj. CC calculates the corresponding E �

H2(ASIDj)
− 1 · iH2(ASIDi) at time T, where j ∈ [0, i].

5. Security and Performance Analysis

+e security and performance analysis section shows that the
proposed data collection model is secure and reliable.

5.1. Security Analysis. +e security of the model is mainly
based on difficult problems, such as discrete logarithm
problem, elliptic curve discrete logarithm problem, and
integer decomposition problem. +e following shows that
the proposed model has the characteristics of privacy pro-
tection, anonymity, unforgeability, and traceability.

5.1.1. Privacy Protection

Theorem 2. Due to the difficulty of the integer decomposition
problem, the adversary cannot obtain the user’s electricity
consumption data.

Proof. Adversary steals m when the user reports data and
obtains the blind signature stage. However, the user’s

electricity consumption data m are encrypted into M by the
RSA encryption method. M � (m‖Tag)a can be decrypted
only by the group private key b. In the data collection model,
only CC has the group private key b. If the adversary wants
to get m, he must obtain the private key b. +e possible
method is that the adversary solves the factor decomposition
problem and decomposes n into correct p and q. +en, the
adversary obtains the group private key b. However, the
factor decomposition problem cannot be solved.+e privacy
protection of user electricity consumption data is imple-
mented in our proposed model. □

5.1.2. Anonymity. Anonymity includes the anonymity of the
real identity of the SS and the real identity of the user who
installed the SM.

(1) Group Member Anonymity. Only CC knows the corre-
spondence 〈(SIDi)

a, ASIDi〉 between the anonymous
identity and the real identity of SS. In the blind signature
generation stage, the SS uses the anonymous identity to sign.
+erefore, CC knows the real identity of the signer by a
signature.

(2) User Identity Anonymity.

Theorem 3. Because the discrete logarithm problem is dif-
ficult, A cannot obtain the identity of the user by the
decrypted electricity consumption data m and the corre-
sponding tag Tag from the CC’s database.

Proof. +e user’s identity information infori in CC’s da-
tabase is encrypted to (infori)

a. +e RSA encryption is
secure, and the adversary cannot calculate the group private
key. +erefore, the adversary cannot obtain the user’s
identity information by decryption. If the adversary wants to
get the user’s identity, he calculates gtk from the tagi �

(H(MI D‖i) ·
l
j�1u

mij

j )stk �(H(MI D‖i ·
l
j�1gt

mxjmij

k )stk.
+en, he compares gtk with H(infori)

xmo dn to deter-
mine the user’s identity. However, the discrete logarithm
problem is difficult, and the adversary cannot calculate gtk

from tagi. +e proposed model guarantees the anonymity
of the user’s identity information. □

5.1.3. Unforgeability. Unforgeability includes the unforge-
ability of the group blind signature and the unforgeability of
the user electricity consumption data.

(1) Unforgeability of Group Blind Signature. According to
+eorem 1, we know whether the group blind signature is
unforgeable.

(2) Unforgeability of Electricity Consumption Data. +e
adversary cannot forge the electricity consumption data. We
use the homomorphic verifiable tag mechanism to verify the
integrity of data. By judging whether equation (6) holds, we
know whether the user’s electricity consumption data have
been forged or not. +e detail is as follows:
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(9)

+erefore, we know the integrity of the user’s electricity
consumption data by equation (6). +e proposed model
guarantees the unforgeability of user electricity consump-
tion data.

5.1.4. Traceability. As shown in Section 4.3.4, CC traces the
identity of the malicious signer and user under certain
conditions.

If equation (1) does not hold, CC traces the identity of
the signer. CC decrypts the (SIDi)

a corresponding to the
signer’s anonymous identity code ASIDi stored in his da-
tabase. (SIDi)

a � (SIDi)
ab � SIDi. +en, CC obtains the

signer’s real identity SIDi. If equation (6) does not hold, CC

traces the user’s identity. CC gets the user’s registration
identity information (infori)

a, which is stored in his da-
tabase. CC decrypts (infori)

a with the group private key b to
obtain infori. +en, CC calculates gti � H(infori)

x mod n

of the infori one by one. CC compares gti with the gtk,
which is corresponding to the M to ensure the user’s
identity. If gti is equal to gtk, infori is the user’s real identity.

+erefore, the proposed model guarantees the trace-
ability of the signer’s identity and the user’s identity.

5.2. Performance Analysis. In the performance analysis
section, we analyse the calculation cost of the electricity data
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collection model in four stages, including the system ini-
tialization stage, the user authentication stage, the blind
signature stage, and the verification stage.

We assume to have α smart meters and β smart sub-
stations, where B stands for bilinear pairing operation, H
stands for hash operation, M stands for modular multipli-
cation operation, L stands for modular exponentiation
operation, A stands for the elliptic curve addition operation,
N represents the exponential operation under the multi-
plication group, and W stands for the elliptic curve mul-
tiplication operation. In the system initialization stage, CC
computes y, gti, Ii, H(infori), QASIDi

, PG, and DASIDi
.

+erefore, L � 1 + 2α, H � α + β, and W � 1 + β. In the user
authentication stage, the SM computes K and Si and the SS
computes cb, so M � α, L � 3β, and H � 2α. Moreover,
when data reporting, one SM within a day generates ptk, uj,
tagi,H2(m), andH(MID‖ i). Hence, the computational cost
is M � 24/λ, L � 1 + l + 24/λ, and H � 1 + 24/λ. In the blind
signature stage, the calculation cost of SM acquiring sig-
natures in a day is W � 7α, A � α, and H � α. In the ver-
ification stage, the computational cost of CC verifies that
signatures in a day are B � 3α, H � 2α, and N � 2α. +e
calculation cost of verifying the data within a day for one SM
is B � l + 2, M � 24/λ, H � 24/λ, and L � 24/λ.

6. Conclusion

+is study proposes a new identity-based group blind signature
scheme and applies this signature scheme to the collection of
user electricity consumption data in the smart grid. +en, we
obtain a privacy-aware electricity consumption data collection
model based on group blind signature. +e model implements
the conditional anonymity of user identity information and the
privacy protection of consumption data in the process of
collecting electricity data. In addition, when reporting elec-
tricity consumption data, the smart meter adds a tag to the data
block generated every hour through the homomorphic tag
mechanism.+euser’s electricity consumption data for awhole
day correspond to a tag set.+e existence of the tag ensures the
integrity and verifiability of the electricity consumption data.
+e security and performance analysis proves that the data
collection model has privacy protection, anonymity, unfor-
geability, and traceability. In future work, we consider com-
bining blockchain technology with the proposed signature
scheme in the smart grid scenario to protect the privacy of the
user’s electricity consumption data and identity information.
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Event-based Social Networks (EBSN), combining online networks with offline users, provide versatile event recommendations for
offline users through complex social networks. However, there are some issues that need to be solved in EBSN: (1).e online static
data could not satisfy the online dynamic recommendation demand; (2) the implicit behavior information tends to be ignored,
reducing the accuracy of the recommendation algorithm; and (3) the online recommendation description is inconsistent with the
offline activity. To address these issues, an Incentive Improved DQN (IIDQN) based on Deep Q-Learning Networks (DQN) is
proposed. More specifically, we introduce the agents to interact with the environment through online dynamic data. Furthermore,
we consider two types of implicit behavior information: the length of the user’s browsing time and the user’s implicit behavior
factors. As for the problem of inconsistency, based on blockchain technology, a new activities event approach on EBSN is
proposed, where all activities are recorded on the chain. Finally, the simulation results indicate that the IIDQN algorithm greatly
outperforms in mean rewards and recommendation performance than before DQN.

1. Introduction

EBSN, event-based social networks, is a new type of social
network, which connects strangers through online events
recommendation. .ese events and activities enrich the
users’ experience of offline activities and broaden the social
scope of users. Namely, individual interest needs could be
satisfied with EBSN, so that everyone can sponsor activities
offline or participate in other people’s activities based on
their interests, such as language learning, sports, travel,
reading, etc. .erefore, EBSN expand individuals’ social
network. Correspondingly, with the continuous develop-
ment of big data and artificial intelligence technologies,
online network recommendations and evaluation feedback
are becoming more influential on offline social activities.
However, the current recommendation needs of EBSN could
not be satisfied by traditional recommendation system
technology. Liao [1] pointed out three main challenges in
EBSN: existing recommendation algorithms cannot respond
to the event evaluation feedback due to the lack of display

preferences in the EBSN; the data-sparse problem is still
severe; and the description of activity events in EBSN is
complex and diverse, with high-dimensional requirements
for preferences. .at is to say, considering some implicit
information can increase the probability of a more accurate
recommendation. Accordingly, reinforcement learning for
the recommendation is considered to be applied in EBSN
recommendations.

1.1. Recommendation System and Reinforcement Learning.
DQN serves as an off-policy strategy combining the neural
network in deep learning with the Q-learning algorithm in
reinforcement learning. .e Google DeepMind team first
published a paper on playing Atari with deep reinforcement
learning in 2013 [2, 3]. In this paper, deep learning was for
the first time linked with reinforcement learning. Q-learning
algorithm [4] (the Q-learning algorithm uses the maximum
Q value in theQ table to select the action with the best future
return, Q-table consists of all states s and all actions a in the
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current state s) and neural networks are applied to calculate
the Q value (.e Q value is used to evaluate the value of the
agent’s choice of action a in state s). At the same time, the
experience replay buffer is used to solve uneven data dis-
tribution. Integrating reinforcement learning and artificial
neural networks allows the machine to learn from its pre-
vious experience and improve continuously..erefore, these
experiences learned through deep reinforcement learning
can learn more strategies that users cannot capture under
hidden behaviors. Since the recommendation of the event
networks is often related to the user’s activities in the recent
period, static view recommendations are used in most
current recommendation models, which ignore the fact that
event recommendation is a dynamic sequential decision
process. To overcome this drawback, reinforcement learning
is applied as an attempt to recommend activities. Wu X [5]
points out that compared with traditional collaborative
filtering algorithms, reinforcement learning algorithms can
not only easily handle the problem of large discrete state
action data but also take into account the impact of users’
real-time data changes. .erefore, recommendation models
based on reinforcement learning are increasingly being
studied by people in recent years.

1.2. Related Work. .e current recommendation methods
using deep learning in EBSN can discover the potential
feature information in the recommendation, turning specific
features into abstract features. Recently, the research of
reinforcement learning in recommendation algorithms
mainly includes two aspects: One is based on the input data
of the recommendation system, which is divided into
methods using user content information [6, 7] and methods
not using user content information [8]; the other is based on
the output data of the recommendation system, predicting
the method of item ranking, respectively [9, 10], and the
method of predicting the user scoring of items [11, 12].
Wang and Tang [13] constructed an Event2Vec model using
spatial-temporal information to optimize the recommen-
dation in EBSN. Wang et al. [14] used CNN with word
embedding to capture the contextual information in EBSN
but only used word embedding without considering the
recommendation impact of other factors. Luceri et al. [15]
used the DNN framework to predict social behavior in
EBSN. We incorporate these algorithms into the consid-
eration of the recommended results and tested them in
experiments.

However, although the above solutions have been sig-
nificantly improved in terms of recommendation in EBSN,
there are still better solutions to optimize these algorithms,
such as reinforcement learning. .ere are many applications
of the DQN algorithm of reinforcement learning in the
recommendation. Chen [16] uses a value-based DQN al-
gorithm to recommend tips, but he only uses the keywords
in the search as the feature value. He does not take into
account the impact of other features like hidden features on
the recommendation. Zheng [17] uses DQN to construct a
DR-based IRS for news recommendations. Similarly, in
another DQN-based IRS proposed by Zhao et al. [18], two

separate RNNs capture sequential positive and negative
feedback. However, value-based models are not easy to
handle when the action state space is vast [19].

With the continuous development of blockchain tech-
nology, various technologies in the blockchain provide a
comprehensive guarantee for the security of large complex
heterogeneous networks. We consider a variety of data
security and integrity technologies: such as encryption
mechanisms to ensure data integrity [20–23]. Defend and
analyze security from the perspective of game theory [24].
.erefore, the use of blockchain technology in the EBSN
network is a good way to ensure the overall security in EBSN.

1.3. Motivations and Contributions. .ere are some issues
that need to be addressed in the recommendation system,
such as a lack of dynamic recommendation, the ignorance of
user’s implicit behavior information as well, as the urgent
need to improve online data security (e.g. inconsistency). In
this paper, we focus on the above three issues. Firstly, the
DQN algorithm in the reinforcement learning is introduced
into the recommendation, and applied in the online activity
recommendation by using the good interaction between the
agent and the environment. In the proposed algorithm, the
agent is regarded as the recommendation system, and the
interaction process between the user and the recommen-
dation system is regarded as the interaction process between
the agent and the environment, which reflects the dynamic
characteristics of the recommendation process. .is avoids
the drawbacks of traditional recommendations that only rely
on user historical data recommendations. Secondly, in order
to reflect the effects of implicit information on the rec-
ommendation algorithm, we introduced the concept of time
parameters. Assign a value to the interest of a certain activity
information based on the user’s browsing time to identify
the real intention of the user’s browsing activity, thereby
removing irrelevant data from the sample data. Finally,
Blockchain is introduced to provide a mechanism due to the
urgent requirement of data consistency. .is mechanism
guarantees the accuracy of online recommendations by
constraining the event sponsor’s event descriptions in an
honest and reliable way, thus promoting the organic com-
bination of online recommendations and offline activities.

.e main contributions are as follows:

(1) .e idea of a deep Q-networks algorithm in rein-
forcement learning is applied to the recommenda-
tion problem of EBSN to avoid the problems of
sparse matrix and poor interaction in traditional
networks. Furthermore, compared with existing
methods, experiments’ results show that the rec-
ommendation algorithm using reinforcement
learning can get higher rewards than other recom-
mendation algorithms.

(2) Considering the user’s implicit interest, an IIDQN
algorithm is proposed to improve the DQN algo-
rithm from two perspectives: Identifying hidden
nodes in the neural networks which represent im-
plicit interest, and incentivizing those hidden nodes;
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a parameter related to browsing time is added in the
reward calculation, and the users’ interest in the
activity is explicitly demonstrated by the browsing
time. Experiments’ results show that the mean re-
ward and accuracy obtained by IIDQN are signifi-
cantly better than those of the DQN algorithm.

(3) A framework is proposed based on blockchain to
ensure honest behaviors for each user in the EBSN
networks. .is framework restricts all members in
the event networks to publish “honest” offline ac-
tivities in accordance with the activity information.

2. An Example of the Inactive Improved DQN

For the event recommendation part of event participants, we
discuss the following issues and clarify that using rein-
forcement learning for event recommendation could easily
infer some hidden behaviors of users. .e following ex-
amples are precedent descriptions of the problems in the
EBSN recommendation.

2.1. Finding Hidden Information Points of User Implicit Be-
haviors in Recommendation. We take the social event in
Tokyo, Japan, in the Meetup as an example to analyze the
implicit information in EBSN.

It can be seen from Figure 1 that the Meetup event
includes time, location, traffic point, the event object, and
event content. Generally, users can filter dislike events based
on displayed tags or keywords. Namely, filter out specific
information through tags. Simultaneously, there is still some
hidden information in the activity. For example, the note
part of the event plan lists the nationality ratio of people
participating in the event—60% of Japanese locals, and 40%
of people from other countries. Although this note may seem
a trivial point for a dinner and friendship event, it is possibly
of great value in an event that has other language learning
needs. .is means that not only classroom-type language
learning can be recommended, but nonclassroom-type
learning scenarios can still be implemented. However, the
learning way in this environment will not be found in
traditional semantic or keyword-based recommendations.
.e limitations in the traditional event recommendation
invisibly limit people’s social choices.

In conclusion, the purpose of the event is to meet dif-
ferent user needs. Given the traditional recommendation
algorithm like a content recommendation or collaborative
filtering recommendation, it is hard to balance the influence
of distinct individual user preferences on implicit infor-
mation. .erefore, this paper uses IIDQN, a method in
reinforcement learning algorithm, to find hidden nodes in
user behavior through neural networks. In this way, the
implicit information in the user’s interest is obtained. As in
this example, a Japanese with foreign language learning
needs, besides caring about his or her language learning
events, will gradually pay attention to language-related ac-
tivities in his or her browsing trajectory, for example, ac-
tivities involving foreigners. .is attention does not belong

to any interest point in the recommendation history. But it
can be seen as an implicit activity recommendation point.
Users’ social choices will be expanded gradually.

2.2. Sample Noise Problem. .e recommended sample data
sets are often from a wide range of sources. .e EBSN
website is generally based on user clicks, browsing time, user
feedback, user secondary participation rate, and so on. But
for recommendations based on page clicks and browses,
there is often a lot of data noise in the data set. For example,
mistaken clicks caused by the user’s hand sliding, pages with
attractive titles or cover pages that attract users, special
activities bound pop-ups carried out by website operators,
etc..ese data are called sample noise. Although the amount
of sample noise data is not large, some websites have more
sources of sample noise data. A parameter related to
browsing time is added in the reward calculation, which
excludes click data that has nothing to do with the user’s real
browsing behavior.

3. IIDQN: Incentive Improved DQN

3.1. Definition of EBSN Networks. .e concept of EBSN is
first proposed in Ref. [1], which is expressed as a hetero-
geneous network that includes online and offline relation-
ships G � 〈U, e1, e2〉, where U ∈ U u1, u2, . . . , un :
represents a collection of all users.

(1) E1 ∈ eonline e1, e2, . . . , en , which means the collec-
tion of all online users

(2) E2 ∈ eoffline e1, e2, . . . , en , which means the collec-
tion of all offline users

It can be simply regarded as online and offline parts of
the networks: G1 � 〈U, e1〉 G2 � 〈U, e2〉

Liao et al. divided the framework of the EBSN recom-
mendation system into three layers [1]: data collection layer,
data processing layer, and recommendation generation
layer. .e data collection layer is used to obtain various data
information. .e data processing layer performs pre-
processing operations on the data. .e recommendation
layer recommends the system according to different rec-
ommendation algorithms. Compared with traditional social
networks, EBSN has the following characteristics: events and
user interests have a heavy-tailed distribution, event par-
ticipation is heavily dependent on location characteristics,
event life cycles are short, missing user display preferences,
online networks are more densely distributed than offline
networks, and so on. Based on these characteristics, we use
IIDQN in reinforcement learning to solve recommended
update timeliness and short event declaration period in
EBSN.

3.2.AlgorithmCalculationEquation. We associate the EBSN
recommendation model with the reinforcement learning
model. Reinforcement learning defines agent and environ-
ment. .e agent perceives the environment and rewards
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given by strategy changes, learns, and makes the next de-
cision through environmental changes. .e ultimate goal of
reinforcement learning is to obtain the optimal strategy.

Currently, we define the triples in reinforcement
learning. Formally, reinforcement learning consists of a
tuple of three elements (S, A, R) as follows:

S is a state space, St ∈ S represents the state in time t,
which comes from the user’s previous historical information
records.

A is an action set, at ∈ A represents the user’s rec-
ommended choice at time t.

R is a reward matrix, r (S t+1 |St, a t) is a direct reward to
Agent in state transition probability P(St+1 |St, at).

In IIDQN, we divide the reward value into two parts:
user browsing click rewards and the length of browsing time
rewards.

In this system model, we regard the recommendation
part in EBSN as an Agent. .e interaction process between
the recommender system and the person is regarded as the
change process of the Agent and the Environment. .is
interaction process is embodied as a Markov decision
process. When the state sequence S � s0, s1, s2, . . . , st 

satisfies P(St+1|St) � P(St+1|St, St−1, . . . , S0), the state at the
next moment merely depends on the state at the current
moment.

In this model, we use the improved IIDQN algorithm
based on DQN that combined Q-learning algorithm and
neural network as the algorithm for the agent to accept
environmental changes. Q-learning algorithm is temporal-
difference learning in reinforcement learning. Temporal-
difference learning can solve the model-free sequence de-
cision problem in the Markov decision process. In the
recommended situation, it is often difficult to know the state

transition probability of all actions in each state..erefore, it
is a wise choice to use the Q-learning algorithm. Its overall
goal is to obtain a reward by simulating a sequence, and to
obtain the maximum expected return V(s) in this state by
maximizing the reward:

V(s) � E 
T−1

t�0
c

t
rt+1|s0 � s⎛⎝ ⎞⎠. (1)

Equation (1) is called the value equation, where c ∈ [0, 1]

represents the discount rate. When c approaches 0, it means
that the agent is concerned about short-term returns, and
when c approaches 1, it means that the agent is more
concerned about long-term returns. Equation (1) reflects
that the expected return of the current state can be expressed
by the expected return of the next state. .erefore, the
maximum reward obtained in the current state is calculated
by calculating the reward at the next moment. In addition, in
the EBSN recommendation interaction process, due to the
known feedback action of the user’s recommendation,
namely, the action selected in this state in each round of state
transition is known. .erefore, we introduce the Q function
of the strategy π to consider the action in the current state.
.e difference between the Q function and the value
equation is that the Q function determines the action a in a
specific state:

Q
π

st, at(  � E r1 + cQ
π

st+1, at+1( |st, at . (2)

.e equation (2) is Q value function. Equation (2) de-
termines the action at in a state st which is related to the
future state.

Friday, April 16, 2021
5:00 PM to 8:00 PM GMT+9
Add to calendar

Shiba Park (Prince Shiba Park)
Minoto Ku, Shibakoen, 4-10-17 - Tokyo

A breakdown of the event;

Our picnic spot (Prince Shiba Park) is only a 3 minute walf from exit A4 of
Shibakoen station on the Mita line, 4 minutes from Akabanebashi station on
the Oedo line and 10 minutes from Hamamatsucho station on the
Yamanote/Keihin Tohoku lines

5pm - 5:10pm : Meeting time, Exit A4 - street level - of Shibakoen station

6pm for 6:05pm : For those of you running late there’s a 2nd pickup also at
exit A4

7pm for 7:05pm : And for those of you running even later there’s a 3rd pickup
also at exit A4

Note :

- No under 20’s

- We’re expecting +- 60% Japanese and 40% internationals to join us.

Activities with transportation vehicle time:
First class : 5:00-5:10

Second class : 6:00-6:05
Third class : 7:00-7:05

Hidden information: The event 
includes some local Japanese people 
and some foreigners → Japanese 
communication and foreign language 
practice

Activities: Picnic, chatting, make
friends

Location: Shiba Park

Time 2021.4.16

Figure 1: Recommended accuracy problem description diagram.
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3.3. Markov Modelling. In order to use the reinforcement
learning algorithm to address the event recommendation
problem in EBSN, the recommendation problem is modeled
first. .e Markov recommendation conversion between
simple events in EBSN is shown in Figure 2. Table 1 explains
the corresponding state, action, and reward value.

In Figure 2, S0 represents the initial state. .e recom-
mendation system acts as an agent and the user acts as the
environment. In this state, the recommendation system
recommends events activities to users. If the user is inter-
ested in a certain event and clicks to view the behavior, we
will give a certain reward value. On the contrary, if the user
ignores the recommendation and browses through search or
other categories, it indicates that the user is not interested in
the current recommended event. A slight penalty will be
given at this time..erefore, when making a policy selection
to the system later, it is very likely that the system will no
longer recommend this type of event activity to the user.
When a user sees an event that fits the user’s interest during
the browsing process, and is ready to join the event, the
recommendation system to the user is in line with the user’s
interest. In this state, the reward for the recommendation is
great, such as the reward is 10. .erefore, the recommen-
dation system will recommend events with similar charac-
teristics to the event in the next recommendation.

3.4. Redefinition Reward Calculations Based on Time
Parameters. In order to distinguish whether the user’s
browsing behavior comes from their real preferences (that is,
the question raised in Problem Description 2), this paper
considers the influence of browsing time on the accuracy of
recommendation. In addition, the reward function is defined
as a linear function related to browsing time. According to
different browsing times, the correct recommendation sit-
uation is redefined. .e reward value will continue to ac-
cumulate over time. Inmost cases, users browse according to
their desire to choose their interests. However, it cannot be
ruled out that users are affected by the sample space due to
title interests, image interests, or other wrong click opera-
tions. .erefore, giving a certain reward value to the
browsing time can distinguish the error caused by the user’s
mistaken click operation during the click and browse pro-
cess. To a certain extent, it solves the reward calculation
problem caused by the wrong click operation. Figure 3
shows a schematic diagram of the overall algorithm flow
with IIDQN’s mutual correspondence between agents, en-
vironments, and states.

.e reward in the browsing state is linearly added to the
user’s scrolling browsing time, and rt represents the addi-
tional reward based on the browsing time when the user
performs the browsing state. In other words, the total reward
for browsing a single event is:

r � α∗ t(r< 6). (3)

Among them, α is the reward coefficient, which means
that the reward value obtained with the increase of scrolling
time increases gradually, and the total r of the additional

reward value and the original reward cannot exceed a certain
window value. Assuming the window value is set to 6 in the
initial state, the purpose of setting the window value is to
make the upper limit of the browsing time reward not exceed
the reward obtained by joining the event.

Table 2 represents a simple reward calculation process:
Assuming four recommended events under this rec-

ommendation model, four simple events e1, e2, e3, and e4 are
recommended in the initialization state. Environment
perception and selection action mean that the user chooses
to browse e2, e4 according to his or her interests and other
attributes finally join event e2. In this event, the state S

represents the recommendation of the four events, and the
environmental action A is that the user is in the state S0. .e
user makes the actions of browsing e2, e4 as the environment
and transitions to the state S1. .e reward obtained is the
reward R � α∗ te2 + α∗ te4 obtained according to the
browsing process of e2 and e4.

S0 S1 S2

S_join

S_leave

…a0r0 a0r0 a0r0

a1rt a1rt

a1rt

a2r1 a2r1

a3r2 a3r2

Figure 2: Markov state diagram.

Table 1: Interpretation table of the Markov state diagram.

Status set
S0 Initial status
S1 Browse status
S2 Browse status
. . . . . .

Sleave Leave website status
Sjoin Add activity status

Action set
a0 No browsing
a1 Browse recommendations
a2 Leave the website
a3 Join the activity

Reward set
r0 0
r1 F02D 10
r2 10
rt λ∗ t
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3.5. Reward Calculation in the Case of Feature Sparse. In
order to solve the problem of the sparse number of sample
features in the sample, this paper rede�nes the reward
function in Q-network, hoping to mine the hidden infor-
mation in the event to recommend the user (the impact on
problem description 1). �is article analyzes the initial sit-
uation when the hidden features appear, o�ering additional
rewards under di�erent conditions where the hidden features
just appear. �erefore, weight value is constantly changing
during the weight update process of the neural networks,
which represents the in�uence of a certain feature on the �nal
recommendation result. Speci�cally, we store the weight of
each iteration in a matrix to calculate the weight change rate
of theK iteration processes. If the rate of change rises rapidly,
indicating that it is a hidden feature, a slight reward is given
according to equation (4). Contrarily, if the rate of change
decreases slowly, it indicates that it is not a hidden feature but
may be an error value.We give a slight penalty for this change.
�e newly appearing networks node with a smaller weight is
used as a hidden feature for additional rewards. Suppose the
minimum weight characteristic value is β, and the normal
sample characteristic value B has:

R st, at( ) �

α
b
, s ∈ D,

−
α
b
, s ∈ D,




(4)

where D represents the correctly classi�ed sample set, and
D′ represents the incorrectly classi�ed sample set. When the
b of a certain type of sample is close to the minimum sample
characteristic value β and much smaller than the normal
characteristic value B:

B≫ b≥ β + ε(ε is a very small number). (5)

We use equation (3) to calculate the reward. Let
1/b ∈ (0, 1], where the sparse reward value increases with the
sparseness of the feature value. When the sparse critical
value is reached, the reward obtained is in�nitely close to α.

�e abscissa represents the sparseness of the interest
feature, and the ordinate represents the reward value ob-
tained in the range of the feature.

3.6. Overall Calculation Flow of IIDQN Algorithm. �is
section describes the algorithm process of the deep Q net-
work using reinforcement learning based on incentive im-
provement in the recommendation system.

Figure 4 shows the speci�c process implementation
scheme of IIDQN. Next, we discuss the speci�c algorithm
implementation. Figure 4 shows the overall calculation
process of the IIDQN algorithm.

In this model, in the initialization state, we de�ne an
experience pool and two networks with the same structure.
[lines 1,2] One is called the Q network for each round of
model iteration calculations, and the other network is called
the target network. �e parameter value in the target net-
work is used as the �nal calculated true value. Select the
recommended item a [lines 3,4] in the initialization state s.
Next, proceed to the part of the recommendation system
interacting with the user [line 5]. �e reward function of this
action will take into account the time incentives mentioned
in Section 3.4. �en, put the quadruple (S, A, R, S’) into the
experience pool. Sample the experience in the experience

user

Environment

activity …

action 1

State

action 2

action n

DQN

Agent

Experience
pool 

stimulate

Reward

browse time

Click

No click

Figure 3: Schematic diagram of algorithm model.

Table 2: Event example.

a� browsing a� join event
e1 −1 0
e2 r � α∗ t +10
e3 −1 0
e4 α∗ t 0
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pool through experience replay [lines 6–7]. During Q net-
work training, N pieces of experience are randomly selected
from the experience pool and placed in the network for
experience selection. �at is, the network input of the Q
network is in N states s. �e �nal output value obtained by
the Q network is the expected reward Q value of all actions
that can be selected in each state. Accordingly, theQ-value is
calculated through the neural network, and the Q network is
recalculated using the square loss function [line 8]. Identify
sparse nodes and incentivize the sparse weights in the range
[line 9]. Rede�ne a few classi�ed samples in the data set by
storing feature values with smaller weights in nodes. �e
change rate is dynamically calculated for each round of the
weight characteristic value, and the nodes with smaller
weight values are stimulated. In this way, implicit infor-
mation is recognized. In order to maintain the stability of the
calculation results in the network, the parameters in the Q
network are copied to the target network for storage pro-
cessing every c step [line 10]. �e calculation of the target
value is performed according to the stored Q value in the
target network, and the calculation process is the calculation
process of the true value in the Q-learning algorithm. �e
speci�c algorithm �ow is shown in Algorithm 1, where the
bold part is the di�erence between the IIDQN and DQN
algorithms:

4. Experiment Results and Analysis

4.1. Experiment Data Description. �e recommendation
problem of a single user in the event network is analyzed.
�e data of this experiment are from the data set of the
meetup website. �e recommendation changes with the
user’s preferences, and �nally mean reward is obtained.

�is data set classi�es the 36 types of activity group
interests in a meetup in detail and divides the browsing time
of each user’s activity browsing event in detail.

Behavioral strategy: the experiment’s DQN algorithm
strategy based on reward transformation adopts the epsilon-
greedy exploration strategy.

Next, we discuss several important related parameters.
For example, in Section 3 we introduce parameter α. �e
reward factor can choose to be 0.05, that is, if the user’s
browsing time is 120 s, the reward value is 6. We use the
user’s browsing time of 120 s as the limit, and set the reward
threshold to 6. Over 120 s, we default that the user is in-
terested in the current browsing, and no additional bonus
value will be added. In addition, we use the ε-greedy strategy
to explore the information in the experience pool, by doing
so to ensure the recommendation results are independent
and identically distributed. �e initial exploration ϵ is 0.6,
and the coe¡cient will continue to decrease as the agent

Experience 
Pool

initialization

Q-value Target-value
initial 
state s

√

S'

(s,a,r,s') push

calculate the target value:
targetQ = r+γmax

a'Q (s', a', θ)
get target-Q

calculating the loss function:
L (θi) = (r+γmax

a'Q (s', a', θ) - Q (s', a', θ))2

back propagation &
update the weights

store k-round
weights

change rate Of
weights &

incentivize the nodes

browse time select action 
a by ε-greedy

copy Q network 
to target network

at c-step 

If the 
experience pool 
is full put in the 

network for 
training

Experience 
Pool

Output Q (s,a)

Figure 4: �e calculation process of IIDQN in EBSN.
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continues to learn, and the termination exploration ϵ is 0.05.
.is shows that more attention is paid to the exploration of
newly added data in the initial stage, so the size of the DQN
experience pool cannot be too small.

4.2. Comparison of Recommended Models. To find the most
suitable recommendation algorithm under the EBSNmodel,
we compared several proposed frameworks, including the
original DQN algorithm. To evaluate the recommendation
performance, we divide each data set into a training set and a
test set, use 80% of them as the model training set, and train
20% of the model data.

CF: .e collaborative filtering recommendation method
mainly benefits users by displaying user information on
different preferences and predicts information by finding
users with similar preferences.

DNN: Deep Neural Networks, which use neural net-
works to predict user preferences, are also the user’s his-
torical data recommendation information, and the output is
the DNN output recommendation item.

RNN: It is a type of sequence data input, recursive in the
evolution direction of the sequence, and all nodes (cyclic
units) are connected in a chain.

DQN: We first use the DQN algorithm for recom-
mendation prediction, determine the correspondence be-
tween the agent and the environment, and input the user’s
historical information as the state.

Improved DQN: .e improved DQN algorithm for
incentives is proposed in Section 3 of this article.

.e above types of recommendation models have a wide
range of choices. .ere are traditional recommendation
models and deep learning framework recommendations,
andmodel recommendations in reinforcement learning..e
DQN algorithm is chosen as the baseline because the DQN
algorithm can continuously update the strategy during the
interaction process. DNN and RNN are cited as a com-
parison based on the contrast gap between neural networks
in the DQN algorithm. RNN can capture the time series of

the user’s browsing history because the order of recom-
mended browsing on the product page can affect each other.
.erefore, we introduce RNN to consider this reason.

According to the effect of the above several recom-
mended models on the simulator, we use NDGC [25] and
MAP [26] as the two evaluation criteria for comparison.
NDCG is a normalized DCG, which is an evaluation index
for measuring search recommendations..is indicator takes
into account the relevance of all elements. MAP (mean
Average Precision) is an indicator of recommended accu-
racy. It is calculated by summing the mean accuracy of all
categories and dividing by all categories. Figure 5.

According to the recommended data in the above figure,
it can be seen that:

(1) Generally, the recommendation efficiency of using
deep learning and reinforcement learning frame-
works is significantly better than the general rec-
ommendation results. To a certain extent, the
traditional recommendation model represented by
CF ignores the time interaction factor in the user
input information. Since traditional models pay
more attention to user characteristics, they are not
suitable for interaction-based recommendations in
EBSN.

(2) In addition, comparing the deep recommendation
model (DNN, RNN) and the reinforcement learning
recommendation model (DQN), we can find that
reinforcement learning still performs better than the
deep learning recommendation to a certain extent.
Because deep learning pays more attention to rec-
ommending activities that can increase the model’s
timely rewards, the model promotion in reinforce-
ment learning will merge the user’s rewards
throughout the participation cycle. .e DQN model
focuses on the overall user experience from the
beginning of user registration to a long time in the
future. .e internal user’s overall experience will be
quantified as the total revenue of the model.

IIDQN algorithm
Inputs: state space S, action space A, discount rate c, learning rate α, parameter update interval C.

(1) Randomly initialize the parameters θ of the Q-networks and randomly initialize the parameters θ of the target Q-networks.
(2) Initialization state S.
(3) Select action a.
(4) Perform actiona, get rewardr � αtand next actionS0through environment.
(5) Put S, a, r, S0 into the experience pool and sample
(6) Sample ss, aa, rr, ss0 in the experience pool for the next action. Let y be the target value

y �
rr, ss’ is the termination state
rr + cmax

a′
Q(ss′, a′), or

⎧⎪⎨

⎪⎩

(7) Update the weights by back propagation mechanism and retrain the Q networks using gradient descent algorithm
(8) Detect sparse nodes and apply additional reward/penalty updates to nodes

R(st, at) �
a/b, s ∈ D

−a/b, s ∈ D′


(9) Update the target networks every N steps and copy the current networks parameters to the target networks.

ALGORITHM 1: Incentive improvement algorithm based on Q networks in EBSN.
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(3) Based on the comparison of the above recommen-
dations, we can see that the model selected for re-
inforcement learning is better in our
recommendation to solve this problem. Neverthe-
less, only using DQN cannot solve some of the
problems mentioned in the previous problem de-
scription. .erefore, we finally improved the DQN
algorithm and finally got a recommendation effect
better than DQN.

5. Blockchain-Based Activity Methods

As the core of the blockchain, the consensus algorithm en-
sures the mutual trust relationship between nodes in the
blockchain and thus maintains the security of the blockchain.
However, offline users in the event network are mostly
strangers, and it is difficult to establish a trust relationship
between them. .erefore, using the characteristics of block-
chain technology can guarantee the mutual trust relationship
between nodes, and we consider the new problem of rec-
ommendation in EBSN: .e recommended description of
online activities is inconsistent with the actual offline activ-
ities. In order to solve this problem, in this section, we
proposes a deposit consensus mechanism based on block-
chain technology..e problem of whether the activities in the
EBSN network conform to the activity recommendation is
modeled on the blockchain system, and the deposit consensus
mechanism is used to solve the problem.

5.1. Model Overview. Based on the scattered and complex
characteristics of event network nodes, blockchain tech-
nology is applied to the event network, and the entire
network is regarded as a scattered blockchain node. .e
behavior information generated by all users in the event
network will be written on the chain for recording.

.ere are two kinds of membership in the network:
sponsor and participant. Correspondingly expressed as two
kinds of user nodes on the blockchain, sponsor is the event
initiator of each activity. Sponsor needs to obtain the consent
of a few validators before proceeding with the actual event
initiation. Validator is a few randomly generated validators in

the chain that are used to verify the identity of the sponsor and
vote whether the activity proposed by the sponsor is on the
chain. .ese few randomly generated nodes are equivalent to
the identities of temporary supervisors, ensuring the fairness
and security of activities among nodes in the entire network.
When the sponsor creates an activity, a new consortium chain
is generated. .e address of the consortium chain and the
users’ name that caused him or her to be generated will be
recorded on the public chain. Each block on the alliance chain
records an event activity information, which includes the trust
deposit of the organizer, the overall process recorded in the
activity event, and the activity transaction fee submitted by the
user. Figure 6 shows the main activity function of event
activity group A in the EBSN blockchain network.

For other user participants in the chain, when partici-
pants want to participate in an activity, they will apply to the
legal activity sponsor to join the group in the same way. After
the validator in the activity group agrees to join the group, all
activity transactions and activities during the activity will be
written on the alliance chain within the organization.

5.2. Build Model. We construct the current activity rela-
tionship in the event network as a network relationship in
the blockchain. In addition, the set E � 〈b, U, A〉 in the
event network. Among them: b represents the block number,
U ∈ Us, Up  represents the set of all users and divides the
set of all users in the network into two categories, event
sponsor (us) and event participant (up). A ∈ a1, a2, ...an 

represents the set of all alliance chains.
In the network, for the number of z users, user u cor-

responds to z nodes in the blockchain network. And, there is
a public chain and multiple alliance chains in the network.
.e public chain records the information of all event groups,
and the alliance chain records the process information of
each event group in the entire event activity. It mainly
contains information such as time of initiation, specific
details of event activities, transaction records of activity fees
for members to participate in the event, and credit deposit
submitted by the event initiator, etc.

For sponsor users usa whowant to create an activity in the
blockchain, they first need to publish an event activity
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CF DNN RNN DQN IIDQN
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Figure 5: Performance comparison in different recommendation systems. (a) Overall performance comparison on MAP. (b) Overall
performance comparison on NDCG.
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application information to the public chain. In addition to the
user’s own personal identity veri�cation information and
event activity details, the application information also con-
tains how much money the user decides to spend as the trust
deposit for this activity. If more than half of the veri�cation
nodes pass the veri�cation and agree to the user’s activity
creation, then usawill successfully create the activity eventM,
and will generate a consortium chain corresponding to the
activity eventM. On the public chain, the user information of
the initiator of the event, the corresponding consortium chain
address, and trust deposit will be recorded. In the alliance, it is
mainly used to record the actual information experienced by
the event activity o¢ine. In this way, it not only guarantees the
safe conduct of o¢ine activities but also ensures the con-
sistency of online event network recommendation descrip-
tions and o¢ine event activities.

5.3. Trust Deposit. Leverage the immutability feature of the
blockchain to ensure that the online recommendations seen
by participants are consistent with o¢ine activities. For
other user participants present in the chain, the event or-
ganizer will take a part of the amount as a trust deposit when
creating the event, and put the trust deposit on the block-
chain. After the event, each event participant will rate and
score the entire event process. At the same time, the most
important thing is to score whether the activity meets the
description of the activity initiator on the web page.�is will
be used as a very important indicator for the recommen-
dation system to make recommendations, to promote the
evaluation of the overall activity experience by online rec-
ommendations. Finally, the average value of this indicator is
used to quantify the event organizer. Here, we take into
account the in�uence of di�erent people on the evaluation
preferences, and use the overall variance to process the
calculation. According to the user score, it is �nally deter-
mined how much the trust deposit originally placed on the
chain by the initiator of the event can be recovered. If the

score is not satisfactory, the event organization is very likely
to be seriously inconsistent with the original description,
and then the event organizer will receive negative feedback
from the participants. In addition, the recommendability of
the event organizer will be weakened, and the original trust
deposit on the chain will also be deducted.

In order to prevent malicious evaluation by event par-
ticipants, the overall evaluation process follows the con-
sensus protocol PBFT in the blockchain. Practical Byzantine
fault tolerance (PBFT) is one of the consensus algorithms
proposed earlier [27]. As a practical consensus algorithm
based on state machine, PFBT’s role model can correspond
to the organizers and participants in the event network.
Although the consensus mechanism can ignore the mali-
cious in�uence of a certain user to a certain extent, it is also
di¡cult for the algorithm to achieve consensus if malicious
commenters exceed one-third of the total participants.

6. Conclusions

EBSN is a �eld of promising research today, which is of great
signi�cance from online and o¢ine security research. �is
paper o�ers a mechanism based on blockchain technology in
EBSN, which includes creating activities on the organizer chain
and recommending online and o¢ine event activities guar-
anteed by blockchain. Simultaneously, o¢ine activities con-
form to the online recommendation description through the
blockchain. Furthermore, we add the reinforcement learning
algorithm to the event recommendation, improve the DQN
algorithm, and propose IIDQN. �rough this algorithm, the
recommendation process of dynamic interaction can be
simulated. Improve the time-related parameters to eliminate
sample noise in the recall phase. However, the work done in
this paper needs further research. For example, it is only
compared with a few typical recommendation algorithms, and
the di�erences between other algorithms are not considered. In
addition, we merely considered the impact of time in this

Public blockchain

alliance chain A

List of event A
1 event A initiation Time
2 Details about event A
3 �e membership fee for 
attending event A
4 �e event sponsor 
submits a trust deposit

……
group M

All the members
supervise together

Group M

Figure 6: Examples of blockchain-based activities.
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study, and there are many other factors that will affect the final
recommendation accuracy. For the overall algorithm, it has
only been verified in a small scale. In the following work, it
should be further extended to a more general situation for
further analysis and research.

Data Availability

.e CSV data used to support the findings of this study are
available in https://www.kaggle.com/stkbailey/nashville-
meetup.

Conflicts of Interest

.e authors declare that there are no conflicts of interest
regarding the publication of this article.

Acknowledgments

.is study was supported by the Foundation of National
Natural Science Foundation of China (Grant Number:
62072273, 72111530206, 61962009, 61873117, 61832012,
61771231, and 61771289), Natural Science Foundation of
Shandong Province (ZR2019MF062), Shandong University
Science and Technology Program Project (J18A326),
Guangxi Key Laboratory of Cryptography and Information
Security (No: GCIS202112), .e Major Basic Research
Project of Natural Science Foundation of Shandong Prov-
ince of China (ZR2018ZC0438); Major Scientific and
Technological Special Project of Guizhou Province
(20183001), Foundation of Guizhou Provincial Key Labo-
ratory of Public Big Data (No. 2019BD-KFJJ009), and Talent
project of Guizhou Big Data Academy. Guizhou Provincial
Key Laboratory of Public Big Data ([2018]01).

References

[1] G. Q. Liao, T. M. Lan, and X. M. Huang, “Survey on rec-
ommendation systems in event-based social networks,” Ruan
Jian Xue Bao/Journal of Software, vol. 32, no. 2, pp. 424–444,
2021.

[2] V. Mnih, K. Kavukcuoglu, D. Silver et al., “Playing Atari with
deep reinforcement learning,” Computer Science, https://
arxiv.org/abs/1312.5602, 2013.

[3] V. Minh, K. Kavukcuoglu, D. Silver et al., “Human-level
control through deep reinforcement learning,” Nature,
vol. 518, pp. 529–533, 2015.

[4] C. J. C. H. Watkins, “Learning from delayed rewards,” Ro-
botics and Autonomous Systems, vol. 15, no. 4, pp. 233–235,
1995.

[5] X. Wu, Y. Dong, B. Shi, A. Swami, and N. V. Chawla, “Who
will attend this event TOGETHER?Event attendance pre-
diction via deep LSTM networks,” in Proceedings of the 18th
SIAM International Conference on Data Mining (ICDM),
pp. 180–188, University of Illinois, Chicago, IL, USA, 2018.

[6] A. Van Den Oord, S. Dieleman, and B. Schrauwen, “Deep
content-based music recommendation,” Advances in Neural
Information Processing Systems, vol. 26, no. 2, pp. 2643–2651,
2013.

[7] P. Hamel, S. Lemieux, Y. Bengio, and D. Eck, Temporal
Pooling and Multiscale Learning for Automatic Annotation
and Ranking of Music Audio, Ismir, Canada, 2011.

[8] Y. Zuo, J. Zeng, M. Gong, and L. Jiao, “Tag-aware recom-
mender systems based on deep neural networks,” Neuro-
computing, vol. 204, pp. 51–60, 2016.

[9] B. Hidasi, A. Karatzoglou, L. Baltrunas, and D. Tikk, “Session-
based recommendations with recurrent neural networks,”
Computer Science, abs:1511.06939, 2015.

[10] W. Caihua, J. Wang, J. Liu, and W. Liu, “Recurrent neural
network based recommendation for time heterogeneous
feedback,” Knowledge-Based Systems, vol. 109, no. 1, pp. 90–
103, 2016.

[11] H. Larochelle and I. Murray, “.e neural autoregressive
distribution estimator,” Journal of Machine Learning Re-
search, vol. 15, pp. 29–37, 2011.

[12] R. Salakhutdinov, A. Mnih, and G. Hinton, “Restricted
Boltzmann machines for collaborative filtering,” in Proceed-
ings of the International Conference on Machine Learning
ACM, pp. 791–798, Corvalis Oregon, June 2007.

[13] Y.Wang and J. Tang, “Event2Vec: learning event representations
using spatial-temporal information for recommendation,” in
Proceedings. of the 23rd Pacific-Asia Conf. on Knowledge Dis-
covery and Data Mining (PAKDD), pp. 314–326, Macau, China,
April 2019.

[14] Z. Wang, Y. Zhang, H. Chen, Z. Li, and F. Xia, “Deep user
modeling for content-based event recommendation in event-
based social networks,” in Proceedings of the 2018-IEEE
Conference on Computer Communications, pp. 1304–1312,
2018.

[15] L. Luceri, T. Braun, and S. Giordano, “Social influence (deep)
learning for human behaviour prediction,” in Proceedings of
the International Workshop on Complex Networks, pp. 261–
269, Honolulu, HI, USA, April 2018.

[16] S. Y. Chen, Y. Yu, Q. Da, J. Tan, H. K. Huang, and H. H. Tang,
“Stabilizing reinforcement learning in dynamic environment
with application to online recommendation,” in Proceedings
of the 24th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pp. 1187–1196,
London, UK, July 2018.

[17] G. Zheng, F. Zhang, Z. Zheng et al., “DRN: a deep rein-
forcement learning framework for news recommendation,” in
Proceedings of the 2018 World Wide Web Conference,
pp. 167–176, Lyon, France, April 2018.

[18] X. Zhao, L. Zhang, and Z. Ding, “Recommendations with
negative feedback via pairwise deep reinforcement learning,”
in Proceedings of the 24th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining,
pp. 1040–1048, New York, NY, USA, 2018.

[19] J. She, Y. Tong, C. Lei, and C. Chen, “Conflict-aware Event-
Participant Arrangement,” in Proceedings of the IEEE Inter-
national Conference on Data Engineering IEEE Computer
Society, pp. 735–746, 2015.

[20] C. Ge, W. Susilo, and J. Baek, “Revocable attribute-based
encryption with data integrity in clouds,” IEEE Transactions
on Dependable and Secure Computing, no. 1, p. 1, 2021.

[21] C. Ge, W. Susilo, J. Baek, Z. Liu, J. Xia, and L. Fang, “A
verifiable and fair attribute-based proxy Re-encryption
scheme for data sharing in clouds,” IEEE Transactions on
Dependable and Secure Computing, 2021.

[22] C. Zhao, S. Zhao, M. Zhao et al., “Secure multi-party com-
putation: theory, practice and applications,” Information
Sciences, vol. 476, pp. 357–372, 2019.

[23] Y. Lei, S. Chen, L. Fan, F. Song, and Y. Liu, “Advanced evasion
attacks and mitigations on practical ML-based phishing
website classifiers,” 2020, https://arxiv.org/abs/2004.06954.
06954.

Security and Communication Networks 11

https://www.kaggle.com/stkbailey/nashville-meetup
https://www.kaggle.com/stkbailey/nashville-meetup
https://arxiv.org/abs/1312.5602
https://arxiv.org/abs/1312.5602
https://arxiv.org/abs/2004.06954.06954
https://arxiv.org/abs/2004.06954.06954


[24] T. Li, Y. Chen, and Y. Wang, “Rational protocols and attacks
in blockchain system,” Security and Communication Net-
works, vol. 2020, Article ID 8839047, 2020.
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Cloud storage is a popular model of the application in various fields, and the security of storage data and access permission have
been widely considered. Attribute-based encryption (ABE) provides fine-grained user access control and ensures data confi-
dentiality. However, current ABE access control schemes rely on trusted cloud servers and provide a low level of security. To solve
these problems of traditional encryption schemes, we propose a blockchain-based and ABE cloud storage data access control
scheme. In this article, blockchain and smart contract technology are the core elements to ensure data integrity and build a
decentralized verification method for outsourcing results. ,is application can minimize the reliance on servers in the cloud
environment. Based on the ciphertext-policy ABE algorithm, the proposed scheme supports a hidden access policy to avoid the
risk of privacy leakage. In addition, we adopt outsourcing technology and predetected decryption algorithms to reduce the
computational overhead of local and outsourced servers. Security analysis and performance evaluation show that our proposed
scheme has high computational efficiency and satisfies the condition of indistinguishability under the chosen-ciphertext attacks.

1. Introduction

Cloud storage technology uses the storage space of cloud
servers to provide powerful data storage capability [1]. Data
owners can overcome the obstacle of restricted storage re-
sources at user terminals by storing data in the cloud.
,erefore, cloud storage has become more popular in var-
ious specific industries in recent years, such as the Internet of
,ings (IoT) [2, 3], the Industrial Internet of ,ings envi-
ronment [4], and electronic health records [5, 6]. However,
the data collected by cloud servers and IoTdevices face many
attacks [7] during data transmission and storage. Mean-
while, sensitive data are vulnerable to tampering or forgery
attacks during the transmission via public channels, which
exposes users’ private information to the risk of being leaked.
,erefore, it is critical to consider privacy protection and
data confidentiality in the network. In the most typical
schemes, encryption technology is adopted to achieve data
confidentiality and privacy. To provide more detailed

privacy protection, some researchers introduce the most
recent privacy protection technologies in their schemes. For
instance, a location privacy protection scheme [8] ano-
nymizes the source location, which contains significant
information about the target being observed and tracked.
Moreover, a homomorphic encryption scheme with higher
performance [9] is proposed to achieve privacy protection of
data stored in the central server.

Although the encryption mechanism can guarantee the
confidentiality and privacy of the data, it does not ensure
that the data are legally obtained. In cloud storage appli-
cations, the data stored in the cloud server cannot be fully
controlled by the data owner. To prevent malicious users and
cloud server providers from accessing data, a trusted access
control mechanism is also essential.

,e CP-ABE [10] not only provides data confidentiality
but also allows fine-grained and flexible access control to
improve the security of the data. However, the traditional
CP-ABE scheme [10, 11] has some drawbacks in practical
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applications. For example, the access control policy in the
CP-ABE is constructed by attribute information-related
users, which may contain private information about the
user’s identity. Second, attribute-based encryption algo-
rithms frequently use a large number of bilinear pair
computations, significantly increasing the encryption and
decryption computational overhead. To reduce computa-
tional costs, on the one hand, an increasing number of
schemes outsource decryption operations to third-party
servers. However, few of these systems consider the cor-
rectness of calculation results from cloud servers. On the
other hand, most access control schemes on cloud platforms
are established using prime-order bilinearity to reduce the
computational burden. ,is design’s reduced computational
burden comes at the expense of lower security, so it can only
satisfy indistinguishability under chosen-plaintext attack
(IND-CPA). Although there are already some schemes that
can partially solve the above problems, we still need to
consider some detailed and in-depth issues. ,e existing
cloud storage access control scheme is designed based on the
traditional cloud server, which increases the trusted de-
pendence on the cloud server. Unfortunately, semitrusted
cloud servers are curious about the processed data while
executing user commands. If the cloud server fails unpre-
dictably or is maliciously attacked and outputs incorrect
results, it may cause users to obtain incorrect data.

Blockchain technology [12] is a widely emerging tech-
nology based on distributed ledgers that has the advantages
of decentralization. However, at the same time, due to the
openness of blockchain, data security and supervision are
also faced with challenges [13, 14]. ,erefore, the combi-
nation of blockchain technology and traditional access
control is a promising structure. Blockchain technology can
enhance the reliability of traditional schemes, and the en-
cryption mechanism of the scheme can protect the data
security of the blockchain. In this article, we are committed
to establishing a reliable access control mechanism in an
untrusted cloud environment. We propose a cloud storage
access control scheme based on blockchain and attribute-
based encryption, which realizes data verification and en-
sures the verifiability of the outsourced decryption results
and the integrity of the cloud storage data in a decentralized
way.

,e main contributions of our proposed program are as
follows:

(i) ,e support of hidden access control policies re-
duces the risk of user privacy information disclosure
in traditional CP-ABE.

(ii) ,e use of smart contracts deployed on the con-
sortium blockchain can achieve a decentralized
verifiable outsourcing scheme while ensuring the
integrity of data in the cloud.

(iii) ,e dependence on fully trusted cloud servers in
traditional cloud server-based schemes is removed
by introducing blockchain technology.

(iv) Our scheme is proven to meet CCA security under
the random oracle model, which has stronger

security than similar schemes. Performance analysis
shows that the new scheme has comparable com-
putational overhead.

,e rest of the article is organized as follows. Section 2
introduces the related work. Preliminary knowledge related
to our scheme is described in Section 3. In Section 4, we
present the system model, security model, scheme frame-
work, and detailed construction of the proposed scheme.,e
correctness analysis is given in Section 5. In Section 6, we
provide security analysis and security proof of the new
scheme. In Section 7, we discuss the performance analysis
and computational efficiency of our scheme.,ework of this
scheme is concluded, and the outlook is presented in Section
8.

2. Related Work

To overcome the problem of multiperson sharing of
encrypted data, an attribute-based encryption system (ABE)
[15] was proposed as a one-to-many encryption mechanism.
More specifically, ciphertext-policy attribute-based en-
cryption (CP-ABE) [10] allows the data owner to refine the
user authority of the data visitor to the attribute level by
setting a policy. In other words, CP-ABE can achieve ef-
fective fine-grained access control under the condition of
ensuring data security.

However, the traditional CP-ABE Schemes [16, 17]
usually publish the access policy in the form of plaintext.
Anyone who obtains the ciphertext (including cloud servers)
can infer part of the secret information included in the
ciphertext, endangering the user’s identity privacy. In ad-
dition, sensitive data must also be protected as private data
in specific fields.

To address the above issues, Kapadia et al. [18] proposed
a policy-hiding CP-ABE scheme. However, an online
semitrusted server was introduced in [18] to reencrypt the
ciphertext for each user, thus making the server a bottleneck
in the entire system. Nishide et al. [19] developed two CP-
ABE schemes to hide the policy, which express the access
control policy through AND logic with wildcards. Based on
the decisional assumption of subgroups, Lai et al. [20]
suggested an adaptively secure policy hiding the CP-ABE
technique over a bilinear group of combinatorial orders.
Although the scheme in [20] improves security, the com-
putational cost grows with the increase of the attributes. Hur
[21] constructed a scheme that supports arbitrary expres-
sions with monotonicity and blinds the access policy within
the ciphertext. However, this scheme is proven to be secure
using the generic group model, which is normally consid-
ered heuristically rather than provably secure. Afterwards,
Helil Rahman [22] constructed a CP-ABE access control
scheme based on the scheme in [21]. We introduce an
additional entity (the SDS monitor) in [22] to handle the
problem of sensitive dataset constraints, but the policy is
disclosed for all entities. Song et al. [23] made improvements
to the access tree on the basis of the scheme in [24] to realize
policy hiding based on the access tree. ,rough the appli-
cation of secret sharing in “and,” “or” and “threshold,”
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attribute values with permission are hidden in all attribute
values of the system. However, as the expression ability of
the access structure grows, the communication overhead
also increases.

To reduce the overhead of a large number of bilinear
pairings required for the CP-ABE decryption calculation,
Green et al. [25] proposed a scheme with outsourced de-
cryption. In their article, the outsourcing server uses a
transformation key for decryption, which is generated by the
data user. However, their scheme lacks a verification
mechanism for the calculation results of the outsourcing
server.,en, on the basis of the scheme in [25], Lai et al. [26]
verified the result returned by the outsourcing server by
adding a ciphertext component. However, at the same time,
this method doubles the ciphertext length of the ABE-type
and El Gamal-type encryption systems. In recent years, with
the development of fog computing, fog nodes have been
widely used in cloud environments. Li et al. [27] presented a
verifiable outsourced multiauthorization access control
method that delegatedmost encryption and decryption work
to fog nodes. ,is scheme can lighten the user’s processing
load and verify the reliability of outsourced computing
outputs. In fog-enhanced IoT systems, an access control
scheme with hidden access structures and outsourcing
computation was presented by [28], which uses fog nodes to
conduct outsourcing decryption and verification proce-
dures. Lin et al. [29] invented a new attribute-based scheme
combined with symmetric encryption technology to achieve
efficient verifiability. In addition, they presented a verifiable
unified model for the OD-ABE. However, all of the
abovementioned verifiable outsourcing schemes meet the
CPA security requirements. A verifiable hidden policy CP-
ABE with a decryption testing scheme (VHPDT) was
proposed by Zhao et al. [30], which is CCA-secure.
Meanwhile, the VHPDT scheme introduces a predetection
algorithm to increase the efficiency of the decryption.
However, this scheme does not consider the integrity ver-
ification of the data and needs to rely on trusted cloud
servers. However, cloud servers cannot be completely
trusted, and dangers such as user data leakage and tampering
will persist.

Blockchain technology [12] is an emerging technology
based on distributed ledgers that has the advantages of de-
centralization. Many systems [31–34] introduce blockchain
into the traditional cloud server-based structure to better
realize decentralized security schemes. Rahulamathavan et al.
[32] proposed combining blockchain technology with ABE to
realize data confidentiality and privacy protection. However,
the large amount of computing overhead generated by ABE is
not suitable for the resource-constrained IoT environment.
Zhang et al. [33] introduced blockchain-based smart contract
technology and designed a BaDS scheme in the IoT, which
not only reduces the cost of decryption but also improves the
flexibility of traditional CP-ABE for access control. A
blockchain-based outsourcing verifiable CP-ABE scheme
was offered by Zhang [34], which uses smart contracts to
achieve verifiability of the outsourcing results. However,
decrypting and obtaining plaintext by smart contracts will
reduce the security of the system.

3. Preliminary Knowledge

3.1. Composite-Order Bilinear Group. Assuming that φ is a
group generation algorithm, the input λ is a security pa-
rameter, and the output (N � p1p2p3, G, GT, e) is a tuple,
where N is the product of three prime numbers p1, p2, and
p3; G and GT are cyclic groups with order N;
e: G × G⟶ GT is a bilinear map satisfying the following
conditions:

(1) Bilinearity: for any g0, g1 ∈ G, c, d ∈ ZN, we have
e(gc

0, gd
1) � e(g0, g1)

cd.
(2) Nondegeneracy: if x ∈ G, then e(x, x) has the order

N in GT.
(3) Computability: if e: G × G⟶ GT, then operations

inG andGT are effectively computable in polynomial
time, and G and GT are bilinear groups.

(4) Orthogonality: Gp1
, Gp2

, and Gp3
are three subgroups

of G0, with the order of p1, p2, and p3, respectively.
,e orthogonality of the subgroups can be known as
follows:

(a) For any hp1
∈ Gp1

and hp2
∈ Gp2

, then e(hp1
,

hp2
) � 1.

(b) For any hp1
∈ Gp1

and hp2
∈ Gp2

, where a, b, c,

d ∈ ZN, equation e(ha
p1

hb
p2

, hc
p1

hd
p2

) � e(hp1
,

hp2
)ab � e(hp1

, hp2
)cd holds.

3.2. Discrete Logarithm (DL) Problem. Let G0 be a multi-
plicative cyclic group of order p1 and g1 be the generator of
G0. Given a tuple (g1,Δ � gx

1 ), where Δ ∈ G0, the DL
problem has difficulty calculating x ∈ ZN.

3.3. Blockchain and Smart Contracts. ,e essential function
of blockchain technology is a distributed ledger that cannot
be tampered with and counterfeited [12]. Blockchain
technology joins data blocks in chronological order to form a
chain data structure and uses cryptography to assure the
chain’s immutability and security. Moreover, blockchain
encourages network nodes to participate in and jointly
maintain chain data by setting up incentive mechanisms to
provide a reward. ,e consensus mechanism is adopted to
ensure the fairness of transactions, which is based on
multiparty consensus and will not be undermined by the
complicity of a few malicious nodes. ,erefore, blockchain
can be used as a low-cost and highly reliable infrastructure.
Blockchain is deployed in the forms of public blockchain,
private blockchain, and consortium blockchain. ,e public
blockchain is a mode in which any node is open to anyone.
,is mode allows everyone to participate in the calculation
of this block, and anyone can download and obtain the full
blockchain data. ,e private blockchain is a private chain in
which only licensed nodes can be involved and view all data.
Consortium blockchain means that the permissions of each
node participating are completely equal. Without total
mutual trust, each node can realize the trustworthy exchange
of data, but each node often has an associated entity or-
ganization that may only join or leave the network after
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being authorized. Compared with the public blockchain, the
consortium blockchain maintains the characteristics of
decentralization and enhances the control of the partici-
pating members.

A smart contract is an automatic piece of code deployed
on the blockchain with a unique address [35]. �e initializer
can establish a smart contract and save it as a transaction on
the blockchain platform. When a transaction in the contract
is triggered, the contract will automatically execute pre-
de�ned content according to the script, such as executing
relevant calculations. Finally, the output and status infor-
mation of the transaction are recorded in the blockchain as
transactions. In our structure, we employ smart contracts to
create interfaces for the blockchain application layer and
verify operations through the interaction of cloud servers
with smart contracts instead of using semitrusted servers.

4. Our Cloud Storage Data Access Control
Scheme Based on Blockchain and Attribute-
Based Encryption

4.1. System Model. Figure 1 depicts the framework of our
data access control system, which includes six entities: At-
tribute Authority, Data Owner, Cloud Server, Data
Accessing Users, Blockchain, and Outsource Server. �e
functions of various entities are described as follows:

(i) �e Attribute Authority (AA) is responsible for
setting up the system and generating the users’
private keys.

(ii) �e Data Owner (DO) calculates the hash of the
initial data and parameters used for authentication
and uploads these components to the blockchain
platform. �en, the DO generates the ciphertext by
encrypting the plaintext according to the access
policy and sends it to the cloud server for storage.

(iii) �e Cloud Server (CS) is a semitrusted entity that
stores data ciphertext.

(iv) �e Data Accessing User (DAU) is initially involved
in generating a key that is used by the outsourcing
sever for decryption. After receiving the storage
address returned by the cloud server, the DAU is
responsible for computing parameters and
decrypting. After obtaining the plaintext, the DAU
veri�es the integrity of the data through the
computation.

(v) Blockchain. We use a consortium blockchain with
smart contracts deployed. �e blockchain platform
is responsible for storing veri�cation components
and smart contracts, ensuring the correctness of the
outsourcing decryption result.

(vi) �e Outsource Server (OS) is responsible for
detecting the attributes of the accessing user and
obtaining the semiciphertext through decryption.

4.2. Security Model. To ful�l the con�dentiality and veri�-
ability of the proposed scheme, we de�ne the security model
of our scheme by the following two security games.

CS

DO DAU

AAOS

Blockchain

C, C

C T

bool

skA

H(vk), H()

C T
tk, C T

C T

CT

~ˆ

Figure 1: System model.
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Game 1 (confidentiality): for our scheme, we define an
indistinguishable game under the chosen-ciphertext
attack (IND-CCA) that includes an adversary Algo-
rithm A and a challenge Algorithm B.
Initialization phase: B runs Setup(1λ) to produce the
system public key pk and the system master private key
msk. ,en, B sends pk to A and retains msk.
Inquiry phase 1: A adaptively asks B for the private key
of the attribute set Λ, and the private key can be
requested repeatedly. B runs KeyGen(pk,msk,Λ) and
returns skΛ to A.
Challenge phase: A sends equal-length messages M0
and M1 as well as access structures W0 and W1 to B. B
selects ξ ∈ 0, 1{ } and runs Encrypt(pk, m, W) to gen-
erate challenge ciphertext C∗. Finally, B sends C∗ to A.
Inquiry phase 2: this is similar to inquiry phase 1, but A
cannot ask for the messages M0 and M1.
Guess: A outputs the guess ξ′ ∈ 0, 1{ } of the challenge
ciphertext C∗. If ξ � ξ′, then B outputs 1, which means
that A wins Game 1 with a probability of Adv �

|Pr[ξ � ξ′] − 1/2|.

Theorem 1. If there is no polynomial-time adversary to
attack the above security model with a nonnegligible prob-
ability advantage, then our proposed scheme is IND-CCA.

Game 2 (verifiable): We use the interactive game be-
tween adversary F and challenger C to prove the ver-
ifiability of our scheme supporting the hidden strategy.
,e process is as follows:
Initialization phase: C runs the Setup algorithm to
produce the master key msk and the system public key
pk, while pk is sent to F.
Challenge phase: F asks for the decryption key by
specifying an arbitrary set of attributesΛ to be sent to C
for inquiry. ,en, C performs a key generation algo-
rithm based on the attribute set Λ to generate a de-
cryption key sk. Finally, sk is returned to adversary F.
Output phase: F outputs an access structure W that
satisfies the attribute set Λ and a tuple (CT

′, tk,

Ck1,Ck2,Δ). C executes the preauthentication algorithm
to obtain the session key nk1, nk2. If nk1 ≠ nk2, then we
claim that F wins the game. We define Pr [F wins] to
denote the advantage of F winning the game.

Theorem 2. If there is a polynomial adversary F who can win
the above interactive game with the advantage Pr [F wins],
then our attribute-based encryption scheme with the hidden
strategy can be considered to be verifiable.

4.3. Scheme Framework. ,e operational flow of the cloud
storage data access control scheme based on blockchain and

attribute-based encryption is shown in Figure 2, and the
specific implementation details of this scheme are as follows.

4.4. Scheme Construction

4.4.1. System Setup. ,e credible attribute authorization
centre (AA) executes the system setup algorithm. is a group
generation algorithm that outputs tuple (N � p1p2p3, G,

GT, e). AA first selects a security parameter λ and runs the
algorithm φ(λ) to obtain the system parameters
(N � p1p2p3, G0, GT, e), where G0 and GT are two cyclic
groups of order N, and p1, p2, and p3 are three different
prime numbers. Gp1

, Gp2
, and Gp3

are three subgroups from
G0, whose generators are g1, g2, and g3, respectively. We
suppose that U � att1, att2, . . . , attn  is a system attribute set
and Si � vi,1, vi,2, . . . , vi,j  is the value set of the attribute atti.
For any attribute atti in the system, AA generates a public
key pk and a master key msk according to the following
steps:

(1) AA chooses two hash functions in cryptography
H: 0, 1{ }∗ ⟶ ZN and H0: G0⟶ Z∗N, which are
anticollision.

(2) For any attribute atti in the system, AA randomly
selects xi,j ∈ Z∗N and Qi,j ∈ Gp3

and calculates

Ai,j � g
1/xi,j

1 Qi,j, where i ∈ (1, 2, . . . n), j ∈ (1, 2,

. . . ni).
(3) AA randomly selects β0, β ∈ Z∗N and Q0 ∈ Gp3

aφnd
then calculates Y0 � e(g1, g1)

β0 and Y � e(g1, g1)
β.

(4) AA defines a key distribution function KF that maps
the session key to a stream of bits of length κ and two
parameters ω and ] that belong to. Gp3

.
(5) AA publishes the public key pk � (A0, g3,

Ai,j 1≤i≤n,1≤j≤ni

, Y0, Y, KF,ω, ], κ, H, H0) and keeps
the master private key msk � (g1,

xi,j 1≤ i≤n,1≤j≤ni

, β0, β) secretly.

4.4.2. Key Generation. According to the attribute list Λ of
DAU, AA randomly selects λi ∈ Z∗N for any attribute

i(1≤ i≤ k) and calculates K0 � g
β0− 

k

i�1 λi

1 , K � g
β−

k

i�1 λi

1 and
Ki � g

λixi,j

1 . ,en, AA sends the generated private key skΛ �

(K0, K, Ki 1≤i≤k) to DAU.

4.4.3. Verification Component Generation. ,e data owner
(DO) performs the following operations to generate and
upload verification components.

(1) ,e DO randomly selects s ∈ ZN and a session key
nk � Ys

0 � e(g1, g1)
β0s and uses the key distribution

function KF(nk, κ) � vk‖c defined by AA, where c is
a random value and vk is the verification key. ,en,
the DO calculates C � ωH(vk)]H(c), which is used to
verify the outsourcing decryption result.
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(2) ,e DO computes C � vH0(m) and uploads to the
blockchain platform.,e stored addresses Addm and
(v, H0) are sent to the smart contract as verification
components.

4.4.4. Data Encryption. We adopt the access structure used
in Zhao et al. scheme [30]. ,e DO performs the following
operations with the access policy W to encrypt plaintext
M.

(1) ,e DO selects a random element Q0′ ∈ Gp3
and then

calculates C0 � As
0Q0′ and C1 � mYs.

(2) ,eDO sets the secret value s as the root node’s value
of the access tree. ,en, the status of leaf nodes is set
to read. Apart from leaf nodes, the status of all child
nodes is set to unread. Later, the DO performs a
recursive operation for each node with an unread
state:

(a) If the nonleaf node represents a logic “AND,”
then DO sets si for the u − 1 previous nodes of its
children. ,en, the value of the last leaf node is
calculated by su � s − 

u−1
i�1 si.

(b) If the nonleaf node delegates a logic “OR,” then
DO sets s as the value of all child nodes, while the
state of these nodes is set to read.

(c) If the nonleaf node expresses the “threshold” with a
threshold value h, then the DO randomly generates
a polynomial f of degree h − 1. Meanwhile, the
polynomial satisfies f(0) � s and assigns the value
of f(i) to the i th child node.

(3) ,e DO enforces operations to hide the policy. For
simplicity, the parent node of any leaf node is named
PNode. Suppose a PNode α exists, which is assigned
the secret value sα. Γα represents a subtree in which α
is the root node, and all leaf nodes are indicated by a
set SΓα. For each attribute atti, DO calculates Ci,j

Data Owner
Blockchain

&Smart Contract 
Data Access

User Cloud Server

Generates ciphertext CT ,
ciphertext components
and C , Validation para

-meters C , H and (v, H0) 

Outsource Server

Generates Transform key tk

Generates Validation component
H(vk),H (γ)

Executes the outsourcing
verification process and

return the results. 

~

ˆ

C , C , (v,H0) 
~

CT = (C0 ,C1 ,{Cα} α)A

CT = (C0 ,C1 ,{Cα} α)A

tk = (T*
i ,T*, T0

 ,T*
α)

Executes
OutDecrypt (CT,tk, pk)

C ’ T = N

H(vk),H (γ)

Decryps C’ T and obtain m .
Then, verifles the integrity of m.

ˆ

Figure 2: Framework of the proposed system.
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according to different conditions. When an attribute
atti ∈ Γα and the value vi,j ∉ SΓα, the DO randomly
selects si,j ∈ Z∗N and Qi,j

′ ∈ Gp3
and calculates Ci,j �

A
si,j

i,j Qi,j
′ . Otherwise, DO calculates Ci,j � A

sα
i,jQi,j
′ .

(4) ,e DO randomly selects Qα ∈ Gp3
, calculates Cα �

A
sα
0 Qα and Iα � Ysα for each PNode α, and obtains

the component of the ciphertext Cα � (Cα, Iα,

Ci,j 
(1≤i≤n,1≤j≤ni)

).
(5) ,e DO obtains the entire ciphertext

CT � (C0, C1, Cα ∀α) and sends it to the CS for
storage.

4.4.5. Transformation Key Generation. DAU randomly
chooses a factor y ∈ ZN and calculates T∗i � T

1/y
i , T∗ � T1/y,

T∗0 � T
1/y
0 , and I∗α � I

1/y
α . Later, DAU sends the transfor-

mation key tk � (T∗i , T∗, T∗0 , I∗α) and semidecrypted ci-
phertext CT

′ to the outsourcing server OS.

4.4.6. Outsourcing Decryption. Execution by the outsourc-
ing server OS. ,e algorithm is divided into an attribute
detection phase and a decryption phase. ,e attribute de-
tection phase is to preeliminate the attribute values in the
private key that are unable to meet the access policy. ,is
design can avoid bottom-up recursive decryption to reduce
computational overhead. Only after passing the attribute
checking can the algorithm proceed to the decryption phase.

(1) ,e OS runs different functions according to dif-
ferent nodes in the access structure to detect the
value. If a node is PNode α, the OS runs
PreDecNode(α) � 

k
i�1 e(Ci,j, T∗i ). Likewise, if a

node is a normal node β, according to the structure
of “OR”, “AND” and “,reshold” in the access
structure, then the OS runs PreDecNode(β).

PreDecNode(β) �


u

i�1
PreDecNode(child(β, i)), structure(β) � AND,

PreDecNode(child(β, i)), structure(β) � OR,



h

i�1
PreDecNode(child(β, i))

Δi,β0 , structure(β) � Threshold.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Finally, OS calculates ωχ � I∗α/e(Cα,T∗)

PreDecNode(α).
(2) Only when ωχ � 1, does the OS further calculate N �

e(C0, T∗0 )PreDecNode(root(W)) in the decryption
phrase. ,en, the OS sends the semidecrypted ci-
phertext CT

′ � N to the DAU.

,e preauthentication DAU obtains the semidecrypted
ciphertext CT

′ and generates the computed values H(vk) and
H(c) to complete the preauthentication work.

(1) DAU uses the blinding factor y and computes the
session key nk � Ν−y � e(g1, g1)

sβ0 .
(2) DAU executes KF(nk, κ) � vk‖c mapping the ses-

sion key to a stream of bits of length κ. Finally, the
DAU calculates H(vk) and H(c) sends it to the
smart contract.

4.4.7. Outsourcing Verification. Receiving the elements
H(vk) and H(c) from the DAU, the smart contract com-
putes ωH(vk)]H(c). If equation ωH(vk)]H(c) � C holds, then
the smart contract outputs bool � 1. Otherwise, the algo-
rithm is terminated.

4.4.8. Decryption and Integrity Verification. If DAU receives
bool � 1, then the semidecrypted ciphertext CT

′ computed by
the OS is not fake. ,en, the steps of decryption and ver-
ification by the DAU are as follows:

(1) DAU utilizes y to compute plaintext m � C ·Νy.

(2) DAU computes C′ � vH0(m) and determines whether
the computed C′ equals C. If equation C′ � C holds,
then the ciphertext stored on the cloud is proved
completely.

5. Correctness Analysis

5.1. Correctness of Data Decryption. Here, we verify the
correctness of the outsourcing decryption algorithm (exe-
cuted by OS) and decryption algorithm (by DAU).

Receiving tk � (T∗i , T∗, T∗0 , I∗α) sent from the user, the
OS executes attribute detection. ,e OS judges whether the
user access structure satisfies all sα values through the ωχ
result value calculated in the attribute detection phrase. ,e
calculation equation is as follows:

ωχ �
I
∗
α

e Cα,T
∗

( PreDecNode(α)

�
Y

sα/y

e A
sα
0 Qα, g

β−λ/y
1 e g1, g1( 

λsα/y
,

�
e g1, g1( 

βsα/y

e A
sα
0 Qα, g

β−λ/y
1 e g1, g1( 

λsα/y

�
e g1, g1( 

βsα/y

e g1, g1( 
sα(β−λ)/y

e g1, g1( 
λsα/y

� 1.

(2)

Only when the user’s attributes pass the detection, can
the OS obtain ωχ � 1; otherwise, ωχ is a random value. After
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receiving ωχ � 1, the OS uses tk to calculate CT
′, and the

calculation equation is as follows:

N � e C0,T
∗
0( PreDecNode(root(W))

� e A
s
0Q0′, T

1/y
0 PreDecNode(root(W))

� e g
s
0Q

s
0Q0′, g

β0−λ/y
1 e g1, g1( 

λs/y

� e g1, g1( 
s β0− λ( )/ye g1, g1( 

λs/y

� e g1, g1( 
sβ0/y.

(3)

DAU receives the CT
′ sent from the OS and then cal-

culates nk � Ν−y � e(g1, g1)
sβ0 and KF(nk, κ) � vk‖c. ,e

smart contract verifies whether semidecrypted ciphertext CT
′

is valid. If equation ωH(vk)]H(c) � C holds, then the de-
cryption result from the OS is correct. ,en, DAU using Ν,
C and y recover the plaintext by the following:

C ·Νy
�

mY
s

e g1, g1( 
sβ0

�
me g1, g1( 

sβ0

e g1, g1( 
sβ0

� m.

(4)

5.2. Integrity of Cloud Data. After the DAU obtains the
plaintext, he or she calculates C′ � vH0(m) and verifies that C′
is equal to the C stored on the blockchain. If C′ ≠ C, then the
tampering of the ciphertext by the cloud server is
demonstrated.

6. Security Analysis

6.1. Confidentiality. Data confidentiality of our scheme re-
lies on the security of the attribute encryption system. ,is
section proves ,eorem 1 based on the security model in
Section 4.2.

Theorem 3. If there is no polynomial-time adversary that
can attack the scheme of [30] with a nonnegligible advantage,
then no polynomial adversary A can break the scheme of this
article with a nonnegligible advantage.

Proof. Based on the proof method in Scheme [30], we prove
that the confidentiality of our scheme satisfies security under
a chosen-ciphertext attack.

,e following simulation game is played between ad-
versary A and challenger B.

Initialization phase: B runs Setup(1λ) to produce the
system public key pk � (A0, g3, Ai,j 1≤i≤n,1≤j≤ni

,

Y0, Y, KF,ω, ], κ, H, H0)≠ and the system master
private key msk � (g1, xi,j 1≤i≤n,1≤j≤ni

, β0, β). ,en, B
sends pk toA and generates an initially empty list L and
an empty set R.

Inquiry phase 1: A can initiate the following two types
of inquiries to B.

(1) Private key inquiry: A adaptively asks B for the
private key of the attribute set Λ, B runs
Key Gen(pk,msk,Λ) and returns
skΛ � (K0, K, Ki 1≤ i≤ k) to A. B calculates Λ∩R
and assigns Λ∩R to R.

(2) Transformation key inquiry: receiving the request
of token inquiry from A, B first searches for
(Λ, skΛ, tkΛ) in list L. If (Λ, skΛ, tkΛ) exists, then B
returns tkΛ to A; otherwise, B chooses a random
number y ∈ ZN and calculates tkΛ � (T∗i , T∗,

T∗0 , I∗α). ,en, B adds Λ and tkΛ to list L and returns
list L to A.

Challenge phase: A sends equal-length messages
M0, M1 and access structure W0, W1 to B. B selects
c ∈ 0, 1{ } and runs Encrypt(pk, m, W) to generate
challenge ciphertext CT � (C0 � As

0Q0′, C1 � mYs,

Cα ∀α). Finally, B sends CT to A.
Inquiry phase 2: similar to inquiry phase 1, but A
cannot ask for messages M0 and M1.
Guess: A outputs the guess c′∈ 0, 1{ }. If c′ � c, then the
attack is declared successful. Based on the proof of
Definition 5 in Scheme [30], it is difficult for A to guess
c′ and c selected randomly during the ciphertext
generation phase. We prove that the confidentiality of
our scheme satisfies security under a chosen-ciphertext
attack. □

6.2. Privacy Policy. ,e DO uploads the ciphertext
components C0 � As

0Q0′, C1 � mYs and Cα � (Cα, Iα,

Ci,j 
(1≤i≤n,1≤j≤ni)

) to the CS, where Ci,j � A
sα
i,jQi,j
′ or

Ci,j � A
si,j

i,j Qi,j
′ . Note that the attribute information sα is

hidden in the ciphertext component Cα. When an attribute
value of the accessing user satisfies the value under node α,
then the ciphertext component can be obtained by
Ci,j � A

sα
i,jQi,j
′ , where sα is the attribute information. When a

data user does not meet the access control, the DO uses a
random value si,j to replace sα and obtains the ciphertext
component Ci,j � A

si,j

i,j Qi,j
′ , even if the data user who does not

meet the access control obtains the ciphertext and calculates

ωχ �
I
∗
α

e(Cα,T∗)PreDecNode(α)
�

Y
sα/y

e A
sα
0 Qα, g

β−λ/y
1 e A

si,j

i,j Qi,j
′, K

1/y
i 

λ,

�
e g1, g1( 

βsα/y

e g1, g1( 
sα(β−λ)/y

e g1, g1( 
λsi,j/y

.

(5)

,ere are random values si,j in the above equation;
therefore, users who do not satisfy the access control do not
obtain the attribute values of node α. ,us, the whole access
structure cannot be inferred from the access policy.
,erefore, the scheme in this article satisfies policy privacy.
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6.3. Verifiability

Theorem 4. For a composite-order bilinear group, if the
discrete logarithm problem holds in the system, then the
proposed scheme satisfies verifiability.

Proof. If within the PPT time, the verifiability of the system
can be attacked by attacker A with a nonnegligible advan-
tage, then algorithm S can be simulated to solve the discrete
logarithm problem in a composite-order bilinear group
system. ,e bilinear system (N, p1, G0, GT, e, g1,Δ � gx

1 ) I is
input into the simulation algorithm S. ,e algorithm S

needs to calculate x � loggΔ. ,e game process between the
simulation algorithm S and attacker A is as follows:

Initialization phrase: the simulation algorithm S ran-
domly generates the parameters y ∈ ZN, picks two
anticollision hash functions, H: 0, 1{ }∗ ⟶ ZN and
H0: G0⟶ Z∗N, and defines a key distribution
function KF. Later, S generates system public pa-
rameters pk � (A0, g3, Ai,j 1≤i≤n,1≤j≤ni

, Y0, Y, KF,ω,

], κ, H, H0) according to the scheme initialization
process and sends the public key to attacker A.
Challenge phrase: Attacker A sends the attribute set Λ
to the simulation algorithm S, performs the key gen-
eration process Key Gen(pk,msk,Λ) to generate the
private key skΛ � (K0, K, Ki 1≤i≤k) corresponding to
the attribute set Λ and sends it to attacker A.
Output phrase: Attacker A outputs a tuple (CT

′, tk, Ck1,

Ck2,Δ) and an encrypted access structure W that sat-
isfies the attribute set Λ. ,e simulation algorithm S

calculates KF(nk1, κ) � vk1
����ε1 and KF(nk2, κ) �

vk2
����ε2, where nk1 � wΔ1,2 and nk2 � wΔ2,2. If nk1 ≠ nk2,

that is, attacker A wins the game, and the simulation
algorithm S calculates

g
x·H vk1( )+y·H ε1( )
1 � ωH vk1( )]H ε1( )

� w1

� g
x·H vk2( )+y·H ε2( )
1

� ωH vk2( )]H ε2( ).

(6)

Because the selected hash function H has collision re-
sistance, vk1 ≠ vk2 and H(vk1)≠H(vk2), the algorithm S is
able to compute x � y(H(ε1) − H(ε2))/H(vk1) − H(vk2) as

a solution to the discrete logarithm problem, which proves
that the proposed scheme is verifiable. □

6.4. Data Integrity. Data integrity is guaranteed by two
processes. First, the smart contract is used to realize the
decryption correctness of the outsourcing server. Subse-
quently, the original data hash on the blockchain is saved to
verify the data integrity. After receiving the semidecrypted
ciphertext CT

′ � Ν sent by the outsourcing server, the data
access user uses the blinding factor y to calculate the session
key nk � Ν−y � e(g1, g1)

sβ0 and replaces the key allocation
function KF(nk, κ) � vk‖c. A smart contract verifies
equation ωH(vk)]H(c) � C and outputs bool � 1 when this
equation is established. ,en, the data access user continues
to decrypt semidecrypted ciphertext. Otherwise, the smart
contract outputs bool � 0 and ends the decryption.

After the DAU performs decryption to obtain plaintext
m, C′ � vH0(m) is calculated and the validity of C′ � C is
verified. If the equation does not hold, then it cannot be
verified by data integrity.

7. Performance Analysis

7.1. Property Analysis. In this section, the functionality of
our system is compared with schemes in [29, 30, 34, 36], and
the comparison outcomes are shown in Table 1. We can note
from Table 1 that our scheme is the only one that meets the
requirements of policy hiding, verifiable outsourcing, and
data integrity under CCA. Schemes in [29, 34, 36] use
outsourcing for decryption operations, but their decryption
operations are not very efficient. Moreover, the scheme in
[36] does not support the validation of outsourcing de-
cryption results. In addition, schemes in [29, 30, 36] achieve
data integrity verification by relying on a trusted cloud
server. As a result, the proposed new scheme is able to
provide both higher security and fuller functionality than
existing similar schemes.

7.2. Performance Evaluation. We compare our scheme with
Systems [30, 34, 36], which also use bilinear groups of
composite order.,e computational cost of these schemes is
analysed through three stages: encryption, decryption, and
outsourcing decryption, and the comparison results are
shown in Table 2. Our scheme mainly considers pair op-
erations and exponential operations in groups G and GT. We
use G and GT to denote the time to perform an exponential

Table 1: Functional comparison.

System Access
structure

Hidden
policy

Predetected
decryption

Verifiable
outsourcing Integrity Confidentiality Blockchain

technology
[36] LSSS √ × × × CPA ×

[30] Access
tree √ √ √ × CPA ×

[34] LSSS √ × √ √ — √
[29] LSSS √ × √ × CPA ×

Ours Access
tree √ √ √ √ CCA √
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operation on the corresponding group and Tp to denote the
time to perform a logarithmic operation. Furthermore, the
number of authorized attributes in the system is denoted by
nω, the number of leaf node parents by na, the number of
attributes in the key by nk, and the number of user attributes
by nl.

To evaluate the specific computational performance of
our scheme, we conducted experiments. Our experimental
environment is an Intel(R) Core (TM) i5-8250U CPU
1.80GHz processor with 8GB memory and the Win10
operating system (Pairing-Based Cryptography, PBC) li-
brary in the VC6.0 environment. ,rough the above envi-
ronment, the new scheme was simulated and compared with
schemes in [30, 36], and the experimental data were aver-
aged over 20 runs. In the composite-order bilinear group,
the times of G, GT, and Tp are 0.21 s, 0.72ms, and 1.64 s,
respectively. Our scheme and Zhao et al. proposed a scheme
in [30] that adopts a special access number structure, and the
encryption time is related to the number of parent nodes of
leaf nodes na. As a result, to better reflect the two systems’
performance, we set na � 1. In addition, we suppose the user
has 5 attributes. ,e number of attributes connected with
ciphertext is half the number of systems, and the system
contains between 5 and 50 attributes.

In Table 2, we compare these schemes in terms of
computational overhead, mainly considering the cost of
encryption, outsourcing decryption, and user decryp-
tion. For encryption, our scheme improves the efficiency
of the ciphertext generation stage. Unlike the scheme in
[30], the new scheme uses blockchain technology and
minimizes the number of ciphertext components that
must be uploaded to the cloud server. Consequently, two
exponential operations originally performed by the data
owner in the encryption process are reduced. Addi-
tionally, in the correctness verification process, the new
scheme leaves the verification of the outsourcing results
to be performed by smart contracts, reducing the veri-
fication overhead for local users. In the decryption phase,
all four experiments presented in Table 2 use an out-
sourced server for predecryption so the decryption
overhead for the user is kept at a constant level. ,e
calculation times of the three schemes are G, 2 G, and GT.
Compared with the scheme in [34] without local over-
head, and although the new scheme has some decryption
overhead, its security is better than the scheme in [34].
On the one hand, when the scheme in [34] uses smart
contracts to verify the results of outsourcing, it needs to
know the blinding factor that is private for the user. On

Table 2: Computational overhead comparison.

System Encryption Outsourcing decryption User decryption (s) DecryptionPredetected
[30] (1 + na + nan)G + (1 + n)GT (nn + n)(Tp + GT) Tp + GT 2GT � 0.42
[34] Tp + (3 + 3nl)G + GT (2 + nl)Tp + (1 + 2nl)G 0
[36] nlTp + (4 + 3nl)G + GT nkTp + (nk + 1)G G � 0.72
Ours (na + nan)G + nGT (nn + n)(Tp + GT) Tp + GT GT � 0.21
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Figure 3: Time cost of encryption and decryption with different numbers of attributes. (a) Encryption time of data owner. (b) Decryption
time of the user side.
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the other hand, the smart contract decrypts and obtains
the plaintext instead of the user, which makes the
plaintext information available to the smart contract and
increases the risk of data leakage.

Figure 3 shows the time taken to perform the oper-
ation of the data owner and user side. We experiment with
different attribute values and show the encryption time
changes of the new scheme, the scheme in [30], and the
scheme in [34], in Figure 3(a). ,e computational over-
head of the new scheme and the scheme in [30] is smaller
than that of the scheme in [34], as shown in Figure 3(a),
and the advantage grows as the number of characteristics
grows. Due to the additional pair operations and expo-
nential operations in group G that must be computed
while hiding the access control policy, the scheme in [34]
takes longer. Moreover, based on the scheme in [30], our
scheme introduces blockchain technology to encrypt the
ciphertext components that need to be encrypted with a
data owner in advance in their scheme. ,is design re-
duces the encryption time of two exponential operations
in the ciphertext generation process.

From Figure 3(b), we can clearly see that the attributes
are irrelevant to the time taken for the three schemes to
perform decryption (user side) operations, but the time
expenditure advantage of our scheme is always higher than
those of Schemes [30, 36].

8. Conclusion

We propose a verifiable access control model for out-
sourced cloud storage that supports policy hiding as well
as secure and efficient decryption. Our system is based on
the CP-ABE, avoiding privacy leakage by hiding access
policies. ,e idea of outsourcing and a more efficient
decryption algorithm reduce the computational cost of
local users and outsourcing decryption servers in the
decryption process, respectively. To validate the integrity
of outsourced decryption results, we use smart contracts
implemented on the blockchain, which implements a
decentralized ciphertext result verification approach. At
the same time, through the hash of the original data
retained on the blockchain platform, the integrity of the
decrypted data is verified, which solves the dependence of
the traditional scheme on fully trusted cloud servers. ,e
analysis results show that the new scheme not only im-
proves computing performance and meets CCA security
but also verifies data integrity in the cloud storage en-
vironment. In future work, we will attempt to improve the
cloud storage data access control scheme for multi-
authorization centres.
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Data are distributed between different parties. Collecting data from multiple parties for analysis and mining will serve people
better. However, it also brings unprecedented privacy threats to the participants. *erefore, safe and reliable data publishing
among multiple data owners is an urgent problem to be solved. We mainly study the problem of privacy protection in data
publishing. For a centralized scenario, we propose the LDA-DP algorithm. First, the within-class mean vectors and the pooled
within-class scatter matrix are perturbed by the Gaussian noise. Second, the optimal projection direction vector with differential
privacy is obtained by the Fisher criterion. Finally, the low-dimensional projection data of the original data are obtained. For
distributed scenarios, we propose theMul-LDA-DP algorithm based on a blockchain and differential privacy technology. First, the
within-class mean vectors and within-class scatter matrices of local data are perturbed by the Gaussian noise and uploaded to the
blockchain network. Second, the projection direction vector is calculated in the blockchain network and returned to the data
owner. Finally, the data owner uses the projection direction vector to generate low-dimensional projection data of the original data
and upload it to the blockchain network for publishing. Furthermore, in a distributed scenario, we propose a correlated noise
generation scheme that uses the additivity of the Gaussian distribution to mitigate the effects of noise and can achieve the same
noise level as the centralized scenario. We measure the utility of the published data by the SVMmisclassification rate. We conduct
comparative experiments with similar algorithms on different real data sets. *e experimental results show that the data released
by the two algorithms can maintain good utility in SVM classification.

1. Introduction

With the development of science and technology, effective
data collection and analysis can help people make better
decisions in production. For example, analyzing the infor-
mation of the patient can help doctors improve the accuracy
of diagnosis and level of medical services, and analyzing the
trajectory data can improve city traffic congestion. *e data
contain sensitive information and need to be processed for
privacy protection before publishing [1, 2]. *ere have been
some studies on privacy preserving data publishing. For
example, the k -anonymity privacy protection technology
[3], the encryption technology [4, 5], the blockchain tech-
nology [6–8], and differential privacy technology [9–11].
Differential privacy has been widely used for privacy

protection in recent years, the principle of differential pri-
vacy is to add random noise to data, which makes the at-
tacker unable to distinguish the original input data.
Differential privacy can quantitatively measure the degree of
privacy protection and can resist attacks from attackers with
background knowledge. Privacy preserving data publishing
based on differential privacy has become a research hot spot
[12–15].

However, in the distributed scenario, data are possessed
by multiple data owners. Data from a single data owner may
not be sufficient for statistical learning, and aggregating data
by a single data owner may not be possible. For example [16],
in Table 1, the data are possessed by three data owners. Each
row in Table 1 represents the information of an individual,
where records 1 to 4 are from data owner 1, records 5 to 8 are
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from data owner 2, and records 9 to 10 are from data owner
3. Simply integrating and publishing the data from each data
owner will cause a serious privacy leakage. Sharing and
exchange of data in a distributed environment requires
security guarantees. In order to solve the proposed problem,
we make the following contributions:

(1) We propose two algorithms which are called LDA-
DP and Mul-LDA-DP. *e LDA-DP algorithm is
used for privacy protection of data publishing in
centralized scenario, and the Mul-LDA-DP algo-
rithm is used for privacy protection of data pub-
lishing in distributed scenario.

(2) In the distributed scenario, the data owners coop-
erate with each other to publish a projection data set
which satisfies differential privacy. In order to im-
prove the utility of the published data in the dis-
tributed scenario, we propose a correlated noise
generation scheme that uses the additivity of the
Gaussian distribution to mitigate the effects of noise
and can achieve the same noise level as the cen-
tralized scenario.

(3) We conduct experiments on different data sets. *e
experimental results show that the data released by
LDA-DP and Mul-LDA-DP algorithms can main-
tain good utility in SVM classification.

2. Related Work

In this section, we introduce the research status of privacy
preserving data publishing in centralized scenario and
distributed scenario, respectively.

2.1. Privacy Preserving Data Publishing in Centralized
Scenario. Blum et al. [17] proposed the sublinear query
(SULQ) input perturbation framework which adds noise to
the covariance matrix, the framework can only be used for
querying the projected subspace. Chaudhuri et al. [18]
proposed the PPCA algorithm which is the improvement of
SUQL algorithm. *e PPCA algorithm randomly samples a
k-dimensional subspace which ensures differential privacy
and is biased toward high utility. Both SUQL and PPCA
procedures are differentially private approximations to the
top-k subspace. Zhang et al. [19] proposed the PrivBayes
algorithm; first, they constructed a Bayesian network with

differential privacy, and then they used the Bayesian network
to generate a data set for publication. Chen et al. [20]
presented the JTree algorithm. First, they explored the re-
lationship between the attributes based on the sparse vector
sampling technology, and then they constructed a Markov
network that satisfies differential privacy and generated a
synthetic data set for publication. Zhang et al. [21] proposed
the PrivHD algorithm based on the JTree. *ey used high-
pass filtering techniques to speed up the construction of
Markov network and built a better joint tree for generating
synthetic data set for publication. Xu et al. [22] proposed the
DPPro algorithm; first, they randomly projected the original
high-dimensional data into a low-dimensional space, and
then they added noise to the projection vector and low-
dimensional projection data; finally, they released the low-
dimensional projection data. Zhang et al. [23] presented the
PrivMN method. *ey constructed a Markov model with
differential privacy, and then used the Markov model to
generate a synthetic data set for publication. *e algorithms
mentioned above are mainly used for privacy preserving
data publishing in centralized scenarios.

2.2. Privacy Preserving Data Publishing in Distributed
Scenario. *ere are fewer researches on privacy protection of
horizontally partitioned data publication. Ge et al. [24]
proposed a distributed principal component analysis (DPS-
PCA) algorithm with differential privacy; first, data owners
collaborated to analyze the principal components, while
protecting the private information, and then they released
low-dimensional subspaces of high-dimensional sparse data.
Wang et al. [25] proposed an efficient and scalable protocol
for computing principal components in a distributed envi-
ronment. First, the data owner encrypted the shared data and
sent them to the semitrusted third party, then the semitrusted
third party performed a private aggregation algorithm on the
encrypted data and sent the aggregated data to data user for
calculating the principal components. Imtiaz et al. [26]
presented a distributed principal component analysis
(DPdisPCA) algorithm with differential privacy. Each data
owner used Gaussian noise to perturbed the local covariance
matrix, and with the assistance of a semitrusted third party to
calculate the principal components while ensuring local data
privacy. Alhadidi et al. [27] proposed a two-party data
publishing algorithm with differential privacy. *ey first
presented a two-party protocol for the exponential mecha-
nism which can be used as a subprotocol, the data released by
this algorithm are suitable for classification tasks. Cheng et al.
[28] proposed a differential privacy sequential update of the
Bayesian network algorithm which is called DP-SUBN3, data
owners collaboratively constructed the Bayesian network,
data owners can treat the intermediate results as prior
knowledge to construct the Bayesian network, and then they
used the Bayesian network to generate a data set for publi-
cation. Wang et al. [29] proposed a distributed differential
privacy anonymous algorithm and guaranteed that each step
of the algorithm satisfies the definition of secure two-party
computation. *is is the first research about differentially
private data publishing for arbitrarily partitioned data. In our

Table 1: Aggregated dataset of each data owner.

ID Age Job Gender hours-per-week income
1 39 Shopkeeper Male 40 > 50K
2 55 Lawyer Male 13 ≤ 50K
3 38 Dancer Male 20 ≤ 50K
4 30 Dancer Male 25 ≤ 50K
5 28 Builder Female 40 > 50K
6 37 Dancer Female 23 ≤ 50K
7 49 Teacher Female 16 ≤ 50K
8 52 Builder Male 45 > 50K
9 31 Lawyer Female 50 > 50K
10 42 Builder Male 40 > 50K
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prior work [16], we proposed the PPCA-DP-MH algorithm.
First, data owners and a semitrusted third party cooperated to
reduce the dimension of high-dimensional data to obtain the
top k principal components that satisfy differential privacy,
and then each data owner used the generative model of
probabilistic principal component analysis to generate a data
set with the same scale as the original data for publication.
Different from the prior work [16], this paper uses the linear
discriminant analysis to publish the projection data with
differential privacy. Linear discriminant analysis can retain
the class information of the data while reducing the di-
mension, which is beneficial to maintain the utility of the
published data in classification.

3. Preliminaries

3.1. Linear Discriminant Analysis (LDA). Linear discrimi-
nant analysis proposed by Fisher is one of the most widely
used and extremely effective methods in the field of di-
mensionality reduction and pattern recognition. Its typical
applications include face recognition, target tracking and
detection, credit card fraud detection, and speech recogni-
tion. *e idea of linear discriminant analysis for binary
classification is to choose the projection direction so that the
samples of different classes after projection are as far apart as
possible and the samples within each class are as clustered as
possible. We denote the data set as X � X(1)⋃X(2),
X(k) � x(k)

1 , x(k)
2 , . . . , x(k)

N(k) , k � 1, 2. N � N(1) + N(2). *e
within-class mean vector of samples in the original sample
space is as follows:

μ(k)
�

1
N

(k)


x∈X(k)

x, k � 1, 2. (1)

*e between-class scatter matrix is as follows:

Sb � μ(1)
− μ(2)

  μ(1)
− μ(2)

 
T
. (2)

*e within-class scatter matrix is as follows:

S
(k)

� 

x∈X(k)

xxT − N
(k)μ(k) μ(k)

 
T
, k � 1, 2. (3)

*en, the pooled within-class scatter matrix is as follows:

Sw � S
(1)

+ S
(2)

. (4)

It can also be expressed as follows:

Sw � 
2

k�1


x∈X(k)

xxT − 
2

k�1
N

(k)μ(k) μ(k)
 

T
. (5)

*e criterion of Fisher is as follows:

max
w

wT
S

− 1
b w

wT
S

− 1
w w

. (6)

Using the Lagrange multiplier method to find the op-
timal projection direction vector, we obtain the following:

w � S
− 1
w μ(1)

− μ(2)
 . (7)

*e result of linear discriminant analysis only gives the
optimal projection direction, and does not give a clear
classification result.

3.2. Differential Privacy. Differential privacy provides a
rigorous privacy protection for sensitive information, it can
be quantified by mathematical formulas. *e essence of
differential privacy is to use noise to randomly perturb the
output results, so that it is difficult to distinguish the original
input data according to the output results.

Definition 1. [30] A randomized algorithm M is ε -indis-
tinguishable if for any two neighboring databases D and D

differing in a single entry, and for all O⊆Range(M):

ln
Pr[M(D) ∈ O]

Pr[M( D) ∈ O]




≤ ε, (8)

where ε is a small positive real number.
When ε is small, ln(1 + ε) ≈ ε, so

Pr[M(D) ∈ O]/Pr[M( D) ∈ O] ∈ [1 − ε, 1 + ε], ε is used to
control the probability ratio of algorithm M to obtain the
same output on two neighboring databases, which reflects
the level of privacy protection that M can provide.

Definition 2 [30]. A randomized algorithm M is (ε, δ)

differential privacy, if for any two neighboring databases D

and D differing in a single entry, and for any
O(O⊆Range(M)) there is the following:

Pr M(D) ∈ O{ }≤ e
ε
Pr M( D) ∈ O  + δ, (9)

where ε is a small positive real number called privacy budget
and δ is a small positive real number. It is also called
δ-approximate ε-indistinguishability.

Definition 3. is the relaxed version of differential privacy.
When δ � 0, it becomes Definition 1, which is the strict
version of differential privacy. Formula (9) means that it is
allowed to break the limit of formula (8) with a small
probability δ.

Theorem 1 ([31]). 2e sufficient condition for the random
function M to satisfy (ε, δ) differential privacy is as follows:

Pr ln
Pr[M(D) ∈ O]

Pr[M( D) ∈ O]




> ε ≤ δ, O⊆Range(M). (10)

Theorem 2 (Sequential Composition) [31]. Let Mi be an
(εi, δi) differentially private algorithm, i � 1, 2, . . . , n, then for
the same data set D, the combined algorithm
M(M1(D),M2(D), . . . ,Mn(D)) is (

n
i�1 εi, 

n
i�1 δi) differ-

ential privacy.

Theorem 3 (Parallel Composition) [31]. Let Mi be an
(εi, δi) differentially private algorithm, i � 1, 2, . . . , n,
D1, D2, . . . , Dn are disjoint data sets, the combined algorithm
M(M1(D1),M2(D2), . . . ,Mn(Dn)) is max

1≤i≤n
(εi, δi) differ-

ential privacy.
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Theorem 4 (Post Processing) [31]. Let M: D⟶ R be a
randomized algorithm that is (ε, δ) differential privacy, let
f: R⟶ R′ be an arbitrary mapping, then f°M: D⟶ R′
is (ε, δ) differential privacy.

4. Proposed Methods

In this section, we will propose two algorithms which are
called LDA-DP and Mul-LDA-DP. *e LDA-DP algorithm
is used for privacy protection of data publishing in the
centralized scenario, and the Mul-LDA-DP algorithm is
used for privacy protection of data publishing in the dis-
tributed scenario. Without loss of generality, we assume that
all individual data in this paper are normalized to p -di-
mensional unit vectors.

4.1. LDA-DP Algorithm. In this section, we propose the
LDA-DP algorithm for centralized data publishing.

4.1.1. Problem Statement and Algorithm Proposed. *e data
set X contains two classes of data individuals denoted as
X � X(1)⋃X(2), where X(k) � x(k)

1 , x(k)
2 , . . . , x(k)

N(k) , k �

1, 2. Our goal is to protect the privacy information of the
original data from being leaked while publishing the pro-
jection data of the original data.

In order to solve this problem, we propose the LDA-DP
algorithm, which is mainly divided into two stages. First, we
use the Gaussian mechanism of differential privacy to
perturb the within-class mean vectors μ(k)(k � 1, 2). Second,
we use the Gaussian mechanism to perturb the pooled

within-class scatter matrix Sw. Finally, we get the projection
direction vector w that satisfies (ε, δ) differential privacy and
publish the low-dimensional projected data of the original
data. *e specific details are in Algorithm 1.

4.1.2. Privacy Analysis of LDA-DP Algorithm

Theorem 5. 2e within-class mean vector μ(k)(k � 1, 2) in
Algorithm 1 satisfies (ε1, δ1) differential privacy when each
entry of g(k)(k � 1, 2) is sampled from N(0, σ21), where

σ1 ≥p3/2
�������

ln2/πδ21


+

�������������

p3ln2/πδ21 + 2ε1


/ε1, 0< δ1 <
���
2/π

√
.

Proof. We denote the two neighboring data sets are
X � X(1)⋃X(2) and X � X

(1)⋃ X
(2), where only one in-

dividual is different, without losing general assumption.
Suppose the different individuals are in X(1) and X

(1), we
denote them as xN(1) ≠ xN(1) , they are p -dimensional unit
vector. We denote a � x∈X(1)x and a � x∈X(1)x, let c �

a + g(1) and c � a + g(1), each entry of g(1) and g(1) is
sampled from N(0, σ21).

*e log ratio of the probabilities c and c at a point h is
|ln((P c � h|X{ })/(P c � h| X ))|, the numerator in the ratio
describes the probability of seeing h when the data set is X,
the denominator corresponds the probability of seeing this
same value when the data set is X.

By*eorem 1, we will to find the value of σ1 such that the
inequality |ln((P c � h|X{ })/(P c � h| X ))| � |ln((P h − a|{

X})/(P h − a| X ))|≤ ε1 holds at least with probability
1 − δ1.

ln
P h − a|X{ }

P h − a| X 




�

1
2σ21



p

i�1
hi − ai( 

2
− hi − ai( 

2
 





�
1
2σ21



p

i�1
2 hi − ai(  ai − ai(  + ai − ai( 

2
 





≤
1
2σ21



p

i�1
2 hi − ai(  xN(1)i − xN(1)i( 


 +
1
2σ21



p

i�1
xN(1)i − xN(1)i( 

2
.

(11)

Using the Lagrange multiplier method, we can get the
maximum value of the objective function


p
i�1(|xN(1)i| + |xN(1)i|) is 2 ��

p
√ under the condition of


p
i�1 (xN(1)i)

2 � 1, 
p
i�1 (xN(1)i)

2 � 1.
*en, we can obtain: 

p
i�1 |(xN(1)i) − (xN(1)i)|≤


p
i�1(|xN(1)i| + |xN(1)i|)≤ 2

��
p

√ . Similarly, we can obtain the
following:



p

i�1
xN(1)i(  − xN(1)i( 

2 ≤ 4. (12)

So, 1/2σ21 
p
i�1 2|(hi − ai)(xN(1)i) − (xN(1)i)|≤ 2p3/2r/σ21,

where |g
(1)
i | � |hi − ai|≤ r, for all i, and

1/2σ21 
p
i�1 (xN(1)i − xN(1)i)

2 ≤ 2/σ21.
*en, |ln((P b � h|X{ })/(P b � h| X ))|≤ (2p3/2r

+2)/σ21, this quantity is bounded by ε1 whenever |g
(1)
i |≤ r≤

(ε1σ21 − 2)/2p3/2.
To ensure privacy loss bounded by ε1 with probability at

least 1 − δ1, we require to find σ1 that satisfies this inequality
Pr |g

(1)
i |≥ ε1σ21 − 2/2p3/2 ≤ δ1, due to symmetry, we will

find σ1 such that Pr g
(1)
i ≥ (ε1σ21 − 2)/2p3/2 ≤ δ1/2.
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*e tail bound is as follows:

Pr g
(1)
i > t  � 

+∞

t

1
���
2π

√
σ1

e
−

x2

2σ21dx �
x�t+y


+∞

0
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���
2π

√
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2σ21 dy,
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1

���
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e
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0
e
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ty

σ21dy≤
1
t
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√ e
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t2
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(13)

We let t � (ε1σ21 − 2)/2p3/2, then 1/tσ1
/

���
2π

√
e− t2/2σ21 ≤ δ1/2, then we obtain the following:

ln
t

σ1
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t
2

2σ21
≥ ln

2
���
2π

√
δ1

. (14)

When σ1 ≥ [2p3/2 + (
��������
4p3 + 8ε1


)]/2ε1, the first term in

(14) is non-negative. To make the inequality (14) hold, we let
t2/2σ21 � 1/2σ21(ε1σ21 − 2/2p3/2)2 ≥ ln2/

���
2π

√
δ1, then we obtain

the following:

σ1 ≥
p

(3/2)
��������

ln 2/πδ21 



+
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p
3 ln 2/πδ21  + 2ε1



ε1
, 0< δ1 <

��
2
π



.

(15)

Theorem 6. 2e pooled within-class scatter matrix Sw in
Algorithm 1 satisfies (ε2, δ2) differential privacy, when each
entry in the symmetric random matrix G is sampled from
N(0, σ22), where

σ2 ≥ (p + 1)

�����

ln
2
πδ22



+

����������������

(p + 1)
2ln

2
πδ22

+ 4ε2



/2ε2,

0< δ2 <
��
2
π



.

(16)

Proof. Two neighboring data sets are X � X(1)⋃X(2)

and X � X
(1)⋃ X

(2), where only one entry is different,
without losing general assumption, suppose the different
entry are in X(1) and X

(1) and denoted them as xN(1) ≠ xN(1) .
Because μ(k)(k � 1, 2) in (5) satisfies differential privacy

has been proved by *eorem 5 which can be treated as a
constant in (5), so if we want to prove that this theorem
holds, it is only necessary to prove that the first item


2
k�1 x∈X(k)xxT in (5) satisfies (ε2, δ2) differential privacy

after adding random matrix G.
We denote B � 

2
k�1 x∈X(k)xxT, B � 

2
k�1 x∈X(k)xxT, let

C � B + G and C � B + G, G and G are two independent
symmetric random matrices with the upper triangle (in-
cluding the diagonal) entries are sampled from N(0, σ22), and
make the symmetrical position entries in the lower triangle
matrix equal to the upper triangle.

*e log ratio of the probabilities C and C at a point H is
|ln((P C � H|X{ })/(P C � H| X ))|.

By *eorem 1, we need to find the value of σ2 such that
the inequality |ln((P C � H|X{ })/(P C � H| X ))|≤ ε2 holds
at least with probability 1 − δ2.

ln
P C � H | X{ }

P C � H | X 




� ln

P H − B|X|{ }

P H − B | X 





�
1
2σ22


1≤ i≤ j≤p

Hij − Bij 
2

− Hij − Bij 
2

 





�
1
2σ22


1≤ i≤ j≤p

2 Hij − Bij  Bij − Bij  + Bij − Bij 
2

 





Input: Data sets X, privacy parameters (ε1, δ1), (ε2, δ2)
Output: Projection direction vector w, projection data X

(1) for k � 1 to 2 do
(2) Set σ1 � p3/2

�������

ln2/πδ21


+

�������������

p3ln2/πδ21 + 2ε1


/ε1, which generates a p dimension noise vector g(k); each entry is sampled from
N(0, σ21)

(3) Computes μ(k) � 1/N(k)(x∈X(k)x + g(k))

(4) end for
(5) return μ(k), k � 1, 2
(6) Set σ2 � (p + 1)

�������

ln2/πδ22


+

������������������

(p + 1)2ln2/πδ22 + 4ε2


/2ε2, which generates a p × p random matrix G. Let G be a symmetric matrix
with the upper triangle (including the diagonal) entries are sampled from N(0, σ22) and make the symmetrical position entries in
the lower triangle matrix equal to the upper triangle.

(7) Computes Sw � 
2
x ∈ X(k) xxT − 

2
k�1 N(k)μ(k)(μ(k))T + G

(8) Computes w � S− 1
w (μ(1) − μ(2))

(9) Computes X � Xw

ALGORITHM 1: LDA-DP algorithm.
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≤
1
2σ22


1≤ i≤ j≤p

2 Hij − Bij  xN(1)ixN(1)j − xN(1)ixN(1)j 




+
1
2σ22


1≤ i≤ j≤p

xN(1)ixN(1)j − xN(1)ixN(1)j 
2
. (17)

By using the Lagrange multiplier method and the in-
equality in [18], the following inequalities hold:


1≤i≤j≤p

xN(1)ixN(1)j − xN(1)ixN(1)j 
2
≤ 2,


1≤i≤j≤p

xN(1)ixN(1)j − xN(1)ixN(1)j 


≤p + 1.
(18)

*en, |ln((P H − B|X|{ })/(P H − B| X ))||≤ r(p + 1)

+1/σ22, where |Gij| � |Hij − Bij|≤ r for all i, j.
*e rest of the proof process is similar to *eorem 5,

then we can obtain the following:

σ2 ≥
(p + 1)

��������
ln 2/πδ22 


+

�������������������
(p + 1)

2ln 2/πδ22  + 4ε2


2ε2
,

0< δ2 <
��
2
π



.

(19)

We have proven that the within-class mean vector μ(k)(k �

1, 2) satisfies (ε1, δ1) differential privacy, the pooledwithin-class
scatter matrix Sw satisfies (ε2, δ2) differential privacy, by the
property of differential privacy sequential composition, the
projection direction vector in the Algorithm 1 satisfies (ε, δ)

differential privacy, where ε � ε1 + ε2, δ � δ1 + δ2. For the
published projection data X � Xw, X ∈ RN×p,
w ∈ Rp×1, p<N, we can regard X � Xw as a set of undeter-
mined system of equation, the number of variables are more
than equations, so the equation has infinitely many sets of
solutions, that is, it is impossible to infer the information of the
original data X from the published projection data X.

4.2.Mul-LDA-DPAlgorithm. In this section, we propose the
Mul-LDA-DP algorithm for distributed data publishing.*e
mathematical notations used in this section are summarized
in Table 2.

4.2.1. Problem Statement and Algorithm Proposed. In the
distributed scenario, data are stored by multiple data owners
rather than a single owner, and the data owners do not trust
each other. Data at a single site may not be sufficient for
statistical learning. One solution is that each data owner uses
the LDA-DP algorithm in Section 4.1 to publish the projection
data independently. Another solution is the data owners
cooperate with each other to publish the projection data of the
integrated data. Comparing the two solutions, it is obvious
that the latter solution can improve the utility of publishing
data. Based on the idea of the second solution and [32], we
propose the Mul-LDA-DP algorithm for distributed data
publishing. *e entity description of the model is as follows.

(1) Data owner.*e data owner Pm(m � 1, 2, . . . , M) has
a data set Xm. Each data owner can generate random
vectors and matrices to perturb the within-class mean
vectors and within-class scatter matrices locally.

(2) Data publisher. *e data publisher is a data pub-
lishing platform based on blockchain. *e data
publisher aggregates the local within-class mean
vectors and within-class scatter matrices with noise.
*e data publisher can obtain the projection vector
that satisfies differential privacy and publishes the
projection data of the pooled data.

(3) A random number generator. It can generate random
vectors and random matrices and send them to data
owners and data publisher secretly.
*reat Model. In our setting, we assume that the data
owners and data publisher are honest-but-curious,
that is, they follow the protocol but may try to deduce
information of other data owners from the received
messages.
Two types of adversaries are considered, which are
external attackers and internal attackers. External
attackers which can be called an external eaves-
dropper may gain access to information such as data
sent by data owners to the data publisher. Internal
adversaries can be the data owners and the data
publisher. *e goal of each data owner is to extract
the information not owned by him, while the goal of
the data publisher is to extract the information from
each data owner.
Distributed Within-Class Mean Vectors and Pooled
Within-Class Scatter Matrix Computation. When
the data are owned by M data owners, the within-
class mean vectors (1) can be decomposed into the
following:

μ(k)
�

1
N

(k)


M

m�1
N

(k)
m μ(k)

m , k � 1, 2, (20)

where μ(k)
m � 1/N(k)

m x∈X(k)
m
x.

*e pooled within-class scatter matrix (5) can be
decomposed into the following:

Sw � 
2

k�1
S

(k)
� 

2

k�1


M

m�1
S

(k)
m � 

M

m�1


2

k�1
S

(k)
m , (21)

where S(k)
m � x∈X(k)

m
xxT − N(k)

m μ(k)
m (μ(k)

m )T.
*e abovementioned result allows each data owner to

compute and perturb a partial result simultaneously locally.
*erefore, we use the additivity of Gaussian distribution to

6 Security and Communication Networks



propose a correlated noise generation scheme.We design the
noise generation procedure such that (i) we can ensure that
the data output from each data owner satisfy differential
privacy and (ii) we can achieve the noise level of the same as
the pooled data scenario.

Scheme for Perturbing Shared Data by Correlated
Noise. To prevent the data publisher and other data
owners learning the privacy of local data, the data owner
uses the noise generated by himself and the noise gen-
erated by the random number generator to perturb the
local within-class mean vectors and within-class scatter
matrices. *rough our correlated noise design scheme, the
data aggregated by the data publisher contain the same
level of noise as the centralized scenario. *e scheme is
described as below:

(1) Initialization stage. *e random number generator
generates p dimensional random vectors g(k)

m , each
entry is sampled from N(0, (M − 1)/Mσ21), gener-
ates p × p random matrices Gm, let Gm be the
symmetric matrix with the upper triangle (including
the diagonal) entries are sampled from
N(0, (M − 1)/Mσ22), and makes the symmetrical
position entries in the lower triangle matrix equal to
the upper triangle, m � 0, 1, 2, . . . , M, k � 1, 2. Make
these random vectors and matrices satisfy


M
m�0 g

(k)
m � 0, 

M
m�0 Gm � (0)p×p, then

g(k)
m (k � 1, 2) and Gm are sent to data owner Pm

secretly, g(k)
0 (k � 1, 2) and G0 are sent to the data

publisher secretly.
(2) Data owner Pm generates p dimensional random

vectors g(k)
m (k � 1, 2), each entry is sampled from

N(0, 1/Mσ21), computes μ(k)
m � 1/N(k)

m ( 
x∈X(k)

m

x+ g(k)
m +

g(k)
m ), k � 1, 2, and sends them to the data publisher.

(3) *e data publisher computes μ(k) � 1/N(k)(
M
m�1

N(k)
m μ(k)

m + g(k)
0 ), k � 1, 2 and sends them to each data

owner.
(4) *e data owner Pm generates p × p random matrix

Gm, let Gm be the symmetric matrix with the upper
triangle (including the diagonal) entries are sampled
from N(0, 1/Mσ22), and make the symmetrical po-
sition entries in the lower triangle matrix equal to the

upper triangle. Data owner Pm computes
Sm � 

2
k�1 S(k)

m + Gm + Gm and sends it to the data
publisher.

(5) *e data publisher computes Sw � 
M
m�1 Sm + G0 and

calculates the projection vector w that satisfies dif-
ferential privacy.

*e specific details of Mul-LDA-DP algorithm are in
Algorithm 2. *e input random vectors g(k)

m and random
matrices G

(k)

m in Algorithm 2 are generated in the initiali-
zation stage by the random number generator,
m � 0, 1, 2, . . . , M, k � 1, 2.

4.2.2. Privacy Analysis of the Mul-LDA-DP Algorithm

Theorem 7. 2e within-class mean vector μ(k)(k � 1, 2) in
Algorithm 2 satisfies (ε1, δ1) differential privacy.

Proof. μ(k)
m � 1/N(k)

m (x∈X(k)
m
x + g(k)

m + g(k)
m ) because each

entry of g(k)
m is sampled from N(0, 1/Mσ21), and each entry of

g(k)
m is sampled from N(0, M − 1/Mσ21), so each entry of

g(k)
m + g(k)

m obeys N(0, σ21). By *eorem 5, μ(k)
m satisfies

(ε1, δ1) differential privacy.
Due to the post-processing property of differential

privacy, the within-class mean vector
μ(k) � 1/N(k)(

M
m�1 N(k)

m μ(k)
m + g(k)

0 ) in Algorithm 2 satisfies
(ε1, δ1) differential privacy.

Theorem 8. 2e pooled within-class scatter matrix Sw in
Algorithm 2 satisfies (ε2, δ2) differential privacy.

Proof. Sm � 
2
k�1 S(k)

m + Gm + Gm , where each entry of
symmetric random matrix Gm is sampled from N(0, 1/Mσ22),
and each entry of symmetric random matrix Gm is sampled
from N(0, (M − 1)/Mσ22), so each entry of Gm + Gm obeys
N(0, σ22). By *eorem 6, Sm satisfies (ε2, δ2) differential pri-
vacy. Due to the post-processing property of differential pri-
vacy, the pooledwithin-class scattermatrix Sw � 

M
m�1 Sm + G0

in Algorithm 2 satisfies (ε2, δ2) differential privacy.
We have proven both μ(k)(k � 1, 2) and Sw satisfy dif-

ferential privacy, we will show that the level of noise is the
same as the centralized scenario. In the initialization stage,

Table 2: Summary of notations.

Notation Explanation
M *e number of data owners
Pm *e m-th data owner
N(k)

m *e number of individuals in the k-th class owned by Pm

N(k) *e total number of individuals in the k -th class, N(k) � 
M
m�1 N(k)

m

X(k)
m *e set of the k -th class data owned by Pm

X(k) *e set of the k -th class data. X(k) � ∪M
m�1X

(k)
m

Xm *e data set owned by Pm. Xm � ∪ 2k�1X
(k)
m

μ(k)
m *e within-class mean vector of the k -th class data owned by Pm

μ(k) *e within-class mean vector of the k -th class data
S(k)

m *e within-class scatter matrix of the k -th class data owned by Pm

S(k) *e within-class scatter matrix of the k-th class data
Sw *e pooled within-class scatter matrix
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the noise vectors and matrices generated by the random
number generator satisfy 

M
m�0 g

(k)
m � 0 and


M
m�0 Gm � (0)p×p.

*e within-class mean vector μ(k)(k � 1, 2) is as follows:

μ(k)
�

1
N

(k)


M

m�1
N

(k)
m μ(k)

m + g(k)
0

⎛⎝ ⎞⎠ �
1

N
(k)



M

m�1


x∈X(k)
m

x + g(k)
m + g(k)

m
⎛⎜⎜⎝ ⎞⎟⎟⎠ + g(k)

0
⎡⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎦,

�
1

N
(k)



M

m�1


x∈X(k)
m

x + 
M

m�1
g(k)

m + 
M

m�0
g(k)

m

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦ �

1
N

(k)


M

m�1


x∈X(k)
m

x + 
M

m�1
g(k)

m

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦,

�
1

N
(k)



x∈X(k)

x + 
M

m�1
g(k)

m .

(22)

Each entry of 
M
m�1 g(k)

m obeys N(0, σ21). *e pooled within-class scatter matrix Sw is as follows:

Sw � 
M

m�1
Sm + G0 � 

M

m�1


2

k�1
S

(k)
m + Gm + Gm

⎛⎝ ⎞⎠ + G0,

� 
M

m�1


2

k�1
S

(k)
m + 

M

m�1
Gm + 

M

m�0
Gm � 

2

k�1


M

m�1
S

(k)
m + 

M

m�1
Gm,

� 
2

k�1
S

(k)
+ 

M

m�1
Gm.

(23)

Input: Data sets Xm, m � 1, 2, . . . , M, k � 1, 2, privacy parameters (ε1, δ1), (ε2, δ2), random vector g(k)
m and random matrix Gm

which are generated in initialization stage, m � 0, 1, 2, . . . , M; k � 1, 2.
Output: Projection direction vector w, projection data X

(1) for m � 1 to M do
(2) for k � 1 to 2 do
(3) Set σ1 � p3/2

�������

ln2/πδ21


+

�������������

p3ln2/πδ21 + 2ε1


/ε1, data owner generates p dimensional random vector g(k)
m , each entry is sampled

from N(0, σ21/M)

(4) Compute μ(k)
m � 1/N(k)

m ( 
x∈X(k)

m

x + g(k)
m + g(k)

m )

(5) end for
(6) end for
(7) Compute μ(k) � 1/N(k)(

M
m�1 N(k)

m μ(k)
m + g(k)

0 )

(8) for m � 1 to M do
(9) Set σ2 � (p + 1)

�������

ln2/πδ22


+

������������������

(p + 1)2ln2/πδ22 + 4ε2


/2ε2, data owner generates p × p symmetric random matrices Gm, each
entry is sampled from N(0, σ22/M)

(10) for k � 1 to 2 do
(11) Compute S(k)

m � 
x∈X(k)

m

xxT − N(k)
m μ(k)

m (μ(k)
m )T

(12) end for
(13) Compute Sm � 

2
k�1 S(k)

m + Gm + Gm

(14) end for
(15) Compute Sw � 

M
m�1 Sm + G0

(16) Compute w � S− 1
w (μ(1) − μ(2))

(17) return X � ∪M
m�1Xmw

ALGORITHM 2: Mul-LDA-DP algorithm.
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Figure 1: SVM misclassi�cation rate of LDA-DP, PrivBayes and PRivHD under di�erent privacy budgets. (a) NLTCS, Y �money.
(b) NLTCS, Y � outside. (c) NLTCS, Y � bathing. (d) NLTCS, Y � travelling. (e) Adult, Y � salary. (f ) Adult, Y � education.
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Each entry of ∑Mm�1 Gm obeys N(0, σ22).
According to �eorems 5 and 6, the within-class mean

vector μ(k)(k � 1, 2) and pooled within-class scatter matrix
Sw contain the same level of noise as the centralized scenario,
and we achieve the purpose of improving the utility of
publishing data while protecting the data privacy.

�ere are three opportunities for attackers to steal the data
transmitted between the data owner and the data publisher.
�e �rst time is that the data owner sends the within-class
mean vectors to the data publisher, the second time is that the
data owner sends the within-class scatter matrices to data
publisher. From �eorems 7 and 8, we know that the within-
class mean vectors and the within-class scatter matrices satisfy
di�erential privacy. �erefore, the attacker cannot infer the
information of the original data from the eavesdropped data.
�e third time is that the data owner sends projection data to
the data publisher, in Section 4.1.2, we have analyzed that it is
impossible to infer the information of the original data from the
published projection data.

5. Experiment

In order to measure the usability of the LDA-DP and Mul-
LDA-DP algorithms proposed in this paper, we conduct
experiments on real data sets which are Adult and NLTCS.
Adult data set is extracted from the 1994 US Census, it
contains 45222 individuals, each individual has 15 attributes.
NLTCS data set is extracted from the National Long Term
Care Survey, and recorded the daily activities of 21574
disabled persons at di�erent time periods, each individual
has 16 attributes. We use the SVM misclassi�cation rate to
measure the availability of the published data. For the Adult
data set, it is necessary to predict whether a person (1) holds
a post-secondary degree and (2) earns more than 50K. For
the NLTCS data set, we need to predict whether a person (1)
is unable to get outside, (2) is unable to manage money, (3) is
unable to travel, and (4) is unable to bath. In our experi-
ments, we set δ � 0.001 to remain unchanged, and ε to take
di�erent values.We uniformly divide the privacy parameters
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Figure 2: SVMmisclassi�cation rate of Mul-LDA-DA and DP-SUBN3 under di�erent privacy budgets. (a) NLTCS, Y�money. (b) NLTCS,
Y� outside (c) Adult, Y� salary. (d) Adult, Y� education.
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into 2 portions (ε1 � ε2 � ε/2, δ1 � δ2 � δ/2). Each experi-
ment was repeated 50 times, and themean value was taken as
the experimental result. We use “No Privacy” to represent
the SVM misclassi�cation rate on the original data set.

5.1. Comparing the Performance of LDA-DA, PrivBayes, and
PRivHD Algorithms under Di erent Privacy Budgets. �e
LDA-DA, PrivBayes, and PrivHD algorithms are all suitable
for the centralized data publishing scenario, so in this set of
experiments, we set the number of data owners to 1, and
privacy budget ε takes di�erent values. As can be seen from
Figure 1, for both Adult and NLTCS data sets, the SVM
classi�cation utility of the data published by the LDA-DP
algorithm outperforms the PrivBayes algorithm. �e LDA-
DP algorithm outperforms the PrivHD algorithm on the
NLTCS dataset; however, the LDA-DP algorithm has slightly
lower SVM classi�cation utility on the Adult dataset than the
PrivHD algorithm. We can also observe a commonality, for
LDA-DA, PrivBayes, and PRivHD algorithms, the SVM
misclassi�cation rate decreases with the increase of the
privacy budget ε. �is phenomenon is consistent with the
theory that as the privacy budget ε increases, privacy pro-
tection will weaken and the availability of data will increase.

5.2. Comparing the Performance of Mul-LDA-DA and DP-
SUBN3 Algorithms under Di erent Privacy Budgets. �e al-
gorithm Mul-LDA-DP proposed in this paper is suitable for
the distributed data publishing scenario, so in this set of
experiments, we set the number of data owners to 3, and
privacy budget ε takes di�erent values. We train classi�ers
on published data set to compare the e¢cacy of Mul-LDA-
DA and DP-SUBN3 algorithms. From Figure 2, we can see
that the SVM classi�cation utility of the data published by
the Mul-LDA-DP algorithm outperforms the DP-SUBN3

algorithm. Both onmoney of NLTCS and education of Adult
classi�ers, the misclassi�cation rate of Mul-LDA-DA

algorithm is signi�cantly lower than the DP-SUBN3 algo-
rithm especially.

5.3. Comparing the Performance of Mul-LDA-DA and DP-
SUBN3 Algorithms under Di erent Number of Data Owners.
In this section, the experiment studied the relationship
between SVM misclassi�cation rate and the number of data
owners.�e number of data owners is set to 2, 4, 6, 8, 10, and
the privacy budget ε is set to 0.2, We trained two classi�ers,
education classi�er, and salary classi�er on Adult data set.
�e results in Figure 3 show that the SVM misclassi�cation
rate of the Mul-LDA-DP algorithm remains stable with the
change of the number of data owners. �e reason is that we
perturb the local shared data by generating correlated noise
based on the additivity of the Gaussian distribution. �is
scheme ensures that the level of Gaussian noise added to the
data in the distributed scenario is similar to the noise level in
the centralized scenario. �erefore, as the number of data
owners increases, the misclassi�cation rate remains stable.
�e SVM misclassi�cation rate of DP-SUBN3 algorithm
decreases as the number of data owners increases. �is is
because as the number of data owners increases, the number
of update iterations increases when constructing the
Bayesian network, and the Bayesian network constructed is
closer to the distribution of the original data. However, from
Figure 3, we can see that the performance of Mul-LDA-DA
algorithm is still better than DP-SUBN3 algorithm when the
number of data owners is no more than 10.

6. Conclusion

In this paper, we propose two algorithms for privacy pre-
serving data publishing, the LDA-DP algorithm for data
publishing in the scenario, and the Mul-LDA-DP algorithm
for multiparty horizontally split data publishing. We use the
additivity of Gaussian distribution to alleviate the e�ects of
noise and can achieve the same noise level as the centralized
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Y� education.
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scenario. *e experimental results show that the projection
data released by the two algorithms can maintain high utility
in SVM classification. However, the research in this paper
also has limitations. 1)We only research the privacy pro-
tection problem when the data are a binary classification, but
they are often multiclassification data. 2)*e data released by
the two algorithms in this paper are low-dimensional
projection data of the original data, which limit the analysis
and mining of the released data in many aspects. In the
future, we will continue to conduct research on the
abovementioned issues.
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*e publicly accessible feature of edge servers leads to the threat of malicious access to the data stored on the server and a series of
security problems such as the leakage of user data privacy and the destruction of integrity. Data custody causes the separation of
user ownership and management rights and brings potential security risks of data theft and destruction. Among them, for the
integrity of the data uploaded by the terminal, the current protection mechanism mostly verifies the identity of the visitor or
encrypts the data, but the role of verification is mostly assumed by the server, and it is impossible to avoid the collusion of edge
servers with malicious intruders. In this paper, a distributed virtual machine agent (VMA) is designed and implemented, an edge
cloud data integrity monitoring framework is built, and the verification protocol based on blockchain is proposed, which achieves
trusted verification without relying on a trusted third party. Also, a prototype system of edge cloud data integrity protection based
on blockchain is constructed to prevent data corruption. *e results of security proof and experimental verification show that the
mechanism based on blockchain technology can defend against three attacks of cloud service providers, has superior computation,
and reduces the storage costs to protect the integrity of user data.

1. Introduction

Cloud computing [1–3] is a computing model that uses the
Internet anytime, anywhere, and quickly access shared re-
source pools (such as computing facilities, storage devices,
and applications) in the form of on-demand services to
provide users. However, with the increasing number of
devices in the network and the exponential growth of
generated data, cloud computing is difficult to handle
massive amounts of business, resulting in a large amount of
time delay, providing users with unsatisfied service expe-
rience. *erefore, edge computing [3, 4] is proposed to
provide services that are closed to IoT devices with a short
delay. An edge cloud [2, 5, 6] consists of edge servers located
close so that it can use server collaboration to complete tasks
from the IoT devices more efficiently and realize the real-
time need.

Edge devices depending on distributed edge servers that
belong to different enterprises and suppliers are scattered

and their processing capabilities are limited. Due to the
heterogeneity of devices, most authentication and com-
munication encryption technologies are not suitable for
networking, causing data to suffer a huge threat, and data
integrity cannot be guaranteed. Data custody causes the
separation of user ownership and management rights and
brings potential security risks of data theft and destruction.

On the one hand, the Edge Cloud Service Provider
(ECSP) may either privately delete user data or deliberately
conceal accidental data destruction for maintaining its own
reputation. On the other hand, edge servers may be mali-
ciously attacked, resulting in data destruction and loss of
sensitive data. Edge cloud data integrity protection mech-
anism can ensure that data are stored in the edge cloud
unmistakably and can immediately warn and reduce losses
when data are illegally tampered.

*e traditional methods of data integrity verification
mainly focus on the integrity of local disk data and database
data and adopt the scheme of integrity verification such as
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digital signature, message verification code, and digital
watermarking [7], but the current data integrity research is
mainly for data in cloud computing. Yan et al. [8] adopted a
combination monitor of inside and outside in a virtual
machine, which proposed the security proposal for a virtual
machine computing environment. *e method provides
the monitoring architecture of the virtual machine to
ensure trusted computing but increases the hardware cost
of the cloud platform and extra computing costs, especially
since the architecture is not scalable. Erway et al. [9] im-
proved a PDP scheme based on a Rank-based Authenti-
cated Skip List (RASL). In 2015, Tian et al. [10] provided a
dynamic data integrity mechanism based on the distributed
hash table (DHT), which supports public authentication.
However, the verification is conducted by the third-party
auditors in these schemes. Users may be deceived by fake
verification and collusion with CSP. Xu et al. [11] proposed
a data validation algorithm to defend against spoofing
attacks from untrusted validation results, which improved
the reliability of validation results in 2017. However, dual
validation evidence was introduced to cross-validate the
validation results, which added computation and storage
costs.

In edge computing, each server can process tasks for
users independently and save the uploaded data. When the
tasks submitted are difficult to handle, they will be submitted
to the cloud center. *is kind of scene realizes the decen-
tralized scene at the edge and refuses the centralized
manager.

*e research on data integrity protection of edge cloud
has made some progress in recent years. Wang et al. [12]
achieved a balance through a balanced truth discovery
method and the proposed data privacy enhancement
technology and used these technologies to interact with IoT
devices and edge servers. Chadwick et al. [13] proposed a
framework that allows the secret sharing of cyber threat
information (CTI) among partners for analysis. Li et al. [14]
proposed a privacy protection data aggregation scheme for
mobile edge computing-assisted IoT applications. *e data
privacy of the terminal device is guaranteed, and source
authentication and integrity are also provided. Wang et al.
[15] proposed an edge-based data collection model, in which
the raw data from the wireless sensor network (WSN) is
differentially processed by an algorithm on the edge server
for privacy calculations.

Recently, Blockchain technology [16–18] has become
popular worldwide. *e blockchain guarantees the consis-
tency of the data between nodes by a consensus algorithm
and ensures data security by the encryption algorithm. In
addition, formed by the timestamp and hash algorithm, the
chained structure produces a series of technical features,
such as openness, transparency, authentication, and tamper
resistance [19]. *e theory of smart contracts [20], firstly
proposed by Nick Szabo, refers to a computer program
which conducts terms of contract automatically. Blockchain
technology, with a characteristic of multistorage, multiparty
calculation, transparent rules, and tamper-resistant features,
provides a reliable record carrier and execution environment
for the smart contract.

*is paper proposes a distributed virtual machine proxy
architecture and a multitenant jointly safeguards the private
chain based on the blockchain in the edge cloud and designs
an edge cloud data integrity protection mechanism. *e
mechanism is oriented to the incredible edge cloud system
and reaches a consensus agreement to complete credible
integrity verification through the exchange of information.
*e main contributions of this paper are as follows:

1 Mobile Agent is used to deploy the distributed model
of the virtual machine agent in the edge cloud. Virtual
machine agents of multitenants cooperate to ensure
data credible verification. *e virtual machine agent
mechanism completes not only reliable storage,
monitoring, and verification of cloud data tasks but
also is necessary to build a data integrity verification
mechanism based on blockchain.

2 A blockchain integrity monitoring framework is built
through the model of a virtual machine agent. *is
paper uses the Merkle Hash Tree to generate the
unique value corresponding to data and monitor data
changes with a smart contract in the blockchain for
sending timely warnings of data destruction to the
owner. In addition, the “challenge-response” model is
used to construct the scheme of edge cloud data in-
tegrity verification.

3 *is paper constructs and implements a prototype
system of edge cloud data integrity protection based on
blockchain and applies the integrity monitoring
scheme based on virtual machine agents and the in-
tegrity verification scheme based on blockchain. After
security certification analysis, the mechanism can
defend against three kinds of attacks by edge cloud
service providers and has a better performance
compared with existing solutions.

*e rest of the paper is organized as follows. Section 2
introduces the related work about the integrity verification
mechanism based on the third party and blockchain tech-
nology. Section 3 puts forward blockchain architecture for
cloud data integrity based on distributed virtual machine
agents. Section 4 presents safety certification according to
the scheme. Section 5 perfects experimental verification and
performance analysis. Section 6 realizes the prototype sys-
tem. Finally, section 7 summarizes and evaluates all of the
work and points out the direction of further study.

2. Related Work

Data integrity verification in the edge computing environ-
ment has attracted more andmore scholars’ attention.Wang
et al. [12] proposed a scheme that maintains a balance in
three aspects, including user privacy, data integrity in edge-
assisted IoT devices, and computing cost. *rough the
identity verification algorithm based on biometric ECC, the
privacy participation of IoTusers is authenticated during the
truth discovery process, not only reducing the overall
computing cost of the IoT equipment but also limiting the
communication between the user equipment and the edge
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server. Chadwick et al. [13] proposed a five-level trust model
based on cloud edge data sharing infrastructure. Data
owners can choose the appropriate level of trust and CTI
data cleaning methods, from plain text to anonymization/
pseudonymization to homomorphic encryption, so that CTI
data can be manipulated before sharing it for analysis. Li
et al. [14] proposed a privacy protection data aggregation
scheme for mobile edge computing-assisted IoT applica-
tions. In the proposed model, there are three participants,
namely terminal devices, edge servers, and public cloud
centers. *e data generated by the terminal device is
encrypted and transmitted to the edge server. *e edge
server aggregates the data of the terminal device and submits
the aggregated data to the public cloud center. Finally, the
aggregated plaintext data can be recovered by the private key
of the public cloud center.

Blockchain technology has been widely used in cryp-
tocurrency since the emergence of Bitcoin [16]. IBM
Blockchain [21] offers developers opportunities to develop
their own applications based on the Hyperledger Fabric,
which has been widely used in the financial industry, in-
surance industry, food safety, and so on. For instance, IBM
and Wal-Mart cooperate to guarantee food safety by food
traceability. Azure Blockchain [22] allows customers to
quickly configure and deploy consortium chain networks,
which supports lightweight development and testing
workloads and even large-scale production blockchain de-
ployment. *e blockchain can shorten development time
and costs through the cloud services required for application
development. Amazon Managed Blockchain [23], which
helps users use Ethereum and Hyperledger Fabric to create
and manage a scalable blockchain network, eliminating the
need to create a network, and continuously monitoring the
blockchain network to quickly adapt to changes for appli-
cation requirements has been used in many fields, such as
financial and trade alliances. All parties in the blockchain
can trade electronically and process trade-related paperwork
without central trust.

Wang et al. [15] proposed an edge-based data collection
model, in which the raw data from the wireless sensor
network (WSN) is differentially processed by an algorithm
on the edge server for privacy calculations. A small amount
of core data are stored on the edge and local servers, while
the rest is transmitted to the cloud for storage. Tian et al. [24]
proposed an effective privacy protection authentication
framework. By using a lightweight online/offline signature
design, authentication efficiency is guaranteed when
deployed on small drones with limited resources. Consid-
ering the highmobility of drones, a predictive authentication
method is studied using mobile edge computing (MEC) in
the framework to further reduce the cost of identity veri-
fication for potential identity verification activities. In ad-
dition, Wang et al. [25] designed a service selection method
which selects corresponding credible and reliable service
providers based on trust evaluation and recording standards,
which has obvious advantages in terms of concise trust
management, convenient service search, and accurate ser-
vice matching. Establishing and maintaining a unified and
trusted environment based on edge computing can detect

malicious service providers and service consumers in a
timely manner, filter out false information, and recommend
trusted service providers.

Yue et al. [26] proposed a blockchain-based framework
without third-party auditors for data integrity verification in
distributed edge cloud storage (ECS) scenarios. In the
framework, a Merkle tree with random challenge numbers is
used for data integrity verification, and different Merkle tree
structures are analyzed to optimize system performance. In
view of the problems of limited resources and high real-time
requirements, sampling verification is further proposed, and
reasonable sampling strategies are formulated to make
sampling verification more effective.

Bonnah et al. [27] proposed a completely decentralized
method to solve the untrustworthy problem of trusted
parties by eliminating the public trusted entity in the net-
work framework. Within the proposed framework, au-
thenticated users do not have to log in to each service
provider to be authenticated to access services or resources.

Ma et al. [28] proposed a blockchain-based edge com-
puting trusted data management scheme for dishonest data.
*ey proposed a flexible and configurable blockchain ar-
chitecture, including mutual authentication protocols,
flexible consensus and smart contracts, block and transac-
tion data management, blockchain node management, and
deployment. Before data storage in the blockchain system, a
user-defined encryption method for sensitive data is
designed, and conditional access and decryption queries for
protected blockchain data and transactions from the
blockchain system are designed.

Kang et al. [29] used blockchain and smart contract
technology to realize secure data storage and sharing in the
vehicle edge network. *ese technologies effectively prevent
unauthorized data sharing. It also proposed a reputation-
based data sharing program to ensure high-quality data
sharing between vehicles. A three-weight subjective logic
model is used to accurately manage the reputation of the
vehicle.

Gai et al. [30] proposed a new method that combines the
IoT with edge computing and blockchain. *e proposed
model is designed for a scalable and controllable IoTsystem,
making full use of the advantages of edge computing and
blockchain to establish a privacy protection mechanism
while taking into account other constraints, such as energy
costs.

In order to efficiently audit the integrity of application
vendors’ cached data, Li et al. [31] analyzed the threat model
and audit objectives and proposed a lightweight sampling-
based probabilistic method, including a variableMerkle hash
tree. A new data structure of variable Merkle hash trees is
designed to implement integrity proofs for generating copies
of these data during audits.

Tong et al. [32] proposed two integrity checking pro-
tocols for mobile edge computing, checking the data in-
tegrity at the edge based on the concept of provable data
ownership and proprietary information retrieval techniques.
Liu et al. [33] modeled data failures by classifying them into
format failures, time series failures, and value failures and
proposed several heuristic rules for the detection and
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isolation of data failures. Aujla et al. [34] designed a
blockchain-based secure data processing framework for the
Internet of Vehicles in the edge environment, including a
container-based optimal data processing solution and a
blockchain-based data integrity management solution,
which can minimize link interruptions.

3. Study on Edge Cloud Data Integrity
Protection Mechanism

Aiming at the problem of the untrustworthiness of data
integrity verification in edge cloud, this paper designs a
distributed virtual machine agent model in edge cloud
combined with characteristics of blockchain technology and
achieves consensus through multinode collaboration to
complete the credible verification of edge cloud data. *e
design focuses on solving three problems. First, the integrity
verification by a virtual machine agents prevents data
leakage to third-party auditors; Second, credible proof on
the blockchain ensures the credible validation results. *ird,
blockchain monitors the entire lifecycle of user data to
ensure that data is not illegally tampered with.

3.1. Distributed Virtual Machine Agent Model. Virtual ma-
chine node is divided into two categories in function, in-
cluding virtual machine agent (VMA) Node and storage
node. When the user submits a storage task, the data are
preprocessed by the VMA node, which is responsible for
selecting the appropriate storage node, and after all the
storage is done, the VMA node returns the result to the user.
Different from cloud computing, edge computing is to sink
resources near the data source and process the user’s tasks
close to the device. *e data does not have to be uploaded to
the data center, thus reducing the pressure on network
bandwidth. *e edge cloud can form a server cluster of edge
servers with similar geographical locations and use server
cooperation to complete tasks at the edge, reducing the delay
of data transmission. *erefore, compared to cloud com-
puting, edge computing is a highly decentralized distributed
computing architecture.

For the application of complex services in the edge cloud
distributed environment, and to enhance the portability of
the model, the paper refers to the cloud environment and
uses the Mobile Agent [35, 36] (MA) technology. MA is an
agent in the network which performs specific processing in
distributed problems. In the standard of FIPA [37]
(Foundation of Intelligent Physical Agents), Agency is a
container for carrying MA, and it may carry a plurality of
MA and provide an operating environment for performing
any MA. An agency can carry a number of MA, and MA can
be run in the agency. *erefore, the running agency in the
node can complete the model deployment of distributed
virtual machines agent. Figure 1 is a node structure of the
user in the edge cloud.

Definition 1. VMAnode, proxy node in edge cloud, logically
unique, is responsible for acting on behalf of the user to
perform various tasks with high computing power.

Definition 2. Storage node, storage for edge data, not
unique. All storage nodes consist of Interplanetary File
System [38] (Interplanetary File System, IPFS) cluster which
is responsible for storing massive data with lower computing
power.

After the deployment of the virtual machine agent
model, the paper uses blockchain technology to union
nodes, which aims at achieving a consensus agreement
through the exchange of information to ensure chain data is
open, transparent, tamper-resistant, and traceable. Block-
chain is divided into a public chain, private chain, and
consortium chain in accordance with the authority of the
consensus process. *is paper adopts a private chain, giving
cloud tenants the privilege to read and write, preventing
outside interference in the consensus process. In addition, in
order to prevent malicious attacks, we take tokens way to
produce a transaction. Each node has a certain initial token,
and every deal needs to consume tokens. Once successfully
obtained the right to package block, edge nodes will receive
some token reward so as to encourage tenants open owner
VMA to participate consensus process.

As shown in Figure 2, this paper introduces a distributed
virtual machine agent model to build a basic protection
framework for edge cloud data integrity. When the user
submits the storage task, the data is first uploaded to the
VMA node, and after the preprocessing, a transaction is
generated into the buffer pool. *e transaction stores the
evidence of data integrity verification. VMA nodes perform
polling, querying the transaction that has not been con-
firmed in the buffer pool and once found, the VMA is trying
to verify the legitimacy of the transaction and packages to
form a group of the block legitimate transactions.

3.2. Workflow. *e aim of the section is to build a block-
chain network through interaction with the VMA for the
preparation of integrity protection.

3.2.1. Connection and Synchronization. Blockchain network
is based on P2P protocol and there are no central authority
nodes. Each node can broadcast routing, discover new
nodes, and allow dynamic legitimate nodes to join or quit.
*e underlying blockchain platform is not limited to
Ethernet Square, Ethermint, Fabric, and so on, as long as
there are many functions such as account inquiries, trans-
actions, contracts, and other operational intelligence
functions.

Step 1. First, the ECSP deploys a blockchain network in
the edge cloud and runs the initial file to generate a first
block (block Genesis), waiting for the VMA of tenants.
Step 2. Once joining the blockchain network, user’s
VMA verifies itself whether the data block is the latest
in the blockchain network or not. If yes, VMAmonitors
data broadcasting in the network. Otherwise, block data
synchronization neighbor nodes. *en use the public
key to verify the legitimacy of transactions.
Step 3. When listening to new transactions and blocks,
VMA verifies the signatures of those transactions and
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blocks. If signatures are valid, VMA processes and
forwards them by the consensus module to prevent
invalid data from propagating.

3.2.2. Storage. Once users upload files, VMA preprocesses
the file and uses IPFS cluster storage. Based on the contents
alternate instead of domain, IPFS uses http browser to search
files, firstly locates the server, and then uses the pathname to
find files on the server. Specific steps are as follows:

Step 1. When file is added to an IPFS node, a unique
encrypted hash fingerprint is calculated from the file
contents, ensuring that the value always only indicates
the contents of the file. Even if you modify a bit of data
in a file, the hash fingerprint will be completely
different.
Step 2. *e next step, users query hashing by the
distributed hash table in the IPFS distributed network,
which uses a consistent hash function to unify the
machine’s IP address and data, and quickly (*e net-
work only needs 20 hops in a system with 10,000,000
nodes) find the node that owns the data, retrieve the
data, and use hashes to verify if this is the correct data.

3.2.3. Deployment of Smart Contract. Smart contracts have
decentered computations and storage based on blockchain.
After the blockchain network is established, smart contracts
will be deployed.

Step 1. After writing a smart contract, users use the
browser compiler Remix to compile code into binary
code.
Step 2. Users consume some tokens to deploy the
compiled contract to the network, access to contract
address of blockchain, and Application Binary Interface
(ABI). ABI is a binary representation of the interface
contract.
Step 3. When the user uploads the file, the IPFS address
and Merkel Hash Tree [39] (MHT) root hash value will
be obtained by preprocessing the file, and they are
stored as a key-value pair in the data structure of the
map by invoking smart contract by contract address
and the ABI.
Step 4. When the user checks the file, users use the IPFS
address of the file as the key to obtaining the MHTroot
hash value in the smart contract for comparison.

3.2.4. Destroy. Once deciding to delete VMA, tenants first
call the kill function in smart contract for deleting the
contract data and recovering the remaining tokens. And
then, VMA starts the self-destruction of the module and the
data will be rewritten overlay.

3.3. Blockchain Based Integrity Protection Mechanism.
Based on the VMA architecture, the private chain is created
and jointly safeguarded by the tenants in the edge cloud.*e
information can be traced back, tamper-resistant, and the

trusted execution in the blockchain and smart contract.
*erefore, this paper designs a data integrity monitoring
program and blockchain integrity verification protocol
based on the “challenge-response” model. *e protocol is
also based on the bilinear mapping of BLS [37] (Boneh-
Lynn-Shacham) short signature verification [39, 40] and the
mechanism is divided into three parts.

3.3.1. Pretreatment Stage. Get big primes p , p ∈ Zp, set
G1, G2 is Multiplication cycle group of prime number p, g1 is
the generator of G1 , g2 is the generator of G2. *ere is a
bilinear map, ℓ: G1 × G1⟶ G2. Randomly select a, x ∈ Zp,
u � ga

1 . *e user generates a key pair
SK � a, sk{ },PK � g1, u, pk   locally, where the private key

sk � x, public key pk: v � gx
2 .

Step 1. *e user sends a request to connect the cor-
responding virtual machine agent. *e VMA receives
the user’s request and then verifies whether it is valid or
not. If the request is valid, the VMA will agree to
connect. If not, a connection refusal response will be
returned.
Step 2. Users upload files to VMA and VMA initializes
data files. Firstly, the data information F is Partitioned
into block F � m1, . . . , mi, . . . , mn . Secondly, each
block is divided into a segment, that is
mi � mi,1, . . . , mi,j, . . . , mi,k , 1≤ j≤ k. Finally, call the
tag generation algorithm for each data block. Generate
a digital signature as follows:

σi � H bi ti

����  · 
k

j�1
g

aj( ·h mij( 
1

⎛⎝ ⎞⎠

x

� H bi ti

����  · 
k

j�1
u

h mij( 
j

⎛⎝ ⎞⎠

x

. (1)

where H and h are hash function. H: 0, 1{ }∗ ⟶ G1,
h: 0, 1{ }∗ ⟶ Zp. aj ∈ Zp, x ∈ Zp. *e data segment
number bi, timestamp ti, 1≤ i≤ n. Φ � (σi)|1≤ i≤ n  is
a data information file F tag set of data blocks, the tag is
stored in the database of the virtual machine agent.
Step 3. VMA uploads data F to store in the IPFS cluster
and returns the IPFS address F I d, F I d is unique
identifier of data.

3.3.2. Data Integrity Monitoring Stage. After preprocessing
of file integrity verification, VMA stores the digital signature
of the data block in the database and computes theMHTroot
hash value according to the digital signature. *e root value
is deployed to the blockchain by invoking smart contracts.
MHT is a kind of binary tree, as shown in Figure 3 [39]. *e
data tag value is stored only at the leaf nodes. *e nonleaf
nodes are obtained by the hash operation after linking the
values of the left and right subnodes. Finally, the root hash
value represents the integrity of the whole file.

*rough the MHT root node, the tampering of any data
block is detected to ensure the integrity of the file without the
participation of other nodes of MHT. Meanwhile, MHT has
only been a directed branch from the measured node to the
MHT root node path, which can confirm whether the node
exists in the data block or not, for example, verifying whether
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D is in the block according to the nodes C, E, and R. *ere
are N data blocks in the MHT; hash computing is 2 log2 N;
it can verify whether the data block has been tampered with
or not.

*e process of implementing the integrity monitoring
mechanism is as shown in Figure 4.*e process is as follows:
*e user uploads the file to the VMA for preprocessing. On
the one hand, the file is divided into blocks, the tag is stored
in the database, and the data tag of the file block generates
the MHT; On the other hand, storing the file in the IPFS
cluster gets the address based on context. By invoking the
smart contract to save key-value pairs, the blockchain will
monitor the value whether the file is modified.

3.3.3. Edge Cloud Data Integrity Verification Stage.
When users are concerned that the data has been tampered
with, users only need to challenge the ECSP. According to
the ECSP’s response, users can know whether the data is
complete.

Step 1. *e user sends a request of data integrity
verification for the file to be detected. *e request
includes the data block set IDX � i dxi|1≤ i≤ c, c≤ n 

and the corresponding random number set
R � ri|i ∈ IDX, r ∈ Ζp .
Step 2. Firstly, according to the challenge request, the
VMA node queries the IPFS cluster for the IPFS unique
flag F I d. Secondly, the VMA node creates a MA to
migrate to the storage node to obtain the corresponding
evidence of the data block. Variable c represents the
total challenge number of data blocks to be detected, n

is the total number of data blocks in the data block set.
Step 3. Storage node obtains the corresponding data
block i∈IDXh(mij) by executing the MA task, returns
the value to the VMA node, and calculates the total data
block:

M � 
k

j�0


i∈IDX
h mij . (2)

According to the VMA node stored u, VMA calculates
the total digital signature of the data block:

D � 
k

j�0
u

h(m)
j � 

j

j�0
u


k

j�0


i∈IDX
h mij( 

j . (3)

Step 4VMA reads the challenge data block tag value
from its own database. And it then calculates the hash
value of the corresponding challenge block number:

T � 
i∈IDX

σri

i ,

B � 
i∈IDX

H bi ti

���� 
ri

.
(4)

It generates evidence proof � D, B, T{ } and calculates:

l(B, v) · l(D, v)≜ l T, g2( . (5)

If (5) holds, the supporting documents are complete.
Step 5. *e user will receive the verification result of
VMA and get the file MHT root hash value. If both
values are equal, the verification result is credible.

*e integrity verification stage is shown in Figure 5:
some data blocks are randomly extracted by users. Users
send a challenge to ECSP by VMA node. Firstly, the IPFS

User upload file
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Figure 4: Integrity monitoring flow chart.
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Figure 3: MHT structure diagram.
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cluster fixes positions according to the challenge data block
and generates the evidence back to the VMA. VMA verifies
(5) and calculates the validity of the evidence. If valid, the
second step validation will be performed to calculate
whether the challenge block exists and whether the root hash
value is consistent through the MHT. If consistent, the
document is integrity, or the file is damaged.

4. Safety Certification

4.1. Analysis of Blockchain Integrity Monitoring Scheme.
Based on the blockchain edge cloud data integrity mecha-
nism, the following is considered for the normal modifi-
cation and illegal tampering of validation results.

4.1.1. Attack Mode Analysis. ECSP attacks are divided into
three levels.

First-level attacker: *e attacker can break the security
protection of the virtual machine agent and obtain the access
control rights of the user, such as unauthorized users.

Second-level attacker: *e attacker not only controls the
virtual machine agent but also obtains the user’s blockchain
account address and key.*e attacker invokes the intelligent

contract interface andmodifies theMHT hash value saved in
the blockchain.

*ird-level attacker: *e attack value is illegally invaded
into the IPFS cluster of the distributed storage system to
tamper with and destroy the data. For example, adminis-
trators have the highest authority on data management, and
if they are curious about user’s data, they have direct access
to the user’s data at the storage node.

4.1.2. For Integrity Monitoring Mechanism Analysis of
Normal and Illegal Tampering Validation Results.
Normal modification:*e user node sends an access request.
Firstly, the VMA reads the data from the database and
obtains the hash fingerprint of the corresponding data.
Secondly, VMA obtains the data from the IPFS cluster and
transmits the data to the user node. After the user modifies
the data and invokes the smart contract, the VMA collects
the affected data and generates a new digital label. Finally,
VMA calls the smart contract interface to save the newMHT
root hash to generate a new transaction. IPFS will update the
database information.

Illegal tampering: As shown in Figure 6, if a third-level
attacker attacks the storage data in the IPFS cluster, this
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Storage node locate
data and make proof

VMA verify 
proof

Yes

No

Verify fail and
inform user

VMA compute MHT 
and match root value No

Yes

Verify success, 
file integrity 
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Figure 5: Integrity verification flow chart.
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method can only select the data block number randomly
from the sample integrity verification by the user. From the
corresponding hash value found in the database, the file
block is obtained by using IPFS, and the integrity verification
operation is performed by the virtual machine agent.

If attacked by a first-level attacker, the data is illegally
tampered with and the hash value and the digital signature
corresponding to the data block in the database of the VMA
change, so the root hash value generated by the MHT is also
changed. Different from the value saved by the smart
contract in the blockchain, the tampering failed.

If attacked by a second-level attacker, the attack value
not only controls the virtual machine agent but also obtains
the user’s blockchain account and key and attempts to in-
voke the smart contract interface to modify the MHT root
hash of the file. If successful, the transaction record will be
left and saved by the other tenants; if it fails, the user will be
warned through the smart contract.

4.2. Certificate of Integrity Agreement. *is section will an-
alyze the security of the scheme and propose that the system
model may be attacked by three kinds of attacks [41] to solve
the possible threats.

Theorem 1. Proof of equality is whether it is established; if
established, the document is complete; otherwise, the docu-
ment has been tampered with.

:e proof is given as follows:

ℓ(B, v) · ℓ(D, v)

� ℓ 
i∈IDX

H bi ti

���� 
ri
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u
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h mij , v⎛⎝ ⎞⎠,
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���� 
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xri

, g2
⎛⎝ ⎞⎠,

� ℓ 
i∈IDX

t
ri

i , g2
⎛⎝ ⎞⎠,

� ℓ T, g2( .

(6)

Theorem 2. Forge attacks. If the data owner reuses a certain
secret value for different versions of data when generating a
signature, then in the storage node, the ECSP may forge the
data signature of the data block to deceive the verifier.

Proof. In the integrity verification mechanism, ECSP is not
feasible to forge audit evidence in order to pass verification.

Game Definition: *e user sends a challenge message to
the storage node of the ECSP through the VMA:

chal � IDX � i dxi|1≤ i≤ c, c≤ n , R � ri|i ∈ IDX, r ∈ Ζp  . (7)

In order to verify (5), the ECSP should send based on the
correct file, Audit evidence, but the ECSP constructed the
evidence from the wrong data.

proof � D′, B, T ,

D � 
k

j�0
u

h(M′)
j � 

k

j�0
u


j j � 0k


i∈IDX

h mij
′ 

,

M′ � 
k

j�0


i∈IDX
h mij
′ .

(8)

□

Definition h(∇mi) � h(mi
′) − h(mi), i ∈ IDX, at least

one element is nonzero. If ECSP falsified evidence still passes
VMA verification, ECSP wins the games, Otherwise, it fails.

Suppose ECSP won the game, according to the verifi-
cation (5),

ℓ(B, v) · ℓ D′, v( ≜ ℓ T, g2( . (9)

According to the dual mapping ui∈IDXh(mi) �

ui∈IDXh(mi
′)⇒ui∈IDXh(∇mi) � 1, G is a step for the multipli-

cative cyclic group of a prime number p. *ere are elements
c1, c2 ∈ G,∃x ∈ Zp, c2 � cx

1 . *en u � cα1c
β
2 ∈ G,

ui∈IDXh(Δmi) � c
αi∈IDXh(Δmi)

1 · c
βi∈IDXh(Δmi)

2 � 1,
i∈IDEh(Δmi)≠ 0, β≠ 0, x � −α/β. *e probability of β � 0 is
1/p; then for the DL assumption 1 − 1/p, the probability of
solving contradicts the DL conjecture. *erefore, ECSP is
proved as unforgeability.

Theorem 3. Alternative attack, when the data block mi or
signature ti is lost, the ECSP may replace the user’s challenge
with another valid data and data signature.

Game Definition: The user sends a challenge message to
the storage node of the ECSP through the VMA:

chal � IDX � i dxi|1≤ i≤ c, c≤ n ,(

R � ri|i ∈ IDX, r ∈ Ζp ). (10)

In order to pass the verification equation above, the ECSP

should send audit evidence proof � D′, B, T  based on the

correct document F. :e ECSP constructs data block evidence
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f − th(f ∈ IDX) instead of i − th(i ∈ IDX). If it is proved by
VMA and can still be verified, ECSP will win the game;

otherwise, it will fail. According to the properties of the bi-
linear map pair,

ℓ(B, v) · ℓ(D′, v) � ℓ 
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(11)

If the above formula is established, bi is on behalf of the
data section number, then bi � bf, ti � tf. Because the
definition f≠ i, then ti ≠ tf. *erefore H(bi‖ti)≠H(bf

�����tf).
ECSP replaces data signature failure.

Theorem 4. Replay attacks; ECSP may not need to retrieve
stored data; use the previous response to the evidence or other
information to generate this evidence.

Proof. *e repeated attacks are defined as follows.*e VMA
sends a challenge request to the ECSP.

chal � IDX � i dxi|1≤ i≤ c, c≤ n , R � ri|i ∈ IDX, r ∈ Ζp  . (12)

ECSP responds with an audit certificate
proof � D′, B, T . In the process of generating a proof, each
data block j − th(j ∈ IDX) is replaced by the previous

Strat

Illegal tampering

Whether tampering 
stored data is uploaded

Whether the integrity
mechanism validates

the damage

Data damage 
success

VMA database is 
tampered with

Smart contracts were 
tampered with

Tampering is successful 
and the transaction records 

are kept by other tenants

End

Yes

No

Data damage fail

Yes

No

Figure 6: Illegal tampering with the flow chart.
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information. *is paper uses single quotes to separate the
previous parameter from the correct parameter, for example:
mj
′ is the previous data block, mj is the correct data block. If

this proof is still validated by third-party audits, ECSP will
resist replay attacks.

*is proof is similar to *eorem 3, the same data block
timestamps cannot be consistent. *at is
H(bj

�����tj)≠H(bj

�����tj
′) , ECSP will fail. □

5. Prototype System

*is paper uses advanced language (Solidity), which is
designed to compile code that generates code that can run on
the blockchain. *e entire system is divided into three parts:
Web client, VMA server, and blockchain API. As shown in
Figure 7, a Web client mainly allows users to upload files,
generate accounts address of blockchain and initiate chal-
lenges integrity verification operations. *e VMA server can
mainly preprocess files, respond to the challenge of integrity
verification, establishMHT, and interact with the blockchain
network by the blockchain API, such as account address
generation, smart contract creation, and IPFS storage.

5.1. System Overall Process. Figure 8 shows three important
functions of the prototype system: interacting with the ac-
count address generation, completing pretreatment, and
verifying data integrity.

5.2. Function to Achieve

5.2.1. Web Client Implementation. Upload files: Upload files
to the edge cloud VMA server, set the conditions of file
division, and control the size of data blocks.

Download File: Save the file to the edge cloud IPFS
cluster and obtain the source file based on the IPFS file
address.

Initiate the challenge: *e user selects the appropriate
number sent to the VMA for integrity challenges according
to the total number of files.

Register account address of blockchain: Provide user
name and password to be completed by the VMA server
registration.

5.2.2. VMA Server Implementation. Create a smart contract:
Use the blockchain account address call ABI of the smart
contract, and spend a certain token to generate a new
contract address which is used to save the MHT root hash.

Register accounts address of blockchain: *e account of
each blockchain is composed of a pair of public and private
keys, and the account address is 20-byte public key derived.
*e account uses public key encryption to sign the deal in
order to send a secure authentication identity of the person
in the blockchain network. *e private key is encrypted with
the password provided by the user. All blockchain opera-
tions are based on the address, and the same user can register
multiple account addresses to prevent privacy disclosure.

Query Information on the blockchain network:
According to the Transaction id or block number, the user

can query information of the blockchain to track changes to
files and postaudit.

Preprocess file: *e file is divided into data blocks
according to user requirements and then generates a digital
signature to calculate the MHT root hash value.

Verify challenge: According to the number ofWeb client
challenges, VMA obtains the source data block from the
ECSP, calculates the evidence, and verifies the data integrity.

5.2.3. Database Implementation. VMA database includes
three tables, namely: (1) Fileinfo table, and the digital data
signatures are being uploaded for integrity verification and
MHTgeneration; (2) Public table, record public information
and selected random number; (3) Users table, record the
account address and transaction id and other related
information.

6. Results and Discussion

6.1. Experimental Setup. *e following contents will design
experiments on this mechanism named Blockchain Proof of
Data Possession (BPDP). Four virtual machines are used to
simulate the VMA to form a blockchain network. Each
virtual machine has the whole module for integrity verifi-
cation. Users interact with the VMA through the web sys-
tem. *e integrity verification module uses JPBC (Java
Pairing Based Cryptography) version 2.0.0.*e elliptic curve
uses MNTd159 curve. *e basic domain size is 159, and the
embedding degree is 6. *e safety parameter selected ex-
periment is 80 bit. *e experiment in the system randomly
generated a fixed size of the file F, and each experimental
result takes the experimental average of 30 times.

6.2. Performance Analysis. At first, the integrity verification
protocol is performed based on the accuracy of sample
analysis. Assuming the total number of data blocks in the
edge server is n if the number of error data blocks is e and
corrupted data block ratio is pb � e/n . Assuming that t is the
ratio of the number of data blocks in each challenge to the
total number n, then the probability of illegal tampering
detected each time is as follows:

Web Client

Java Server

Blockchain API
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MySQL

Block i Block 
i+1

Block 
i+2

Block 
i+3

VMA

IPFS 
cluster
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Figure 7: System frame diagram.
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As shown in Figure 9, if the number of error data blocks
with the total number of data blocks ratio is 0.1%, the ac-
curacy of 99%, and the total number of data blocks is 10,000,
the number of challenge blocks is 4600. As shown in Fig-
ure 10, if the ratio of damage is 1%, then the number of
challenge blocks is 460. *erefore all integrity protocols
perform relatively poorly with less damage ratio. In the
paper preprocessing, MHT is constructed to store the root
hash of the file into the blockchain, which is twice used to
ensure the file is not tampered with after sample integrity
verification.

*e security parameter selected in this paper is 80 bit,
meaning |p| � 160 . *e storage cost of data signature is
n∗p/8, n is the number of data blocks. In order to achieve
data dynamic operation, the establishment of an index hash
table (IHTCost) spends storage cost is
n∗ (2∗p + 2 log n)/8. When the number of data segments
is fixed, the larger the data segment and the smaller the
number of formed data blocks will reduce the storage costs
of the index hash table, as shown in Figure 11.

*e most critical module of the prototype system is the
edge cloud data integrity verification module. As shown in
Figure 12, when the file block is too small, resulting in a
dramatic increase in the number of file blocks and consumes
longer pretreatment time. If the block is large, the number of
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Storage 
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2.5 invoke smart contract, store MHT root hash value

2.3 store data

2.6 return TransactionId

2.4 return address pf IPFS

2.7 return result of storage

3.1 launch a challenge

3.4 compute proof

3.2 make MA for collecting proof
3.3 return proof

3.5 query MHT root hash value

3.6 return result3.4 return twice result

Figure 8: Prototype system time sequence diagram.
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data segments increases dramatically when the data block is
divided into data segments resulting in an increase in the
time for the generation of evidence. *e file is set to 1G, and

12S completes a series of integrity validation when the
number of data blocks is set reasonably.

Next, this paper analyzes the time costs of performing an
integrity verification in DHT-PA [10], IHT-PA [42], and the
BPDP. According to the accurate analysis of the verification,
it is assumed the case when the error ratio is 1%. *is paper
selects the appropriate number of challenge blocks in order
to achieve 99% accuracy. As shown in Figure 13, the ex-
periment shows that the preprocessing time is proportional
to the number of data blocks when processing the same size
data block (50KB). *e result analyzes that the time costs of
this paper are better than that of the same data block.

7. Conclusions

*e above analysis shows that users store data on the edge
cloud server and delegate the integrity verification of the
remote data to the VMA so as to reduce the burden on users
and eliminate the potential threats of third-party auditors.
VMA itself is in the edge cloud and reaches a protocol
consensus through information exchange in an unreliable,
potentially threatening network, enabling trusted integrity
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verification in an untrusted environment, protecting user
data integrity, and preventing data from being illegitimate
tampered with. In addition, the blockchain can save the
interaction information of user and ECSP and record the
nonrepudiation information which is manipulated by users’
operations in the edge cloud environment so as to collect
effective, reliable legal evidence to establish a perfect ac-
countability mechanism. *e next step will be to implement
the access control of smart contracts according to the
scheme, set access rights, and improve the control of user
data, so as to better protect user data. It is hoped that the
scheme can finally be put into production.
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Software-Defined Networking (SDN) enhances the flexibility and programmability of networks by separating control plane and
data plane. *e logically centralized control mechanism makes the control plane vulnerable in both single and multiple controller
scenarios. Malicious third parties can exploit vulnerabilities of reactive forwarding mode to launch distributed denial-of-service
(DDoS) attacks against SDN controllers. Unfortunately, existing DoS/DDoS solutions under single controller can not afford
effective performance under multiple controllers due to the absence of cooperative detection and mitigation. To solve the above
problem, we propose a blockchain-based SDN-targeted DDoS defense framework (BSD-Guard) that can provide cooperative
detection and mitigation mechanism to protect SDN controllers. BSD-Guard introduces a blockchain-based secure middle plane
between control plane and data plane. *e secure middle plane calculates the suspect rate of new flows based on the collected
packets’ information and reports suspect lists to blockchain for immutably storing and sharing. Besides, the smart contract
deployed on blockchain in advance constitutes collaborative defense strategies based on the suspect lists reported from multiple
SDN domains. When receiving defense strategies, the secure middle plane converts them to specific flow table actions and installs
actions into relevant switches. *e experimental results indicate that BSD-Guard can efficiently detect DoS/DDoS attacks in
multiple controllers scenario and issue precise defensive strategies near the source of attack by identifying the attack path.

1. Introduction

Software-Defined Network (SDN) is a novel network ar-
chitecture designed to help network operators better manage
infrastructures. *e separation of control and data planes
and logical centralized control bring network with high
availability and programmability [1]. *e logical centralized
control plane conducts the behaviors of data plane via
southbound protocols, in which the OpenFlow has de-
veloped as a typical and widely used southbound protocol.
OpenFlow allows reactive mode for installing forwarding

rules, which has greatly simplified the rules configuration
and policy deployment. *e reactive mode arranges the
table-missed packets to be encapsulated into packet_in
message and reports to control plane for generating new
forwarding rules. Because of the limited computational
capacity, controller may discard normal requested traffics
when the number of table-missed packets exceeds con-
troller’s processing capacity. *is vulnerability can easily be
exploited by attackers to launch resource-exhausting attacks
against SDN controllers. Among them, the DoS/DDoS at-
tack against SDN controllers has become a critical problem
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[2] in recent years. Since controller determines the com-
putation of end-to-end transmission path, when controllers
suffer DoS/DDoS attack, it will disturb the normal message
forwarding in the control domain, which may further cause
the whole network to be disrupted. In summary, DoS/DDoS
attack has become a serious security risk, affecting SDN
architecture for the following reasons. First, the interaction
mechanism based on OpenFlow protocol makes the con-
troller a target of malicious attackers [3]. Second, the attacks
are inexpensive and convenient to be implemented through
launching forged requesting messages at hijacked hosts.
*ird, the attacker cannot be accurately traced and legiti-
mate messages may be misdiscarded during defense process.

Traditional DDoS detecting and mitigating methods are
often divided into four levels: attack detection, load bal-
ancing, traffic filtering, and traffic analysis [4]. (1) Attack
detection is to identify DDoS traffic from normal traffic.
Common detection methods are mainly based on message
statistics and machine learning, which need to be ensured in
real-time and accuracy of detection. (2) Load balancing
relieves the storage and computing pressure of the victim-
ized target by rerouting or traffic migrating and provides
a brief resistance to sudden abnormal traffic within the
tolerable range of the load balancing module. (3) Traffic
filtering discards DDoS attack traffic by identifying the
abnormal traffic characteristics, with the goal of improving
the accuracy of identification and ensuring that normal
traffic can be forwarded normally by network devices. (4)
Traffic analysis aims to identify the attacker’s intended be-
havior and trace the source of the attack by analyzing the
collected attack traffic data.

*ere are two main shortcomings in current research on
DoS/DDoS defense for SDN controllers. First, the mis-
classification of detection may cause the first packet of le-
gitimate traffic to be discarded. Unlike the packet
retransmission mechanism in traditional networks, in the
SDN environment, the first packet being dropped will lead to
more serious consequences. *e subsequent messages of the
normal traffic will not be processed, and the first packet
request needs to be initiated again until controller issues
correct forwarding rules. *is blocking process affects the
communication of normal service in data plane, increasing
the burden of controllers and southbound channel. Second,
the traditional DDoS detection and mitigation solutions for
single controller can not be directly applied to multiple
controllers scenario. In multiple controllers scenario, it is
difficult to detect large-scale and distributed DDoS attacks
and implement effective defense measures. Although the
centralized control of SDN provides convenience for the
monitoring of network status, for large-scale DDoS attacks,
the centralized detection method is redundant and expensive,
and the threat situation of the whole network has not been
utilized reasonably.*e east-west interface is used tomaintain
communication between controllers, which has not been
standardized and not enough to support collaborative
awareness and defensive decision. *e collaborative pro-
tection mechanisms against DDoS in multicontroller scenario
have also been introduced in recent years. In [5], a collabo-
rative DDoS defense system can reroute crashing traffic to

other domains for filtering. In [6], the Redis Simple Message
Queue (RSMQ) approach was used to collaboratively share
detection and mitigation rules among multiple controllers.
*e latest research begins to seek cooperation with block-
chain, and its decentralized features bring convenience to
collaborative detection and mitigation. Researches [7–9]
proposed a blockchain-based SDN framework to share threat
information between multiple controllers. However, the
smart contract was only used to share risky IP address and the
time consumption of generating new block in Ethereum
reaches flagrant 14 seconds [10].

In this paper, we propose BSD-Guard, a collaborative and
elastic blockchain-based detection and defense system to
protect SDN against controller targeted DDoS attacks. BSD-
Guard stands between control plane and data plane, con-
sisting of blockchain-based secure middle plane. In the de-
tection stage, the secure middle plane collects statistics
information about packets and ports from edge switches.
*en the suspect lists calculated by detection algorithm are
shared on the blockchain that can not be tampered by
malicious attackers. And a global threat situation can be
generated by cooperating smart contracts among multiple
SDN domains. In the mitigation stage, the defensive strategies
generated on blockchain can be installed into the edge
switches by secure middle plane. Finally, the attacking packets
can be discarded at source switches and benign packets can be
forwarded correctly. And the SDN controllers can maintain
a low level of CPU utilization when DDoS attack occurs. Our
main technical contributions are as follows:

(i) Novel Framework. We propose a novel detection
and defense framework for protecting SDN con-
trollers fromDDoS attacks.*e secure middle plane
can perform as a proxy for a controller to detect and
discard abnormal traffics. *e blockchain becomes
a platform for information sharing and defense
policies scheduling between multiple controllers.

(ii) Fine-Grained Detection. We present an entropy
based suspect rate calculation method for fine-
grained DDoS detection. *e blacklist and graylist
are generated by the type of forged addresses and its
suspect rate. *e fine-grained suspect list is bene-
ficial for the subsequent development of precise
defense strategies.

(iii) Collaborative Mitigation. *e detection and miti-
gation smart contracts deployed on the blockchain
can collaborate with threat information reported by
multiple secure middle planes. It can accurately
identify the scale and the path of DDoS attacks and
develop targeted defense strategies.

*e rest of this paper will be organized as follows: Section
2 introduces the related works of existing detection and
defense of DDoS attacks in the SDN environment. In Section
3, we present the problem statement about the adversary
model and attack scenario. In Section 4, we introduce the
detailed designs of the BSD-Guard system. Section 5 is the
implementation and experimental evaluation of BSD-Guard.
Finally, we make the summary of this paper in Section 6.
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2. Related Works

2.1. Detection and Mitigation Methods under Single
Controller. *eDDoS attack on SDN controller has become
a serious problem that can affect cloud environments and
industrial production platforms that run over SDN net-
works, which will cause severe network security incidents.
To solve this problem, researchers have proposed a large
number of detection and defense solutions under single
controller scenario. *e DDoS detection solutions can be
categorized into statistics-based schemes and machine
learning based schemes under single controller.

Firstly, the statistics-based detection and mitigation
scheme identifies DDoS attack by extracting statistical
features of data plane traffic. In [11, 12], researchers iden-
tified DDoS attack traffic by detecting the rate and char-
acteristic value of packet_in messages. You et al. [11]
deployed the traffic collection module on the controller to
collect, parse, and extract feature information of packet_in
and calculate the rate of packet_in, entropy value of desti-
nation IP address, and port number. Huang et al. [12]
predicted the number of packet_in in the next cycle by
Taylor’s formula; the detection module will be activated
when the number exceeds the threshold. *en the charac-
teristic values of packet_in were extracted for entropy cal-
culation and determined whether there is a DDoS attack
according to the entropy value. In [13–16], researchers have
also advanced statistical analysis methods of flow tables to
detect DDoS attacks. Fouladi et al. [13] detected DDoS by
time series analysis of flow tables and determined the ag-
gregation of traffic in network using feature information of
destination IP address. *rough the extraction of flow table
features, the source of attack can also be traced back. Hassan
et al. [16] used a lightweight approach to detect and defend
against DDoS in SDN based on Tsallis entropy, which is able
to detect DDoS at early stages, and the proposed dynamic
threshold mechanism allows the detection method to adapt
to dynamically changing network conditions. *ere also
exist some studies that extract statistical feature from sFlow
(Sampled Flow) to identify DDoS traffics [17–19]. Lawal
et al. [17] obtained CounterSample and FlowSample mes-
sages by sFlow sampling, extracting traffic features, calcu-
lating traffic rate, and determining the presence of DDoS
attack in real time by setting thresholds. Kumar et al. [18]
obtained the feature values of traffic by sFlow and used
machine learning for DDoS detection. Lu et al. [19]
employed sFlow to obtain packets rate and aggregation of
destination IP address in SDN network and jointly de-
termined whether suspicious traffic occurred in SDN. In
[20], Chen et al. proposed SDNShield, a three-stage overload
control scheme for mitigating DDoS in SDN based on NFV
technologies. *e simulation results showed that SDNShield
can achieve resilient performance against brute-force DDoS
attacks and maintain excellent flow service quality at the
same time.

Secondly, the machine learning based detection and
mitigation scheme identifies and classifies DDoS traffics by
various machine learning methods. Mehr and Ramamurthy
[21] used the support vector machine to detect DDoS attacks

and install defense flow table entries to the switch, which
reduced the impact of DDoS attacks on Ryu controllers by
36%. Considering the imbalance of traffic distribution, Cui
et al. [22] introduced clustering algorithms such as the k-
means to detect malicious traffics. In addition, the authors
used packet_inmessage register to filter malicious traffic and
evaluate the scheme in terms of detection accuracy, defense
effectiveness, and communication latency. Some other re-
searchers proposed hybrid machine learning approaches.
Deepa et al. [23] proposed a model of hybrid machine
learning with support vector machines and self-organizing
mappings, which can effectively protect the SDN controllers
to work properly when DDoS attacks occur. Nugraha and
Murthy [24] proposed a hybrid Convolutional Neural
Network-Long-Short Term Memory (CNN-LSTM) model
to detect slow DDoS attacks in SDN networks, and exper-
iments showed that the method achieved 99% accuracy in
the considered performance metrics. Xu et al. [25] proposed
an efficient and accurate DDoS detection method based on
SDN cloud edge collaboration. *e method used an entropy
approach to select ideal SOM mappings and classify SOM
neurons, and then KD-trees were used to identify traffics at
a finer granularity, which improved the accuracy of DDoS
detection. Ujjan et al. [26] proposed a DDoS detection
method based on adaptive polling sampling of sFlow and
deep learning models. Adaptive polling sampling of sFlow
was used in the data plane to reduce the switch’s overhead.
Snort IDS and SAE deep learning models were deployed in
the control plane to improve the accuracy of detection. *e
authors quantitatively investigated the trade-off between the
accuracy of attack detection and resource overhead. Luong
et al. [27] proposed a DDoS detection model in SDN based
on machine learning and deep neural networks, and authors
compared the model with decision trees and random forest
models. *e results showed that complex DDoS detection
systems do not necessarily produce more accurate results
than simple ones.

2.2. Cooperative Defense under Multicontrollers. DDoS at-
tacks are complex and varied in the actual network envi-
ronment. Attackers often launch DDoS traffics from remote
locations to one target by hijacking a large number of puppet
hosts or exploiting vulnerabilities in existing communica-
tion protocols. *e DDoS attack under multiple controllers
network has become one of the most difficult threats in SDN
environment. *is is because traffics within disparate con-
troller domains often exhibit different characteristics, and
a more concentrated aggregation of abnormal traffic usually
emerges in the victim’s domain.*e domain is defined as the
partial network managed by one controller. Usually, the
DDoS attack has already been carried out in the source
domain when detection mechanism was triggered in the
targeted domain, which will leave the defender quite limited
time to respond and defense. *erefore, it is necessary to
share threat information among multiple domains to
identify and intercept abnormal traffic during the initiation
and dissemination phase, which will save more time for
protecting the target controller.
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*ere exist several studies on cooperative defending
against DDoS attacks. *e IETF is proposing an ongoing
protocol called DOTS (DDoS Open *reat Signal) [28],
which will mitigate DDoS attacks by an intradomain and
cross-domain collaborative solution. *e servers and cli-
ents of DOTS are required to broadcast blacklists or
whitelists addresses. When detecting attacks, the client
requests mitigation services from the server responsible for
cross-domain communication and coordination. However,
the DOTS is still faced with implementation complexity to
support different types of communication in distributed
and centralized architectures. A similar approach is pre-
sented in [29]. *e authors employ an advertising protocol
based on FLEX (Flow-based Event eXchange) format to
simplify the deployment and collaboration between do-
mains. *is protocol supports realizing the situational
awareness of the current threat posture, pooling expertise
and resources, and facilitating automated defense against
persistent cyberattacks. However, the deployments of
above solutions are complex since they need to create or
modify protocols for distributed network architectures.
Instead, these collaboration requirements can be met by the
natural characteristics of SDN, blockchain, and smart
contract, thus avoiding the complexity of deployment and
adoption of new protocols.

Blockchain and smart contracts have shown their
unique advantages in the area of collaborative threat de-
tection and defense for SDN and IoT. Javaid et al. [30]
introduced a smart contracts-enabled IoT device com-
munication framework using Ethereum, a blockchain
variant to replace the traditional centralized IoT in-
frastructure. Smart contracts are required for IoT devices
accessing the network. And trusted or untrusted devices
can be distinguished by the proposed system. Shao et al.
[31] proposed a blockchain-based SDN security system
model and a consensus algorithm SPBFT to improve the
security and consensus efficiency of the SDN control plane.
*e smart contracts periodically check the status of con-
troller to detect DDoS attack. Abou et al. [7, 8] designed
a collaborative distributed DDoS mitigation framework
based on blockchain. *e framework utilized smart con-
tracts to transfer attack information between SDN multiple
domains to reduce the huge cost of forwarding useless
packets across multiple domains. Extensive experiments on
both private and public networks (Ganache simulator,
Ropsten test network) show that Cochain-SC achieves
versatility, security, efficiency, and cost-effectiveness. In
[9], a blockchain-based SDN architecture was proposed to
advertise whitelisted or blacklisted IP addresses to defend
against DDoS attacks, enabling the execution of defense
rules across multiple domains. However, the advantages of
blockchain and smart contracts have not been fully
exploited in existing research. As an excellent distributed
collaborative platform, blockchain should not be limited to
sharing blacklisted and whitelisted IP addresses, but also
sharing the data plane traffic characteristics that are
originally opaque between multiple controllers. *is
method will allow the characteristics of DDoS attack to be

jointly discovered at an earlier stage. And smart contracts
can also be used as triggers for issuing defense policies
automatically.

3. Problem Statement

In this section, we first introduce the workflow of handling
normal traffic in SDN networks. *en we present the ad-
versary model of SDN-targeted DoS and DDoS attacks.
Finally, we state the challenges of detecting and mitigating
the DDoS attacks in multiple SDN controllers networks and
the basic principles that should be kept in the process.

3.1. SDN Workflow. OpenFlow has become a widely used
standard southbound interface protocol that specifies the
pipeline for switches to handle packets and the types of
messages between the data plane and the control plane.
OpenFlow supports both proactive and reactive approaches
to install flow forwarding rules. In the proactive mode, the
controller preregisters forwarding rules on switches to
handle incoming packets. In the reactive mode, when an
OpenFlow switch receives several new incoming packets, it
will process each packet by following steps with the FIFO
(first input first output) manner [32], as shown in Figure 1.

(1) *e OpenFlow Agent (OFA) traverses its flow table
to find if there exist flow table entries that match the
header of the new-coming packet. If a match occurs,
the switch will process the packet according to the
action field of the flow table entry, such as for-
warding. Otherwise, the switch treats the packet as
table-miss by caching it into the buffer area, en-
capsulating its header into packet_in message, and
sending to the controller. If the buffer is full, the
entire packet will be encapsulated into a packet_in
message (Steps A, B, and C).

(2) *e SDN controller receives the packet_in message
and calculates forwarding policy based on the global
networking view and applications’ intention. *e
forwarding action will be encapsulated into a pack-
et_outmessage and sent back to the switch (Steps D,
E).

(3) *e OFA receives the packet_out message and in-
stalls the entries into the flow table and then handles
the buffered table-miss packet based on the in-
struction in packet_out (Steps F, G).

(4) When the further packets with the same header
arrive within the survival time of flow table entries,
the OFA can deal with these packets according to the
“match” and “action” instruction with linear rate.

*is reactive flow table installation method enables
a flexible way to control network traffic, which is the core
principle of SDN’s control and forwarding decoupling. It is
widely used in most OpenFlow scenarios. However, due to
the limited processing capacity of hardware and software,
this method has also become a source of resource-con-
suming threats in sSDN networks.
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3.2. Adversary Model. *e SDN-targeted DoS/DDoS attacks
are different from DoS/DDoS attacks in traditional networks.
*e reactive method of SDN’s workflow can be exploited by
tricky attackers to launch DoS/DDoS attacks. When en-
countering table-missing packets, the OpenFlow switch must
initiate a packet_in message to controller for requiring for-
warding actions. By sending a large number of forged address
packets, attackers can stimulate switch with abundant
meaningless packet_in messages to controller, which will
result in excessive consumption of CPU and storage re-
sources, meanwhile causing switch’s buffer overflowing and
control channel blocking. When an attacker injects a large
number of forged new packets into multiple switches in the
data plane at the same time, the controller will suffer a more
serious DDoS attack, as shown in Figure 2.

We demonstrate the damage of SDN-targeted DDoS
attacks with a group of experiments. We set up an experi-
mental environment consisting of one ONOS controller and
10OpenVSwitch inmininet (with linear topology). In the first
DoS group, forged address packets are injected through one
switch with 20 pps to 200 pps. In the second DDoS group,
forged address packets are injected through 10 switches with
20 pps to 200 pps concurrently. *e result in Figure 3 shows
that the CPU utilization rate of the ONOS controller in the
DDoS group increases higher than DoS. From the attacker’s
view, the DoS attack with 200 pps and DDoS attack with
20 pps∗ 10 will stimulate the same number of new packet_in
message theoretically. However, we can find in Figure 3 that
when the total forged packets rate is 200 pps, the CPU uti-
lization rate in the DDoS group (attack intensity� 20 pps∗ 10,
CPU� 44.41%) is much higher than that in the DoS group
(attack intensity� 200 pps∗ 1, CPU� 11.6%). *erefore, we
can conclude that a DDoS attack launched from multiple
switches has more serious harm to the control plane than
a DoS attack when attackers equip limited attack resources.
Besides, we also make another interesting comparison. We
disconnect the links between 10 switches and perform DDoS
attack again, and the result shows that the CPU consumption
of controller decreases by 20% averagely. By capturing packets
and analyzing, the truth is that when switches are linked with

each other, the forged new packets of DDoS can be broad-
casted among switches, whichmakes the number of packet_in
messages reported to controller be amplified. Above all, the
control plane will be more vulnerable to DDoS attacks under
a distributed network scenario.

3.3. Scenario and Challenges. *e multiple SDN controllers
environment is displayed in Figure 4. In the multiple
controllers’ scenario, the controller targeted DDoS attacks
could be launched from remote data planemanaged by other
controllers. To implement DDoS attacks more stealthily, the
tricky attackers often initiate attacking packets from the
neighboring domains of the victim controller, which greatly
increases the difficulty of detection and mitigation. And the
defensive actions performed in the victim’s domain will not
be effective to mitigate such attacks. *ere have been a lot of
previous researches on how to detect DDoS attacks between
multiple controllers [7, 33]. However, the fine-grained threat
information can not be shared collaboratively across mul-
tiple controllers, and a complete set of defense schemes has
not been developed.

Although there has been a lot of valuable researches on
DDoS detection and defense for protecting controllers, two
key issues remain unresolved. First, existing detection
processes require data plane traffic and network state in-
formation to be reported to the centralized controller, which
will greatly increase the burden of controller and south-
bound channel. Second, in the multiple controllers’ scenario,
threat information within a domain can only be mastered by
the internal controller. However, the threat state perceived
in one domain is only local information, which cannot form
the most effective defense plan. Meanwhile, the interaction
among east-west interface will consume the resources for
synchronizing state information. Although the author in [7]
proposed a blockchain-based framework Cochain-SC to
facilitate the collaboration for smart contract-based intra-
domain DDoS mitigation, the sharing information between
intradomains is limited to blacklisted IPs.

*erefore, in the multiple controllers’ DDoS defense
scenario, collaborative integration of threat information and
network resources between north-south and east-west needs
to be considered simultaneously. From the north-south
view, the threat situation of DDoS traffic in the data plane
should not be completely reported to the control plane,
which can reserve the valuable computing resources of
controller and avoid single-point failure. From the east-west
view, the more fine-grained network threat information
from multiple control domains should be shared for iden-
tifying attack scenarios and tracing attacker more precisely
and preventing DDoS traffic from spreading amongmultiple
controllers.

4. System Overview

We design a system named BSD-Guard, which can detect and
mitigate SDN-targeted DDoS attacks among multiple con-
trollers. *is system can calculate suspect lists according to
traffic statistical information from multiple controllers. *e
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Figure 1: *e workflow of OpenFlow reactive method.
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threat information can be shared on blockchain via smart
contracts. *e detection module can collaboratively detect
DDoS attacks amongmultiple controllers and trace the source
of attack. *e mitigation module can issue defense policies
near the source of attack. And the defense strength can be
adjusted in conjunction with the controller’s real-time load to
reduce the misdiscarded rate of normal traffics.

4.1. Architectural Components Overview. BSD-Guard con-
sists of two main modules: secure middle plane and
blockchain, as displayed in Figure 5.*e secure middle plane

stands between the control plane and the data plane, which
contains threat detecting and policy issuing functions and
smart contract APIs interacting with the blockchain. *e
threat detecting function collects sFlow and intercepts
packet_in messages sent from data plane to control plane.
*e policy issuing function receives DDoS mitigating pol-
icies from blockchain and registers flow rules into the in-
trusive switches. *e smart contact APIs are responsible for
reporting threat information to the blockchain and receiving
cocalculated defense strategies.*e blockchain plays the role
of storage and collaborative sharing of threat state in-
formation for multiple SDN domains. It contains blockchain
nodes and smart contracts. *e DDoS threat information of
multiple controllers can be aggregated in blockchain to
identify the cross-domain DDoS attack behavior. And the
information stored on blockchain can not be tampered by
malicious attackers.

In terms of workflow, the system is divided into de-
tection stage, collaboration stage, and mitigation stage. *e
complete processes are introduced as the following seven
steps, and the interaction flow is shown as Figure 6.

(1) In each SDN domain, the threat collecting module
collects sFlow countersample messages periodically
by sFlow agents deployed on each OpenFlow switch.
Once detecting the velocity of flows exceeds the
specified threshold, the detection program records
the corresponding switch’s IP and port.

(2) *e secure middle plane resolves the packet_in
messages collected from OpenFlow switches whose
port is overspeeding. *e data field will be extracted
for inspecting the original message that triggers
table-missing on switch.

(3) *e fields extracted from packet_in are used to pe-
riodically calculate the suspect rate of new flow. And
the black/graylists (including SwitchIP, Port, IP,Mac,
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Figure 2: *e controller targeted DDoS attack in SDN.
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and suspect rate) will be reported upon blockchain
through the smart contract.

(4) *e data plane network topologies of multiple
controllers are also recorded on the blockchain.
Once changed, the real-time topology will be
updated by the smart contract.

(5) *e collaborative detection algorithm combines the
suspect lists and multiple controllers’ topology in the
previous steps and identifies a complete attack path
on the blockchain.

(6) *e mitigation algorithm establishes the defense
strategies according to the detection results and is-
sues the corresponding instructions to the secure
middle plane of the victim controller.

(7) Each secure middle plane executes the defense ac-
tions based on the received strategies and controller’s
real-time load elastically. *e flow_remove and
flow_mod message are installed into switches and
synchronized to the controller to clear meaningless
flow table entries and issue new defense flow table
entries.

4.2. Fine-Grained Detection Based on Suspect Rate. Based on
the analysis of adversary model, the controller targeted DDoS
attack is launched from data plane. Large amounts of forged
packets trigger switches sending many meaningless packet_in
to the controller. In order to detect DDoS attack launched
from data plane in a timely manner, we choose the sFlow
protocol, an efficient and flexible approach that does not
consume the computing capacity and bandwidth of SDN
controller and OpenFlow switches. *e sFlow agent deployed
on switches can generate FlowSample and CounterSample
messages and send them to the sFlow collector with a fixed
period. We can calculate the packet rate of switches’ inport
and outport by analyzing CounterSameple messages. When
the inport packet rate of a switch is detected to exceed the
normal threshold, it is considered that a DDoS attack may
occur. *en the packet_in parsing module is activated to
extract the original packets that crash from the overspeed
port. *ese information will be recorded into Elasticsearch
(ES) database with six elements’ tuple: <SwitchID, InPort,
SrcMac, SrcIP, DstMac, DstIP>. *ese tuples will be counted
with several attributes in each fixed period, which is the same
as the sampling period of CounterSample. *ese attributes
describe the forged level of Mac and IP, as the SDN-targeted
DDoS attack is mainly launched by forged packets that do not
match the existing flow table on the OpenFlow switch. *e
meanings of these attributes are listed in Table 1. *e suspect
lists and suspect rate will be calculated based on these at-
tributes in the following description.

Inspired by [20], we present an entropy based calculation
method of packet’s suspect rate. For each element in Table 1,
we use the frequency of each element to approximately
estimate its probability in each statistical period.

pi �
Xi


N
i�1 Xi

. (1)

X represents the element in each tuple (X will be replaced by
SwitchID, InPort, SrcMac, SrcIP, DstMac, DstIP in the cal-
culation process), and the lower corner i represents the item
number of the packet_in during the statistical period. *en
we can get the information entropy value of each attribute in
the tuple by

H(X) � − 
N

i�1
pilog pi. (2)

*e information entropy in (2) has been widely used in
detecting DDoS traffics. It shows good performance in
demonstrating the discrete degree of statistical features.
However, it can only represent the overall dispersion of an
attribute during the statistical period and cannot pinpoint
which specific item affects the entropy value. *erefore, we
introduce entropy based suspect rate calculation method,
which combines the entropy of each attribute with the
frequency of occurrence of the corresponding item.f is
a new flow, representing a packet_in item in ES database.
fi represents one of the attributes in six elements’ tuple.
For example, H(fsrcmac)/p(fsrcmac) reflects the suspicious
level of SrcMac in this packet_in f. If the SrcMac is forged
by random generating, H(fsrcmac) is higher than normal
level and the p(fsrcmac) value is less than normal level.
*erefore, the calculated suspect ratef will be large when
address forged DDoS attacks occur. *e normal level of
H(fj)/p(fj) can be obtained in normal traffic scenario,
recorded as θnormal. For the attribute of SrcMac, SrcIP,
DstMac, DstIP, if the value of H(fj)/p(fj) is greater than
θnormal, the corresponding attribute can be judged as
randomly forged. *e malicious or hijacked host intends
to stimulate the switch to generate a large number of
packet_in to send to controller for consuming its com-
putational load and storage. *erefore, we can detect the
packet_in categories with different combinations of forged
addresses. *e real-time suspect lists can be figured out by
periodically accessing the ES database updated in real-
time. For the types of packet_in whose partial addresses
are forged, the real address can be recognized into the
blacklist and the suspect rate can be calculated based on
(3). For the type of packet_in whose addresses are all
forged, since the real source or destination address cannot
be identified, only the corresponding overspeed switch’s
port can be recorded into graylist. *erefore, the graylist
contains victim controller ID, switch IP and port, and
suspect rate. *e examples of graylist and blacklist are
listed in Table 2.

Table 1: *e characteristics of six elements’ tuple in each period.

Abbreviation Explanation
Switch_IP *e IP address of switch
Inport *e overspeed port on switch
SrcMac_num *e arising number of SrcMac
SrcIP_num *e arising number of SrcIP
DstMac_num *e arising number of ScrMac
DstIP_num *e arising number of DstIP
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suspect ratef � 
j∈tuples

H fj 

p fj 
. (3)

4.3. Suspect Lists Sharing Based on Smart Contract.
Several detection and mitigation schemes have considered
collaboration among multiple switches and controllers to
tackle widely launched DDoS attacks. However, the com-
plexity of deployment and the limitation of information
sharing restrict the practical effectiveness of collaborative
defense. Abou El Houda et al. [8] reported the suspect IP
addresses from the victim domain to the collaborative do-
mains by means of smart contract, which can block the
illegal traffics in the source and intermediate domains.
However, this approach can only deal with traditional DDoS
attack against hosts. *e sharing information only includes
suspect IP addresses that cannot cope with more complex
attack scenarios in which the IP addresses of malicious
packets are forged. Considering this situation, we focus on
SDN-targeted DDoS attacks in multiple controllers scenario
and share the fine-grained DDoS threat information be-
tweenmultiple SDN domains. More specifically, through the
collaborative sharing of the suspicious source or destination
addresses (IP or Mac), the edge switch and port, and the
suspect rate, a more precise detection and mitigation
mechanism can be established.

We design two detection strategies in this collaboratively
sharing mechanism with smart contracts. In the first
strategy, we focus on the intradomain DDoS attack. Under
the intradomain scenario, the destination Mac and IP of
attack packets are randomly forged, which results in the
forged packets not being forwarded to the neighboring
domain. *erefore, only the intracontroller can suffer from
a large number of meaningless pacekt_in request messages.
In this case, if the sourceMac or IP in the original packets is
genuine, the corresponding packets will be precisely drop-
ped at the edge switch by the blacklist strategy mentioned in
Section 4.2. However, if the tricky attacker forges all the
source Mac and IP, it is impossible to locate the specific
puppet host, and only the abnormal switch’s port can be
determined. *is situation makes the defender very
embarrassed. If discarding all messages coming from that
switch’s port, the normal service traffic will be affected in-
nocently. And if multiple switches are injected with low-
intensity forged packets, it will escape the threshold of
single-point detection. To solve this problem, we deploy the
smart contract to query the graylist related to the same
controller on blockchain during the period. Multiple suspect
lists from multiple switches are jointly calculated to derive
the DDoS attack strength under the global view.*is method
avoids the failure of missing forged packets below the
overspeed threshold on an individual switch.

In the second strategy, we focus on the controller tar-
geted DDoS attack across domains. In the cross-domain
scenario, the attacker can construct a large number of
packets with forged source IP orMac and real destination IP
andMac, which will stimulate the generation of packet_in of
all switches on the path from attack source to destination.
*e controller issues forwarding rules based on the real
destination address, so that the forged packets can be for-
warded to the destination host hop by hop. Finally, the last-
hop switch will be forced to generate abundant packet_in
messages due to aggregation effect. As shown in Figure 4, the
controller in destination domain suffers a serious DDoS
attack from the neighbor domains. We collect packet_in
messages of each overspeed switch port to calculate the
blacklist (contains the controller ID, six elements’ tuple, and
suspect rate) and then store them on blockchain via smart
contract. At the same time, the global topology and cross-
domain links collated from each controller will also be
uploaded to blockchain in real time. Once multiple blacklists
with the same destinationMac or IP exist on the blockchain
and the link formed by the suspect switches’ ports conforms
to the global topology, the link can be confirmed as the attack
path of cross-domain DDoS. And the first-hop switch is the
edge switch that brings in DDoS attack traffics. *e co-
operative detection algorithm of cross-domain DDoS attack
is shown in Algorithm 1. *e smart contract of blacklist is
shown in Table 3, and the functions of smart contract consist
of storing, searching, updating, and deleting blacklist. Once
deployed on the blockchain, these functions can be executed
automatically to share the blacklist of multiple control
domain on the blockchain. Similarly, the smart contract of
graylist equips the same functions to operate graylist on the
blockchain.

4.4. Elastic DDoS Mitigation Based on Controller Load.
We also design an elastic DDoS mitigation mechanism for
different attack scenarios. In terms of the graylist scenario,
a large number of meaningless packet_in come from
switches within the controller domain and no valid blacklist
features can be extracted from the raw data of messages. We
develop a defense strategy to install flow_mod message to
disable the graylisted switches’ port that generated forged
packets. And the disable time depends on the suspect rate
and the real-time load of controller. Specifically, the field of
hard_time in the flow_mod message can be calculated as

hard_time � SRij ∗
NumGLk

NumPktInk

∗ 30(s). (4)

SRij represents the suspect rate of port j on switch i,
NumGLk represents the number of graylists of controller k,
and NumPktInk represents the total received packet_in of
controller k during the continuous period. *e benchmark

Table 2: *e example of graylist and blacklist stored on blockchain.

Type SwitchIP SwitchID Port DstIP DstMAC SuspectRate
GrayList 192.168.188.121 1c48cc37ab254bc1 ge-1/1/19 Null Null 0.764 3
BlackList 192.168.188.199 45ac29bc3714dbc1 ge-1/1/3 192.168.188.201 9A-26-F7-08-0B-2 F 0.8661
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of 30 seconds is based on our experimental test. If too long,
the forwarding of normal traffic on this port will be affected.
Instead, too short hard_time will reduce the effectiveness of
defense. *e cooperative mitigation algorithm based on
graylist is shown in Algorithm 2.

In the cross-domain scenario, the policy issuing module
on the secure middle plane will install flow_mod message to
the corresponding switches on the detected attack path
based on blacklist. Specifically, when the blacklists and attack
path are detected, the flow_mod commands take effect in all
switches on the attack path immediately to quickly eliminate
the harm of DDoS attack. When the flow table entry exceeds
the hard_timeout, only the first-hop switch is under-
monitored. If the CounterSample overspeeds again and the
incoming messages still match the blacklist, the same de-
fensive flow_mod will be directly reissued on the first-hop
switch. And the remaining switches on the path do not need
to install flow_mod again because the forged packets have
already been dropped on the first-hop switch. *is mech-
anism can save switch’s flow table space and prevent the
spread of this type of DDoS attack at the source of attack.
Meanwhile, this mechanism reduces the possibility of
misdiscarding of normal traffics on the subsequent switches.

*e identification of attack path can also provide a priori
knowledge for later defense.

*ese two mechanisms mentioned above will achieve
real-time detection and accurate defense against cross-do-
main DDoS attacks. *e benefits are as follows: (1) Timely
discarding forged packets at the source of attack will occur.
(2) *e attack path crossing domains can be identified. (3)
Large-scale and low-intensity DDoS attacks can also be
detected. (4) *e blacklists or graylists stored on blockchain
and automated execution of smart contracts can prevent
being tampered by malicious attackers.

5. Experiment and Evaluation

We first introduce our implementation of the BSD-Guard
system and describe the experimental setups in both soft-
ware and hardware environment. Finally, we discuss the
detection and mitigation results and analyze the charac-
teristics of the BSD-Guard system.

5.1. Implementation. We implement the BSD-Guard system,
including the blockchain and secure middle plane. *e
secure middle plane consists of network state collection

Input: Blacklists,Topology, i⟵ 0, j⟵ 0.
Output: Attack_path
(1) for blacklist[i] in Blacklists do
(2) if blacklist[i].inport is connected with a host then
(3) Attack path[0]⟵ blacklist[i]

(4) Blacklists.remove(blacklist[i])

(5) break
(6) else
(7) i⟵ i + 1
(8) end if
(9) end for
(10) while Blacklists is not empty do
(11) for blacklist[j] in Blacklists do
(12) if 〈blacklist[i], blacklist[j].inport〉 in Topology then
(13) Attack path.append(blacklist[j])

(14) Blacklists.remove(blacklist[j])

(15) i⟵ j

(16) else
(17) j⟵ j + 1
(18) end if
(19) end for
(20) end while

ALGORITHM 1: Cooperative detection of DDoS attack path.

Table 3: Details of blacklist based collaborative DDoS detection smart contract.

Contract address 0x30f60167c7fb71444d6b90c9b53e93fb4e4eaae1
contractName DDoSBlackListManager

abi [{“constant”:false, “inputs”: [{“name”:“switchIp”, “type”:“string”}, {“name”:“srcIp”, “type”: “string”}], “name”:“
deletOneBlackList”, “outputs”:[{“name”:”“, “type”:“int256”}], ...

bytecodeBin 608060405260043610610083576000357c01000000000000000000000000000000000
00000000000000000000000900463ffffffff16806353eb3d90146100885780636bde...

Functions storeBlackList(), searchBlackList(), updateBlackList(), deletBlackList()
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module, DDoS detection module, defense policy issuing
module, and smart contract APIs. All of them are deployed
in Docker containers, which are convenient for management
and migration. Meanwhile, we install the ONOS controller
on the Huawei 2288H V5 server equipped with Intel(R)
Xeon(R) Gold 6130 CPU and 64GB memory. In terms of
forwarding devices, we employ commercial OpenFlow
switch Pica8 AS4610-54T to establish the data plane. We
develop and install an application called midonos on ONOS
to keep the communication between controller and secure
middle plane. *e blockchain is deployed among the secure
middle planes with distributed blockchain nodes. We also
use the Elasticsearch (ES) database to store sFlow and
packet_in messages in a high-performance server. We em-
ploy four Ubuntu hosts as attacker, victim, and normal users,
respectively, in our environment. *e experimental network
topology is displayed in Figure 7. *ere is no east-west
interface between twoONOS controllers, and switches in the
data plane have cross-domain links. We employ FISCO and
WeBASE platform [34] to provide blockchain service.
WeBASE is a set of common components built between
blockchain applications and FISCO-BCOS nodes. It stan-
dardizes blockchain application development into five steps:
deployment, configuration, development of smart contracts,
development of application layer, and online management,
which simplifies the process of deploying smart contracts.
*e interface of the node console (v2.8.0) is shown in
Figure 8, which includes the management of blockchain
nodes and smart contracts. Administrators can directly edit
the contract’s “.sol” file and then compile and deploy them
on the blockchain.

5.2. Experimental Setup. We construct four experiments
under two different attack scenarios to verify that our
proposed system can detect and mitigate DDoS attacks. *e
effectiveness of the proposed system will be evaluated
compared with the OpenFlow process without defense
measures. First, we construct the DDoS attack scenario in
one control domain. *e host1 and host2 are selected as
attackers to launch UDP flooding packets. We design two
different address random methods of forged packets to
verify the defense strategies specifically. *e “UDP0000”
represents the UDP flooding packets with randomly forged

<SrcMac, SrcIP, DstMac, DstIP>. *e “UDP1100” represents
the UDP flooding packets with randomly forged <DstMac,
DstIP> and genuine <SrcMac, SrcIP>. *e Scapywill be used
to generate flooding UDP packets under 250 pps attack rate
on two hosts. We measure the CPU utilization rate of ONOS
controller and the rate of packet_in messages the controller
received. Second, based on the previous scenario, we adjust
the attack intensity of “UDP0000,” ranging from 100 pps to
1000 pps. We also compare the CPU utilization of ONOS
controller under the OpenFlow process and our BSD-Guard
process.*ird, we construct the DDoS attack scenario across
two control domains. In Figure 7, the two controllers have
no east-west interface, and the threat information of the two
control domains is shared and synchronized through
blockchain by the smart contract APIs on secure middle
plane.We launch the TCP SYN flooding attack on host1 with
forged packets “TCP0011,” which consists of randomly
forged <SrcMac, SrcIP> and genuine <DstMac, DstIP> of
host3. Finally, we set up a comparative experiment to verify
whether the proposed defense method interferes with
normal traffic. We set the host2 as a normal user and test
whether the host2 and host3 can keep communication
normally.

5.3. Experimental Result. In the first experiment, we com-
pare our proposed system BSD-Guard with OpenFlow (no
defense) mechanism under two types of UDP DDoS
flooding (UDP0000 andUDP1100).*e CPU utilization and
received packet_in rate of ONOS controller are shown in
Figure 9. In Figure 9(a), we launch UDP0000 flooding attack
from two seconds to the end. It can be clearly seen that the
packet_in rate and CPU utilization keep a continuously high
level after the attack under OpenFlow scenario. Differently,
under the BSD-Guard scenario, these two metrics rapidly
decrease after five seconds because the defending flow_mod
has been installed on the switch at the peak position of the
curve. It can be validated by entering “ovs-ofctl dump-flows
bridge” command on Pica8 switch, and the defending flow
table entry contains suspicious inport generated by graylist.
A similar phenomenon can be observed in Figure 9(b); the
BSD-Guard takes only four seconds to detect and mitigate
UDP1100 flooding attack. *e response performance is
better than the 13 seconds of Cochain-SC [7]. *e packet_in

Input: Graylists on blockchain
Output: flow_mod message
(1) Group the graylist by victim controller ID
(2) for Each victim controller Ck do
(3) Calculate the NumGLk and NumPktInk

(4) for Each suspect switch do
(5) Calculate the hard_time of each suspect port
(6) Construct the flow_mod message according to graylist and hard_time
(7) Issue the flow_mod message to switches
(8) end for
(9) end for

ALGORITHM 2: Elastic mitigation based on graylist.
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rate decreases from 779pps to 4pps within two seconds, and
the CPU utilization of controller decreases from 22.5% to 5%
within 2.5 seconds. Meanwhile, we can check the flow table
on switch, which contains the entry with suspicious inport
and <SrcMac, SrcIP> generated by blacklist, and the for-
warding action is drop. It is worth noting that the CPU
utilization of UDP0000 in Figure 9(a) is higher than
UDP1100 in Figure 9(b) under OpenFlow mechanism with
the same attack intensity. *e randomly forged SrcMACs
will be regarded as large amounts of new hosts in the
controller’s view. *e creation and maintenance of new
hosts’ identity will consume a lot of CPU on the controller.
In contrast, just forging the destination address will only
make the controller consume CPU for calculating

forwarding rules, without creating new forged hosts. We also
construct other types of packet forged methods, including
UDP/TCP-1000/0100/1101. *e results verify that our
proposed system can report corresponding blacklists and
install the special defense flow table according to the forged
packet characteristics. *is precise defense pattern can ef-
fectively avoid the incorrect discarding of normal packets.

In the second experiment, we adjust the intensity of
DDoS attacks from 100pps to 1000pps and record the av-
erage CPU utilization of ONOS controller under OpenFlow
and BSD-Guard mechanisms. As is shown in Figure 10, with
the increasing of attack intensity, the CPU utilization of
controller keeps rapid growth under OpenFlow scenario.
*e CPU utilization reaches amazing 85.6% when the attack

ONOS
Controllers

host1 host2 host3 host4

Security 
Middle Layer

Security 
Middle Layer

port 9 port 38

port 
33

port 2

port 
36

port 7

S1 S2

C1 C2

Figure 7: *e experimental network topology.

Figure 8: *e management interface of smart contracts on WeBASE platform.
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rate is 1000 pps. In contrast, the values under BSD-Guard
maintain a stable low level around 5%, which indicates that
our proposed defense mechanism can resist high-intensity
SDN-targeted DDoS attacks well.

In the third experiment, we construct a TCP SYN attack
between two neighboring domains under the management
of two ONOS controllers. *e forged packet TCP0011 has
randomly forged source addresses and genuine destination
address of host3, which allows the forged new packet to be
forwarded to the target controller’s domain and reach the
target host3. In this process, the two controllers are

successively involved in the calculation of forwarding pol-
icies, as shown in Figures 11(a) and 11(b). *e received
packet_in rate and CPU utilization of the controller in
source domain are earlier than the controller in targeted
domain. *e time difference between them is equal to the
sum of switch forwarding delay and the delay caused by the
source controller to make forwarding policies and install
them to switch. Meanwhile, an attack path “host1⟶ S1
(port9)⟶ S1(port36)⟶ S2(port33)⟶ S2 (port2)⟶
host3 ” can be identified on blockchain, which is generated
by the detection algorithm in Algorithm 1 based on the
corresponding blacklists. We also inspect the flow table
entries on switches S1 and S2, and the result shows that only
S1 in source domain installs defense flow table entry
“flow i d � 65542, priority � 200, in port � 9, ds tmac �

00: 0c: 29: cf: 76: ca, ds tip � 192.168.188.123, actions �

drop” (the dstmac and dstip are the addresses of host3 ). *e
above results prove that our proposed collaborative block-
chain-based defense policy is implemented. *e DDoS
traffics have been intercepted in the source domain.

We also append a comparison experiment to verify the
effectiveness of our proposed method; that is, only the attack
source switch continuously updates the defense flow table,
and the normal traffics aimed to targeted domain will not be
discarded. We partially modify the proposed mechanism
called Isolated BSD-Guard, in which the detection module is
reserved, but the smart contract-based (SC-based) collab-
orative defense module is removed. *e attack is performed
again in the third experiment, in which the forged
TCPSYN0011 packets are launched from host1 to host3 with
the same intensity. After launching an attack, the same
detection process is ongoing under BSD-Guard and Isolated
BSD-Guard. And the rate of packet_in decreases after a few
seconds. However, in the Isolated BSD-Guard group, both
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Figure 9: *e packet_in rate and controller CPU utilization under udp0000 and udp1100 DDoS attack scenarios. (a) udp0000 attack;
(b) udp1100 attack.
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the switches S1 and S2 issue and update defense flow table
entries to discard the forged packets targeted to host3. At the
same time, we launch the normal TCP SYN request from
host2 to host3. *e result shows that the request packets
cannot reach host3 because of the defense flow table entry on
switch S2. In contrast, BSD-Guard did not discard request
packets from normal user host2 while defending against DoS
attacks from host1. *e compared results in Table 4 prove
that the BSD-Guard can collaborate the suspect traffic in-
formation of multidomain SDN, identify the attack path
with global view, and mitigate controller targeted DDoS
from the source of attack.

We also count the time overhead of our detection and
defense process. *e detection module consists of state
collection and detection algorithm. *e collected in-
formation is stored to ES database in real time. We divided
the total time overhead into four stages, including T1
(searching ES database and computing), T2 (forming black/
graylists and uploading to blockchain), T3 (cooperative
detecting by smart contract), and T4 (issuing defense
strategies). Table 5 demonstrates the time overhead of five
groups of experiments, and the average of total time is
675.02ms, which is mainly occupied by T1 and T2. *e
millisecond-level block generation speed can meet the re-
quirement of defense and is much faster than 14s in
Ethereum [10]. Since what is stored on the blockchain is not
the original data of sFlow and packet_in, but the blacklist and
graylist formed by statistical analyzing, the amount of data
uploaded on the blockchain is not very large. After the
successful defense, the smart contract will also delete the
expired data to save space on the blockchain.

5.4. Characteristics Analysis. *e main objective of BSD-
Guard is to provide a collaborative, elastic, lightweight, easy-
to-deploy controller targeted DDoS attacks detection and
mitigation scheme based on blockchain and smart contract.
In this section, we will discuss how our proposed BSD-
Guard achieves these characteristics.

(1) Easy to Deploy. *e implemented functional mod-
ules in the BSD-Guard system are deployed in
Docker containers, allowing for rapid deployment
and cluster scaling. *e FISCO platform [34] is
employed to provide blockchain, and the official
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Figure 11: *e packet_in rate and CPU utilization of source and destination domains controller under tcpsyn0011 DDoS attack with BSD-
Guard. *e change in the attack source domain is ahead of the change in the target domain. (a) packet_in rate of source and destination
domains controller; (b) CPU utilization of source and destination domains controller.

Table 4: Comparison of BSD-Guard and Isolated BSD-Guard
under attack.

Indicators BSD-Guard Isolated BSD-Guard
Detect DDoS Yes Yes
SC-based defense Yes No
Identify attack path Yes No
Permit normal flow Yes No
Flow table space Saved Wasted

Table 5: *e time overhead during detection and mitigation stages
(ms).

Group 1 2 3 4 5
T1 483.37 444.21 307.73 331.55 362.81
T2 276.24 258.21 311.02 206.94 262.71
T3 25.21 23.66 21.55 25.93 27.13
T4 1.50 1.21 0.97 1.63 1.54
Total 786.32 727.29 641.27 566.05 654.19
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WeBASE platform provides convenient nodes and
contracts management function.

(2) Collaborative Detecting and Defending. Multiple
controllers can share topology and threat in-
formation on the trusted blockchain, on which in-
formation can not be tampered by malicious
attackers. Collaborative defense makes forged attack
traffic discarded at the source switch, which reduces
the defense overhead of subsequent switches. And
the formation of attack path helps the adoption of
more precise defense strategies.

(3) Precise and Elastic Defending. *e defense policies
are established based on the blacklists and graylists
stored on blockchain. *e generation of defense flow
table entries is determined by the characteristics of
detected attack traffic, which can avoid dropping of
normal traffic. Meanwhile, the duration of defense
flow table depends on the real-time load of con-
troller, which makes defense more elastic.

(4) Lightweight. *e system employs a private block-
chain that does not consume additional gas and does
not affect the performance of ONOS controller. *e
collaborative defense policies save flow table space
on hardware switches. Compared with machine
learning based detection algorithms, in which the
features extracting and data training increase the
complexity, our proposed BSD-Guard system is
more lightweight.

6. Conclusion

In this paper, we proposed BSD-Guard, a collaborative and
elastic blockchain-based detection and mitigation frame-
work to protect SDN against controller targeted DDoS at-
tack. BSD-Guard consists of the secure middle plane and
blockchain. *e secure middle plane can collect traffic in-
formation from data planes, including sFlow and OpenFlow.
*e blockchain stores and shares the blacklists and graylists
via smart contracts and makes global defense strategies. We
design two types of detection and mitigation mechanisms
under the intradomain and cross-domain scenarios. We
deploy BSM-Guard on the physical environment to verify
the effectiveness of our proposed framework. *ree groups
of experiments have been conducted to verify the system’s
defense abilities against various types of DDoS attacks. *e
experimental results indicate that BSD-Guard can detect
DDoS attacks with global view, identify the attack path, and
install precise defending flow table entries on the near-attack
switches. *e SDN controller can be well protected and
normal service traffic will not be affected by defense policy.
Compared with controller clusters, the introduction of
blockchain solves the problem of threat sharing among
multiple controllers and achieves rapid response and mit-
igation of DDoS attacks against controllers within an ac-
ceptable time and space range.

Data Availability

*e experiment data of BSD-Guard are uploaded at https://
github.com/SeuSQ/BSD-Guard/issues/1#issue-1092568880.
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With the explosive growth of data, cloud storage has become a widely used storagemethod. To protect the integrity and availability
of data in cloud storage systems, multireplica provable data possession has gradually become a research hotspot. .is paper uses
smart contracts to replace traditional third-party auditor (TPA) and proposes a noninteractive multireplica provable data
possession scheme based on smart contracts, making the verification process public, immutable, traceable, and able to be carried
out periodically and automatically. .is paper introduces the concept of noninteractivity to reduce the transaction fees caused by
the frequent operation of blockchain in the verification process. By stipulating payment rules in the smart contract, we can ensure
the fairness of all parties. Finally, we give the correctness proof of the scheme and the security proof in the random oracle model,
comparing it with other schemes and verifying the practicability of our scheme through experiments.

1. Introduction

In recent years, with the continuous development of the
Internet of .ings, big data, artificial intelligence, mobile
Internet, and other fields, the amount of data generated by
people has increased explosively. According to IDC [1], the
total amount of data in the world will increase from 33ZB in
2018 to 175 ZB in 2025, and the data will become a precious
strategic resource. Cloud storage has gradually become the
data storage trend due to its low cost, flexible scalability, and
anytime and anywhere access. .e most popular products
are Amazon S3, Google Drive, Microsoft Azure, Dropbox,
Alibaba Cloud, etc.

Generally, after uploading local data to the cloud server
using cloud storage services, users will delete the original
data to save local storage resources. Due to the separation of
cloud storage data ownership and physical control, users
cannot timely understand the actual storage status of data,
which makes the availability and integrity of data one of the
most concerning issues of cloud storage security for users.

Data availability means that users can get data in time
when they need it and recover the original data when there is

a certain degree of error in the data. To ensure data avail-
ability, multireplica and erasure code are two widely used
technologies. Multireplica technology usually stores multi-
ple replicas on multiple servers. If a replica of data is
damaged, it can be recovered using replicas of other data
centers. Erasure code is a coding technology, which uses
redundant blocks to provide fault tolerance. When part of
the data is damaged, it can be reconstructed by coding.
Compared with erasure code, multireplica technology uses
more storage space, but its implementation is more
straightforward and consumes less computing resources, so
it is more widely used.

Data integrity means that specific data remain com-
pletely unchanged during storage or transmission. To ensure
data integrity, Provable Data Possession (PDP) and Proofs of
Retrievability (POR) are two widely used methods. PDP is
used mainly to complete data integrity verification quickly,
and POR is used to ensure data integrity due to its ability to
recover data. It consumes additional computing resources
and storage space.

Cloud storage service providers (CSP) are not entirely
credible. User data may be damaged and unavailable due to
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power interruption, hacker attacks, and software and
hardware failures, and even some CSPs deliberately tamper,
destroy, and delete user data for some purpose. To avoid
downloading data before finding that the data are un-
available, users should periodically check the data integrity
in the CSP. Combined with the current situation that CSP
has widely adopted multireplica technology, doing multi-
replica provable data possession safely and efficiently has
become a research hotspot in recent years.

1.1. RelatedWork. Ateniese et al. [2] first proposed the PDP
scheme, which obtains the probability of data integrally
possessed by the server through random sampling of data
blocks, allowing users to check whether the server has stored
the entire data without downloading all data. It uses the
homomorphic verification tag based on RSA to reduce the
computational overhead and improve the efficiency of in-
tegrity verification. .is scheme is also the first to support
public verification, which can meet the needs of third-party
verification. Around the same time, Juels and Kaliski [3]
proposed the POR scheme, which is based on the sentinel
mechanism and can restore damaged data while providing
integrity verification. Since the number of sentinels is fixed
and the verification consumes several sentinels each time,
the scheme has finite verification times. In addition, this
paper presents a formal security definition of integrity
verification for the first time, which is instructive for follow-
up research. Shacham and Waters [4] proposed two POR
schemes based on BLS signature and pseudorandom
functions. .ey presented complete proofs of security of the
two schemes under the random oracle model and the
standard model through the interactive analysis of a series of
games. Wang et al. [5] proposed a PDP scheme based on the
BLS signature, which supports public verification and dy-
namic data update by constructing Merkle hash trees of the
data block tag authenticator. To fully ensure data security
and conserve the computational resources of users, Wang
[6] introduced the TPA to complete the verification work
and propose a public verification scheme supporting privacy
preserving by combining homomorphic linear authenticator
and random masking technique, which can batch process
multiple verification tasks.

To satisfy users’ demands for data availability, CSP
duplicates the data into corresponding replicas and stores
multiple replicas on multiple servers. For multireplica
provable data possession, Curtmola et al. [7] proposed an
MR-PDP scheme to reduce the overhead of integrity veri-
fication of all copies to roughly the same as a single copy.
Unfortunately, this scheme only supports private verifica-
tion. Hao and Yu [8] proposed a multireplica remote data
possession check protocol with public verifiability by
combining a homomorphic verification tag and BLS sig-
natures. Wei [9] proposed an efficient dynamic replicated
data possession verification scheme, which uses the fully
homomorphic encryption (FHE) algorithm to generate
multiple replicas and resist forgery, replacement, and replay
attacks. Ya-Xing [10] proposed a new multiuser and mul-
tiple-replica provable data possession scheme. .e scheme

adopts random mask technology to process ciphertext to
ensure data privacy. It adopts a multibranch authentication
tree to improve the efficiency of data block signature, which
can support dynamic data update operation and batch audit.
Peng et al. [11] proposed an identity-based multiple-replica
data integrity checking scheme (EDID-MRPDP), intro-
ducing a newHomomorphic Verifiable Tag (HVT) structure
and a new Compressed Authentication Array (CAA) data
structure, which can simultaneously and efficiently conduct
batch authentication for multiple owners and cloud servers.
Yu et al. [12] proposed a dynamic multiple-replica auditing
scheme, which can simultaneously verify the integrity and
geographic location of the replica data of cloud users by
introducing an Indexed Merkle Hash Tree (IMHT), and the
problem of the excessive overhead of the existing Merkle
hash tree can be reduced.

Most of the above integrity verification schemes assume
that TPA is credible, which is bold and dangerous. If the
auditor colluded with the CSP or the attacker, the provable
data integrity provided by the auditor would become un-
reliable [13–17]. Meanwhile, TPA is also faced with a single
point of failure and performance limitations. Fortunately,
the emergence of blockchain technology provides a new way
to solve these problems because the essence of blockchain
technology is a mutual trust mechanism based on mathe-
matical algorithms. In addition, blockchain has the char-
acteristics of decentralization, openness, transparency,
tamperproof, and traceability, which coincide with the re-
quirements of data integrity audit. Nowadays, more and
more scholars have begun to combine blockchain tech-
nology to research provable data integrity.

Some schemes [18–20] only take advantage of the
openness, transparency, and tamper-proof characteristics of
the blockchain to store verification logs on the blockchain
but do not eliminate the threat of malicious TPA. Huang
et al. [21] proposed a collaborative auditing blockchain
framework for cloud data storage by using all consensus
nodes substituting the single third-party auditor to execute
auditing delegations and record them permanently, but not
for multiple replicas. Xu [22] proposed a decentralized and
arbitrable data auditing scheme based on blockchain. It
mainly uses the communicative hash technique to randomly
verify the integrity of a group of data blocks to probabi-
listically verify the integrity of all data, and it completes the
information interaction in the verification process through
blockchain transactions. It uses smart contracts to realize the
adjudication mechanism without TPA. However, the
scheme is too idealized, almost every data block needs to
participate in the verification, and the interaction process
will produce a large number of blockchain transaction costs,
which makes the scheme very impractical. Chen et al. [23]
proposed the first decentralized system BOSSA for proofs of
data retrievability and replication. Since the blockchain
cannot actively issue challenges and reacts based on received
transactions, this paper proposes a time-restricted proof
forcing the cloud to prove data availability. In addition, the
scheme is aimed at the decentralized storage network, where
other nodes store replicas, so the replicas must be encoded
and encrypted to ensure privacy and reliability. Fan et al.
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[24] used a smart contract to replace TPA and proposed a
decentralized audit scheme on Ethereum called Dredas;
anyone can obtain audit results from Ethereum without
worrying about semihonest TPA. .is solution uses a smart
contract and ether to propose a deposit mechanism to pay
audit fees and punish malicious behavior. At the same time,
the solution also supports batch audit and dynamic data
audit. However, the scheme does not consider the case of
multiple replicas, and a large amount of information needs
to be stored in the contract in the audit process, which has
the problem of high interaction cost. Wang et al. [25] used
blockchain to replace TPA and designed a blockchain-based
fair payment smart contract for a public audit of cloud
storage. .is contract ensures that CSP needs to submit
provable data possession termly. To reduce the number of
times of interactions during the execution of the contract,
the concept of noninteractive provable data possession was
first proposed. Unfortunately, multireplica is not consid-
ered. Li et al. [26] proposed a decentralized storage
framework supporting provable data possession based on
blockchain—IntegrityChain, which can simultaneously
protect data confidentiality, integrity, and availability by
using pseudorandom function and multireplica technology.
However, all interactions in this scheme are completed
through transactions of blockchain, and gas is consumed in
each step, so the transaction cost is significantly increased.
Chen et al. [27] proposed a decentralized outsourcing
storage system that supports dynamic provable data pos-
session based on the blockchain. .e applicable scenario is
P2P storage network. All storage and audit behaviors will
generate transactions, and then blockchain is used to record
all transactions. .e scheme utilizes smart contract to
support public verification, ensures fairness of all parties by
deposit mechanism, and takes advantage of an authenticated
data structure (ADS) called rank-based Merkle hash tree to
support updating operations. However, the scheme is not
lightweight enough, and additional Merkle tree structure
and auxiliary verification information need to be stored in
the transaction, which has a great burden on the operation of
blockchain.

Existing schemes do not fully account for the transaction
fees on the blockchain, which would be higher if the data
were to be manipulated in a complex manner. In addition,
the storage capacity of each block is so small that it is
impossible to store large amounts of data or complex data
structures in practice. .erefore, considering the limited
storage capacity of blocks and the high transaction fees
caused by frequent interactions, we improved the multi-
replica provable data possession protocol based on the BLS
signature and homomorphic authentication tag and pro-
posed a noninteractive lightweight scheme combined with a
smart contract.

1.2.OurContribution. Our contributions are summarized as
follows.

(1) A noninteractive multireplica provable data pos-
session protocol NI-MR-PDP is designed to support
public verification, batch processing, and privacy

preserving; all parties in the system do not need to
carry out challenge-response interaction. A series of
games are constructed for interactive analysis to
prove that the protocol is safe in the random oracle
model.

(2) A noninteractive multireplica provable data pos-
session scheme based on smart contracts is proposed.
Deploying smart contracts on blockchain to elimi-
nate the dependence on untrusted TPA can auto-
matically verify data integrity openly, transparently,
and periodically. According to the content of the
smart contract, the rights and obligations of the
participating parties are stipulated. Once the con-
ditional contract is triggered, automatic execution of
the contract can protect the legitimate rights of all
parties and reduce the settlement cost of disputes.
After deploying the contract, the parties in the
system do not need to interact, which helps the
consensus nodes in the blockchain to efficiently
implement the smart contract.

(3) A series of games are constructed for interactive
analysis to prove that the scheme is safe under the
random oracle model. Experiments show that the
scheme is practical and has good efficiency.

1.3. Organization. .e rest of the paper is organized as
follows. Section 2 recalls some preliminaries used in our
scheme. Section 3 defines the model of our scheme, gives the
formal definition, and presents the concrete construction.
Section 4 provides the security proof of the protocol. Section
5 evaluates the performance of our scheme. Finally, we give a
conclusion in Section 6.

2. Preliminaries

2.1. BilinearMap. Let G1, G2, and GT be multiplicative cyclic
groups of prime order p, g1 a generator of G1, and g2 a
generator of G2. A bilinear map e: G1 × G2⟶ GT has the
following properties.

(1) Bilinear: ∀u ∈ G1, v ∈ G2 and ∀a, b ∈ Zp, there is
e(ua, vb) � e(u, v)ab

(2) Nondegenerate: e(g1, g2)≠ 1
(3) Computable: ∀u ∈ G1, v ∈ G2, and there is an effi-

cient algorithm to calculate e(u, v)

2.2. BLS Signature. Dan Boneh [28] proposed the BLS
signature scheme, which uses bilinear mapping to verify the
elements in the elliptic curve group..e core idea is to verify
the correctness of the digital signature while protecting the
user’s private key from being leaked. .e signature length of
BLS is shortened to 160 bits, which is shorter than a typical
signature at the same security level.

Let the signature algorithm be based on bilinear map-
ping e: G1 × G2⟶ GT, where G1, G2, and GT are multi-
plicative cyclic groups of prime order p, g1 is a generator of
G1, and g2 is a generator of G2.
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BLS signature algorithm includes three algorithms: key
generation algorithm, signature algorithm, and verification
algorithm. .e specific description is as follows.

(1) SKg: it is used to generate a pair of the public and
secret keys of the signature scheme. .e user ran-
domly selects a value x ∈ Zp as the secret key, and
the corresponding public key is gx

2 ∈ G2.
(2) SSing: it is used to complete the signature of the

message. Given a secret key x and message
m ∈ 0, 1{ }∗, compute the hash of the message h �

H(m), h ∈ G1 and output the signature
σ � hx, σ ∈ G1.

(3) SVerify: it is used to verify the validity of the sig-
nature. Given a message m, signature σ, and public
key gx

2 , check whether e(σ, g) � e(h, gx
2 ) holds. If it

holds, the signature is valid. Otherwise, it is invalid.

2.3. Blockchain and Smart Contract. In 2008, Satoshi
Nakamoto [29] proposed the concept of bitcoin, and
blockchain as the core technology of bitcoin was proposed
for the first time. Blockchain is essentially a chained data
structure that combines data blocks in chronological order
and is a tamper-proof and unforgeable distributed ledger
guaranteed by cryptography.

In the blockchain, data are permanently stored in blocks,
and blocks are generated one by one in chronological order
and connected into a chain. As shown in Figure 1, each block
contains a block header and a block body. .e block header
contains the previous block’s hash value, version number,
random value, timestamp, Merkle root hash, and difficulty
value. .e block body contains all transaction information
generated during the block creation process. Each block in
the blockchain is identified by a hash value obtained by the
secondary SHA256 hash calculation of the block header.
Each block can find its previous block by the previous block
hash value contained in its block header. Any change to a
block on the blockchain will lead to a series of changes in
subsequent blocks. Distributed nodes synchronously update
the hash chain by running a consensus protocol. .erefore,
blockchain has the characteristics of decentralization,
transparency, openness, tamper-resistant, and traceability.

In 1997, the smart contract was formally proposed by
Nick Szabo [30], which is an electronic quantitative trading
protocol for contract terms in reality. .e essence of a smart
contract is a piece of code running on the blockchain. .e
logic of the code defines the content of the smart contract.
After the smart contract is successfully deployed, once the
agreed rules are met, the contract content can be auto-
matically executed without the participation of intermedi-
aries, and no one can prevent it from running. We can say
that blockchain provides a trusted execution environment
for smart contracts, and smart contracts extend blockchain’s
application. .e smart contract has been applied in many
fields, such as electronic voting [31] and insurance [32], and
has broad prospects.

3. Our Scheme

3.1. System Model. .e system model of a noninteractive
multireplica provable data possession scheme includes three
entities: data owner, cloud storage service provider, and
verifier (see Figure 2).

(1) Data Owner (DO): cloud storage service users
choose to pay a certain fee to store their data in
remote servers of the cloud storage service provider
to save local storage costs and use data flexibly and
conveniently.

(2) Cloud Storage Service Provider (CSP): it is composed
of multiple replica servers, which adopt multireplica
technology to improve data availability and provide
computing resources, storage resources, and net-
work bandwidth resources for DO. CSP needs to
verify the data integrity of multiple replicas peri-
odically. If the verification fails, it will compensate
for a certain fee to DO.

(3) Verifier: it is the proof verification algorithm exec-
utor; because of the public verification of the scheme,
theoretically all members of the blockchain can act as
verifiers, usually by third-party miners. .e verifier
obtains a certain reward by executing the smart
contract deployed on the blockchain.

3.2. Formal Definition. .e scheme is divided into two
phases: the setup and audit phases. It consists of five
algorithms: KeyGen, ReplicaGen, TagGen, ProofGen, and
ProofVerify. Each algorithm is formally defined as
follows.

(1) Key Gen(1λ)⟶ (pk, sk): key generation algorithm
is run by DO. .e algorithm’s input is a security
parameter λ, and the output is public key pk and
secret key sk.

(2) ReplicaGen(F)⟶ Fd : replica generation algo-
rithm is run by DO. .e algorithm’s input is ci-
phertext F, and the output is t different replicas
Fd , 1≤ d≤ t.

(3) TagGen(sk, Fd)⟶ (τd,ψ): tag generation algo-
rithm is run by DO. .e algorithm’s input is the
secret key sk and replica Fd, and the output is the tag
of replica τd and the tag set of blocks ψ.

(4) Proof Gen(θ, Fd, τd,ψ)⟶ Pd: proof generation
algorithm is run by CSP. .e algorithm’s input is
public state information θ, replica Fd, the tag of
replica τd, and the tag set of blocks ψ, and the output
is proof Pd, 1≤d≤ t.

(5) Proof Verify(pk, θ, P)⟶ (SUCCESS, FALSE):
proof verification algorithm is run by the verifier.
.e algorithm’s input is public key pk, public state
information θ, and proof P � Pd . If the verification
succeeds, the output is SUCCESS, and if the verifi-
cation fails, the result is FALSE.
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3.3. Scheme Implementation. In this part, we first introduce
the noninteractive multireplica provable data possession
(NI-MR-PDP) protocol. .en we propose our noninterac-
tive multireplica data possession scheme combined with
smart contract technology.

3.3.1. NI-MR-PDP.
(1). Setup Phase. Let G and GT be multiplicative cyclic groups
of prime order p and g a generator of G, and there is a
bilinear map e: G × G⟶ GT. Two hash functions are
H(·): 0, 1{ }∗ ⟶ G and h(·): 0, 1{ }∗ ⟶ Zp. Two
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pseudorandom functions areα(·): 0, 1{ }∗ ⟶ 0, 1{ }∗ and
β(·): 0, 1{ }∗ ⟶ [1, n]. Let the number of challenge blocks
be an integer c, 1≤ c≤ n.

KeyGen: it selects λ as the security parameter, randomly
generates a pair of public and secret keys (spk, ssk)←R SKg

for signature, and computes v←gssk. .e public key is pk �

(spk, v) and the secret key is sk � ssk.
ReplicaGen: DO encrypts the file to get the ciphertext F,

divided into n blocks with the same size and expressed as
F � fi , 1≤ i≤ n. To prevent the adversary from using files
of different replica servers to restore the complete F, DO
needs to generate a unique and distinguishable replica file.
By adding random values, t various replicas Fd � md,i  are
generated, where md,i � fi + rd,i, rd,i � α(d‖ i),
1≤ d≤ t, 1≤ i≤ n. .e more replicas, the higher reliability of
the data, and the corresponding fee charged by CSP will
increase.

TagGen: DO randomly selects name←R Zp and t values
u1, u2, · · · , ut←

R
G and calculates the tag

σd,i � (H(name‖ i) · u
md,i

d )sk of each block md,i in the replica.
Due to the aggregation of the BLS signature, the tags of the
same subscript blocks of different replicas Fd can be ag-
gregated into σi � 

t
d�1 σd,i, and the tag set of blocks is

ψ � σi . Let τo d � name‖n‖d‖u1‖ · · · ‖ ut, and the tag of
each replica is τd � τo d‖ S Signsk(τo d).
(2). Audit Phase. At this phase, the Verifier does not need to
randomly select the challenge set to challenge CSP, like the
traditional PDP scheme. Instead, the CSP uses the current
public state information θ as the input of the pseudorandom
function to simulate the challenge set generation process. In
this way, the Verifier can generate a challenge set by itself to
meet the requirement of no interaction.

In our scheme, θ should be publicly available and not
controlled by the CSP while changing over time. Consid-
ering the blockchain structure, the timestamp or hash value
of the previous block in the block header can meet the above
requirements and be used as θ.

ProofGen: CSP selects an appropriate integer c, 1≤ c≤ n.
For ∀j ∈ [1, c] it computes sj←β(θ‖ j); we can get
I � s1, s2, · · · , sc . For ∀i ∈ I, it calculates Vi←h(θ‖ j), so the
challenge set isQ � (i, Vi) , i ∈ I. Each replica server of CSP
generates the corresponding proof for its stored replica and
computes μd � (i,Vi)∈QVi · md,i and σ � (i,Vi)∈Qσ

Vi

i ; the
proof of replica Fd is Pd � θ, τd, μd, σ , 1≤d≤ t.

ProofVerify: Verifier first compares the state informa-
tion to verify the correctness of the public state information
θ, and if it fails, it returns FALSE, and if it succeeds, it
computes I � β(θ‖ 1), β(θ‖ 2), · · · , β(θ‖ c)  and Vi←h(θ ‖

i) and then gets the challenge set Q � (i, Vi) , i ∈ I.
.en spk is used to verify the tag of the replica τd. If it

fails, it returns to FALSE. If it succeeds, it returns name, n, d

and u1, u2, · · · , ut.
Finally, we check the equation

e(σ, g)�
?

e((i,Vi)∈Q 
t
d�1 H(name‖ i)Vi · u

μd

d , v). If the
equation holds, output SUCCESS. Otherwise, return FALSE.

It is easy to prove the correctness of the scheme because
v � gsk, σi � 

t
d�1 σd,i, σd,i � (H(name‖ i) · u

md,i

d )sk, μd �


(i,Vi)∈Q

Vi · md,i and σ � (i,Vi)∈Qσ
Vi

i ; the equation is as

follows:

e(σ, g) � e 

i,Vi( )∈Q

σVi

i , g⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� e 

i,Vi( )∈Q



t

d�1
σd,i

⎛⎝ ⎞⎠

Vi

, g⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� e 

i,Vi( )∈Q



t

d�1
H(name‖ i) · u

md,i

d 
sk⎛⎝ ⎞⎠

Vi

, g⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� e 

i,Vi( )∈Q



t

d�1
H(name‖ i)

Vi · u
md,i ·Vi

d , g
sk⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� e 

i,Vi( )∈Q



t

d�1
H(name‖ i)

Vi · u
μd

d , v⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠.

(1)

3.3.2. Smart Contract Scheme. In the traditional cloud
storage system, DO needs to pay a certain fee to CSP to
purchase storage space. Once the DO data is unavailable or
tampered with, it is challenging to obtain economic com-
pensation for data rights. On the one hand, DO will no
longer store the original data locally, and the proof process
will become arduous. On the other hand, the laws and
regulations of various countries on data security are not
necessarily complete, especially in the case of transnational
disputes. Moreover, legal litigation usually means extra
money and time costs.

.e emergence of smart contracts brings dawn to solve
these problems. Since the smart contract has the charac-
teristics of tamper-resistant and automatic triggering, once
the contract content is agreed by all parties, as long as the
contract conditions are met, the contract results will be
implemented immediately. No one can change the contract
content again.

.erefore, we design a noninteractive multireplica
provable data possession scheme based on smart contracts in
the cloud storage system. By deploying smart contracts on
the blockchain, we provide tamper-resistant multireplica
integrity verification for all parties and guarantee fair pay-
ment through the deposit mechanism. A consensus mech-
anism needs to be used to fight against dishonest verifiers
and ensure the correctness of the verifier’s smart contract
execution. .is article does not discuss that in depth.

.e flow logic of the scheme is shown in Figure 3, which
is described as follows.

(1) DO, CSP, and Verifier register on the blockchain to
obtain public-secret key pairs and account addresses
ADDRESSDO, ADDRESSCSP, and ADDRESSV
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respectively. .e public-secret key pair is used for
signature and verification on the blockchain. .e
public key usually generates the account address to
identify the identity and conduct transactions. DO
and CSP need to pay a certain deposit respectively to
ensure the smooth completion of subsequent
transactions.

(2) DO runs the algorithm KeyGen to generate public-
secret key pair (pk, sk), runs the algorithm Repli-
caGen to generate t different replicas Fd of file F, and
runs the algorithm TagGen to generate the tag of
replica τd and the tag set of blocks ψ.

(3) DO uploads Fd, τd,ψ  to each replica server of CSP,
generates a smart contract T1 (see Table 1), and
deploys it on the blockchain. .e smart contract
includes the basic information of F (file name, file
hash, and upload time), transaction information
(storage fee, account address of DO, account address
of CSP), and the signature of DO. It can ensure that if
the CSP completely stores a replica of the file, it can
pass the verification, and DOmust pay the cost to the
CSP in time.

(4) After receiving Fd, τd,ψ , each replica server of CSP
runs the algorithm ProofGen to generate Pd and then
sends it to CSP to obtain the proof set P � Pd . CSP
generates a smart contract T2 (see Table 2) and
deploys it on the blockchain. .e smart contract

DO CSP

Send {Fd,τd,ψ} to CSP

Deploy smart contract T1

Deploy smart contract T2

Execute T3, activate T1 or T2
depended the verification result

Deploy smart contract T3

Run ProofGen to generate P

Run ProofGen to generate proof
P make use of θ

Block chain Verifier

Run KeyGen to generate (pk,sk)
Run ReplicaGen to generate Fd
Run TagGen to generater τd and ψ

Figure 3: .e flow logic of the scheme.

Table 2: Compensation smart contract T2.

Smart contract T2

File name FN
File hash FH
Receiving time RT
Compensation fee CF
Account addresses of DO ADDRESSDO

Account addresses of CSP ADDRESSCSP

Signature of DO SignCSP

Contract content:
Promise
{if Proof Verify(pk, θ, P)⟶ FALSE
Pay CF from ADDRESSCSP to ADDRESSDO}

Table 1: Storage smart contract T1.

Smart contract T1

File name FN
File hash FH
Upload time UT
Storage fee SF
Account addresses of DO ADDRESSDO

Account addresses of CSP ADDRESSCSP

Signature of DO SignDO

Contract content:
Promise
{if Proof Verify(pk, θ, P)⟶ SUCCESS
Pay SF from ADDRESSDO to ADDRESSCSP}
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includes the basic information of F (file name, file
hash, and receiving time), transaction information
(compensation fee, account address of DO, and
account address of CSP), and the signature of CSP. It
can ensure that if the CSP does not store complete
replicas and the integrity verification fails, the CSP
must pay a certain fee to compensate the DO in time.

(5) CSP will periodically generate the corresponding
proof combined with the current public state in-
formation θ, generate a smart contract T3 (see Ta-
ble 3), and deploy it on the blockchain. .e smart
contract includes the basic information of the file
(file name, file hash, generation time of evidence,
status information, and evidence information), the
contract information to be called, transaction in-
formation (verification fee, CSP account address,
and verifier account address), and the signature of
the CSP. .e verifier will execute a smart contract to
complete multiple-replica data integrity verification
for a reward and then activate T1 or T2 based on the
verification result.

3.4. Brief Summary. We propose a noninteractive multi-
replica provable data possession scheme based on smart
contract, which not only meets the basic requirements of
correctness and security but also has the following
characteristics:

(1) Public verification: the evidence verification algo-
rithm is public and does not need to use the private
key, so any third party can obtain a public conclusion
about whether the data have integrity.

(2) Noninteractive: during the whole verification pro-
cess, DO and CSP do not need to interact with the
third-party verifier, and it DO and CSP do not need
to remain online all the time, making the operation
of the scheme more flexible.

(3) Batch verification: batch verification can be carried
out simultaneously on all replicas. Only one equation
needs to be verified, and then it will tell whether all
replicas are stored completely.

(4) Fair payment: the payments of DO, CSP, and Verifier
follow the agreed smart contract, which cannot be
tampered with, and cannot be denied by anyone.

(5) Privacy-preserving: during the whole verification
process, the relevant information that the Verifier
can access of DO is all encrypted files and cannot
obtain any knowledge of DO’s original file without
knowing the secret key.

4. Security Proof

.e security of the scheme is defined by formally describing
a security game between challenger C and adversary A:

C generates a public-private key pair (pk, sk) by running
KeyGen, sends pk to A, and reminds sk for responding to A’s
query.

(1) A can query replicas by interacting with C. A ran-
domly selects a file F and sends it to C. C generates t
different replicas Fd(1≤d≤ t) by running the Rep-
licaGen algorithm and responds to A.

(2) A can query tags by interacting with C. A randomly
selected replica Fd and sends it to C, and C generates
the tag of replica τd and the tag set of blocks ψ by
running the TagGen algorithm and responds to A.

(3) A generates proof P′ according to responses from
multiple queries.

Definition 1. .e advantage of adversary A in the game is
A dvA � Pr[Proof Verify(pk, θ, P′) � SUCCESS]. We say A
wins the game if A dvA is nonnegligible.

Definition 2. A noninteractive multireplica provable data
possession scheme is secure. If there is an effective extraction
algorithm Extr, for any adversary who wins the security
game and the output of the proof of file F is P′, the
probability that the Extr can recover the replicas Fd  (i.e.,
Extr(pk, θ, τd, P′) � Fd ) is nonnegligible.

Theorem 1. If the signature algorithm used to generate file
tags is existential unforgeability, the computational Diffie-
Hellman problem on bilinear groups and the discrete loga-
rithm problem are difficult; then, in the random oracle model,
the probability that an adversary which breaks the security of
our scheme, through the verification algorithm using proof not
generated by ProofGen, is negligible.

We prove the theorem as a series of games with inter-
leaved analysis. The restrictions of the games for the ad-
versary are gradually tightened.

Game-0: Game-0 is the first game, the security game
defined at the beginning of this chapter.

Game-1: Game-1 is the same as Game-0, with a slight
difference. The challenger keeps a list that stores all signed
file tags that have been responded to in the tag query. If the

Table 3: Verification smart contract T3.

Smart contract T3

File name FN
File hash FH
Proof generated time PGT
State information θ
Proof information P

Storage smart contract T1
Compensation smart contract T2
Verification fee VF
Account addresses of CSP ADDRESSCSP

Account addresses of verifier ADDRESSV

Signature of CSP SignCSP

Contract content:
Promise
{Execute the ProofVerify algorithm if
Proof Verify(pk, θ, P)⟶ SUCCESS, activate T1
if Proof Verify(pk, θ, P)⟶ FALSE, activate T2
Pay VF from ADDRESSCSP to ADDRESSV}
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adversary submits an effective tag τd but is not in the list
signed by the challenger, the challenger outputs failure and
aborts.

Analysis: if an adversary causes the challenger outputs
failure with nonnegligible probability in Game-1, we can use
the adversary to construct a forger to break the unforge-
ability of the signature scheme.

If the adversary does not cause failure in Game-1, its
view is identical in Game-0 and Game-1. Through the de-
scription in Game-1, we know that the verification algorithm
and extraction algorithm will get the parameters name, n, d

and u1, u2, . . . , ut from the tag τd, and these values can only
be generated by the challenger.

Therefore, if the adversary’s success probability in
Game-0 and Game-1 has a nonnegligible difference, we can
construct a simulator to break the existence of the signature
scheme by using the adversary.

Game-2: Game-2 is the same as Game-1, with a slight
difference. The challenger keeps a list of tag queries and
responses initiated by all adversaries. If the adversary sub-
mits proof that proves the verification algorithm successfully
but σ is not equal to (i,Vi)∈Qσ

Vi

i , the challenger outputs
failure and aborts.

Analysis: it is assumed that the failed replica file is di-
vided into equal-length n blocks, expressed as
Fd � md,i , 1≤d≤ t, 1≤ i≤ n, and the corresponding pa-
rameters are name, n, d and u1, u2, · · · , ut. .e tag set of
blocks ψis generated by TagGen. Suppose Q � (i, Vi) , i ∈ I

is the query that leads to failure, and the proof that responds
to the adversary is μt

′, μt
′, . . . , μt
′ and σ′. Let the expected

response generated by an honest prover be μ1, μ2, . . . , μt and
σ, where μd � (i,Vi)∈QVi · md,i and (i,Vi)∈Qσ

Vi

i . According
to the proof of correctness, we know that the expected re-
sponse satisfies the equation e(σ, g) � e((i,Vi)∈Q 

t
d�1

H(name‖ i)Vi · u
μd

d , v). According to the description of
Game-2, the adversary’s response can also satisfy the
equation e(σ′, g) � e((i,Vi)∈Q 

t
d�1 H(name‖ i)Vi · u

μd
′

d , v),
but σ′ ≠ σ. If there is μd

′ � μd for each d, it satisfies the
equation σ′ � σ, which contradicts the above assumption.
.erefore, letΔμd � μd

′ − μd, and we know that at least one of
△μd  is not 0.

Now we prove that if the adversary leads to the chal-
lenger outputs failure in Game-2 with nonnegligible prob-
ability, we can construct a simulator to solve the
computational Diffie-Hellman problem.

The input value of the simulator is g, gsk, h ∈ G, and its
goal is to output hsk. .e behavior of the simulator is similar
to the challenger in Game-1, but there are the following
differences:

(1) When generating the key, it sets the public key to gsk

received in the challenge, which means the simulator
does not know the secret key sk.

(2) .e simulator programs the random oracle H and
keeps a list of queries and responses. When the
adversary randomly selects r←R Zp to query, its re-
sponse is gr ∈ G. It also responds to queries
H(name‖ i) in a particular way, seen later.

(3) When asked to store some file whose coded repre-
sentation comprises the n blocks md,i , 1≤ d≤ t,

1≤ i≤ n, the simulator behaves as follows. It chooses a
name name←R Zp at random. Because the space for
choosing the name is large enough, the probability that
the simulator chooses a name that has been queried by
name ‖ i in random oracle H is negligible.
For each d, 1≤d≤ t, the simulator chooses random
values δd, cd←

R
Zp and set ud � gδd · hcd . For each

i, 1≤ i≤ n, the simulator chooses a random value
ri←

R
Zp, and the response of the random oracle H is

H(name‖ i) �
g

ri

g


t
d�1 δd · md,i · h


t
d�1 cd · md,i 

.
(2)

Now the simulator can calculate because we have

H(name‖ i) · 
t

d�1
u

md,i

d

�
g

ri

g


t
d�1 δd · md,i · h


t
d�1 cd · md,i 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · 

t

d�1
u

md,i

d

�
g

ri

g


t
d�1 δd · md,i · h


t
d�1 cd · md,i 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

· g



t

d�1
δd · md,i

· h 
t

d�1
cd · md,i

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� g
ri .

(3)

Therefore

σi � 
t

d�1
σd,i � 

t

d�1
H(name‖ i) · u

md,i

d 
sk

� H(name‖ i) · 
t

d�1
u

md,i

d
⎛⎝ ⎞⎠

sk

� g
sk

 
ri

.

(4)

(4) .e simulator continues to interact with the ad-
versary until the particular situation defined by
Game-2 occurs: the adversary successfully proves the
verification with σ′ that is different from the ex-
pected σ.

The analysis of Game-0 and Game-1 ensures that the
parameters name, n, ud , md,i , σi  used in the protocol
are generated by the challenger; otherwise, it will output
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failure. .is means that these parameters are generated
gradually by the simulator described above. By dividing the
tag σ′ and the expected tag σ, we get

e
σ′
σ

, g  � e 
t

d�1
u
Δμd

d , v⎛⎝ ⎞⎠

� e 
t

d�1
g
δd · h

cd 
Δμd

, v⎛⎝ ⎞⎠

� e g
t

d�1 δd ·Δμd · h
t

d�1 cd ·Δμd , v .

(5)

Rearranging terms yields

e σ′ · σ−1
· v

− 
t

d�1 δd ·Δμd , g  � e h
t

d�1 δd ·Δμd , v . (6)

Because v � gsk, we find that the computational Diffie-
Hellman problem has been solved:

h
sk

� σ′ · σ−1
· v

− 
t

d�1 δd ·Δμd 
− 

t

d�1 δd ·Δμd
(7)

Unless the denominator is 0, we know that at least one of
△μd  is not 0, so the probability of the denominator being 0
can be ignored.

Therefore, we prove that if there is a nonnegligible
difference between the adversary’s probability of success in
Game-1 and Game-2, we can construct a simulator to solve
the computational Diffie-Hellman problem, as required.

Game-3: Game-3 is the same as Game-2, with a slight
difference. If the adversary submits proof that explains the
verification successfully, but at least one μd is not equal to
(i,Vi)∈QVi · md,i, the challenger outputs failure and aborts.

Analysis: make some definitions like Game-2. We
suppose that the failed replica file is divided into equal-
length n blocks, expressed as Fd � md,i , 1≤d≤ t, 1≤ i≤ n,
and the corresponding parameters are name, n, d and
u1, u2, · · · , ut. .e tag set of blocks ψ is generated by TagGen.
Suppose Q � (i, Vi) , i ∈ I is the query that leads to failure,
and the proof that responds to the adversary is μ1′, μ2′, . . . , μt

′
and σ′. Let the expected response generated by an honest
prover be μ1, μ2, · · · , μt and σ, where μd � (i,Vi)∈QVi · md,i

and σ � (i,Vi)∈Qσ
Vi

i . Game-2 has ensured that we get σ′ � σ;
only μd

′  and μd  can be different. Define
Δμd � μd

′ − μd, 1≤ d≤ t; then at least one of Δμd  is not 0.
Now we prove that if the adversary leads to the chal-

lenger outputs failure in Game-3 with nonnegligible prob-
ability, we can build a simulator to solve the discrete
logarithm problem.

The input value of the simulator is g, h ∈ G, and its goal
is to output x such that h � gx. .e behavior of the simulator
is similar to the challenger in Game-2, but there are the
following differences.

(1) When it is required to store a file whose coded
representation comprises the n blocks
md,i , 1≤ d≤ t, 1≤ i≤ n, the simulator behaves
according to TagGen. For each d, 1≤ d≤ t, the

simulator chooses random values δd, cd←
R

Zp and
sets ud � gδd · hcd .

(2) .e simulator continues to interact with the adversary
until the particular situation defined by Game-3 oc-
curs: the adversary successfully proves the verification
with μd

′  different from the expected μd .

According to the analysis of Game-1, we know that the
parameters name, n, ud , md,i , σi  used in the protocol
are generated by the simulator. According to the analysis of
Game-2, we know σ′ � σ.

Construct the verification equation with μd , respec-
tively, with

e 

i,Vi( )∈Q



t

d�1
H(name‖ i)

Vi · u
μd

d , v⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠

� e(σ, g)

� e σ′, g( 

� e 

i,Vi( )∈Q



t

d�1
H(name‖ i)

Vi · u
μd

d , v⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠,

(8)

concluding that



t

d�1
uμd

d � 
t

d�1
uμd
′

d , (9)

and therefore

1 � 
t

d�1
uΔμd

d

� 
t

d�1
g
δd · h

cd 
Δμd

� g
t

d�1 δd ·Δμd · h
t

d�1 cd ·Δμd .

(10)

We find that the discrete logarithm problem has been
solved:

h
sk

� σ′ · σ−1
· v

t

d�1 δd ·Δμd 


t

d�1 cd ·Δμd

. (11)

Unless the denominator is 0. However, we know that at
least one of Δμd  is not 0, so the probability of the de-
nominator being 0 can be ignored.

Therefore, we prove that if there is a nonnegligible
difference between the adversary’s probability of success in
Game-2 and Game-3, we can construct a simulator to solve
the discrete logarithm problem, as required.

4.1. Wrapping Up. Suppose the signature algorithm used to
generate file tags is existential unforgeability, the compu-
tational Diffie-Hellman problem on bilinear groups and the
discrete logarithm problem are difficult. In that case, there is
a nonnegligible difference between the adversary’s proba-
bility of success in Game-3 and Game-0. From Game-1 to
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Game-3, it is limited that τd, σ, μd, only the proof not
correctly calculated by ProofGen, can respond to the
challenge gradually, and Game-0 is the security game of our
scheme. .erefore, the probability that an adversary who
breaks through the security of our scheme uses the proof not
generated by ProofGen to successfully prove the verification
is negligible. .is completes the proof of .eorem 1.

5. Performance Evaluation

5.1. Comparative Analysis. We compare our scheme with
other similar schemes from the dimensions of public veri-
fication, batch verification, privacy preserving, fair payment,
interactivity, and multireplica. It can be seen from Table 4
that compared with other blockchain-based provable data
possession schemes. Our scheme uses multireplica tech-
nology, based on BLS signature and homomorphic verifi-
cation tag, combined with the smart contract with deposit
mechanism, and it achieves all functions well.

5.2. Experiments. To evaluate the performance of our
scheme, we designed a prototype of the scheme with C
Programming language. For the large integer and pairing
operations, we use the GMP Library (version 6.2.1) and PBC
Library (version 0.5.14), respectively. AES256 is used for file
encryption, and the length of signature key is 160 bits. .e
experimental environment is Intel Core i7 2.6GHz, memory
is 16GB 2133mhz lpddr3, and the operating system is
macOS 12.0.1.

In the experiment, we mainly focus on the total running
time of the scheme, including ReplicaGen time, TagGen
time, ProofGen time, and ProofVerify time, as well as the
relationship between the running time and file size N,
number of blocks n, and number of challenge blocks c.

According to the study of [2], it assumes that the CSP
destroys 1% of the data blocks uploaded by the DO; when
c� 300 and 460, the probability that DO can detect mis-
behavior of CSP is 95% and 99%.

.e fixed file size is N� 64KB, the number of blocks is
n� 1024, the number of challenge blocks is c� 300, and the
number of replicas is t� 3. .e experimental results of the

running time of each algorithm are shown in Table 5. It can
be seen from Table 5 that time is mainly consumed in the
TagGen algorithm, which is consistent with our assumption.
In this algorithm, tags need to be calculated for each data
block, and many exponential operations need to be carried
out. Hence, the computational complexity is much higher
than that in other algorithms.

Next, we fixed the number of blocks n� 16384, the
number of challenge blocks c� 300, and the number of
replicas t� 3 and gradually increased the file size N from
16KB to 1024KB. .e experimental results are shown in
Figure 4. We can see that the relationship between the total
time and the file size is basically linear, and the gap is not
apparent when N is very small.

.en we fixed the file size n� 64KB, the number of
challenge blocks C� 300, gradually changed the number of
blocks from n� 1024 to 16384, and took the number of
replicas t as 1, 2, and 3, respectively..e experimental results
are shown in Figure 5. We can see that the total time in-
creases exponentially with the number of blocks, and the
total time increases with the number of replicas, but the
impact is limited.

Table 4: Comparison of schemes’ characteristics.

[17] [18] [19] [20] [21] [22] Our
scheme

Public verification √ √ √ √ √ √ √
Batch verification × √ √ × × √ √
Privacy preserving × × √ √ √ √ √
Fair payment √ √ √ √ √ √ √
Interactivity √ × × √ × × √
Multireplica × √ × × √ √ √

Table 5: Algorithm running time of our scheme (N� 64KB, n� 1024, c� 300, t� 3).

Algorithm ReplicaGen TagGen ProofGen ProofVerify Total
Time(s) 0.009413 3.376702 0.222226 0.003383 3.611731
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Figure 4: .e relationship between total time and file size
(n� 16384, c� 300, t� 3).
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Finally, we fixed the file size N� 64KB and the number
of replicas t� 3, gradually changed the number of blocks
from n� 1024 to 16384, and took the number of challenge
blocks c as 300, 460, and 1000, respectively..e experimental
results are shown in Figure 6. We can see that the total time
increases with the number of challenge blocks, but the
impact of the number of challenge blocks on the total time
becomes smaller and smaller as the number of blocks
increases.

6. Conclusion

.is paper proposes a noninteractive multireplica provable
data possession scheme based on smart contracts. .e
scheme replaces TPA with the smart contract, which pro-
vides a trusted environment for data integrity verification so
that the verification process is public, tamper-proof, trace-
able, and periodically automatic. To reduce the transaction
fees caused by the frequent operation of blockchain in the
verification process, the concept of noninteractive is in-
troduced. By presetting payment rules in smart contracts,
fair transactions between the parties involved are guaran-
teed. .e contracts will be executed automatically once the
conditions are met.
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Blockchain is a distributed ledger that combines technologies such as timestamp, cryptography, consensus mechanism, and peer-
to-peer network. In the field of data recording and management, the blockchain data query scheme based on smart contracts
consumes a lot of resources, and blockchain platforms that do not support smart contracts cannot achieve convenient data query.
)is study proposes a blockchain data sharing query scheme based on threshold secret sharing. )e secret elements used to query
data are shared through the Blakley space plane equation to limit the rights of the inquirer, ensuring the security of blockchain data
query. At the same time, the Blakley space plane equation coefficient matrix is used to segment the data to be uploaded to the
blockchain. It solves the problem that the data cannot be directly stored in the block due to their large size. It facilitates data
uploading to the blockchain. )e experimental results show that the additional time consumption of the secret sharing and
recovery, data segmentation, and reconstruction of this scheme is much less than the block generation time. )erefore, this
solution will not affect the normal operation of blockchain applications and can improve the security and the fault tolerance rate of
data query.

1. Introduction

“Bitcoin: A Peer-to-Peer Electronic Cash System” [1],
published in 2008, first introduced the concept of block-
chain. )is study describes the architectural concept of
Bitcoin based on the peer-to-peer network [2], crypto-
graphic mechanism [3], timestamp [4], and consensus
mechanism [5]. At the same time, the concept of “chain of
blocks” is introduced. )e birth of Bitcoin has promoted the
development of digital cryptocurrency. At this time, the
focus of people’s attention is still on the “currency” attribute
of Bitcoin, rather than the blockchain technology at the core
of Bitcoin. After 2015, the emergence and subsequent rapid
development of Ethereum [6] and Hyperledger [7] have
changed this phenomenon. )is made the underlying

blockchain technology more widely known and studied by
more people. At present, the mainstream definition of
blockchain in the industry is a combination of key tech-
nologies such as timestamps, cryptographic mechanisms,
peer-to-peer transmission, and distributed consensus. It is a
decentralized shared ledger with collective maintenance,
immutability, security, and credibility [8].

According to different trust construction methods,
blockchain can be divided into permissioned blockchain and
nonpermissioned blockchain [9]. According to the different
degrees of openness [10], the permission blockchain can be
divided into consortium blockchain and private blockchain.
)e common application areas of blockchain can be divided
into digital cryptocurrency, data recording and manage-
ment, information security, and other fields [11].
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Applications in the field of data recording and management
include data storage, data authentication, information
sharing, and copyright protection. Some researchers use
blockchain for logistics data management. )e blockchain-
based logistics data security storage system stores logistics
records in the blockchain to ensure that the entire logistics
process can be audited. At the same time, the throughput of
the blockchain-based IoT system is improved through the
group-based POW mechanism [12]. Blockchain can also be
used for public auditing of data, enabling the secure sharing
of recorded information and the traceability of user iden-
tities [13]. Some researchers used the characteristics of
blockchain technology to achieve efficient sharing of gov-
ernment information resources and digital rights manage-
ment [14, 15]. )e core of the application of blockchain in
data recording and management scenarios is data, and these
applications need to provide blockchain data query services,
so the security of data queries is very important.

)e smart contract is a computer program that can run
premade rules on a distributed ledger. It can execute and
verify the complex behavior of distributed nodes [16]. Smart
contracts can be executed more effectively in a decentralized
and trustless environment like the blockchain. At present,
many blockchain applications have adopted smart contract-
based methods to provide blockchain data query services.
)e query methods based on the smart contract deploy the
data access rules directly into the blockchain smart contract
after negotiation and approval. When the conditional pa-
rameters carried in the request meet the access rules, the
smart contract will continue to execute, without relying on
nonblockchain systems. However, the query of data in
blockchain applications is often only associated with a
specific node. )e smart contract-based approach requires
each node to run the deployed contract, and the resource
consumption of blockchain applications is relatively large.

At the same time, in the digital encryption currency field,
the data size that the block body of the early blockchain
platform can accommodate does not match the needs of
nondigital encryption currency scenarios. )erefore, some
blockchain-based data applications can only store relevant
data indexes on the blockchain, and the original complete
data need to be stored on the off-chain storage system.
Literature [17] proposed a medical consortium blockchain
system based on the PBFT consensus mechanism. )e
consortium blockchain in the system is responsible for
storing the ID of the transaction order corresponding to the
traditional database table, and the specific transaction order
and original medical data still need to be saved to the existing
medical information system. In the electronic medical re-
cord sharing model [18], the desensitized electronic medical
record will be stored off-chain, and the off-chain index of the
desensitized medical record will become the leaf node of the
Merkel tree in the block.

)erefore, in view of the blockchain data query re-
quirements in the data recording and management scenario,
this study builds a secure and reliable blockchain data
sharing query scheme based on the threshold secret sharing
mechanism and erasure codes. )e main contributions of
this study are as follows:

(1) A blockchain data sharing query scheme based on
the Blakley threshold secret sharing mechanism is
proposed. )e secret elements used to query data are
shared through the Blakley space plane equation,
limiting the rights of blockchain data inquirers, and
it further ensures the security of blockchain data
query.

(2) An erasure code-based data uploading method is
proposed. )e coefficient matrix of the Blakley space
plane equation is used as the erasure code encoding
matrix to segment the data. )is method not only
solves the problem that the data cannot be directly
stored in the block because of the large size of the
block but also improves the fault tolerance rate
during query.

(3) Simulation experiments and analysis of the scheme
are carried out. )e results show that the rate of
secret sharing and recovery, data segmentation, and
reconstruction of this scheme is higher than that of
block generation. )is scheme does not affect the
normal operation of the blockchain system; at the
same time, it improves the security of data query.

2. Related Work

Many researchers design blockchain data query methods
based on smart contracts. In the blockchain-based digital
archive protection and sharing system proposed in reference
[19], the consortium blockchain manages digital archives
and users, the public blockchain regularly stores block
snapshots of consortium blockchain, and the private IPFS
stores ciphertext digital archives. )e management tasks of
the members of the internal consortium blockchain are
undertaken by the digital identity management contract.
Literature [20] designed a medical data sharing platform
based on blockchain. When the access statement sent by the
data requester matches the consent statement specified by
the data provider, the smart contract will continue to execute
the medical data sharing process. In the medical privacy data
sharing query model proposed in reference [21], the access
list contract is deployed by the medical institution to frame
the private data collection belonging to the medical research
category. At the same time, users also have the right to
remove institutions from their own data authorized access
list. Literature [22] constructed a paid data query scheme
based on smart contracts, which built data access clauses into
smart contracts along with data hashes. Only users whomeet
the access terms can get the key in the contract and the data
hash in the trusted environment and finally retrieve the data.

)e above research all use smart contracts for data query,
which requires each node of the blockchain to run deployed
smart contracts. )erefore, the data query methods based on
smart contracts will make the resource consumption of
blockchain applications larger.

In addition to smart contract-based methods, many
scholars at home and abroad currently adopt blockchain
data query schemes based on cryptographic mechanisms.
Huang et al. [23] stored the access strategy of attribute-based
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encryption (ABE) and user attributes in the database. )e
metadata were uploaded to the blockchain system, and the
blockchain was used to ensure data security. )e solution
uses attribute-based encryption to control the access and
query of blockchain data. In order to improve the security of
data sharing between enterprises, Wang et al. [24] proposed
a shared query and access model based on ABE and
blockchain, which is composed of two blockchains re-
sponsible for the internal and interenterprise. )e model
uses attribute-based encryption to protect internal data
access and data sharing between enterprises. )win and
Vasupongayya [25] designed a medical data sharing query
scheme based on proxy reencryption.)emedical ciphertext
data were uploaded to the chain through the gateway server
after reencryption. )e cloud storage service saves medical
data, and the private chain stores medical metadata and raw
data access logs to improve the confidentiality and security
of personal medical data. Truong et al. [26] adopted prefix
encryption technology for hierarchical structure scenarios to
improve the security of data queries between IoTdevices. In
this scheme, the data requester first uses the ciphertext data
encrypted by the prefix to apply to the data provider. After
obtaining the consent of the data provider, the requester
obtains the key sent by the data provider from the key
authority and decrypts the ciphertext.

)e above research all use cryptographic mechanisms to
control access rights and protect the query of blockchain data.
But due to the characteristics of the blockchain, it is determined
that the blockchain data need to be shared and inquired more.
)is requires the data owner to know the specific inquirers in
advance to implement effective authority control. )erefore,
the solutions in the above research cannot quickly respond to
the inconsistency between the actual inquirers and the preset
inquirers. So, they are not flexible enough.

)e query method based on threshold secret sharing can
determine the approximate query permission range in ad-
vance. So, it is suitable for sharing query scenarios and is
more flexible. At the same time, only when the number of
people applying for reconstruction exceeds the preset
threshold, the data can be successfully queried, which limits
the rights of the inquirer and improves security. In the
medical privacy data sharing scheme based on the con-
sortium chain [27], medical institutions distribute key shares
through the Shamir secret sharing mechanism to medical
users who propose to share patient medical privacy data.)e
system then restores the key through enough key shares
uploaded by medical users. Finally, medical users can query
the private data. Xu et al. [28] proposed a verifiable secret
sharing and multi-party coordination mechanism that can
reduce the complexity and cost of interaction in a block-
chain-based cyber-physical system. )e user node sends an
application to the witness node responsible for verifying the
1/n core shares distributed by the sensor node. Only if it
obtains valid responses from more than n witness nodes, it
can obtain permission to view the data. Sohrabi et al. [29]
introduced a master node responsible for storing user key
shares distributed by smart contracts. After the nodes that
meet the query conditions successfully obtain the ciphertext
data, they need to continue to send the key share request.)e

user can view the data only after receiving a certain valid key
share response. Literature [28, 29] distributed the key to
multiple places through a secret sharing mechanism, but
only one data query request can be served. When the
number of people applying for query is n, the system needs
to transmit the key share set n times. So, these methods have
a large amount of transmission. Table 1 summarizes the
features of existing blockchain data query schemes.

)erefore, this study proposes a blockchain data sharing
query scheme based on the Blakley threshold secret sharing
mechanism. )is scheme adopts the mode of multiple key
shares and multiple query users to reduce transmission
costs. It improves the security of data queries while im-
proving the fault tolerance of the system through the erasure
code mechanism.

3. Preliminary Knowledge

3.1. (reshold Secret Sharing. Given positive integers t and
n(n≥ t), the secret information S is divided into n subsecrets
Si and they are distributed to n different people, where
1≤ i≤ n. )ese people are respectively denoted as
p1, p2, . . . , pn . When the number of subsecrets is greater
than or equal to t, the secret S can be reconstructed; con-
versely, when the number of subsecrets is less than t, S
cannot be reconstructed. At this time, the positive integer t

becomes the threshold value, and the above process is called
(t, n) threshold secret sharing.

Shamir proposed a threshold scheme based on algebraic
Lagrange interpolation polynomials in 1979, namely, Shamir
secret sharing [30]. First, the prime number q is determined,
the finite field Fq is selected, and the secret information S is
made to satisfy S ∈ Fq. )en, different nonzero elements
x1, x2, . . . , xn are chosen on Fq. )en, t − 1 elements
a1, a2, . . . , at− 1 are chosen on Fq, and a polynomial f(x) �

a0 + a1x + a2x
2 + · · · at− 1x

t− 1 is constructed, where a0 is the
secret S. f(xi) is obtained through the polynomial, where
1≤ i≤ n. )en, (xi, f(xi)) is sent to the corresponding pi.
When there are t people trying to reconstruct the secret S,
they need to solve the following equation:

f(x) � 
t

i�1
f xi(  

1≤j≤i,j≠i

x − xj

xi − xj

mod q. (1)

)en, S � f(0) can be calculated.
Blakley constructed another secret sharing scheme

through spatial geometry [31]. It regards the secret S as a
point in the t-dimensional space and divides S into n

(t − 1)-dimensional linearly independent spaces.)en, any t

linearly independent t − 1 dimensional spaces can determine
a unique point, which is the secret S. )erefore, only t × n +

n elements need to be selected in the finite field Fq to form a
t-element linear equation set:

a11x1 + a12x2 + · · · + a1txt � b1,

a21x1 + a22x2 + · · · + a2txt � b2,

. . . ,

an1x1 + an2x2 + · · · + antxt � bn.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)
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)e above equations can be denoted as AX � B. In the
coefficient matrix A, any t rows are required to be linearly
independent, and the secret S must be the only solution of the
equation set.)erefore, when there are t people trying to recover
the secret S, they only need to solve the equation set containing
these t linearly independent lines to solve the secret S.

3.2. Erasure Codes. Erasure codes [32] originated in the field
of communications. )ey are used to correct errors in data
transmission. In the field of data storage, the original data D

can be divided into t data blocks. )en, they are coded with
erasure codes, to obtain a total of n data blocks and re-
dundant blocks. Any t redundant blocks can recover the
original data D according to the nature of erasure codes.

Reed-Solomon code [33] (Reed-Solomon, referred to as
RS code) is a horizontal encoding that performs polynomial
operations on the elements of the Galois field GF(2w).
Common RS coding matrices are Vandermonde matrix and
Cauchy matrix. )e construction of Vandermonde matrix
[33] is relatively simple. In Galois field GF(2w), Vander-
monde matrix undergoes elementary transformation, and
the first t rows are transformed into the identity matrix E.
However, although the addition on the Galois field GF(2w)

can be converted into an exclusive OR, the multiplication
needs to rely on the discrete logarithm operation. )erefore,
the RS code based on the Vandermonde matrix has a large
amount of calculation. )e Cauchy matrix [34] can convert

the multiplication in the Galois field GF(2w) to the GF(2)

binary operation and turn the matrix multiplication into a
simple binary XOR operation.

4. System Scheme

4.1. System Model. )e system model of blockchain data
sharing query scheme based on threshold secret sharing
mainly involves three entities, namely, data user, shared
user, and blockchain storage system.

Data User. )e owner of the data to be uploaded. )e
data will be uploaded to the blockchain storage system
after being encrypted and segmented.
Shared User. In order to ensure that the data uploaded
by the user who owns data are complete and correct, a
certain number of shared users are required to work
together to share data.
Blockchain Storage System. A storage system that stores
data uploaded by data users. If a data query request is
received, the blockchain storage system will return the
corresponding data result.

)e systemmodel of this scheme is shown in Figure 1. First,
data users will need to upload data to the blockchain storage
system for encryption operations. Next, data segmentation and
erasure code encoding are performed on the encrypted data.
)en, the data encoded by the erasure code are uploaded to the
blockchain storage system to complete the storage of the data.

Table 1: Feature comparison of blockchain data query schemes.

Type of
blockchain

Application
scenarios

Data query
technology
adopted

Advantages Disadvantages

Literature
[19]

Consortium
blockchain,

public blockchain

Digital archive
management Smart contract

Queries are automatically executed
when user requests meet preset

rules and do not rely on
nonblockchain systems.

Each node needs to run the
deployed contract, and the
resource consumption of

blockchain applications is large.

Literature
[20]

Consortium
blockchain

Medical data
sharing Smart contract

Literature
[21]

Consortium
blockchain

Medical
privacy data
sharing

Smart contract

Literature
[22] Public blockchain Paid query of

data Smart contract

Literature
[23] Public blockchain Data security

sharing
Attribute-based
encryption

Easy to add an access permission
control mechanism, which makes
access permission control more

fine-grained.

Inability to quickly respond to
situations where the actual

inquirers do not match the preset
inquirers.

Literature
[24]

Private
blockchain,
consortium
blockchain

Enterprise data
sharing

Attribute-based
encryption

Literature
[25]

Private
blockchain

Medical data
sharing

Proxy
reencryption

Literature
[26]

Consortium
blockchain

IoT device data
query

Prefix
encryption

Literature
[27]

Consortium
blockchain

Medical
privacy data
sharing

Secret sharing
Determine the general query
permission scope in advance,

which is suitable for shared query
scenarios. Data can be queried only
when the number of users applying
for reconstruction exceeds the

preset threshold.

)ere is no data reconstruction
mechanism. Unable to recover
data when there is a failed node.

Literature
[28] Not specified Cyber-physical

system Secret sharing Only one data query request can
be served. When the number of
inquiries is large, the system
transmission volume is large.

Literature
[29] Public blockchain Cloud data

sharing Secret sharing
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In order to ensure the consistency of data, shared users need to
cooperate with each other to obtain and share data. )at is,
shared users need to apply to data users first. After the data user
receives the application, the key is divided into multiple key
shares through the Blakley secret sharing technology and then
distributed to the shared user who requests. Shared users obtain
the minimum required number of data coding blocks from the
blockchain storage system, and then, the shared users work
together to complete the reconstruction of the coding block.
)e key is recovered based on the multiple key shares held by
shared users. )en, they complete the decryption of the data
and obtain the original data.

)e formal definition of this scheme is as follows:

(1) KeyGen(λ). Enter the security parameter λ, the al-
gorithm output key K, and the key K is used to
encrypt the original data;

(2) DataEnc(K, D): Input the key K, the original data D,
and the algorithmoutputs the encrypted ciphertext ED;

(3) MatrixGen(ID, n, t): Enter the data user ID, and the
algorithm uses different data user ID to determine
different matrix factors. )en, generate different
n × t-order nonsingular matrices M;

(4) DataEncode(M,ED): Input matrix M, ciphertext
data ED, and output code block C � ∪ n− 1

i�0 Ci after
encoding;

(5) KeyShare(K, M, n, t): Input the key K, matrix M, the
number of shared users n, the threshold value t, and
output the corresponding key share equation x;

(6) KeyRecover(x): Input the key share equation x and
output the key K;

(7) DataDecode(M, C): Input coding matrix M, ci-
phertext coding data C, and output ciphertext data
ED;

(8) DataDec(K,ED): Enter the key K, the ciphertext
data ED, and decrypt the original data D.

)e security requirements of this solution are as follows:

(1) When the shared users do not provide the geometric
space equations that meet the preset number re-
quirements, then they cannot recover the key
correctly.

(2) When the shared user obtains the spatial geometric
equation used to recover the secret, the equation can
be used multiple times to recover the secret.

4.2. Scheme Construction

4.2.1. Data Upload and Storage Stage. First, the data user
executes the KeyGen algorithm to generate the key K that
will be used later. )en, using the DataEnc algorithm, the
original data D to be uploaded to the blockchain storage
system is encrypted with the key K generated in the previous
step. )en, data user uses the MatrixGen algorithm to
generate a nonsingular matrix according to ID. )e matrix
will be used as an erasure code encoding matrix to encode
the encrypted ciphertext data and the Blakley secret sharing

Data Owner

User who applied to share data

Download

Download

DataDecode

DataDec

KeyRecover KeyRecover

KeyShareDataEncDataEncode

Upload

Blockchain
Storage System

Figure 1: System model.
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space geometric equation coefficient matrix. )e data user
uses the erasure code encoding matrix M as the input of the
algorithm, DataEncode to encode and slice the ciphertext
data, and ED to obtain the slice ∪ n− 1

i�0 Ci. Finally, the encoded
block is sent to the blockchain storage system. )e block-
chain system stores the encoded ciphertext data C. )e
implementation of the data upload algorithm is shown in
Figure 2.

4.2.2. Key Distribution Stage. Data users need to distribute
keys to shared users. Both the Cauchy matrix and the
Vandermonde matrix are nonsingular matrices. But the
Cauchy matrix has a smaller computational time complexity
than the Vandermonde matrix. )e data user executes the
MatrixGen algorithm to generate the Cauchy matrix M, and
the matrix M is used as the coefficient matrix of the t-di-
mensional space geometric equation. )e coefficient matrix
M and a certain point K are used in the t-dimensional space
to determine the unique t-dimensional space plane equation.
Assuming that the current secret is shared with n users in
total, then t of the n shared users can recover the secret K.
)e implementation of the shared user secret sharing al-
gorithm is shown in Figure 3. Ii is the coefficient of the
t − 1-dimensional space equation, that is, the subsecret.

4.2.3. Key Recovery and Data Access Stage. In the key re-
covery and data access stage, the shared user first issues an
access application and obtains the encoded ciphertext data
from the blockchain storage system. However, the data are
encrypted and encoded. So, the details of the data cannot be
viewed directly. At this point, it is a binary string without any
semantics for the viewer.

When many shared users trying to recover the cipher-
text-encoded data C, they need to cooperate to recover the
t-dimensional space plane equation set (AK − B � 0)

through each user’s own t − 1-dimensional space plane
equation. When the number of shared users reaches the
number t presented by the data uploading user, the rank of
the coefficient matrix of the aforementioned spatial plane
equation system is equal to t, and the coefficient matrix can
be reversed. )is scheme uses the same matrix as the spatial
plane equation coefficient matrix and the erasure code
encoding matrix. At this time, the shared users can coop-
erate with each other to decode the ciphertext-coded data C

through the inverse matrix. So, they obtain the ciphertext
data ED. )en, the space plane equation of rank t is used to
calculate the certain point K in the t-dimensional space, and
this point is the key. )en, the original data D can be
decrypted by the key. )e shared user decoding and de-
cryption algorithms are shown in Figure 4.

5. Experiment and Analysis

Based on Hyperledger Fabric1.0 and the erasure code
processing library reedsolomon of Golang language, this
section implements a blockchain-based threshold secret
sharing query scheme on a server with Intel(R) Xeon(R)
Platinum 8163 CPU @ 2.50GHz CPU and 32G memory.

5.1. Correctness Analysis. )is section will analyze the cor-
rectness of shared users’ key recovery in this scheme. )e
data user that needs to upload to the blockchain storage
system is assumed D and the private key is assumed K.)en,
the plaintext is encrypted to get ED � DataEnc(K, D).
According to the user’s globally unique ID, the corre-
sponding matrix factor is generated, and then, the n × t-th
order nonsingular matrix M is generated:
M � MatrixGen(ID, n, t). )e DataEncode(E,MD) algo-
rithm is executed on the ciphertext data ED, and the C �

∪ n− 1
i�0 Ci is uploaded to the blockchain storage system. When

a sharing user applies for secret sharing, the data user
constructs n t − 1-dimensional space plane equations
through the matrix M and the key K. )e sharer can de-
termine the unique intersection point K through any t

t − 1-dimensional space planes. )ere are two possibilities
for the number of shared users ns and t who applied for
viewing:

Algorithm 1 Algorithm for Data Upload and Storage

Input: λ, D, n, t, ID
Output: null

function UPLOADANDSTOREDATA (λ, D, n, t, ID)
K ← KeyGen (λ)
ED ← DataEnc (K, D)

M ← MatrixGen (ID, n, t), let ai,j as the element of Matrix M
for i = 0 → n – 1 do

for j = 0 → t – 1 do
init Ci = 0

Ci += ai,j × EDj

split data ED into ED0, ED1, ... , EDt–1 linearly

end for
end for

end function

let C as {C0, C1, ... ,Cn–1}
send C to Blockchain Storage System
StoreDataInBlockStorageSystem (C)

1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:

Figure 2: Data upload and storage process.

Algorithm 2 Algorithm for Key Distribution

Input: ID, n, t, K
Output: I0, I1, ... , In–1

function DISTRIBUTEKEY (ID, n , t, K)

for i = 0 → (n – 1) do

for j = 0 → (t – 1) do

end for

end for

end function
return I0, I1, ... , In–1

Ii .append (ai,j)

Ii .append (Bi)

init Bi = 0, Ii = [ ]

M ← MatrixGen (ID, n, t), let aij as the element of Matrix M
let K = {k0, k1, ... , kt–1}

Bi += ai,j × kj

1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:

Figure 3: Key distribution process.
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(1) t≤ ns ≤ n. At this time, the number of users applying
for shared secrets ns is greater than the minimum
threshold t and less than the initially set number of
secret shares n. Although at this time ns ≤ n, but in
the coefficient matrix, any t rows in n rows are
linearly independent. From the knowledge of linear
algebra, there are t rows in any ns rows of the co-
efficient matrix that are linearly independent.)at is,
among the ns shared users, any t shared users can use
their own space plane equations to determine the
unique intersection point K.

(2) ns > n. If ns shared users (ns > n) share n t − 1-di-
mensional space plane equations (a t − 1-dimen-
sional space plane equation will be held by multiple
shared users), there is no guarantee that the shared
users will hold exactly t linearly independent spatial
plane equations when trying to recover the key.
)erefore, all shared users are divided into k � [ns/n]

groups. )e data distribute n space plane equation
coefficient matrices to each group of shared users.
)ere are n shared users in each group. Only t

linearly independent t − 1-dimensional space plane

equations can recover the secret. At this time, there
are still ns − k · n shared users who have not received
the shared secret share. )e data user first sends the
ns − k · n spatial plane equation coefficient matrices
to ns − k · n shared users. If ns − k · n≥ t, ns − k · n

shared users can directly recover the keys; if
ns − k · n< t, then the data user can hold the
remaining t − (ns − k · n) space plane equations as a
virtual shared user.

5.2. Security Analysis. In this scheme, the shared users re-
store the original data through erasure code decoding and
Blakley secret sharing. For Blakley secret sharing, only when
the number of shared users with the correct secret share
exceeds the minimum threshold t, the unique solution of the
full-rank t-ary linear equation system can be solved, and any
number of users less than t cannot get the unique inter-
section point correctly. For the n × t-order erasure code
matrix, when (n − t) pieces of data are lost or tampered with,
the original data can still be recovered through the erasure
code decoding mechanism. When the number of lost or
tampered data fragments exceeds (n − t + 1), it cannot be
recovered. )is scheme is a blockchain application for data
recording and management scenarios. )e open, transpar-
ent, and nontamperable characteristics of the blockchain
make this probability almost nonexistent. )is can only
happen when the adversary has more than 51% of the
computing power, but the cost of this is far greater than the
value of the information itself.

5.3. Efficiency Analysis

5.3.1. Successful Reconstruction Rate. )is scheme uses
erasure code as the data slicing method. When shared users
need to reconstruct data, the corresponding code package
can be obtained from the blockchain storage system. )e
current blockchain storage system is assumed to have a total
of p nodes. )e storage system does not adopt a full copy
redundancy scheme due to the limitation of node storage
capacity, and each node only stores part of the data locally.
When the data user uploads the data for storage, the erasure
coding matrix is an n × t-order Cauchy matrix; that is, the
ciphertext data ED are first divided into t data slices and then
encoded and converted into n coded slices. )e average
storage capacity of each node in the current system is as-
sumed to be only q(q≤ n) and the performance of each node
is evenly distributed in the system.)en, the probability that
the data can be directly restored through the local storage of
the blockchain storage system node is as follows:

P1 � 1 −
C

t− 1
n F(t − 1, p, q) + C

t− 2
n F(t − 2, p, q) + · · · + C

q
nF(q, p, q)

Cn
q

( 
p . (3)

Algorithm 3 Algorithm for Key Recovery and Data Access

Input: I0, I1, ... , Ik–1
Output: D

function RECOVERKEYANDACCESSDATA (I0, I1, ... , Ik–1)
download the encoded ciphertext C from Blockchain Storage System
init A = [ ], B = [ ];
for i = 0 → (k – 1) do

for j = 0 → (t – 1) do

for i = 0 → (t – 1) do
for j = 0 → (n – 1) do

end for
end for

end if
return D

return null
end function

D = DataDec (K, ED)

end for

end for
r = rank (A)
if r ≥ t then

let pi,j as the element of Matrix A–1;

ai,j = Ii,j

bi = Ii,t

EDi = pi,j × Cj
Ki = pi,j × Bj

1:
2:
3:
4:
5:
6:
7:
8:
9:

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:

Figure 4: Key recovery and data access process.
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Among them, F(num, p, q) indicates that the current p

nodes (the storage limit of each node is q) can completely
store the number of combinations of num different blocks.

If the data uploaded by the data user are sliced and
uploaded directly without encoding, then the probability
that the data can be directly recovered from the blockchain
storage system is as follows:

P2 � 1 −
C

t− 1
t F(t − 1, p, q) + C

t− 2
t F(t − 2, p, q) + · · · + C

q
t F(q, p, q)

Ct
q

( 
p . (4)

When n≥ t, Cx
n >Cx

t , 0<x< t, P1 >P2 can be obtained.
)erefore, the appropriate erasure codematrix size and node
parameters can provide a high error tolerance rate.

5.3.2. Processing Rate. In this section, we will analyze the
correctness of the shared user recovery key in this scheme.
)e three common key lengths are chosen as follows: 128 bit,
256 bit, and 512 bit. )e current secret threshold is assumed
to be t � 10, and the number of the shared people is set to 11
to 25. )e simulation results are shown in Figure 5. When
the secret length is 128 bit and the number of shared users is
25 (that is, any 10 users out of 25 users can recover the
secret), the time spent on key distribution and recovery is
9.93ms and 2.53ms, respectively. When the secret length is
256 bit and 512 bit, the corresponding key distribution time
is 10ms and 20.73ms, respectively. When the length of the
secret is longer and the number of people sharing the secret
is larger, the distribution time of the secret is also longer, but
it remains at the millisecond level.

Before the data owner uploads the data and before the
data inquirer views the data, the data need to be segmented
and reconstructed.)erefore, the performance of the erasure
code-based data sharing mechanism in our solution is re-
lated to the execution performance of the blockchain ap-
plication. )e original data size is set to 100M, t � 10 (that
is, the original ciphertext data is divided into 10 parts). Now,
the effect of the number of different codes n on the encoding
and decoding processing time is tested. )e number of code
blocks is set to 11–20. When n � 11, the processing time was
the shortest, encoding and decoding took 225.8ms and
156.6ms, respectively, and the encoding and decoding rates
were 442.86MB/s and 638.57MB/s, respectively. As shown
in Figure 6, the larger the number of encoding blocks, the
longer the encoding and decoding time. As the number of
redundant data fragments increases (that is, the matrix size
continues to increase), the encoding and decoding rate
gradually decreases, as shown in Figure 7.

)erefore, our solution uses the Blakley space plane
equation coefficient matrix to perform erasure-coded data
fragmentation processing, which reduces the data size, and
this does not significantly affect the speed and performance
of blockchain applications in data recording and manage-
ment scenarios.

5.4. Adaption Analysis. )is section will analyze the adapt-
ability between our scheme and the blockchain system. As
shown in Figure 8, the relationship between our scheme and

blockchain architecture [8] mainly includes the data layer and
network layer. In our scheme, coding algorithm, data seg-
mentation, and reconstruction modules are added to the data
layer. At the same time, the data divided into t slices will
generate n slices after erasure coding. )ere are redundant
(n − t) data fragments. )is mechanism can increase the
storage cost of a piece of data by (n/t) times.

At the network layer, the scheme adds computing and
network resources of data users, shared users, and nodes of
blockchain storage system. )is improves the correct re-
construction rate of data to be stored in the system and the
security of data sharing. It is assumed that the ciphertext data
ED is encoded by the n × t-order erasure matrix and
uploaded to the blockchain storage system. )at is, the ci-
phertext data are segmented into t slices, and the amount of
data in each slice is d.)en, the amount of data transferred is
shown in the following formula:

Ot � k · d, t≤ k≤ n. (5)

As shown in the blue area in Figure 9, the amount of data
Ot to be transmitted is between n d and t d, and the shared
user can successfully recover the original data. At the same
time, the number of verification times is linearly related to
the number of fragments when the data fragments are cut
and encoded.

According to the above content, the improvements
made in this scheme increase the cost of the transmission
and verification mechanism at the network layer, but do
not change their internal operation mechanism. Similarly,
if the block structure is not modified, the erasure code
mechanism introduced will only increase the block
storage cost without affecting the existing block storage
structure. According to the analysis in Section 5.3, our
scheme can provide a high reconstruction success rate
without affecting the speed and performance of block-
chain applications in data recording and management
scenarios. Changes in the data layer and network layer did
not break the original mechanism but only increased the
cost. )erefore, our solution does not affect the decen-
tralized, sequential data, collective maintenance, pro-
grammability, and security and trusts features of
blockchain. )erefore, our scheme is completely suitable
for the blockchain storage system.

5.5. Comparison. As summarized in Table 2, we compare
and analyze our scheme and the other two blockchain data
query schemes. )e query mode of literature [28] and
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literature [29] is a multi-share, single-user mode. )at is, the
key shares are transferred to n nodes or objects. )e user
applies for and obtains more than t valid key shares to
recover the data, and our scheme adopts a multi-share,
multi-user mode, which directly distributes the key shares to
the data inquirers who have passed the review of the data
applicant. As long as the number of data inquirers applied
for viewing exceeds t or the data owner agrees, the key can be
reconstructed. )erefore, the single transmission volume of
our scheme is O(t) level, which is higher than that O(1) level

of the multi-share, single-user query mode. But the total
transmission volume of our scheme is only n × (t + 1), lower
than the total transmission volume n × 2t of the multi-share
single-user query mode. In addition, our scheme uses the
coefficient matrix of the Blakley space plane equations to
segment the ciphertext data and reduce the data size to
facilitate the chaining. At the same time, it increases the
power of data reconstruction during query. However, the
solution using Lagrange interpolation can only achieve data
segmentation through additional mechanisms.
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6. Conclusion

In view of the blockchain data query requirements in the
data recording and management scenario, this study ana-
lyzes the phenomenon that the data on the chain are too
large to be directly stored in the block and proposes a
blockchain data sharing query scheme based on threshold
secret sharing. )e sharing query scheme uses the Blakley
space plane equation to share the secret elements used for
data query. It restricts the rights of blockchain data in-
quirers, thus improving the security of blockchain data
queries. At the same time, amethod for uploading data to the
blockchain based on erasure codes is proposed. It uses the
Blakley space plane equation coefficient matrix as the erasure
code encoding matrix to segment the ciphertext data. It not
only reduces the data size but also improves the system error
tolerance rate during query. )e simulation experiment
results show that the additional time consumption of the
secret-sharing recovery and data segmentation reconstruc-
tion of this solution is much less than the cost of block
generation. )erefore, it will not affect the normal operation
of the blockchain application in the scene of data recording
and management, and it can also improve the security of
blockchain application data.
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With the development of telecommunication systems and customized monitoring devices, telehealth has been widely used to
improve medical quality and reduce overall health costs. However, the convenience of connection between the providers and
patients through a public channel also leads to significant security and privacy concerns. (ough there have been many au-
thentication schemes designed for secure communications in telecare systems, most of them suffer frommalicious attacks or have
heavy computation and communication costs. (us, in this article, we proposed a blockchain-based user authentication scheme
integrating with access control and physical unclonable function (PUF). Permissioned blockchain and PUF are used to support
secure data sharing across the healthcare service providers and identify the devices, respectively. Security analysis shows that our
protocol satisfies the security requirements for telehealth services and is provably secure in the random oracle model. (e
performance evaluation demonstrates that it has less computation and communication costs compared with three of the
latest schemes.

1. Introduction

Telecare medical information systems (TMIS) support re-
mote medical services by providing online patient diagnosis
to reduce healthcare service costs and improve patient health
outcomes. (e COVID-19 pandemic has promoted the use
of telehealth to deliver, which can interrupt the transmission
of the disease and facilitate public health mitigation by
reducing outings.

As shown in Figure 1, patients at home are equipped
with wearable monitoring devices. (ese devices can con-
tinually collect and transmit health data (e.g., blood pressure,
blood sugar, heart rate, and more) to mobile devices. Health
data will be transmitted to healthcare service providers (e.g.,
hospitals and health authorities) over the open internet.
(en, care staff (e.g., doctors and nurses) can monitor the

patient’s condition remotely and make timely treatment
decisions for better outcomes.

Vulnerabilities in the wireless networks offer some easy
entry points for malicious adversaries, yet these networks are
important for connections between patients at home and re-
mote healthcare organizations. Many countries have laws that
are designed to protect the patient’s privacy, such as the Health
Insurance Portability and Accounting Act (HIPAA) in the
United States. Security in telecare services, i.e., how to ensure
patient data security and privacy during transmission through
the public channel, becomes a significant concern [1, 2].

User authentication is a necessary first step to ensure that
only authorized users have access to protected data. Pass-
word-based user authentication scheme as the most con-
venient mechanism is widely employed, however, it is
vulnerable to various attacks and could be a threat to data
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security. Multifactor authentication is a recommended ap-
proach in which any user is granted access to certain data
after validating two or more pieces of evidence the user has.

In the meantime, people’s mobility between different
healthcare institutions raises some problems: user authen-
tication in multiple servers and secure data sharing across
different servicers. To address the above issues, multiserver
authentication is used for access to multiple servers with one
credential [3] in existing schemes. However, most schemes
[4–6] have unsatisfactory performance or may suffer serious
security problems in the telehealth services environment.

Furthermore, interaction with patient records from
personal devices may be fraught with peril since it is difficult
for healthcare servers to verify whether those devices meet
security configuration requirements. Attackers could im-
personate legal users for free treatment or profit once they
guess the correct password. Otherwise, they could imper-
sonate the healthcare providers to offer false treatment,
which will cause a critical medical accident.

(erefore, it is necessary to design a new authentication
scheme to ensure security and data sharing and resist various
attacks in the telecare services environment.

1.1. Our Contribution. In this paper, we propose a multi-
server authentication scheme with the integration of user
authentication and access control, which determines the
access control to achieve selective data disclosure, enhance
data privacy, and improve the scheme’s efficiency.

Blockchain has been widely applied in different areas
because of its properties of immutability and decentraliza-
tion [7–9]. In our scheme, some registration information
will be recorded in the blockchain served as a trusted bulletin
board to achieve secure data sharing across different
healthcare provider servers.

PUF has been a promising cryptographic primitive, and it
has been demonstrated in the security domain as well [10]. It
serves as one of the authentication factors to identify the
devices in the IoT systems, with the characteristics of being
unclonable, unpredictable, and computable. We will intro-
duce this technology to resist various attacks (e.g., imper-
sonation attacks and physical attacks) for telehealth services.

(emajor contributions of this paper are summarized as
follows:

(i) Firstly, by leveraging blockchain technology and
PUFs, we design an efficient user authentication
protocol with access control for the telehealth
system.

(ii) Secondly, a comprehensive security analysis is given
to show that the proposed protocol is provably
secure and can satisfy the security requirements in
the telehealth system.

(iii) Finally, we implement a prototype by smart contract
based on Hyperledger Fabric. We analyze the
performance to show that our scheme has less
computation and communication costs than pre-
viously proposed protocols.

1.2. Organization of Our Paper. (e paper is organized as
follows: in section 2, we discuss some related literature. In
section 3, we introduce the preliminaries used in this paper.
In sections 4 and 5, we present the details of the system
framework and proposed authentication protocol for tele-
care service. In sections 6 and 7, we give provable security in
the random oracle model and evaluate the performance of
the proposed scheme. Finally, section 8 concludes this paper.

2. Related Work

To secure remote healthcare services, some authentication
schemes have been proposed. Debiao et al. [11] proposed an
improved scheme to overcome the weakness of Wu et al.’s
scheme [12] for TMIS. (eir scheme is more efficient and
applies to low-power mobile devices. However, the scheme
cannot resist the offline password attack. Kumari et al. [13]
proposed an improved user authentication scheme for appli-
cations in TMIS. Chen et al. [14] proposed a medical data
exchange protocol based on the cloud environment formedical
advice. Patient inspection information can be protected by
asymmetric encryption. However, the scheme cannot provide
user anonymity and has heavy computation costs.

patient

Internet

hospital

database

Figure 1: General architecture for telehealth system.
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Chiou et al. [15] resolved these security problems and
provided a complete system implementation. Mohit et al. [4]
reviewed Chiou et al.’s [15] protocol and found that it is
susceptible to user anonymity and some attacks. (ey
designed a lightweight authentication scheme in the cloud
environment for TMIS. However, Kumar et al. [5] found
that Mohit et al.’s [4] scheme is vulnerable to various attacks
and cannot provide user anonymity and session key pro-
tection. (ey proposed an improved protocol for single-
server architecture in TMIS but could not satisfy the perfect
forward secrecy or multiserver environment.

Multiserver authentication scheme was first proposed by
[3] using a neural network. Because of the complexity of the
neural network, lots of schemes [16–19] were proposed to
improve the performance and enhance the security. Mul-
tiserver authentication scheme without online RC [20, 21] is
suitable for various applications, which reduces the cost of
trusted RC establishment and authentication
communication.

Recently, blockchain has become a research hotspot in
telemedicine to ensure healthcare data security and to
support data sharing. Liu et al. [22] proposed privacy-
preserving mutual authentication in TMIS, which provides
user anonymity and malicious users traceability if necessary.
Yazdinejad et al. [23] designed a blockchain-based au-
thentication scheme to reduce reauthentication across dif-
ferent hospitals, which can increase throughput and reduce
time overhead for resource-limited devices. Li et al. [24]
proposed a group authentication mechanism for authorized
group members to access sensitive health records in the
remote medical monitoring scene. Cheng et al. [25] designed
a multiple identity authentication for a secure medical data
sharingmodel based on blockchain to avoid over-reliance on
a third party. Lin et al. [26] designed a transitively closed
undirected graph authentication scheme for dynamic
blockchain-based identity management systems, which is
efficient for signers to update their certificates without
signing again. Wang et al. [27] proposed a decentralized,
secure, and lightweight certificateless signature (CLS) pro-
tocol by transforming the logic of KGC into smart contract
code, which can resist key generation center compromised
attacks and distributed denial of service (DDoS) attacks.
Xiong et al. [28] presented ECDSA batch verification pro-
tocol in the blockchain-enabled Internet of Medical (ings
(IoMT) to enhance authentication efficiency and support
identification algorithms for false signatures.

Nevertheless, all of the above schemes have no con-
sideration for integration authentication with access control
to improve the system efficiency. (e idea of the integration
of user authentication and access control was first proposed
by Harn and Lin [29] to avoid potential security problems
between these two protection mechanisms. Later, some
improved protocols [30–32] were designed to enhance se-
curity and implement a protection scheme in distributed
systems. Recently, Lin et al. [33] presented a remote mutual
authentication scheme with fine-grained access control

based on blockchain for industry 4.0 deployment. Xiong
et al. [34] proposed an integrated scheme for a mobile cloud
environment (MCC) without the trusted party to store the
access control list. However, the computational overhead is
expensive for limited mobile devices in telemedicine
services.

Additionally, many PUF-based authentication schemes
have been proposed for IoT systems, wireless sensor net-
works (WSNs), and so on. Since smart cards/devices are not
tamper-resistant, some two-factor authentication schemes
are susceptible to various physical attacks. To address the
issues, PUFs are used as one of the authentication factors
presented in some literature [35–38] to enhance the prop-
erties of lightweight authentication solutions.

In this paper, we will construct a blockchain-based user
authentication scheme for better efficiency and security, in
which access control integration can enhance the authen-
tication efficiency, and a physical unclonable function is
applied to identify the devices against various attacks in the
telehealth environment.

3. Preliminaries

3.1. Bilinear Pairings. Let p, q be large prime numbers. Let
G1 be a cyclic additive group and G2 be a multiplicative
group with the same order q. e: G1 × G1⟶ G2 denotes a
bilinear map, where a generator P of G1 and a generator
g � e(P, P) of G2, when the subsequent conditions meet.

(i) Bilinear: e(aP, bQ) � e(P, Q)ab for all a, b ∈ Z∗q and
P, Q ∈ G1.

(ii) Nondegeneracy: there exists an element P ∈ G1 such
that e(P, P)≠ 1G2

.
(iii) Computability: given any two elements P, Q ∈ G1, it

is efficient to compute e(P, Q).

(e following mathematical problems are difficult, i.e.,
there is no polynomial algorithm to solve will be used in our
proposed scheme.

(i) Discrete Logarithm (DL) Problem: given an element
Z ∈ G1(z ∈ G2), find α such that Z � αP(z � gα).

(ii) Computational Diffie-Hellman (CDH) Problem:
given two elements xP, yP ∈ G1(gx, gy ∈ G2),
where x, y ∈ Z∗q are unknown, calculate
xyP ∈ G1(gxy ∈ G2).

(iii) Modified Bilinear Inverse Diffie-Hellman with k
Value (k-mBIDH) Problem: given k elements
a1, a2, . . . , ak ∈ Z∗q and k+2 elements sP,tP, (1
/s + a1)P, (1/s + a2)P, . . . , (1/s + ak)P ∈ G1, where
s,t ∈ Z∗q is unknown, calculate e(P, P)

t/s+a for any
a ∉ a1, a2, . . . , ak .

3.2. Chinese Remainder ?eorem (CRT). Given N coprime
integers m1, m2, . . . , mk, where gcd(mi, mj) � 1 for i, j �

1, 2, . . . k and i≠ j. For integer ai, there exists the following:
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X ≡ a1 modm1

X ≡ a2 modm2

⋮ .

X ≡ ak modmk

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

(e common solution X can be computed as follows:

X ≡ 
k

i�1

M

mi

· ei · ai, (2)

where M � 
k
i�1 mi and M/mi · ei ≡ 1modmi for i � 1, 2,

. . . , k.

3.3. Physical Unclonable Function. (e physical unclonable
function is a one-way mapping from a challenge spaceC to a
response space R based on the unclonable characteristic of
the underlying physical device. A set of challenge-response
pairs (CRPs) is unique for each device, which can be used to
identify the device. A PUF circuit must meet the properties
below:

(i) Unpredictability: given any challenge C, the prob-
ability to evaluate the response R of PUF is neg-
ligibly small without PUF instance.

(ii) Computability: given any challenge C, it is easy to
evaluate the response R for any PUF instance.

(iii) Uniqueness: for any two PUF1 and PUF2, given the
same challenge C, the probability to evaluate the
same response PUF1(C) � PUF2(C) is negligibly
small.

(iv) One-way: given any R ∈ R, there exists no poly-
nomial algorithm InversePUF: R⟶ C for any
challenge C ∈ C.

3.4. Fuzzy Extractor. (e PUF circuit is susceptible to in-
terference to generate the noisy response with low entropy,
which may fail to authenticate the device. Fuzzy extractor
has been developed to recover a reliable high-entropy re-
sponse from a noisy response to enhance the security of
authentication. Fuzzy extractor consists of the following two
algorithms:

(i) Gen(·): a probabilistic key generation algorithm
(κ, h d) � Gen(R) to generate the key κ and helper
data h d.

(ii) Rec(·): a deterministic reconstruction algorithm
(κ) � Rec(R, hd) to recover the key κ from a noisy
response R′ and helper data h d, which the Ham-
ming distance between the original response R and
the noisy response R′ is at most d.

3.5. Blockchain and Smart Contract. Blockchain technology
is an immutable and distributed data ledger consisting of an
append-only sequence of blocks chained by the crypto-
graphic hash function. Based on permission authorized to
network nodes, blockchain platforms are divided into three

types: private blockchain, consortium blockchain, and
public blockchain. In the proposed scheme, Hyperledger
Fabric is chosen to support the flexible transaction and
Turing-complete smart contracts.

(e smart contract is an autoexecuted program deployed
in the blockchain network, which can achieve complex
functions, and it can be invoked by authorized nodes
sending a legal transaction. (e transaction is contained in
the block after verification by the nodes. In our proposed
scheme, we design the smart contract for registration in-
formation sharing between a trusted register center and
multiple healthcare servers. (e register center and servers
can upload, query, and update the information by sending a
transaction signed by its private key to invoke the smart
contract. Users can query the information to ensure that
their information can be authenticated by the whole
network.

4. System Framework and Security Model

4.1. Network Model. Figure 2 describes the network model
that consists of four types of entities in our proposed scheme,
namely the trusted registration center (RC), the permis-
sioned blockchain network (BC), the servers (hospital and
medical institutions), and the mobile users (patients and
healthcare servicers).

(i) RC: it is a trusted third party and is responsible for
system initialization, user/server registration, and
registration information recorded in the block-
chain network. It generates a master private key
and issues a private key of the user/server
according to their identities. Besides, it also ran-
domly generates a challenge and sends it to the
user’s devices. (e registration record and chal-
lenge-response pair will be uploaded in the per-
missioned blockchain.

(ii) BC: it acts as a trusted recorder for registration,
sharing, and updating by the smart contract. (e
trusted RC and servers join as network nodes to
maintain the permissioned blockchain network
together.

(iii) Healthcare Servers: the servers provide data storage
for patient health records fromwearable devices and
support remote healthcare services between the
healthcare provider and patients at home.

(iv) Mobile Users: there are two types of mobile users:
patients and healthcare providers. We assume that all
the mobile devices are equipped with a PUF and fuzzy
extractor. (e output of the PUF is used as one of the
authentication factors.Moreover, a fuzzy extractor has
been employed to recover the noisy PUF. (e mobile
devices of patients can upload biomedical data col-
lected by wearable devices to remote servers for
personalized medical services after mutual authenti-
cation.(emobile devices of healthcare providers can
get patient conditions and offer clinical diagnostics
after authentication.
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4.2. Network Assumptions. Patients can enjoy remote
medical service by off-chain subscription service that hos-
pitals/medical institutions provide and generate the access
control list representing patients’ service time. Healthcare
providers should also get permission (e.g., read, write, de-
lete) to operate the data to achieve diverse data sharing
across different institutions.

Each subscription service maps to a specific value
according to the mapping rules ACSj

predefined and will be
stored in the blockchain by each server, which can be re-
trieved by any server to check the validity.(e access control
list is represented by ACL � 〈S, R〉, where S � S1, S2,

. . . , Sn}, R � RS1
, RS2

, . . . , RSn
 , where RUiSj

represents the
access permission the user applies for in Si, as shown in
Tables 1 and 2.(e server predefines the mapping rules ACSj

of access permission, as shown in Table 3, and sends it to the
RC in the registration phase.

Following the research efforts [39], after mapping, RC
calculates the common solution M of each user using CRTas
follows:

M ≡ NumR1
modNS1

M ≡ NumR2
modNS2

⋮ .

M ≡ NumRk
modNSn

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

In the authentication phase, the specific access per-
mission can be calculated by the common solution.

NumRi
≡MmodNSi

, (4)

then the server can check whether the user has been
authorized or expired by equation (4).

4.3. Security Requirements. To ensure the security of the
remote healthcare service, the proposed scheme should
satisfy the following requirements [21, 34–36, 40]:

Single registration: for convenience to users, the pro-
posed scheme should provide single registration. Users
only register with the trusted RC once before they can
communicate with healthcare servers.

No online registration center: the proposed scheme
should achieve mutual authentication without RC to
relieve the communication overhead and resist the
single point of failure.
Mutual authentication: to ensure that legal users and
servers could access healthcare data, the proposed
scheme should provide mutual authentication between
Ui and Sj to verify the legality of each other.
User anonymity: to preserve the privacy of users, the
proposed scheme should protect user identity. Any
adversary cannot extract the real identity from the
intercepted message.
Untraceability: for the better protection of user privacy,
no potential adversary can trace the user’s activities and
behavior patterns by analyzing the interceptedmessage.
Session key agreement: the proposed scheme should
generate the session key between the users and servers
to encrypt the message in future communications.
Perfect forward secrecy: the proposed scheme should
provide perfect forward secrecy to ensure the security
of messages in the previous sessions. No potential at-
tackers can generate the session key of previous ses-
sions even if they obtain the long-term private key of
two participants.
Two-factor security: the proposed scheme should pro-
vide two-factor security, i.e., password and mobile
device embedded with PUF.

RC

SC

user

server
register

Hospital 1

query

query
blockchain

Mutual authentication

update

update

upload

upload
Key value

hi (Ci, κiP, ...)

Key value

IDij (RUiSi, ...)
... ... ... ...

Hospital 2 Hospital 3

Figure 2: System model for remote healthcare service.

Table 1: (e access control list of patients.

Si S1 S2 S3 . . . Sn

RUiSj
One month One month (ree

months . . . Seven months

Table 2: (e access control list of healthcare providers.

Si S1 S2 S3 . . . Sn

RUiSj
Read Read write Delete . . .

Read
Write
Delete
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Access control for data privacy: the healthcare service
providers can provide personalized remote healthcare
services that users subscribe to for a specific service
time. In the meantime, healthcare providers can be
authorized to access the data with different permissions
for preserving data privacy.
Resistance of various attacks: to resist known attacks
existing in the service system, the proposed scheme
should resist known attacks, including impersonation
attacks, physical attacks, replay attacks, man-in-the-
middle attacks, etc.

5. The Proposed Scheme

We describe the proposed scheme in this section. (e
proposed scheme consists of seven phases: blockchain ini-
tialization, system setup phase, server registration phase,
user registration phase, mutual authentication phase,
password update phase, and access rights update phase.

5.1. Blockchain Initialization. RC establishes a consortium
blockchain (e.g., Hyperledger Fabric) among RC and servers
as network nodes to maintain the blockchain. (e servers
must register and enroll the identities as legitimate members
to engage in the consensus process.

In the meantime, the smart contract (SC) will be
deployed in the blockchain network and can be invoked by
transaction. Algorithms 1 and 2 show that the smart
contract supports the upload and query of challenge-re-
sponse pair (CRP) and access permission. In the sub-
scription phase, the servers will upload the subscription
service time (for patients) or service permission (for
healthcare providers) into the blockchain, which can be
validated when RC computes users’ common solution. In
the registration phase, RC will randomly generate the
challenge and then receive the response produced by user’s
fuzzy extractor via a secure channel. (e challenge-re-
sponse pair will be stored in the ledger to share with servers
in the authentication process.

5.2. System Setup Phase. In this phase, the trusted RC
generates system parameters and selects the master private
key.

(1) RC selects additive group G1 and multiplicative
group G2 with the same prime order q and a bilinear
pairing e: G1 × G1⟶ G2. RC also chooses a gen-
erator P of G1 and then computes g � e(P, P) of G2.

(2) RC randomly chooses s ∈ Z∗q as the master private
key and calculates its public key Ppub � sP.

(3) RC selects seven secure hash functions
h0: 0, 1{ }∗ ⟶ 0, 1{ }l0 , h1: 0, 1{ }∗ × G1⟶ Z∗q ,

h1′: 0, 1{ }∗ ⟶ Z∗q , h2: 0, 1{ }∗ × 0, 1{ }∗ ×G1 × 0, 1{ }∗

×G1 × 0, 1{ }∗ ⟶ 0, 1{ }∗, h3: G2⟶ 0, 1{ }∗, h4:

0, 1{ }∗ × G1 × 0, 1{ }∗ ⟶ Z∗q , h5: 0, 1{ }∗ × 0, 1{ }∗

× 0, 1{ }∗× 0, 1{ }∗G1 × G1 × G1 × 0, 1{ }∗ ⟶ 0, 1{ }∗,
h6: G1 × G1 × G1 × G1 × 0, 1{ }∗ × 0, 1{ }∗ ×

0, 1{ }∗ ⟶ Z∗q

(4) RC publishes system parameters params
� G1, G2, P, e, q, g, Ppub, h0, h1, h1′, h2, h3, h4, h5, h6 

and keeps s{ } securely.

5.3. Server Registration Phase. As shown in Figure 3, the
server Sj registers with the RC to obtain its long-term private
key through a secure channel. (e steps below will be ex-
ecuted between Sj and RC.

(1) (e server Sj selects its IDSj
and predefines the access

control mapping rules ACSj
. (en, Sj transmits them

to RC.
(2) RC computes DSj

� 1/s + h1′(IDSj
) · P, selects a

coprime integer NSj
, and sends DSj

, NSj
  to Sj. RC

stores Sj, NSj
, ACSj

  securely.
(3) After receiving, Sj keeps DSj

, NSj
  secretly.

5.4. User Registration Phase. (ere are two types of mobile
users in this scheme, including patients (remote service
subscribers) and healthcare providers (remote service pro-
viders). (e following steps will be executed by mobile users
to register with RC, as shown in Figure 4.

(1) (e mobile user Ui selects an identity IDi and a
password PWi and generates a nonce ni. After
subscription service, the access control list ACLi �

〈Sj, RUi
〉 and Pi � h0(IDi

����PWi

����ni) will be sent to RC
through a secure channel.

(2) After receiving the request, RC computes the
common solution M using CRT according to the
access control list of user RUi

� RUiS1
, RUiS2

,

. . . , RUiSn
}, mapping rules ACS1

, ACS2
, . . . , ACSn

 ,
and N � NS1

, NS2
, . . . , NSn

  by equation (3). After
that, RC generates a random number ri ∈ Z∗q ,
Ri � riP, and calculates Di � (ri + shi)modq using
hi � h1(IDi‖M

����Ri) and its master private key. RC
also generates a random challenge Ci and sends it to
Ui.

(3) After receiving the challenge Ci, Ui extracts the
outputs of the PUF ci � PUF(Ci) and then obtains
the secret key κi and helper data h d from
FE.Gen(ci) using a fuzzy extractor. After that, Ui

sends κi , h d} to RC for authentication in future.

Table 3: (e mapping rules of access permission.

Permission One month (ree months Five months Seven months Only read Read write Read write delete
Numbers 3 4 5 7 11 13 17
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(4) RC computes τi � (Ci‖hd
����Di‖M‖Ri

����hi)⊕Pi, σi � h2
(Ci‖h d

����Di‖M‖Ri

����hi‖Pi), and κiP and then uploads
the “challenge-response” pair Ci, κiP, Ri  in the
blockchain to share with the servers (healthcare
providers), where ts denotes the service start time as
shown in Algorithm 2. After that, RC sends τi, σi  to
Ui and stores the user registration table
IDi, Pi, ACLi  in the blockchain.

(5) Ui stores τi, σi, ni  in the secure memory.

5.5. Authentication Phase. As depicted in Figure 5, the user
Ui authenticates with the server Sj, and then a common
session key SK is generated for secure communications.

(1) Ui inputs his identity IDi and password PWi. His/
Her mobile device computes Pi � h0(IDi ‖PWi

����
ni), Ci‖h d

����Di‖M
����Ri

����hi � τi⊕Pi, σi
′ � h2(Ci‖h d

����Di

‖M
����Ri

����hi

����Pi) and then checks whether the equation
σi
′ � σi holds. If not, it terminates the request.
Otherwise, the device extracts the PUF output ci

′ �
PUF(Ci) and κi � Rec(ci

′, hd) using a fuzzy

extractor. After that, it chooses a random number
x ∈ Z∗q and calculates X′ � g

x
, X � xP, U1 � x

(Ppub +h1′(IDSj
)P), N � h3(X′)⊕(IDi ‖M

����hi‖X), w

� h4(N
����U1

����κi

����Tus)
����U2 � Di +xw + κi, where Tus

denotes the current timestamp. Ui sends
N, U1, U2, w, Tus  to Sj via a public channel.

(2) On receiving the message, Sj first checks whether the
timestamp is fresh. If not, Sj rejects the session.
Otherwise, Sj computes X′ � e(U1,DSj

) by its secret
key and IDi‖M

����hi‖X � N⊕h3(X′). Sj invokes the
smart contract to get Ci, κiP, Ri, ts, status  by input
parameters hi. After that, Sj checks whether the
equationU2P � Ri + hiPpub + wX + κiP holds. If not,
Sj fails to authenticate Ui. Otherwise, Sj calculates
RUiSj
≡MmodNSj

to check whether the access
control permission has expired by the equation
RUiSj
> |te − ts|, where te denotes current time. If

expired/not authorized, Sj terminates the request.
Otherwise, Sj selects a random number y ∈ Z∗q ,
computes Y � yP, K � yX, Vj � h5(IDi

�����IDSj
‖M�����RUiSj

‖X‖Y ‖K
����Tsu), and sets the session key

Figure 4: Mobile user registration.

Sj

Input IDSj

Generate NSj

Store {IDSj, NSj, ACSj}

ACSj = mapping rules of access control

Store DSj, NSj

IDSj, ACSj

s + h'1 (IDSj)

RCSecure channel

DSj, NSj

DSj = 
1

 P

Figure 3: Server registration.
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SK � h6(X′‖X‖Y‖K
����IDi

�����IDSj
‖M), where Tsu is the

current timestamp.(en, Sj sends Y, Vj, Tsu  to Ui.
Note that the server can obtain X′ and validate the
user identity from the two following equations:

e U1,DSj
  � e x Ppub + h1′ IDSj

 P ,
1

s + h1′ IDSj
 

P
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

� e x sP + h1′ IDSj
 P ,

1

s + h1′ IDSj
 

P
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

� e(P, P)

x s+h1′ IDSj
  ·

1

s + h1′ IDSj
 

� e(P, P)
x

� g
x

� X′

U2P � Di + xw + κi( P

� DiP + xwP + κiP

� ri + shi( P + wX + κiP � Ri + hiPpub + wX + κiP.

(5)

(3) After receiving the message, Ui first checks whether Tsu

is fresh. If not, Ui terminates the session. Otherwise, Ui

computes K � xY, Vj
′ � h5(IDi

�����I DSj
‖M

�����RUiSj
‖X

‖Y‖K
����Tsu) to check whether Vj

′ and Vj are equal. If
not, Ui aborts the session. Otherwise, Ui calculates the
session key SK � h6(X′‖X‖Y ‖K

����IDi

�����IDSj
‖M).

Figure 5: Mutual authentication.
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5.6. Password Update Phase. If Ui wants to update the
password, the following steps are executed between Ui and
his/her mobile device:

(1) Ui inputs IDi, old PWi, and new PW∗i into the
mobile device.

(2) (e mobile device computes Pi � h0(IDi‖PWi

����ni),

Ci‖h d
����Di‖M

����Ri

����hi � τi⊕Pi, σi
′ � h2(Ci‖h d

����Di ‖M
����Ri

����hi

����Pi) and checks whether σi
′ � σi holds. If not,

the mobile device rejects the request. Otherwise, the
mobile device calculates P∗i � h0(IDi

����PW∗i
����ni), τ∗i �

(Ci‖h d
����Di‖M

����Ri

����hi)⊕P∗i , σ∗i � h2(Ci‖h d
����Di‖M

����Ri

����hi

����P∗i ). (en, the mobile device replaces τi, σi 

with τ∗i , σ∗i .

5.7. Access Rights Update Phase. Ui must update the access
control list and send a new ACL∗i to the RC after the renewal
of subscription. (e steps will be carried out between Ui and
RC.

(1) Ui generates a new access control list ACL∗i and
sends IDi, Pi, ACL∗i  to RC via a secure channel.

(2) After receiving the message, RC obtains the old
access control list ACLi from the user registration
table by the index IDi and updates ACLi. (en, RC
computes the new common solution M′ using CRT.
After that, RC regenerates ri

′ ∈ Z
∗
q , hi
′ � h1 (IDi

����M

′
�����Ri
′),Di
′ � (ri
′ + shi
′)modq, τi

′ � (Ci‖h d
�����Di
′
����M′

����� Ri
′

�����hi
′)⊕Pi, σi

′ � h2(Ci‖h d
�����Di
′
����M′

�����Ri
′
�����hi
′‖P)i and sends

τi
′, σi
′  toUi. Finally, RC updates the user registration

table IDi, Pi, ACL∗i .

6. Security Analysis

We will demonstrate that the proposed scheme is provably
secure under the random oracle model and satisfy the se-
curity requirements mentioned in Section 4.3.

6.1. SecurityModel. We define the formal security model for
the proposed scheme through a game played between an
adversary A and a challenger C. Let Πi

P denote the ith in-
stance of the participant P, where P ∈ Ui, Sj  denotes two
participants: the mobile user and the server who are involved
in the execution of the proposed scheme. In the game,A can
initiate a series of queries to C, which can answer them as
follows:

(i) hi(m): when A sends a message m, C first checks
whether m is in the hash-list Lhi

. If so, return the
value. Otherwise, C generates a random number
ri ∈ Z∗q and stores (mi, ri) in the hash-list Lhi

. After
that, return ri to A.

(ii) ExtractUserID (IDUi
): when A sends a query with

the user’s Ui identity IDUi
, C generates a private

key and stores (IDUi
, di) in the user-list LUi

.

(iii) ExtractServerID (IDSj
): whenA sends a query with

the server’s Sj identity IDSj
, C generates a private

key and stores (IDSj
, dj) in the server-list LSj

.
(iv) Send (Πi

P, mi): when A sends a query with a
message mi, C responds with the result by exe-
cuting the proposed scheme. A can start the pro-
posed scheme by sending (Πi

P, START).
(v) Reveal (Πi

P): when A sends this query, C returns
the session key of the ith instance.

(vi) Corrupt (ΠP): when A sends this query with the
participant P ∈ Ui, Sj  identity, C returns the
corresponding private key.

(vii) Test (Πi
P): A can send this query only once. Upon

receiving the query,C flips a coin c ∈ 0, 1{ }. If c � 1,
C returns the session key of ith instance. Otherwise,
C selects a random number and returns it.

After executing the aforementioned queries, A output
the guess c′ in the test query phase. If c′ � c, we sayA breaks
the semantic security of the proposed scheme.(e advantage
that A violates the authenticated key agreement (AKA) of
this scheme Γ is denoted by A dvAKA

Γ � |2Pr[c′ � c] − 1|.

Definition 1. (AKA-security): we say an authentication
scheme Γ is AKA-security if A dvAKA

Γ � |2Pr[c′ � c] − 1| is
negligible for any polynomial adversary A.

Let EU−S and ES−U denote the events A that can violate
U − to − S authentication by forging a login message and S −

to − U authentication by forging a response message, re-
spectively. (e advantage that A violates the mutual au-
thentication of this scheme Γ is denoted by A dvMA

Γ �

|Pr[EU−S] + Pr[ES−U]|.

Definition 2. (MA-security): we say an authentication
scheme Γ is MA-security if A dvMA

Γ � Pr[EU−S] + Pr[ES−U]

is negligible for any polynomial adversary A.

6.2. Provable Security. We will prove that our proposed
scheme is MA-security and AKA-security in the security
model above.

Lemma 1. No polynomial adversary can forge a legal login
message if the DL problem is difficult.

Proof. suppose the adversary A can output a legal login
message with non-negligible probability ε, then the chal-
lenger C can solve the DL problem with non-negligible
advantage.

Given a DL instance (P, θ � τP), the task of C is to
compute τ, where τ ∈ Z∗q is unknown to C. C generates a
random number τ ∈ Z∗q , sets Ppub←θ, Ppub � τP, and sends
the system parameters params � G1, G2, P, e, q, Ppub, Ppub,

h0, h1, h1′, h2, h3, h4, h5, h6} toA.C will maintain seven hash-
lists Lhi

(i� 0, 1, 2, 3, 4, 5, 6), a mobile user list LUi
, and a

server list LSj
. C randomly chooses a user’s identity IDU∗

i
as

the challenge identity and answers A’s queries as follows:

Security and Communication Networks 9



(i) hi(m): C maintains the lists Lhi
, which are initially

empty. C, firstly, checks whether (mi, ri) exists in
Lhi

. If it does, C returns ri to A. Otherwise, C
generates a random number ri, stores (mi, ri) in Lhi

,
and returns ri to A.

(ii) ExtractUserID (IDUi
): Cmaintains the mobile user

list LUi
, which is initially empty. C, firstly, checks

whether (IDUi
, Ri, di, κi) exists in LUi

. If it does, C
returns IDUi

to A. Otherwise, C executes the
following steps:

(a) If IDUi
≠ IDU∗

i
, C randomly selects rUi

, h1Ui∈ Z∗q , and a random number κi as the output of
fuzzy extractor. C computes RUi

� rUi
P

−hUi
Ppub. Otherwise, C sets di←rUi

and stores
(IDUi

, Ri, di, κi) and (IDUi
, RUi

, h1Ui
) in LUi

and
Lh1

, respectively, and returns IDUi
to A.

(b) If IDUi
� IDU∗

i
, C generates two random

numbers r∗Ui
, h∗1Ui

∈ Z∗q , computes R∗Ui
� r∗Ui

P,
sets d∗Ui
←⊥, selects a random number κ∗ as the

output of fuzzy extractor, stores (IDU∗
i
, R∗Ui

,

⊥, κ∗) and (IDU∗
i
, R∗Ui

, h∗1Ui

) in LUi
and Lh1

, re-
spectively, and returns IDU∗

i
to A.

(iii) ExtractServerID (IDSj
): C maintains the server list

LSj
, which is initially empty. C, firstly, checks

whether (IDSj
, dj) is in LSj

. If it does, C returns
IDSj

to A. Otherwise, C selects ej ∈ Z∗q , computes
dj � 1/τ + ejP, stores (IDSj

, dj) and (IDSj
, ej) in

LSj
and Lh1

, respectively, and then returns IDSj
to

A.
(iv) Send (Πi

P, mi): A can send the following queries:

(a) Send (Ut
i , START): when A sends this query,

C, firstly, checks if IDUi
� IDU∗

i
holds. If it

does, C aborts the game. Otherwise, C checks
whether IDUi

exists in LUi
. If not,C executes the

ExtractUserID (IDUi
) query. After that, with

the private key di, C generates a random
number x ∈ Z∗q and calculates X′ � gx, X

� xP, U1, U2, N,ω as described. C stores
(IDUi

, IDSj
, t, x, X, M, RUiSj

) in LUiSj
and

returns (U1, U2, N,ω) to A.
(b) Send (Sl

j, N, U1, U2,ω, Tus): when A sends this
query, C checks whether IDSj

exists in LSj
. If

not, C executes the ExtractServerID (IDSj
).

After that, with the private key dj, C computes
X′ � e(U1, dj) and extracts IDUi

‖M
����hi‖X

� N⊕h3(X′). C obtains hi, κi from LUi
, verifies

if U2P � Ri + hiPpub + ωX + κiP holds. If not,
C rejects the message. Otherwise,C generates a
random number y ∈ Z∗q , computes Y, Vj, Tsu as
described, and returns it to A. If IDUi

� IDU∗
i
,

thenA successfully forges a legal login message.
(c) Send (Ut

i , Y, Vj, Tsu): upon receiving this
message, C checks if Vj

′ � Vj holds with
(IDUi

, IDSj
, t, x, X, M, RUiSj

) in LUiSj
. If not, C

rejects the message. Otherwise,C authenticates
A.

(v) Reveal (Πi
P): upon receiving this message,C returns

the session key SK if SK is accepted. Otherwise, C
returns ‘⊥’ to A.

(vi) Corrupt (ΠP): upon receiving the identity IDUi
(or

IDSj
),C looks up LUi

(or LSj
) and returns di (or dj)

to A.
(vii) Test (Πi

P): C generates a random number with the
same length of session key and returns it to A.

Suppose A forges a legal login message with
IDUi

� IDU∗
i
. By applying forking lemma, A can generate

another legal login message U2 with the same input of the
simulation and different hash oracle queries. (en, we can
get the following equations:

U2P � R
∗
i + h
∗
i Ppub + ωX + κ∗i P, (6)

U2′P � R
∗
i + h
∗
i Ppub + ωX + κ∗i P. (7)

Based on equations (7) and (8), we have the following:

U2 − U2′( P � R
∗
i + h
∗
i Ppub + ωX + κ∗i P 

− R
∗
i + h
∗
i Ppub + ωX + κ∗i P 

� h
∗
i − h
∗
i( Ppub

� h
∗
i − h
∗
i( τP.

(8)

By equations (8), (U2 − U2′)(h∗i − h∗i )−1modq is the
answer of DL problem. (e advantage that C solves the DL
problem is given below. Firstly, some events are defined as
follows:

(i) E1: the simulation does not abort in any Send query.
(ii) E2: A successfully forges a legal message.
(iii) E3: IDUi

� IDU∗
i
.

Let qh1
and qs denote the number of h1 queries and Send

queries. (en, we have the following equations:

Pr E1  � 1 −
1

qs + 1
 

qs

Pr E2|E1 ⩾ε

Pr E3|E2∧E1 ⩾
1

qh1

.

(9)

By equation (9), the advantage that C solves the DL
problem is as follows:

ϵ � Pr E3∧E2∧E1 

� Pr E3|E2∧E1  · Pr E2||E1  · Pr E1 ⩾ 1 −
1

qs + 1
 

qs 1
qh1

· ε.

(10)

(us, C can solve the DL problem with non-negligible
probability ϵ by playing the game withA. It contradicts with
the difficulty of DL problem. We conclude that no
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polynomial adversary can forge a legal login message with
non-negligible probability. □

Lemma 2. No polynomial adversary can forge a legal re-
sponse message if the k-mBIDH Problem is difficult.

Proof. suppose the adversary A can forge a legal response
message with non-negligible probability ε, then the chal-
lenger C can solve the k-mBIDH problem with non-neg-
ligible advantage. Given a k-mBIDH instance, P, Ppub �

sP, ιP, e1, e2, . . . , ek  ∈ Z∗q , 1 /s + e1P, 1/s + e2P, . . . , 1/s+
ekP ∈ G1, the task of C is to compute e(P, P)ι/s+e∗ , where s, ι
are unknown to C and e∗ ∉ e1, e2, . . . , ek . C sends the
system parameters params � G1, G2, q, e, g, P, Ppub, h0, h1,

h1′, h2, h3, h4, h5, h6} toA.Cwill maintain seven hash-lists Lhi

(i� 0, 1, 2, 3, 4, 5, 6), a mobile user list LUi
, and a server list

LSj
. C chooses a random identity IDS∗

j
as the challenge

identity.
hi (i� 0, 1, 2, 3, 4, 6), Reveal, Corrupt, and Test query are

the same as those in the simulation of Lemma 1. h5, Extract,
and Send query are executed as follows:

(i) ExtractServerID (IDSj
): C maintains the server list

LSj
, which is initially empty. C, firstly, checks

whether (IDSj
, ej) is in LSj

. If it is,C returns IDSj
to

A. Otherwise, C executes the following steps:

(a) If IDSj
≠ IDS∗

j
, C selects ej ∈ e1, e2, . . . , ek  and

dj � (1/s + ej)P. C stores (IDSj
, dj) and

(IDSj
, ej) in LSj

and Lh1′
, respectively, and

returns IDSj
to A.

(b) If IDSj
� IDS∗

j
, C sets h1′(IDSj

) � e∗, stores
(IDSj

,⊥) and (IDSj
, e∗) in LSj

and Lh1′
, re-

spectively, and returns IDSj
to A.

(ii) ExtractUserID (IDUi
): C maintains the mobile user

list LUi
, which is initially empty. C, firstly, checks

whether (IDUi
, RUi

, di, κi) exists in LUi
. If it does, C

returns IDUi
to A. Otherwise, C randomly selects

rUi
, h1Ui
∈ Z∗q and computes RUi

� rUi
P − h1Ui

Ppub.C
sets di←rUi

and generates a random number κi as
the output of fuzzy extractor. C stores
(IDUi

, RUi
, di, κi) and (IDUi

, RUi
, h1Ui

) in LUi
and Lh1

,
respectively, and returns IDUi

to A.
(iii) Send (Πi

P, mi): A can send the following queries:

(a) Send (Ut
i , START): If Ui’s partner is S∗j , C sets

U1 � ιP and calculates U2, N,ω as described.
Otherwise,C looks up (IDUi

, RUi
, h1Ui

) from Lh1
and generates a legal login message as described.

(b) Send (Sl
j, N, U1, U2,ω, Tus): WhenA sends this

query,C checks whether IDSj
� IDS∗

j
holds. If it

does, C aborts the game. Otherwise, C behaves
the operations as described.

(c) Send (Ut
i , Y, Vj, Tsu): Upon receiving this

message, C checks if V′ � Vj holds.

If not,C rejects the message. Otherwise,C authenticates
A. If IDSj

� IDS∗
j
, it means thatA successfully forges a legal

response message.

Suppose A forges a legal response message with
IDSj

� IDS∗
j
. In the game, A must send

Vj � h5(IDi, IDSj
, M, RUiSj

, X, Y, K, Tsu) query after recov-
ering IDUi

‖M
�����h1Ui

‖X � N⊕h3(X′). (us, A must have
executed the h3 query with the message X′. We have the
following:

X′ � e U1, d
∗
j 

� e ιP,
1

s + e
∗ P 

� e(P, P)
ι/s+e∗

(11)

(e advantage that C solves the k-mBIDH Problem is
given below. Some events are defined as follows:

(i) E1: the simulation does not abort.
(ii) E2: A successfully forges a legal response message.
(iii) E3: IDSj

� IDS∗
j
.

(iv) E4: C selects a correct tuple from Lh3
.

Let qh1
, qh3

, and qs denote the number of h1, h3 query and
Send query. (en, we have the following equations:

Pr E1  � 1 −
1

qs + 1
 

qs

Pr E2|E1 ⩾ε

Pr E3|E2∧E1 ⩾
1

qh1

Pr E4|E3∧E2∧E1 ⩾
1

qh3

.

(12)

By equation (12), the advantage that C solves the k-
mBIDH Problem is as follows:

ϵ � Pr E4∧E3∧E2∧E1 

� Pr E4|E3∧E2∧E1  · Pr E3|E2∧E1  · Pr E2|E1  · Pr E1 

⩾ 1 −
1

qs + 1
 

qs 1
qh1

1
qh3

· ε.

(13)

(us, C can solve the k-mBIDH problem with non-
negligible probability ϵ by playing the game with A. It
contradicts with the hardness of k-mBIDH problem. We
conclude that no polynomial adversary can forge a legal
response message with non-negligible probability. □

Theorem 1. ?e proposed scheme is MA-security if the DL
problem and k-mBIDH problem are hard.

Proof. Lemma 1 and 2 demonstrate that no polynomial
adversary can forge a legal login message or response
message if the DL problem and k-mBIDH problem are hard.
In other words, the mobile user Ui and the server Sj can
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authenticate each other. (erefore, the proposed scheme is
MA-security. □

Theorem 2. ?e proposed scheme is AKA-security if CDH
problem is hard.

Proof. suppose A can guess b correctly with non-negligible
probability ε in the Test query, then C can solve the CDH
problem with non-negligible probability. Some events are
defined as follows:

(i) Eb: A guesses the value of b correctly.
(ii) ETU: A makes the Test query to the user.
(iii) ETS: A makes the Test query to the server.
(iv) EUS:A forges a legal login message between the user

and server.

Since the probability that A can guess the value of b

correctly is at least 1/2, then we have Pr[Eb]⩾ε/2. We can get
the equations as follows:

ε
2
⩽Pr Eb  � Pr Eb∧ETU 

+Pr Eb∧ETS∧EUS 

+Pr Eb∧ETS∧EUS 

⩽Pr Eb∧ETU  + Pr EUS 

+Pr Eb∧ETS∧EUS .

(14)

(en,

Pr Eb∧ETU  + Pr Eb∧ETS∧EUS ⩾
ε
2

− Pr EUS . (15)

(e event ETS∧EUS and ETU are equal. We can get the
following:

2Pr Eb∧ETU ⩾
ε
2

− Pr EUS . (16)

(en, the advantage thatC solves the CDH problem is as
follows:

ϵ � Pr Eb∧ETU ⩾
ε
4

−
Pr EUS 

2
. (17)

(e event Eb∧ETU means that A impersonates the user
and has K � xY, which is the solution of CDH problem.
According to Lemma 1, Pr[EUS] is negligible. (en, we can
get Pr[Eb∧ETU], which is non-negligible because ε is non-
negligible. It means thatC can solve the CDH problem with
non-negligible probability ϵ by playing the game with A. It
contradicts the difficulty of CDH problem.We conclude that
no polynomial adversary can guess b correctly, and the
proposed scheme is AKA-security. □

6.3. Security Requirement Analysis. We also show that the
proposed scheme satisfies the security requirements de-
scribed in Section 4.3.

Single registration: According to the description of the
proposed scheme, the trusted RC generates the regis-
tration information for users. (en, users can be au-
thenticated by other healthcare service providers.
No online registration center: According to the speci-
fication of the proposed scheme, RC is not involved in
the mutual authentication.
Mutual authentication: According to the proof of
Lemma 1 and Lemma 2, we know that no polynomial
adversary can forge a legal login message and response
message. (us, the user Ui and the server Sj can au-
thenticate each other by the received message.
User anonymity: Based on the description of the pro-
posed scheme, the user identity IDUi

is hidden in the
login message N, U1, U2,ω, Tus , where N � h3(X′)
⊕(IDUi

‖M
����hi‖X). An adversary can extract IDUi

only if
he/she can get X′ � e(U1,DSj

) after solving the k-
mBIDH problem. Besides, the registration recorded in
the blockchain is hidden by the hash function
hi � h1(IDi‖M

����Ri).
Untraceability: In the proposed scheme, random x is
generated in each new session to compute a new login
message N, U1, U2,ω, Tus , where X′ � g

x
, X � xP,

U1 � x(PK + h1(IDSj
)P), N � h3(X′)⊕(IDUi

‖M
����hi

‖X),ω � h4(N, U1, κi, Tus), U2 � DUi
+ xw + κi. Be-

cause of the randomness of x, the adversary cannot find
any relation among these login messages of different
sessions and thus cannot trace the users’ behavior.
Session key agreement: Based on the description of the
proposed scheme, the user and the server will generate
a session key SK � h6(X′‖X‖Y

�����Kij

����IDi

�����IDSj
) for fu-

ture secure communications. We know that no ad-
versary can compute xyP from xP and yP since the
CDH problem is hard.
Perfect forward secrecy: Assume that there is an ad-
versary who gets the long-term private key of the user
and the server and intercepts the exchange message of
previous sessions. (en, the adversary cannot compute
Kij � xyP in SK � h6(X′‖X‖Y

�����Kij

����IDi

�����IDSj
) even if

he gets X and Y from U1, N, Y, Vj since the CDH
problem is hard. (erefore, the adversary cannot
generate previous session keys even if he knows both
private keys of the user and server.
Two-factor security with PUF:Assume that an adversary
steals themobile device and extracts the data ni, Pi, τi, σi

by a side channel attack. He can guess the password
PWi, however, he cannot verify the correctness of the
password without knowing the identity IDUi

. He
cannot get the response output of PUF without Ci.
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Moreover, the adversary cannot be authenticated in his
mobile device because of the uncloneability of PUF
even if he knows the password. (us, our proposed
scheme can satisfy the two-factor security.
Access control for data privacy: (e proposed scheme
provides access control in the authentication process.
(e common solution M can be used to determine the
access permission NumRi. (e server can determine
the access permission of the user efficiently without any
other access control list to make data disclosure
minimum. Besides, the common solution is associated
with the RC’s private key s, which means no adversary
can forge the access permission message.
Resistance of various attacks: To resist known attacks
existing in the service system, the proposed scheme
should resist known attacks.

(i) Insider attack: An insider in the system only
knows user identity IDi but cannot verify the
password or private key without ni, Pi. (us, the
proposed scheme can resist an insider attack.

(ii) Stolen card attack: An adversary gets the user’s
smart card and extracts the data ni, Pi, τi, σi.
However, he cannot verify the password without
the user’s identity. (erefore, the proposed
scheme can withstand the stolen card attack.

(iii) Offline password guessing attack: An adversary
gets the user’s smart card and extracts the data
ni, Pi, τi, σi. However, he cannot verify the pass-
word without the user’s identity. (erefore, the
proposed scheme can resist the offline password
guessing attack.

(iv) Replay attack: According to the description of the
proposed scheme, we use the timestamp to check
the freshness. Besides, the user and the server will
generate new random numbers x, y ∈ Z∗q in each
session. Both of them can find the replay of a
message by the validity of the received message.

(v) User impersonation attack: Based on the proof of
Lemma 1, we show that no adversary can forge a
legal login message without the user’s private key.
(e server can check the validity of the login
message.

(vi) Server impersonation attack: Based on the proof
of Lemma 2, we show that no adversary can forge
a legal response message without server’s private
key. (e user can check the validity of the re-
sponse message Vj since the server will extract
X′, X using its private key.

(vii) Man-in-the-middle attack: According to(eorem
1, we conclude that our proposed scheme pro-
vides mutual authentication, which means no
adversary can forge a legal message without
knowing the private keys.

(viii) Physical attack: No adversary can recreate the
same PUF to authenticate the device since PUFs
are almost impossible to clone. Besides, the re-
sponse R and helper data hd are kept a secret, and

only (Ci, gκ) is stored in the blockchain, which
can resist the modeling attack.

6.4. Security Comparisons. We now compare our proposed
scheme with other prior related schemes, namely those of
Xiong et al. [34], Jia et al. [21], and Son et al. [6]. As shown in
Table 4, [6, 21, 34] cannot provide two-factor security, in
which PUF serves as one of the authentication factors. [21]
cannot support access control in the authentication process.
All of them cannot resist physical attacks and others.
(erefore, our scheme can satisfy all the listed security re-
quirements and have better security.

7. Performance Analysis

In this section, we discuss the computational and com-
munication costs of the proposed scheme and other related
schemes [6, 21, 34, 37].

We will directly use the parameters of Jia et al. [21]
scheme for the comparison in Table 5. We do not consider
the execution time of registration phases, since they are
executed only once. We also focus on the communication
costs in the registration phase. (e size of the element in G1,
G2, and Zq is 1024, 1024, and 160 bits, respectively, denoted
by |G1|, |G2|, |Zq|. Suppose the output length of the hash
function |H| and user’s identity |I D| is 256 bits. (e length
of the timestamp |T| and common solution is 32 bits.

(e summary of computation and communication costs is
shown inTables 6, 7 and Figures 6, 7.(eproposed schemehas a
lower computation cost compared to that in the scheme [6, 34]
on the mobile users’ side and [6, 21] on the server side. Besides,
the proposed protocol has lower communication costs com-
pared to those in [21]. (ough the scheme [6, 34] has lower
communication costs than ours, our scheme can be more ef-
ficient and meet more desirable security requirements.

We implement a software prototype based on Hyper-
ledger Fabric 2.0 on a single machine running an Intel(R)
Core(TM) i7-8700 CPU @ 3.20GHz, 8GB RAM, and
Ubuntu 18.04 for 64 bits operations system. We deploy a test
network that consists of three peer organizations and a single
orderer organization with three ordering nodes in a single
channel to simulate the healthcare provider servicers in
certain areas. (e block size is 100 transactions in a batch
and the block timeout is 2s to wait before creating a batch.
(e raft consensus algorithm is used for agreement on the
consistence of transactions across the network. (e smart
contracts written in Go are deployed over the network,
which is shown in Algorithm 1 and 2. All transactions of
uploading, query, and update are driven via Hyperledger
Fabric gateway to evaluate the throughput (TPS) and latency
as shown in Figures 8 and 9. (e performance demonstrates
that the maximum throughput is 310 TPS for uploading the
transactions and 600 TPS for query and update. (e average
latency for all transactions increases as increased in the total
transactions. (ere are lots of factors that will affect the
performance of the framework, such as the choices of ledger
database, endorsement policy, network configuration pa-
rameters, and so on.
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function uploadSubs(hi, IDSj
, RUiSj

) {

IDij � hi

�����IDSj

if userExists (IDij) � � false
expiretime� time.Now().Month() + RUiSj

service� Service \{IDij, RUiSj
, expiretime\}

return putState(IDij, service)
else
return Errorf(“the user has already exists”)

function querySubs(hi, IDSj
) {

IDij � hi

�����IDSj

err, result� getState (IDij)

if (err� � null)
return result

else
return err

function updateSubs(hi, RUiSj
) {

IDij � hi

�����IDSj

if userExists (IDij) � � true
expiretime� time.Now().Month() + RUiSj

service� Service \{IDij, RUiSj
, expiretime\}

return putState(IDij, RUiSj
)

else
return Errorf(“the user does not exist”)

ALGORITHM 1: Subscription service contract.

function uploadCRP(hi, Ci, κiP, Ri, ts) {

if userExists (hi) � � false
status� ‘valid’
ts � time.Now()
user�User \{hi, Ci, κiP, Ri, ts, status\}
return putState(hi, user)

else
return Errorf(“the user has already exists”)

function queryCRP (hi) {

err, result� getState (hi)

if (err� � null && result.getStatus()� � ‘valid’)
return result

else if (result.getStatus() !� “valid”)
return Errorf(“the CRP of user has been expired”)

return err
function updateCRP(hi, Ci, κiP, Ri) {

if userExists (hi) � � true
status� ‘valid’
ts � time.Now()
user�User \{hi, Ci, κiP, Ri, ts, status\}
return putState(hi, user)

else
return Errorf(“the user does not exist”)

ALGORITHM 2: Challenge-response pair contract.
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Table 5: Running time of basic operation.

Description Alibaba cloud Google nexus
TGb

Bilinear pairing 5.275 48.66
TGm

Scalar multiplication 1.97 19.919
Ta Point multiplication 0.012 0.118
Th Hash function 0.009 0.089
Te Modular exponentiation 0.339 3.328

Table 4: Security comparison.

Security requirements [34] [21] [6] Ours
Single registration ✓ ✓ ✓ ✓
No online registration center ✓ ✓ ✓ ✓
Mutual authentication ✓ ✓ ✓ ✓
User anonymity ✓ ✓ ✓ ✓
Untraceability ✓ ✓ ✓ ✓
Session key agreement ✓ ✓ ✓ ✓
Perfect forward secrecy ✓ ✓ ✓ ✓
Two-factor security with PUF × × × ✓
Access control ✓ × ✓ ✓
Resistance of known attacks × × × ✓

Table 6: Computation costs comparison (ms).

Scheme Computation costs(User) Computation costs(Server)
[34] 2 TGm

+ TGa
+ Te + TGb

+8 TGh
≈ 92.656 2 TGm

+ TGa
+ TGb

+5 Th ≈ 9.272
[21] 4 TGm

+ Te +5 Th ≈ 83.449 Tb +5 TGm
+3 TGa

+5 Th ≈ 15.206
[6] 5 TGm

+8 Th ≈ 100.307 2 TGb
+5 TGm

+5 Th ≈ 20.445
Ours 4 TGm

+ Te +7 Th + Ta ≈ 83.745 TGb
+4 TGm

+3 Th +3 Ta ≈ 13.218

Table 7: Communication costs comparison.

Scheme Communication costs Length/bits
[34] 2 |G| +3 |H| 2816
[21] 4 |G| +2 |Zq| +2 |H| + |I D| 4736
[6] 3 |G| +2 |H| +2 |T| 3648
Ours 3 |G| + |Zq| +3 |H| + |I D| +2 |T| 4320
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8. Conclusion

In this paper, we proposed a user authentication scheme
with access control based on CRT for multiserver archi-
tectures, which not only secures sensitive health data
transmission but enhances data privacy.(e highlight of our
protocol is that the decent integration of blockchain and
PUF can achieve secure data sharing across medical insti-
tutions and identify each device for further security in the
telehealth environment. Security analysis shows that our
proposed scheme meets all of the desirable requirements
above. Moreover, the performance analysis demonstrated

that this protocol has lower communication and compu-
tation costs.

Future research will focus onmore flexible access control
updates and the improvement of computational and com-
munication efficiency for resource-limited devices. We will
also explore a privacy-preserving data sharing mechanism
based on the blockchain and the improvement of blockchain
performance. In addition, there is no doubt that a centralized
registration center is convenient and available but our
protocol is susceptible to some common security flaws, such
as single point of failure, distributed denial of service
(DDoS) attacks, and register center compromised attacks.
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Decentralized blockchain technology to mitigate central
registration center problems is also a significant direction.
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In recent years, blockchain technology has been developing rapidly. More and more traditional industries are using blockchain as
a platform for information storage and financial transactions, mainly because of its new characteristics of non-tamperability and
decentralization compared with the traditional systems. As a representative of blockchain 2.0, Ethereum has gained popularity
upon its introduction. However, because of the anonymity of blockchain, Ethereum has also attracted the attention of some
unscrupulous people. Currently, millions of contracts are deployed on Ethereum, many of which are fraudulent contracts
deployed by unscrupulous people for profit, and these contracts are causing huge losses to investors worldwide. Ponzi contracts
are typical of these contracts, which mainly reward the funds invested by later investors to early investors, and later investors will
have no gain. However, although there are some studies for identifying Ponzi contracts on Ethereum, there is some room for
progress in the research. *erefore, we propose a method to detect Ponzi scheme contracts on Ethereum-CTRF. *is method
forms a dataset by extracting the word features and sequence features of the smart contract’s code and the features of transactions.
*e dataset is divided into a training set and a test set. Oversampling is performed on the training set to deal with the problem of
positive and negative sample imbalance. Finally, the model is trained on the training set and tested on the test set. *e ex-
perimental results show that the model has significantly improved recall compared with existing Ponzi contract
detection methods.

1. Introduction

Blockchain technology was proposed by Nakamoto [1], and
since its introduction in 2008, it has received widespread
attention. Due to its decentralized and tamper-evident
features, blockchain technology has now been applied in the
fields of finance, healthcare, and social governance. Based on
these advantages, blockchain technology will have even
broader application prospects in the future.

In the field of financial transactions, the underlying
blockchain technology-based electronic cash systems (Bit-
coin and Ethereum) have attracted many investors. How-
ever, they have also attracted many unscrupulous people.
Owing to the inherent anonymity and tamper-evident na-
ture of the blockchain, the Bitcoin and Ethereum platforms
have also become a breeding ground for unscrupulous
transactions to take place. On the Silk Road website, which
was shut down in 2013, as much as $300,000–$500,000 per

day was traded in Bitcoin regarding drugs and private data,
and at the time of Silk Road’s closure in 2013, approximately
9.5 million Bitcoins worth $1.2 billion had been traded on
Silk Road [2].

Ethereum is known as Blockchain 2.0, which mainly
solves the problem of lack of scalability of Bitcoin system;
however, while people add new features to Ethereum, new
risks are also introduced. Phishing, fraud, theft, and other
illegal criminal activities launched by taking advantage of the
flaws in the Ethereum blockchain technology have emerged.
On June 17, 2016, the DAO of Ethereum was attacked by
hackers. *e attacker exploited a vulnerability in a contract
written by the DAO to transfer more than 3 million Ether
coins equivalent to $60 million from its asset pool to its sub-
DAO [3].

Among the plethora of scams, Ponzi schemes, a classic
scam in the real world, are also happening on the blockchain.
Ponzi schemes on Bitcoin usually actively advertise their on-
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chain projects on social media as having high rewards and
low risk to attract investors. Ponzi schemes on Ethereum are
smart contracts written in the high-level programming
language, Solidity [4]. *ey are generally packaged as in-
vestment projects or gambling games that also promise huge
returns to investors. Some Ponzi schemes even create their
promotional websites to attract investors through aggressive
marketing campaigns. Usually, investors know little about
blockchain, and it can be difficult for them to tell which are
meaningful smart contract investment projects and which
are smart contracts disguised as high-yield investment
schemes. According to Chainalysis, scams on Ethereum
from 2017 to 2019 affected millions of people and caused
$4.3 billion worth of losses. *e majority of these came from
Ponzi schemes, accounting for 92% of the total. *e number
of victims of Ethereum Ponzi scams alone was 2.4 million,
with the average amount transferred by victims being $1,676
[5]. According to Bartoletti et al., 191 smart Ponzi schemes
active on Ethereum raised almost $500,000 from more than
2,000 different users from August 2015 to May 2017 [6].

It is evident from reading the previously mentioned
studies that there is an urgent need to strengthen the reg-
ulation and monitoring of the blockchain market. Although
there are some studies in this area, they do not focus on the
recall value of the experimental results. In fraud detection
applications, as in many fields with unbalanced class dis-
tributions, it is more important to correctly classify the true
classes (i.e., the “Ponzi” classes in our problem) than to
correctly classify the majority classes. *erefore, the recall is
more important than the precision of the prediction.

We have achieved good results by dealing with the data
imbalance problem and by setting up a large number of
experiments in different environments with more effective
features. *e recall values have improved compared to
existing studies. To summarize, our contributions are as
follows:

(1) dealing with the imbalance between positive and
negative samples of the dataset by expanding positive
samples and oversampling,

(2) evaluation and comparison of models for classifying
Ethereum Ponzi schemes, ultimately our model has a
higher recall,

(3) ssessment of feature contribution.

2. Related Work

In terms of Ponzi scheme research on Bitcoin. Vasek and
Moore analyzed the supply and demand of Bitcoin-based
Ponzi schemes, identified 1780 Ponzi schemes, and derived
the determinants affecting the life cycle of Bitcoin Ponzi
schemes [7]. Boshmaf et al. analyzed MMM, one of the
oldest Ponzi schemes on Bitcoin, and proposed analytical
criteria and metrics for the Ponzi scheme of crypto-
currencies [8]. It is worth mentioning that they counted the
daily Gini coefficients of MMM to measure the income gap
between investors. Bartoletti et al. designed a set of relevant
characteristics to classify Bitcoin Ponzi schemes, such as
average amount invested by users, maximum daily trading

volume, number of active days of contracts, number of users,
and Gini coefficients. Metrics such as F-score and AUC were
then used to evaluate the effectiveness of different supervised
learning classification algorithm models and finally suc-
ceeded in finding 31 of the 32 Ponzi schemes [9]. Although
the imbalanced dataset was treated by them, the model may
still suffer from overfitting by reason of the large gap be-
tween positive and negative sample size, so there is still room
for improvement in their experiments.

In the study of Ponzi schemes on Ethereum, Zheng et al.
surveyed the challenges and recent advances in smart
contracts, giving a complete picture of the challenges smart
contracts by dividing the smart contract lifecycle into four
phases: creation, deployment, execution, and completion,
where scams like Ponzi contracts are classified as the last
phase of the contract’s lifecycle, and most scams cause harm
to contract users during the contract completion phase [10].
Chen et al. analyzed the current problems of Ethereum from
three perspectives: vulnerability, attack, and defense. In the
paper, the Rubixi contract is used as an example to classify
Ponzi contracts as an attack means in the application layer of
Ethereum [11]. Hu et al. analyzed the transaction behavior
pattern between Ponzi contracts and other scam contracts to
classify contracts from the perspective of transactions [12].
Jung et al. used the 0-day model to analyze the model based
on the bytecode features of the contract and finally deter-
mined whether the contract is a Ponzi contract [13].
However, they did not consider the transaction features of
the contract in their experiments, which may lead to a
decrease in accuracy compared with the model that incor-
porates transaction features. Yujian and Bo classified Ponzi
contracts into tree-shaped, chain-shaped, waterfall-shaped,
and handoff-shaped by analyzing the Ponzi contract source
code. *ey proposed that the similarity between contract
bytecodes can be measured by using NLD [14] (Normalized
Levenshtein Distance) and setting the corresponding
threshold to determine whether two contracts are similar
and whether the contract is a Ponzi contract. Subsequently,
they measured the impact of Ponzi contract on Ethereum by
counting the total transaction amount [6]. Sun et al. were
inspired by the flowchart of traditional test domain code; the
bytecodes generated during the operation of a Ponzi con-
tract are concatenated and plotted as a tree of invocation
behaviors. *e model is trained by comparing the similarity
of the behavior trees [15]. Fan et al. solved the prediction bias
problem which was made of target leakage during training
and improved the generalization ability of the model by
analyzing the imbalance and repetition of Ponzi contracts in
the dataset [16]. Chen et al. extracted the transaction features
from the transaction data of smart contracts and combined
them with the opcode of smart contracts in extracted opcode
frequency features and used XGBoost to train these data
features. Eventually, 434 Ponzi contracts were found by
detecting contracts deployed before May 7, 2017 [17].

Although the aforementioned studies achieved good
results, most of their experiments aimed at improving the
model accuracy without considering improving the recall of
the model. In contrast, our CTRF (Code and Transaction
Random Forest) model improves the recall of the model by
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adding sequence features of the opcodes to the code features
and extracting more efficient features of transactions.

3. Smart Ponzi Contracts

*edefinition of smart contract can be traced back to 1994 by
Szabo [18]. It was first defined as an alternative to traditional
paper contracts and a digital representation of the transaction
agreement to help the parties to fulfill the contractual project.
However, due to the immaturity of the technology and the
lack of a trustworthy platform for execution, smart contracts
did not attract much attention. *e establishment of
blockchain and the rise of decentralized platforms have
brought smart contracts back into the public eye. Ethereum is
known as blockchain 2.0 differs from blockchain 1.0 in that
Ethereum has a Turing-complete programming language
[19]. Developers can implement smart contracts in the high-
level programming language Solidity or Golang and compile
them for deployment on the EVM (Ethereum virtual ma-
chine) [4]. Smart contracts are the basis for implementing
blockchain-based information systems in various domains. It
can execute transactions without a trusted third party by
triggering conditions through program code. For example,
the following is a simple example of a smart Ponzi con-
tract–0x83Fccc659EeeeE98ca9764B7B34409347DFbc98b
from the source code; we can know that every investment
received by the contract will transfer 1% of the balance to the
contract creator, and this contract every 5900 blocks
(24 hours) will pay 5% of the balance of the contract to the
investor.

pragma solidity 0̂.4.24;
contract ethernity {

address pr� 0 x 587a38954a
D9d4DEd6B53a8F7F28D32D28E6bBD0;

address ths� this;
mapping (address�> uint) balance;
mapping (address�> uint) paytime;
mapping (address�> uint) prtime;
function () external payable {
if ((block.number-prtime[pr])>� 5900){

pr.transfer(ths.balance/100);
prtime [pr]� block.number;

}
if (balance[msg.sender] !� 0){

msg.sender.transfer ((block.number-paytime
[msg.sender])/5900∗5);balance[msg.sender]/100∗5);

}
paytime[msg.sender]� block.number;
balance[msg.sender] +�msg.value;

}
}

*e smart contract runs on the EVM. After compiling
the smart contract code into bytecode and uploading it to
Ethereum through transactions, Ethereum will automati-
cally return the generated contract account address, and
finally, investors can interact with the contract through
transactions [20]. *e code of smart contracts can imple-
ment a wide variety of functions, which provides investors
with a wealth of investment options. However, this can also
confuse investors, who may fall into the trap of scams
without being fully familiar with these smart contracts.

*e Ponzi scheme was invented by Charles Ponzi, an
Italian businessman, in which he promised investors a 40%
profit return within three months. After attracting investors,
he paid the new investors’ money as a return to those who
initially invested and then enticed more people to invest. He
eventually attracted 30,000 investors in seven months. *e
more official definition from the SEC (United States Secu-
rities and Exchange Commission) is “A Ponzi scheme is an
investment fraud that involves the payment of purported
returns to existing investors from funds contributed by new
investors. Ponzi scheme organizers often solicit new in-
vestors by promising to invest funds in opportunities
claimed to generate high returns with little or no risk. With
little or no legitimate earnings, Ponzi schemes require a
constant flow of money from new investors to continue.
Ponzi schemes inevitably collapse, most often when it be-
comes difficult to recruit new investors or when a large
number of investors ask for their funds to be returned” [21].

From the definition, the typical feature of the Ponzi
scheme is to pay the existing investors the so-called returns
with the funds provided by the new incoming investors.
Compared with other financial frauds, Ponzi schemes are
characterized by many victims, wide impact, deep damage,
high concealment, and serious social harm. In the Ethereum
smart contract, the Ponzi scheme has some new
characteristics.

(1) *e most obvious thing is that it is based on the
anonymity of the blockchain; people cannot know
the real identity of the contract initiator. For the
unscrupulous this greatly reduces the risk of them
committing a scam, but for the average contract user,
the risk of their money being compromised is greatly
increased.

(2) Ponzi contracts are simpler and more efficient than
traditional Ponzi schemes. *e scammers only need
to deploy Ponzi contracts to Ethereum and they can
effortlessly reap the benefits when transactions
occur.

(3) Ponzi contracts are easier to replicate and imple-
ment. By reviewing the Ponzi contract code, we
found that many of the contract codes are identical.

(4) Due to the anonymity of blockchain and the diffi-
culty of traceability, the defrauded funds cannot be
successfully recovered, leaving the investors to suffer
losses.
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4. Methodology

4.1. Dataset. *e dataset used in this paper is based on the
open-source shared address set [6, 17, 22]. One of the
publicly available address sets in [17] originally contained
3590 common contract addresses and 200 Ponzi contract
addresses and three incorrect addresses. In our experiments,
we eliminated two non-Ponzi contract addresses that were
not successfully deployed and found two addresses with
exactly opposite labels to other address sets. After careful
inspection of the contract source code, the corrected address
set situation is as follows: 3586 common contract addresses
and 202 Ponzi contract addresses, a total of 3788 smart
contracts, where the ratio of positive to negative cost is 1 :18.
We labeled this address set as D1.

Since the gap between the positive and negative sample
ratios in D1 is too large, we first dealt with the positive and
negative sample imbalance by expanding the positive
sample data. *e publicly available address set in [6]
contains 184 Ponzi contracts, and after removing two of
the duplicate addresses, its correction includes 182 Ponzi
contract addresses. We collected another 50 Ponzi con-
tract addresses from [22]. *e address sets of [6, 22] are
combined and then deduplicated against D1 to finally
obtain 96 Ponzi contract addresses, which are added to D1
to obtain the expanded address set D2. *e expanded
address set D2 contains 3586 ordinary contract addresses
and 298 Ponzi contract addresses, totaling 3884 smart
contracts, where the ratio of positive to negative samples
is 1 : 12.

*e address dataset remains unbalanced after
expanding the positive samples. Besides expanding the data
from the perspective of the data source, the other two
solutions to deal with the imbalance of the dataset at
present are oversampling and undersampling. Over-
sampling means balancing the positive and negative sample
ratios by generating samples from minority classes. And
undersampling means reducing the samples of most classes
to balance the positive and negative sample ratios. Here, we
chose SMOTE oversampling based on oversampling; the
basic idea of SMOTE algorithm is to analyze the minority
class samples and synthesize new minority class samples
added to the dataset according to the KNN algorithm, thus
enriching the number of minority class samples and
avoiding the problem of overfitting caused by oversampling
by copying minority class samples in the past [23]. As in
Figure 1, we constructed the feature dataset in two main
ways.

(1) Get the bytecode of the contract by Etherscan, then
disassemble the bytecode into opcode, and finally
convert it into code features.

(2) Obtain the transactions of the contract and calculate
the corresponding transaction features, such as life
time and Gini coefficient.

*e D1-code dataset and D2-code dataset are obtained
by extracting opcode features on D1 and D2, respectively.
*e D1-codeAndTran dataset and D2-codeAndTran dataset

are obtained by merging the opcode features and transaction
features. *e experiments are mainly focused on these four
datasets. *e datasets have been open-sourced in this paper,
which can be found at https://github.com/BuptHxz/
DetectionOfPonziContract.

4.2. Feature Extraction

4.2.1. Code Feature. Initially, we wanted to get the code
features of the contracts by getting the internal imple-
mentation logic and keywords directly from the source code.
But since the code of most of the contracts in the dataset is
not publicly available, we only got the code features of a very
small fraction of the contracts, which made it impossible to
build a complete dataset. Although most of the contracts’
code is not available, we can get the contracts’ bytecode,
which is compiled from the code, through Etherscan.io. And
according to Kiffer et al. [24, 25], the similarity between
contracts can be effectively detected by detecting the simi-
larity of contract bytecode. *erefore, we started from the
bytecode and got the code features of the contracts by
disassembling and other techniques.

As described in Section 2, if developers want to run a
contract on Ethereum, they first need to write a smart
contract by Solidity, and then, the code is transformed into
bytecode after compiling the code with the corresponding
specific version of the compiler. Finally, the compiled
bytecode is deployed to Ethereum. *e bytecode is repre-
sented by a string of hexadecimal codes. *e following is the
compiled bytecode of the Solidity code shown in Section 3.

“bytecode”:“608060405260008054600160a060020a031990
811673587a38954ad9d4ded6b53a8f7f28d32d28e6bbd0179091
55600180549091163017905534801561004457600080fd5b5061
0178806100546000396000f30060806040526000805473ffffffffff
ffffffffffffffffffffffffffffff1681526004602052604090205461170c43
91909103106100b55760005460015473fffffffffffffffffffffffffffffffff
fffffff918216916108fc9160649116310490811502906040516000
60405180830381858888f1935050505015801561008b573d6000
803e3d6000fd5b506000805473ffffffffffffffffffffffffffffffffffffffff16
81526004602052604090204390555b336000908152600260205
2604090205415610128573360008181526002602090815260408
08320546003909252909120546108fc9160649161170c4391909
103040204600502908115029060405160006040518083038185
8888f19350505050158015610126573d6000803e3d6000fd5b50
5b3360009081526003602090815260408083204390556002909
15290208054340190550000a165627a7a72305820bccf7dff930c
d8237a3d56127f741c545a3f33447c34351f3009e937ea335baf0
029”

Transaction

Bytecode

Transaction
Feature

Code
Feature

DataSet

Ethereum
Smart Contract

Opcode

Figure 1: Flowchart of feature extraction.
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*ese bytes correspond to EVM operations and thus
instruct the EVM to run the code. To make it easy to dis-
tinguish them, Ethereum officials convert these bytes into
corresponding easy-to-remember opcodes (Opcodes) and
record them in the Yellow Book [20]. For example, 0x60
converted to Opcode is PUSH1; 0x80 converted to Opcode is
DUP1. *e corresponding partial conversions are shown in
Table 1.

*e bytecode can be converted to an opcode sequence as
follows.

“opcodes”: “PUSH1 0x80 PUSH1 0x40 MSTORE
PUSH1 0x00 DUP1 SLOAD PUSH1 0x01 PUSH1 0xa0
PUSH1 0x02 EXP SUB NOT SWAP1 DUP2 AND PUSH20
0x587a38954ad9d4ded6b53a8f7f28d32d28e6bbd0 OR
SWAP1 SWAP2 SSTORE PUSH1 0x01 DUP1 SLOAD
SWAP1 SWAP2 AND ADDRESS OR SWAP1 SSTORE
CALLVALUE DUP1 ISZERO PUSH2 0x0044 JUMPI
PUSH1 0x00 DUP1 REVERT JUMPDEST POP PUSH2
0x0178 DUP1 PUSH2 0x0054 PUSH1 0x00 CODECOPY
PUSH1 0x00 RETURN STOP PUSH1 0x80 PUSH1 0x40
MSTORE PUSH1 0x00 DUP1 SLOAD ...”.

By counting the number of bytecodes corresponding to
ordinary contracts and Ponzi contracts, we find that there
are significant differences between Ponzi contracts and
ordinary contracts in the number of some bytecodes, as
shown in Figure 2. It shows the comparison of the average
number of opcodes between Ponzi contracts and ordinary
contracts. It is clear that Ponzi contracts and ordinary
contracts have the same trend in the number of opcodes and
overall Ponzi contracts have fewer opcodes than ordinary
contracts. By looking at the numerous source codes, we
found that Ponzi contracts tend to implement all the
functions through less code, while ordinary contracts
functions are more abundant and therefore have more code
and a higher average number of opcodes.

We obtained the sequence of opcodes corresponding to
the contract bytecodes by disassembling the bytecodes into
opcodes. *en, we computed the code features of each
contract by using the bag-of-words model [26]. *ere are
opcodes such as PUSH1, PUSH2, DUP1, and DUP2, which
we combine into one opcode such as PUSH and DUP, and
then, do the statistics, and finally, we select a total of 77 code
features by combining the calculations.

However, the features extracted by the bag-of-words
model do not take into account the sequence of opcodes and
ignore the semantic information of opcodes. *erefore, we
use the Doc2Vec model to obtain the sequence features and
semantic features of the opcodes to make up for the defi-
ciency of the bag-of-words model in extracting the special
diagnosis [27]. *e final code features are 77 features
extracted by the bag-of-words model and 20 features
extracted by the Doc2Vec model.

4.2.2. Transaction Features. According to the characteristics
of Ponzi schemes, it is known that most of the later investors
incurred losses, and only some early investors may get the
gains. Past studies tend to extract the features of trading
from the perspective of Ethereum, and we added some new

features on top of this. For example, in the Gini coefficient,
as the funds of later investors in a Ponzi scheme are often
transferred to the accounts of earlier investors, this char-
acteristic of an unbalanced distribution of funds will make
the Gini coefficient larger. *e Gini coefficient is a number
between 0 and 1. *e closer the Gini coefficient is to 1, the
more unbalanced the distribution of funds is, and the closer
it is to 0, the more balanced the distribution of funds is.

We selected the following transaction characteristics:

(1) Bal: the balance of the contract after the last trade
(2) TotalGet: the number of all ETH received by the

contract
(3) TotalSend: the number of all ETH sent by the

contract
(4) MaxSend: the maximum amount of ETH sent in a

single contract
(5) AvgFee: the average cost of all transactions in the

contract
(6) LifeTime: the survival time of the contract
(7) GetDivSend: TotalGet/TotalSend
(8) AddrGetProfit: the number of addresses that receive

proceeds from the addresses traded with the contract
(9) Gini: Gini coefficient

4.3. CTRF Model. We proposed CTRF (Code and Trans-
action Random Forest) to identify and classify our contracts.
*e specific CTRF model structure diagram is shown in
Figure 3.

In the data preprocess phase, we first obtained the
contract transactions and bytecode and then disassembled
the bytecode to obtain the contract opcodes. Inspired by
NLP, we used the bag-of-words algorithm to obtain the word
features of the opcodes and then used the Doc2Vec algo-
rithm to obtain the sequence features of the opcodes. *e
word features of the opcode and the sequence features to-
gether form the code features of the contract. For transaction
features, we chose such as Gini coefficient to represent the
contract.

In the model train phase, we first synthesized a new
sample of Ponzi contracts by SMOTE oversampling, thus
solving the positive and negative sample imbalance problem.
Subsequently, we composed decision trees by randomly
selecting the code features and transaction features of the
contract and used the idea of integrated learning to statis-
tically vote on the results using a forest composed of decision
trees to obtain the classification results. Finally, we got our
training model.

In the model test phase, we inputted the test set into our
model trained in the previous phase to finally get the
classification results of the contract.

In order to improve the recall value of themodel as much
as possible, we did the following. First, we solved the
problem of imbalance in the number of positive and negative
samples in the dataset by expanding the samples of Ponzi
contracts. *en, we extracted the word features and
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sequence features of the code inspired by NLP in the feature
extraction stage, and designed more effective transaction
features to represent the Ponzi contracts better. Next, we
performed SMOTE oversampling on the positive samples of
the dataset to further increase the samples of a few classes
and to avoid the overfitting problem of the model. We then
penalized its classification errors more severely by increasing

the weights of the Ponzi contract classes in the training phase
of the model.

*e dataset for this experiment contains a total of
3884 data, which is not enough for deep learning. We
tested some deep learning algorithms on the D2 dataset,
and the result is that the overfitting of the model leads to
poor generalization ability. For this paper, we need to
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Figure 3: CTRF model.

Table 1: Examples of converting bytecode to opcode.
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Figure 2: *e average number of opcodes for ordinary contracts vs. Ponzi contracts.
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divide the samples into Ponzi contracts and ordinary
contracts, which is equivalent to a dichotomous problem.
*erefore, we chose KNN, CNN, DT, SVM, and XGBoost
to compare with CTRF and used these six models to
experiment on the D1-code dataset, D2-code dataset,
D1-codeAndTran dataset, and D2-codeAndTran dataset,
respectively. KNN classification algorithm is one of the
simplest methods in data mining classification tech-
niques. *e so-called K nearest neighbors, which
means K nearest neighbors, means that each sample can
be represented by its closest K neighbor values to achieve
classification. *e CNN algorithm is widely used in the
field of graph classification, but in recent years it has also
been applied to the field of NLP. So, we applied CNN to
detect Ponzi contract for comparing with CTRF. DT
(decision tree) is a tree-structured algorithm that starts
from the root node according to the corresponding
features and thus selects branches until it reaches the leaf
nodes, taking the category stored in the leaf nodes as the
decision result. SVM (support vector machine) is a class
of generalized linear classifier that performs binary
classification of data in a supervised learning manner,
where the decision boundary is the maximum margin
hyperplane solved for the learned samples, and the el-
ements are classified after this plane is finally deter-
mined. XGBoost is one of the Boosting algorithms. *e
idea of boosting algorithm is to integrate many weak
classifiers to form a strong classifier. Since XGBoost is a
boosting tree model, it is integrating many tree models to
form a very strong classifier. And the tree model used is
the CART regression tree model.

5. Experimental Results and Feature Analysis

5.1. Experiment Setting. Datasets. To compare the validity of
the datasets and features, we did experiments on four main
datasets.

(1) D1-code: code features extracted from the corrected
Chen’s address set as the dataset

(2) D1-codeAndTran: a dataset consisting of code fea-
tures and transaction features extracted from the
modified Chen’s dataset

(3) D2-code: code features extracted from the expanded
dataset as a dataset

(4) D2-codeAndTran: a dataset consisting of code and
transaction features extracted from the expanded
dataset

We conducted independent experiments on these four
datasets: first cross-validating to find the best experimental
parameters, then using 70% of the dataset for training and
30% for testing, and finally conducting 20 experiments to
calculate the average results.

Evaluation Metrics. In this paper, precision, recall, and
F-score are used as the evaluation criteria for the ex-
perimental results. Among them, precision is the pro-
portion of all contracts judged as a certain category that
are contracts of that category. *e recall is the proportion

of the number of detected Ponzi contracts to the total
number of Ponzi contracts. *e F-score is a summation
of the precision and recall values. *e solution formula
for the three selected metrics is shown in (1)–(3).

Precision �
true positive

true positive + false positive
, (1)

Recall �
true positive

true positive + false positive
, (2)

F − score � 2 ×
Precision

Precision + Recall
. (3)

True positive is the number of Ponzi contracts that are
correctly determined. False positive is the number of non-
Ponzi contracts that are misclassified as Ponzi contracts.
False negative is the number of Ponzi contracts that are
misclassified as non-Ponzi contracts.

5.2. Results Summary. Table 2 summarizes the results of the
corresponding features of the original and expanded datasets
under different methods. After analyzing the data in the
table, we got the following conclusions.

It is clear that CTRF outperforms other algorithms in
terms of precision and recall, and CTRF and XGBoost also
outperform the original dataset D1 on the D2 dataset after
our positive sample expansion. Although KNN, CNN, DT,
and SVM perform well in terms of recall, their precision is
poor.

D1-code. Since we added the sequence feature of the
opcode, the experimental results improve the recall value by
11% and the F1 value by 7% compared with those in [28].
*is indicates that sequence features of the opcode can help
the model to identify more Ponzi contracts.

D1-codeAndTran. *e recall value obtained in the experi-
ment of Chen et al. was 0.69 [28]. In contrast, we achieve a
recall of 0.85, which is a full 16% improvement. Our selected
transaction features are better than those selected by Chen
et al., and the recall of the experiment improves slightly after
the inclusion of the transaction features. *e addition of
transaction features does enhance the model’s identification
of Ponzi contracts.

D2-code. After expanding the data, the recall value is im-
proved by 3%. *is means the imbalance between positive
and negative samples affects the effect of the model.
*erefore, CTRF shows a higher recall value in the D2
dataset after we expand the positive sample and oversample
it.

D2-codeAndTran. After adding transaction features to the
extended dataset, the experimental results are slightly im-
proved compared with those on the extended dataset D2-
code without transaction features, where the recall value is
improved by 2%. It proves that our extracted transaction
features such as Gini coefficients can indeed help the model
identify more Ponzi contracts.
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5.3. Feature Analysis. We obtained the corresponding
feature importance rankings by analyzing the performance
of the CTRF model on the four datasets, as shown in
Table 3.

On D1-code and D2-code, our operand sequence
features (D2V) extracted by Doc2Vec can better help the
model to identify the Ponzi contracts. Among the more
important word features extracted by bag-of-words are LT
and log.

LT represents less than judgment in EVM. After cal-
culation, we concluded that on average each Ponzi contract
has 14 LT opcodes, while each non-Ponzi contract has only
11 on average. And most of the Ponzi contracts have fewer
opcodes corresponding to them than non-Ponzi contracts.
Only the number of LT opcode is more in Ponzi contracts
than in non-Ponzi contracts, which is why LT opcode is so
important for detecting Ponzi contracts. *e importance of
LT opcode is also reflected in the Ponzi contract code. We
observed a large number of Ponzi contracts and found that
when most of them receive a transfer from an external

account, they will determine whether the amount of the
transfer is less than the minimum investment threshold set
by the contract. If it is less than that, the investment will be
swallowed directly and no subsequent returns will be made
to the investor.

During the training process of the D2-codeAndTran
dataset, the importance of our newly added transaction
features is located in the top positions, and according to
the test results, the newly added transaction features make
the model outperform the D2 code, which ultimately leads
to a 2% improvement in the recall value. It is worth
mentioning that in [28] after Chen et al. added transaction
features to the dataset, the accuracy of the model im-
proved slightly, but the recall of the model decreased by
4%. In our experiments, on the other hand, we have
significantly improved the recall of the model by adding
transaction features such as Gini coefficients. Compared
with the transaction features extracted by Chen et al., our
extracted transaction features are more helpful for the
model to identify Ponzi contracts.

Table 2: *e experimental results on four datasets.

Metric KNN CNN DT SVM XGBoost CTRF
Precision D1-code 0.518 0.486 0.500 0.586 0.918 0.953

D2-code 0.501 0.630 0.551 0.543 0.926 0.933
D1-codeAndTran 0.485 0.621 0.571 0.642 0.907 0.929
D2-codeAndTran 0.478 0.705 0.611 0.545 0.918 0.928

Recall D1-code 0.803 0.583 0.836 0.836 0.811 0.847
D2-code 0.813 0.773 0.812 0.788 0.863 0.875

D1-codeAndTran 0.787 0.683 0.721 0.852 0.828 0.852
D2-codeAndTran 0.801 0.761 0.863 0.763 0.873 0.891

F-score D1-code 0.628 0.530 0.626 0.689 0.862 0.897
D2-code 0.619 0.694 0.657 0.643 0.893 0.903

D1-codeAndTran 0.601 0.651 0.638 0.732 0.865 0.889
D2-codeAndTran 0.598 0.732 0.715 0.635 0.894 0.909

Table 3: *e importance of the twenty most significant features.

D1-code D2-code D1-codeAndTran D2-codeAndTran
1 LT LT LT LT
2 SLOAD LOG LOG maxSend
3 LOG CALLDATALOAD AND totalSend
4 GAS SLOAD maxSend addrGetPro
5 AND CALL SLOAD avgFee
6 CALLDATALOAD AND MSTORE LOG
7 SSTORE RETURN totalSend Gini
8 CALL STOP CALLDATALOAD AND
9 MSTORE SUB MUL SLOAD
10 MUL GAS SSTORE CALL
11 GT MSTORE SHA CALLDATALOAD
12 SHA MUL GAS RETURN
13 DUP RETURNDATASIZE SUB totalGet
14 RETURN CALLDATASIZE DUP GAS
15 SUB SSTORE GT STOP
16 STOP GT STOP SUB
17 TIMESTAMP CALLVALUE avgFee MSTORE
18 ADD CODECOPY CODECOPY SHA
19 MLOAD MLOAD CALL GT
20 OR EXTCODESIZE ISZERO MUL
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6. Conclusion

Nowadays, the issue of on-chain security on Ethereum is
attracting more and more attention. Some researches on
Ethereum security have also emerged. In this study, we
extracted the classification model CTRF for the identifica-
tion and analyzed of Ponzi schemes on Ethereum. First, we
relied on increasing the number of positive samples to get
the original dataset D1 and the expanded dataset D2 and
then extracted the code features and transaction features of
the two datasets, respectively, to get four datasets D1-code,
D2-code, D1-codeAndTran, and D2-codeAndTran, and
each dataset is divided into training and testing sets
according to the ratio of 7 : 3. *e training set of the four
datasets is then oversampled to deal with the problem of
positive and negative sample imbalance. Finally, the cor-
responding models are trained on each of the four training
sets and tested on the test set to obtain the test results.

From the test results, the expanded dataset D1-
codeAndTran, the recall value is improved by about 16%
compared with the results in [28]. And the model is still able
to produce good results without transaction features, and
adding our extracted transaction features improves the recall
value of the model identification.

In the future, we will make a deeper study on the
identification of Ethereum Ponzi contracts. We expect to
extract serialized features from the bytecodes of contracts
from a deep learning perspective, and then, train them.
*en, by comparing the similarity of bytecode sequences
between contracts, we can identify Ponzi contracts. In ad-
dition, we also expect to build an Ethereum Ponzi contract
detection platform to identify and record Ponzi contracts on
Ethereum, so as to prevent investors from being cheated. In
conclusion, in the future, we will continue our research on
Ponzi contracts on Ethereum and maintain the safe and
stable development of the Ethereum system.
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In the current E-healthcare scenarios, medical institutions are used to encrypt the information and store it in an Electronic Health
Record (EHR) system in order to ensure the privacy of medical information. To realize data sharing, a Public-key Encryption with
Keyword Search (PEKS) scheme is indispensable, ensuring doctors search for medical information in the state of ciphertext.
However, the traditional PEKS scheme cannot resist the keyword guessing quantum computing attacks, and its security depends
on the confidentiality of the secret key. In addition, classical PEKS hand over the search process to a third party, affecting the
search results’ accuracy. +erefore, we proposed a postquantum Public-key Searchable Encryption scheme on Blockchain
(PPSEB) for E-healthcare scenarios. Firstly, we utilized a lattice-based cryptographic primitive to ensure the security of the search
process and achieve forward security to avoid key leakage of medical information. Secondly, we introduced blockchain technology
to solve the problem of third-party untrustworthiness in the search process. Finally, through security analysis, we prove the
correctness and forward security of the solution in the E-healthcare scenarios, and the comprehensive performance evaluation
demonstrates the efficiency of our scheme compared with other existing schemes.

1. Introduction

In the current medical scenarios, medical institutions gen-
erate a large amount of patient medical data. +ese data are
difficult to supervise, lack necessary technical support, and
cost medical institutions many resources. To solve this
problem, many medical institutions have adopted EHR
systems to reduce the burden and cost of maintaining
medical information [1]. +e EHR system is a digital health
file with medical information as the main body and infor-
mation sharing as the core. It aims to realize that patients can
manage their medical data, and doctors can also access the
patient’s medical data if they have permission. However,
outsourcing management of the EHR system is not an ideal
choice. Because the third-party organization responsible for
storing the EHR system has too much power, once a
malicious attacker buys it, it can launch a collision attack on
the medical data in the system to threaten the privacy of
medical data. To avoid this situation, medical institutions

usually encrypt medical data through various encryption
schemes [2] and store it in the EHR system. +erefore, how
to realize the sharing of medical data between patients and
doctors in the ciphertext state is a problem to be solved.
+us, Public Key Encryption with Keyword Search (PEKS)
[3]is a marvelous candidate in cloud-assisted E-healthcare
scenarios, realizing medical data retrieval without privacy
leakage. As efficient encryption primitive, it ensures
searchable encrypted medical data through keywords.

Although the existing proposed PEKS schemes [4–6]
have brought significant benefits to the Internet of +ings,
there are four significant obstacles to the widespread PEKS
in systems in recent decades. Initially, most PEKS schemes
were established based on traditional hardness cryptography
problems. Nevertheless, with the advent of quantum com-
puters [7] and quantum information [8], the PEKS scheme
will be threatened exponentially. Recent breakthrough ar-
ticles [7] indicate that shortly, it is possible to adopt quantum
computers in a realistic view, putting forward higher
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requirements for postquantum cryptographic searchable
encryption schemes than before. Secondly, the most
computational cost of cloud servers is to search target data
from the third-party service agency since cloud servers
need to execute a verification procedure for the corre-
sponding keyword. Due to the exorbitant public-key
encryption operations, the existing PEKS scheme intro-
duces a significant calculation overhead. In the
E-healthcare scenarios, the cloud server can work with
medical data from mobile medical detection devices si-
multaneously to retrieve the data of multiple doctors.
+erefore, it has a performance bottleneck on the medical
cloud servers. +irdly, with the explosive utilization of
mobile medical detection equipment, most schemes have
key exposure problems [9]. +e existing PEKS scheme
cannot guarantee the forward privacy of the key. +e
existing PEKS scheme cannot guarantee the forward
privacy of the key. Once the doctor’s secret key is com-
promised, the attacker can trace the trapdoor content
previously submitted by the doctor, thereby further in-
fringing on the confidentiality of the outsourced data [10].
In this regard, we optimize the lattice cryptography in our
scheme to make the key have relations with period to
ensure that the key exposure at the previous period will
not affect the medical data confidentiality at the later
period and achieve the forward security of the key [11].
Last but not least, the search function of the traditional
PEKS scheme is generally delivered to the service party.
However, the untrustworthiness of the service party will
cause attackers to generate Keyword Guess Attacks (KGA)
on medical information. Fortunately, blockchain can ef-
fectively solve this problem [12–17]. Blockchain is a new
database technology that can realize decentralized dis-
tributed architecture design. Its core technical concept
was proposed by Satoshi Nakamoto [18] in 2008.
Blockchain, as a distributed public ledger, records all
transactions packaged in the block without the need for
third-party control and ensures the safety and traceability
of each transaction record [19]. After a single block is
generated, all nodes in the blockchain network use a
consensus algorithm to determine whether the block is on
the chain, and each block is connected by a hash function,
thereby effectively ensuring the immutability of trans-
action information. +erefore, using blockchain tech-
nology to replace the service party in PEKS is an effective
way to solve the problem of the untrustworthiness of the
service party. For example, [20] replaces the traditional
centralized server with a decentralized blockchain system,
supports forward and backward privacy, and realizes
privacy protection. [21] proposed a novel PEKS scheme,
which eliminates the reliance on third-party institutions
and makes the entire program completely decentralized.
+erefore, to solve the above-mentioned hindrances, we
propose a postquantum public-key searchable encryption
on blockchain for cloud-assisted E-healthcare scenarios,
called PPSEB, based on lattice cryptography [22, 23], one
of the postquantum cryptographic primitives, ensuring a
robust security level. In addition, we reduce the security of
PPSEB to the Learning WithError (LWE) hardness

assumption, which can oppose keyword guessing attacks
based on quantum computing launched by malicious
attackers effectively.

In our proposed scheme, the patient initially encrypts
medical data and its keywords under the public key of the
doctor and transmits the corresponding ciphertext to the
cloud server for storage.+en, the medical doctor will utilize
his/her secret key to compute a trapdoor corresponding to
the keyword and then uploads it to the blockchain. Further,
the smart contracts on blockchain search for the keyword
ciphertext corresponding to the trapdoor and return its
number to the cloud server. Finally, the cloud server sends
the ciphertext of medical information matching the keyword
to the doctor. In summary, we elaborate our main contri-
butions as follows:

(1) We propose a postquantum Public-key Searchable
Encryption on Blockchain (PPSEB) for the
E-healthcare scenarios. PPSEB is constructed on
lattice-based public-key searchable encryption based
on the LWE hardness assumption.

(2) We then introduce blockchain technology into our
proposed scheme in response to the untrustwor-
thiness of third parties during the search process.
+erefore, we achieve the decentralization archi-
tecture of the PPSEB oracle and enhance the security
level.

(3) PPSEB achieves forward security in order to solve the
key leakage of various existing public-key searchable
encryption algorithms.

(4) We give the computational proof of the correctness
and forward security of PPSEB. Furthermore, the
comprehensive implementation performance eval-
uation represents that our scheme is efficient in
terms of testing time and computational cost com-
pared with existing outperforming E-healthcare
schemes and is suitable for medical scenarios.

+e structure of our paper is organized as follows. In Section
2, we propose the design goals and security models of our
scheme, considering three existing challenges for the proposed
PPSEB scheme and the solution to make PPSEB work better in
the medical scenarios. In Section 3, we propose our prelimi-
naries of lattice and trapdoor. In Section 4, we present our
PPSEB scheme and the main steps of our scheme, including,
PPSEB.Initialization, PPSEB.KeyExt, PPSEB.Encrypt,
PPSEB.PEKS, PPSEB.Trapdoor, PPSEB.Verification, and
PPSEB.Decrypt. In Section 5, we provide the security analysis
of PPSEB based on correctness and provable security. In Section
6, a precise performance evaluation is proposed by our paper.
Finally, we conclude this paper in Section 7.

2. Design Goals and Security Models

2.1. Design Goals. In this paper, we propose three existing
challenges for the proposed PPSEB scheme:

(1) How to make PPSEB resistant to the untrustworthy
problem of the service party. In the traditional
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searchable encryption scheme, a third-party orga-
nization is generally responsible for searching
medical information, which makes malicious at-
tackers collude with third-party organizations to
provide unreliable search results. +erefore, we use
blockchain to replace traditional third-party
agencies.

(2) How to achieve the forward security of PPSEB. Key
exposure is a thorny problem faced by existing
searchable encryption schemes. Once the private
key of the doctor is lost, the attacker can forge the
doctor to initiate an inquiry for medical informa-
tion, and the privacy of medical information cannot
be guaranteed. +erefore, how to use lattice-based
cryptography to ensure that the leakage of the
master key used at this time will not result in the
leakage of the past session key is a problem to be
solved.

(3) How to realize PPSEB to resist KGA under quantum
computing. +e existing searchable encryption
scheme cannot guarantee the security of the search
process under the attack of quantum computing, and
there is a significant commonality between the
keywords of medical information. Once the attacker
is equipped with a quantum computer, it is possible
to launch KGA on medical information through
quantum computing, which severely threatens the
blockchain system based on traditional cryptography
and then exposes the private information contained
in the medical information. Consequently, resisting
KGA launched by quantum opponents is also a
challenging problem. In order to make PPSEB work
better in the medical scenarios, the solution in this
article should have the following characteristics:

(1) Postquantum KGA: PPSEB can resist KGA attacks
under quantum computing.

(2) Forward security: PPSEB achieves forward security
to solve the problem of private key exposure.

(3) Efficiency: PPSEB has a higher computational effi-
ciency by reducing the size of the trapdoor.

2.2. Security Model. In this section, we show the ciphertext
indistinguishability of our scheme. We can describe several
scenarios through games between challenger S and adversary
A, in which S generates system security public parameters,
initializes the public keys of patient and doctor. A will re-
ceive them from S and is permitted to access the oracles as
below.

Hash Oracle(HO): A has been permitted to access all
values of HO in time t, where t � 1, 2, . . . , η and is the
total number in the period. +en, A will receive the
corresponding hash value.
Break-in phase: After obtaining the query about SKr‖t

of the doctor in time t by A, S will return the corre-
sponding SKr‖t in t time to A. We note that t∗ is the
break-in period, which satisfies t> t∗.

Trapdoor Oracle(TO): A inputs a keyword w to ask S
for a trapdoor Tw. +en, we make the restriction t> t∗

in order to make sure the forward security, where t∗ is
break-in period.
Challenge phase: A takes (w∗0 , w∗1 ) in t∗ and then
submits them to S to be the challenge keywords. S then
selects b at random and obtains CT∗t∗ . Consequently, S
returns CT∗t∗ to A.
Guess phase: At last, A will output b′ ∈ 0, 1{ }. It wins
the game iff b′ � b.We define
A dvS

A(k) � |Prob[b′ � b] − 1/2|, which means the
benefit of A to distinguish ciphertexts in t∗ successfully.

3. Preliminary

Definition 1 (Lattice). Let A � [a1, a2, . . . , an] ∈ Rm be n
linearly independent vectors in m-dimensional space. A
lattice L is composed of the linear combination of all integer
coefficients of a1, a2, . . . , an, and we can define:
L(A) � 

n
i�1 xiai: i � 1, 2, . . . , n, xi ∈ Z , a1, a2, . . . , an is

known as a basis of L. Given a prime number q, a matrix
A ∈ Zn×m

q , we define
Lq(A) � y ∈ Zm: y � ATxmod q, x ∈ Z ,
L⊥q (A) � y ∈ Zm: Ay � 0mod q .

Definition 2 (LWE). Assume q be a prime number, given a
random matrix A ∈ Zn×m

q , vector b ∈ Zm
q and the error

distribution D on Zq, find that the vector s ∈ Zn
q satisfies

b � ATs + emod q, where e ∈ Dm.

Definition 3 (Statistical Distance). Given two variables X, Y

over a domain D, we define the statistical distance of X and
Y: D(X, Y) � 1/2 · 

b∈D
|Pr[X � a] − Pr[Y � a]|.

Definition 4 (Discrete Gaussian Distribution). Let ρc,σ(x) �

exp − π‖x − c‖2/σ2 be the standard
+e Gaussian function c represents the center and σ

represents the standard deviation. +en we define:
DL,c,σ(x) � ρc,σ(x)/ρc,σ(L), which is a Gaussian Distribution
over Lattice L.

Lemma 1 (TrapGen) [24]. Let q≥ 3, m≥ 2n log q. 3ere is a
polynomial-time algorithm TrapGen, which outputs a matrix
A ∈ Zn×m

q statistically close to the uniform distribution and a
trapdoor base TrA ∈ Zm×m, such that ‖TrA‖≤O(n log q)

and ‖TrA‖≤O(
������
n log q


).

Lemma 2 (SamplePre) [25]. Given L⊥q (A), a trapdoor base
TrA ∈ Zm×m, a parameter s≥ ‖TrA‖ω(

�����
log m


), and a vector

v ∈ Zn
q. 3en, the SamplePrealgorithm outputs a vector w

statistically close to DL⊥q (A),s, such that Aw � vmod q.

Lemma 3 (SampleL) [26]. Set a positive integer m> n, q≥ 3.
Given L⊥q (A) and its trapdoor base TA, matrix B ∈ Zn×m′

q ,

parameter s≥ ‖TA‖ω(

�����������

log(m + m′)


) , and vector u ∈ Zn
q.

3e Sample Lalgorithm computes e ∈ Zm+m′ statistically close
to DLu

q (A|B),s such that (A|B)e � umod q.
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Lemma 4 (SampleR) [26]. Set a positive integer m> n, q≥ 3.
Given L⊥q (B) and its trapdoor base TB ∈ Zm×m, matrix
A ∈ Zn×m′

q , R ∈ Zm′×m
q , s≥ ‖TB‖s′ω(

�����
log m


) and vector

u ∈ Zn
q. 3e SampleRalgorithm outputs a vector e ∈ Zm+m′

over DLu
q (A|AR+B),s and satisfies (A|AR + B)e � umod q,

where s′ � max‖x‖�1‖Rx‖.

Lemma 5 (NewBasisDel) [27]. Set a positive integer
m> 2n log q, q≥ 3. Given L⊥q (A) and a trapdoor base
TA ∈ Zm×m, an invertible matrix R ∈ Dm×m, Dm×m is in-
vertible on Zm×m

q , s≥ ‖TA‖ ·
������
n log q


· ω(

�����
log m


) ·

��
m

√
· ω

(log1.5 m). 3e NewBasisDel algorithm outputs L⊥q (B) and a
trapdoor base TB ∈ Zm×m responding to L⊥q (B), where
B � AR− 1.

Lemma 6 (SampleRwithBasis) [27]. Given a positive integer
m> 2n log q, q≥ 3, and a random matrix A ∈ Zn×m

q , its
column vector can generate Zn

q. 3e Sample R with Basis
algorithm outputs an invertible matrix R ∈ Dm×m, a lattice
L⊥q (B) and its trapdoor base TB ∈ Zm×m, where
B � AR− 1 mod q, TB satisfies ‖TB‖≤O(

������
n log q


).

Definition 5. (PEKS scheme): One general PEKS scheme
includes five algorithms as PEKS

� (Initialization,KeyExt, PEKS,Trapdoor,Verification),
these algorithms are defined in the following sentences:

(s, X)⟵ Initialization(⊥): In this step, it generally
initializes some security parameters s, and parameters
regard to the Gaussian Distribution X in one time
period j. +e output is just these parameters which will
utilize in the next step.
(pk, sk)⟵KeyExt(s): After inputting the parameter
s, it will output the public key pk and secret key sk,
which consist (pk, sk).
sε⟵PEKS(pk, ε):+e algorithm takes a public key pk

and one keyword ε as input, and outputs a ciphertext sε
of ε.
tε⟵Trapdoor(sk, sε): Having input the secret key sk

and one keyword ε, it outputs one trapdoor tε in this
algorithm.
(1 or 0)⟵Verification(tε, sε): With the input of a
trapdoor tε′ and a searchable ciphertext sε, this algo-
rithm designs to output the comparison decision bit 1 if
ε′ � ε, or 0 otherwise.

4. Our Proposed Scheme

4.1. Blockchain Architecture. Blockchain is essentially a
decentralized database, which is a string of blocks that are
associated using cryptography methods. Each transaction
includes hash function, Merkle tree, and so on. In this paper,
we replace the search party in searchable encryption with
blockchain to ensure the credibility of the search process. As
shown in Figure 1, our paper optimizes and adjusts the five-
layer architecture of the original blockchain and adds a data
retrieval function to the application layer to ensure that the
blockchain network can base on the algorithm written in the

smart contract realizing the retrieval of the keyword
ciphertext.

4.2. SystemModel. In this section, we give an introduction to
the system model of our PPSEB scheme in Figure 2, with
four main entities, including patient, doctor, a cloud server,
and blockchain network.

(1) Patient: +e patient integrates Electronic Health
Record (EHR), including various medical informa-
tion such as drug-using records as a patient.
Moreover, the patient encrypts the EHR and uploads
it to the Cloud Server. +en the patient generates a
set of keywords keywords, sequence number  re-
lated to the specified keyword and adds blocks to the
blockchain.

(2) Doctor: +e doctor needs to generate a trapdoor to
search for information about patients. +e doctor
submits the corresponding trapdoor to the
blockchain.

(3) Blockchain: After receiving the trapdoor from the
doctor, the blockchain network will start chain code
retrieval to search the corresponding sequence
number and submit it to the CloudServer.

(4) Cloud Server: After receiving the query request, the
Cloud Server can use trapdoor to search for all
encrypted data and return the query results of the
ciphertext corresponding to the keywords to the
doctor. During the entire process, the server is un-
able to obtain any information about the data and
keywords.

4.3. 3e Scheme of PPSEB. In this section, we present our
proposed scheme in detail. +ere are mainly seven steps of
our scheme, including PPSEB.Initialization, PPSEB.KeyExt,
PPSEB.Encrypt, PPSEB.PEKS, PPSEB.Trapdoor,
PPSEB.Verification, and PPSEB.Decrypt, which are elab-
orated in the following paragraphs and algorithms.

(X, δ, σ, μ, H1, H2, skr, sks)⟵PPSEB.Initialization (k,

X, δ, σ): Firstly, we have to input one security parameter k,
the discrete Gaussian Distribution X and its parameters
δ � (δ1, δ2, . . . , δη), σ � (σ1, σ2, . . . , ση) in one period j,
where j � 1, 2, . . . , η. After that, the initialization step is
shown as follows.

(SKr‖j, pkr‖j)⟵PPSEB.KeyExt ((X, δ, σ, μ, H1, H2,

skr, sks), j, skr||i, i): After inputting the set Algorithm 1.
(X, δ, σ, μ, H1, H2, skr, sks) obtained from the Initiali-

zation step, we also have to input the current period j to-
gether with the secret key skr||i in the previous period i.+en,
the doctor will procedure the following operations, which
shows in Algorithm 2.

(N, W, IM)⟵PPSEB.Encrypt(M, pkr‖j): Firstly, the
patient divides the medical data M into groups, named
M � (M1, M2, . . . , Mn), and generates an index
N � (1, 2, . . . , n) for each group. After that, the patient
extracts keywords from each group of medical data and
records them as W � (w1, w2, . . . , wn). Finally, the patient
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encrypts each group of medical data with the doctor’s public
key pkr‖j at time j, obtains a ciphertext set CM �

(CM1, CM2, . . . , CMn), and generates an index set of the
medical data ciphertext IM � (1, CM1), (2, CM2), . . . ,

(n, CMn)}, and it will be stored in the cloud server.
(CTj) ⟵PPSEB.PEKS((X, δ, σ, μ, H1, H2, skr, sks), j,

SKr‖j, w): +e patient will procedure PPSEB.PEKS algo-
rithm and input the set (X, δ, σ, μ, H1, H2, skr, sks) , the

public key pkr‖j, the current time j, and keyword w. +is
Probabilistic Polynomial Time (PPT) algorithm shows in
detail as below. For each keyword wi ∈W, the patient ex-
ecutes PPSEB.PEKS algorithm, obtains CTW �

(CTj1
, CTj2

, . . . , CTjn
), and pairs each keyword ciphertext

with the number to generate keyword index set
IW � (1, CTj1

), (2, CTj2
), . . . , (n, CTjn

) . When we get IW,
the patient calculates the hash value H1 of I with his own
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private key to generate a digital signature, writes down the
transaction I D and timestamp, generates the corresponding
transaction, and submits it to the master node for verifi-
cation. After that, all nodes of the blockchain network ex-
ecute the consensus algorithm, and the master node jointly

packs the transaction orders in a period of time to form a
block and then sends it to the affiliate node.+en, the affiliate
node receives the block sent by the master node and verifies
the transaction slip contained in the block. Firstly, the af-
filiate node extracts the public key of the patient stored in the

Cloud Server

⑥Return the
ciphertext

corresponding to
the keyword

②Generate
a set of

keywords

④Chaincode retrieval

⑤Return sequence number

{keywords,
sequence
number }

③Generate
trapdoor

Doctor
(Data user)

Submit the corresponding trapdoor

Blockchain

①Encrypt EHR Patient
(Data owner)

Add blocks
to the

blockchain

EHR

Figure 2: System architecture.

Input: security parameter k, discrete Gaussian Distribution X, security Gaussian Distribution δ, σ.
Output: +e set (X, δ, σ, μ, H1, H2, skr, sks)

(1) Select one uniform vector randomly μ⟵Zn
q

(2) Assume that N � 0, 1, . . . , η  and compute Zn×m
q × N⟶ Zm×m

q and 0, 1{ }l1 × N⟶ Zm×m
q

(3) Set these two hash functions: H1: Z
n×m
q × N and H2: 0, 1{ }l1 × N

(4) Call TrapGen(q,n) algorithm to generate pks ∈ Zn×m
q and sks ∈ Zm×m

q , where pks and sks are public key and secret key of patient,
respectively

(5) Call TrapGen(q,n) algorithm to generate pkr ∈ Zn×m
q and skr ∈ Zm×m

q , where pkr and skr are public key and secret key of doctor,
respectively

(6) Return the set (X, δ, σ, μ, H1, H2, skr, sks)

ALGORITHM 1: (X, δ, σ, μ, H1, H2, skr, sks)⟵PPSEB.Initialization(k, X, δ, σ).

Input: set (X, δ, σ, μ, H1, H2, skr, sks), current time period j, secret key skr‖i in previous time period i

Output: SKr‖j and pkr‖j, where is the secret key during this period j

(1) Compute H1(pkr‖i)H1(pkr‖i − 1) . . . H1(pkr‖1) ∈ Zm×m
q

(2) Set Rr‖j � H1(pkr‖i)H1(pkr‖i − 1)...H1(pkr‖1)

(3) Compute pkr(Rr‖j)
− 1 � pkr(H1(pkr‖i)H1(pkr‖i − 1)...H1(pkr‖1))− 1 ∈ Zn×m

q

(4) Set pkr‖i � pkr(Rr‖i)
− 1 � pkr(H1(pkr‖i)H1(pkr‖i − 1) . . . H1(pkr‖1))− 1

(5) Compute H1(pkr

����j)H1(pkr

����j − 1) . . . H1(pkr‖i + 1) ∈ Zm×m
q

(6) Set Rr‖i⟶j � H1(pkr

����j)H1(pkr

����j − 1) . . . H1(pkr‖i + 1)

(7) Call NewBasisDel (pkr‖i, Rr‖i⟶j, skr‖j, δj) to compute SKr‖j⟵ skr‖j, where SKr||j is the secret key during this period j

(8) Compute pkr‖i(Rr‖i⟶j)
− 1 � pkr(Rr‖j)

− 1 ∈ Zn×m
q

(9) Set pkr‖j � pkr(Rr‖j)− 1

(10) Return SKr‖j and pkr‖j

ALGORITHM 2: (SKr‖j, pkr‖j)⟵PPSEB.KeyExt((X, δ, σ, μ, H1, H2, skr, sks), j, skr‖i, i).
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transaction sheet from the node and decrypts the digital
signature and get the hash value H2 of IW. If H1 � H2, the
affiliate node declares that the verification is successful.
Otherwise, it means that the data may be tampered with and
return this transaction to the patient. Assuming that the
maximum number of malicious nodes that can exist in the
consensus algorithm is f, if the number of verifications
passes Num � f + 1, the block will be stored in each node of
the blockchain network Algorithm 3.

Trapw‖j⟵PPSEB.Trapdoor((X, δ, σ, μ, H1, H2, skr,

sks), (pkr‖j, skr‖j), j, w): +e doctor will procedure this al-
gorithm after inputting the set (X, δ, σ, μ, H1, H2, skr, sks),
the public key and secret key pair (pkr‖j, skr‖j) of the
medical doctor during this period j , and one keyword
w ∈W. +e detailed description is shown in Algorithm 4.

Finally, the doctor will send Trapw‖j to the blockchain
through an efficient and secure communication channel.

N0 or False⟵PPSEB.Verification((X, δ, σ, μ, H1, H2,

skr, sks), CTj, tw‖j): +is PPT algorithm produced by the
blockchain inputs including the set (X, δ, σ, μ, H1, H2,

skr, sks), the ciphertext CTj, one trapdoor Trapw‖j in this
period j of the doctor. If it outputs true; it means that the
trapdoor Trapw||j and the ciphertext CTj contain the uniform
keywordw.+en, the blockchain returns the numberN0 of the
ciphertext corresponding to the keyword to the cloud server.
+e cloud server finds the ciphertext of the keyword according
to N0 and returns it to the doctor Algorithm 5.

M0⟵PPSEB.Decrypt(CM0, j, SKr‖j): After the doc-
tor obtains the ciphertext CM0 of the medical data returned
by the cloud server, he/she decrypts it with his SKr‖j at time
j to obtain the plaintext of medical data M0.

5. Security Analysis

In this section, we will demonstrate our scheme’s correctness
and provable security to achieve the security of the keyword
ciphertext in our scheme under random oracle.

5.1. Correctness. In this section, we suppose that the key pair
at time j of doctors and patients are (pkr‖j, skr‖j),
(pks‖j, sks‖j), respectively. +en, we set w as the keyword of
the ciphertextCTj and thenw′ is a keyword that matches the
trapdoor Trapw′‖j. It is well known that the cloud server can
use Trapw′‖j at a time j to recover (yj1′, yj2′, . . . , yjl

′) �

CTj1 − TrapT
w′‖j

CTj2 in PPSEB.Verification. Since the re-

lationship between w and w′ is uncertain, we divide the
discussion into the following two situations:

Case 1: If w≠w′, then CTj1 − TrapT
w′‖j

CTj2 ≠CTj1−

TrapT
w‖j

CTj2, so we can decrypt the ciphertext CTj and
obtain that: for i � 1, 2, . . . , l, there must be yji ≠ 1.
Case 2: If w � w′, then there is CTj1 − TrapT

w′‖j
CTj2 �

CTj1 − TrapT
w‖j

CTj2 � noij + (yj1, yj2, . . . , yjl)q/2

−TrapT
w‖j

CTj2. Among them, noij − TrapT
w‖j

CTj2 is a

noise vector. According to [25], we need to ensure that
the error vector is less than q/5, so that the decryption
process does not make mistakes. Consequently, we can
compute that: for i � 1, 2, . . . , l, yji

′ � 1.

So, the cloud server can ensure that the keyword w can
correspond to the ciphertext CTj � (CTj1, CTj2) and the
trapdoor TrapT

w′‖j
; that is, PPSEB can achieve correctness.

Last but not least, the cloud server sends the encrypted
medical data corresponding to the keyword w to the doctor,
and the doctor obtains the corresponding plaintext data after
decrypting it according to its key.

5.2. Provable Security

Theorem 1. In the PPSEB, the difficulty of the attacker to
crack the indistinguishability of the ciphertext can be reduced
to the difficulty of the LWE problem.

Proof. Suppose that there is an attacker A under the random
oracle model, which can crack the indistinguishability of the
ciphertext in polynomial time. On this basis, we have created
a challenger C having the ability to solve the LWE
problem. □

5.2.1. Setup. To begin with, challenger C sends
(uk, vk1, vk2, . . . , vkl), k � 0, 1, . . . , m from a random oracle
machine. +en, C guesses τ � j∗ as a point in time when A
breaks the indistinguishability of the ciphertext. After that, C
creates two lists, named L1 and L2. Finally, C interacts with
attacker A. +e steps are as follows:

(1) Challenger C runs the SampleR algorithm to obtain
R, then C selects τ + 1 vectors from R∗, R∗1 , . . . , R∗τ
and assembles it into a matrix F∗ ∈ Zn×m

q , making uk

the k-th column of F∗.
(2) Challenger C obtains pkr � F∗R∗R∗1 · · · R∗τ . Because

F∗ is independent of Zn×m
q and R∗1 , R∗2 , · · · , R∗τ are

irreversible matrices, pkr is independent of Zn×m
q .

+en, C selects a matrix as pks ∈ Zn×m
q and sets μ �

u0 ∈ Zn
q to get a set (pkr, pks, μ, H1, H2). Last but not

least, C sends (pkr, pks, μ, H1, H2) to attacker
A.After receiving the set (pkr, pks, μ, H1, H2), A
executives H1 query and H2 query.

H1 query: A initiates an inquiry to each pkr

����j, where
j � 1, 2, . . . , τ. C computes R∗j � H1(pkr

����j) and sends R∗j to
A.

Case 1: j � τ + 1. Challenger C gets pkr‖j−1 � pkr·

(R∗R∗1 · · · R∗τ )− 1 and runs Sample R with Basis algo-
rithm to get Rj and the basis skr‖j of lattice L⊥q (Ar||j),
where Ar‖j � R−1

j · Ar‖j−1. +en, C appends (pkr

����j,

pkr‖j, Rj, skr‖j) to the list L1. Consequently, C trans-
mits Rj to attacker A.
Case 2: j> τ + 1. Challenger C finds (pkr

����j − 1,

pkr‖j−1, Rj−1, skr‖j−1) from the L1. +en, C selects a
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matrix Rj, and carries out the New Basis Del algorithm
to compute skr||j as the basis of L⊥q (pkr‖j), where
pkr‖j � pkr‖j−1 · R−1

j . Consequently, C appends
(pkr

����j, pkr‖j, Rj, skr‖j) to L1, and transmits Rj to at-
tacker A.

H2 query: +e attacker A queries w, at the same time
challenger C performs the following operations:

Case 1: w � w∗ and j � j∗. +e challenger C calculates
R∗ � H2(w

����j) and sends R∗ to A.

Case 2: w≠w∗ or j≠ j∗. +e challenger C looks for
(pkr

����j, pkr‖j, Rj, skr‖j) in L1, selects a matrix Rw‖j, and
executes the NewBasisDel algorithm to generate a basis
skw‖j of L⊥q (pkr‖j · R−1

w‖j
). Finally, C saves (w

����j, pkr‖j ·

R−1
w‖j

, Rw‖j, skw‖j) in L2, and sends Rw‖j to A.

5.2.2. Trapdoor Query. WhenC receives a query for a keyword
w from A, C first looks at L2, and if there is no (w

����j, pkr‖j ·

R−1
w‖j

, Rw‖j, skw‖j) in L2; then this process will be restarted.

Input: set (X, δ, σ, μ, H1, H2, skr, sks), current time period j, secret key SKr‖j in current period j

Output: CTj

(1) Set a binary string Bj⟵Zn×l
q , where l is the security level of test in medical data cloud storage

(2) Select a unitive matrix Bj⟵Zn×l
q of (n × l) dimension

(3) Select noise noij1, noij2, . . . , noijl⟵Zq through X

(4) Set noij � (noij1, noij2, . . . , noijl)

(5) Select each noise vector noivj1, noivj2, . . . , noivjl⟵Zq on the basis of Xm

(6) Set the noise vector matrix noivj � (noivj1, noivj2, . . . , noivjl) ∈ Zm×l
q

(7) Assume βj � H2(w
����j) and then compute CTj1 � μΤBj + noij + yjq/2 and CTj2 � (pkr‖jβ

−1
j )ΤBj + noivj as ciphertext

(8) Set ciphertext CTj � (CTj1, CTj2) � (μΤBj + noij + yjq/2, (pkr||jβ
−1
j )ΤBj + noivj)

(9) Return CTj to doctor

ALGORITHM 3: (CTj)⟵PPSEB.PEKS((X, δ, σ, μ, H1, H2, skr, sks), j, SKr||j, w).

Input: set (X, δ, σ, μ, H1, H2, skr, sks), current period j, public-secret key pair (pkr‖j, skr‖j), one keyword w

Output: skw‖j and Trapw‖j

(1) Compute βj � H2(w
����j)

(2) Set Rr‖j � H1(pkr‖i)H1(pkr‖i − 1) . . . H1(pkr‖1)

(3) Call NewBasisDel (pkr‖j, βj, skr‖j, δj) to generate one short lattice basis skw‖j ∈ Zm×m
q in random

(4) Call SamplePre (pkr‖jβ
−1
j , skw‖j, μ, σj) to generate the trapdoor Trapw‖j ∈ Z

m
q

(5) Return Trapw‖j

ALGORITHM 4: Trapw‖j⟵PPSEB.Trapdoor((X, δ, σ, μ, H1, H2, skr, sks), (pkr‖j, skr‖j), j, w).

Input: set (X, δ, σ, μ, H1, H2, skr, sks), ciphertext CTj, current period j, trapdoor Trapw‖j

Output: N0 or False
(1) Compute (yj1, yj2, . . . , yjl) � CTj1 − TrapT

w‖j
CTj2

(2) Set yj � (yj1, yj2, . . . , yjl)

(3) Select integer q satisfies 1, 2, . . . , q  ⊂ Z+

(4) for (i � 1, 2, . . . , l) do
(5) if |yji − q/2|≥ q/4 then
(6) +e medical cloud sever will abort it and Return False.
(7) else
(8) Set yji � 1 up to yjl � 1
(9) end if
(10) endfor
(11) if yj � (1, 1, . . . , 1) ∈ 1{ }l then
(12) Return N0
(13) else
(14) Return False
(15) end if

ALGORITHM 5: True or False⟵PPSEB.Verification((X, δ, σ, μ, H1, H2, skr, sks), CTj, tw‖j).
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Otherwise, C gets the private key skw‖j, runs the SamplePre
algorithm to generate a trapdoor Trapw‖j, and sends it to A.

5.2.3. Break-In Phase. In this process, attacker A can query
the private key of the doctor in the j> j∗ period, and j∗ � τ
is set a break-in time. After A queries H1 on pkr

����j, C sends
the private key skr‖j to A.

In time i, which is the prior period, we can find
(pkr

����j, pkr‖i, Ri, skr‖i) from L1 because the attacker A will
perform H1 queries on pkr‖i. Further, we calculate
pkr‖i � pkr‖τ+1 � pkr · (R∗τ · · · R∗2R∗1 )− 1 · H1(pkr‖τ + 1)− 1,
which skr‖i is the basis of the lattice L⊥q (pkr‖i). After that,
challenger C calculates Rr‖i⟶j � H1(pkr

����j) · · · H1

(pkr‖i⟶ 1) and runs the NewBasisDel algorithm to ob-
tain pkr‖j � pkr‖i · R−1

r‖i⟶ j
and skr‖j in time j. Conse-

quently, C sends skr‖j to attacker A.

5.2.4. Challenge Phase. Assuming that w∗0 and w∗1 are two
keywords, challenger C randomly selects a quantity from
0, 1{ } and assigns it to b. +en we need to divide into the
following cases according to the value of b.

Case 1: b � 0. +e challenger C sends ciphertext
(CT∗τ1, CT∗τ2) of w∗0 to A.
Case 2: b � 1. We create v0 � (v01, v02, . . . , v0l),
v∗ � (v1, v2, . . . , vm)T, and y∗j � (1, 1, . . . , 1). +en,
CT∗τ1 � v0 + q/2 · y∗j and CT∗τ2 � v∗ can be obtained.
Consequently, C sends the ciphertext (CT∗τ1, CT∗τ2) of
w∗1 to A.

5.2.5. Guess Phase. In this process, attacker A outputs b′ � 0
or b′ � 1 as the response of theChallenge phase.

Analysis: To begin with, according to the basic proba-
bility knowledge, the probability of C outputting the ci-
phertext of the keyword w1 is 1/2.

Suppose that A can break the indistinguishability of the
ciphertext with the probability p. In addition, the probability
that challenger C can correctly obtain the break time is 1/m.
Consequently, C can solve the LWE hardness with the
probability of p/2m. In a nutshell, the difficulty of the at-
tacker to crack the indistinguishability of the ciphertext can
be reduced to the difficulty of the LWEhardness.

6. Performance Evaluation

In this section, to guarantee the forward security, anti-
quantum KGA, and suitability in the medical scenarios of
our PPSEB scheme, we analyze the computational expense,
security property, and network communication costs of our
scheme and compare our scheme with existing PEKS
schemes [3, 5, 28, 29]on the actual performance in the
medical background through experiments and numerical
simulation technique. +e experiments evaluating and
testing the actual performance of our scheme are operated
on aMacOS with an Intel Core i7 CPU and 16GB RAM.+e
implementation of schemes is based on the C++ language,

and we use medical data extremely close to actual appli-
cations of daily life to complete the experiments. Meanwhile,
in order to realize the security of the q-arylattices, the pa-
rameters satisfy m> 2n log q, q≥ 3, since the algorithms
counting on lattice-based cryptography are relied on q, m, n.
+e notations of the following specific descriptions in the
experiments are provided in Table 1. +e accurate experi-
mental data of 200 trials on average are shown in the fol-
lowing figures, and the results accord with our design
objective extremely.

Our PPSEB is highly efficient compared with other PEKS
schemes. As is illustrated in Table 2, the theoretical com-
munication costs of each scheme are listed accurately.

We prove the theoretical value, and the experimental
result reflects in Figure 3, demonstrating that the trapdoor
size of the PPSEB scheme is the least one among the whole
schemes. Along with the stabilizing growth in communi-
cation costs, our algorithm is superior to the others, indi-
cating a hidden potential to reduce network resource
consumption.

As to the actual performance, Figure 3 indicates that the
PPSEB scheme reveals a considerable efficiency advantage.
+e PEKS size of PPSEB is relatively close to the scheme
[3, 5, 28]and much less than the scheme [29]. +e trapdoor
size in our scheme is a quarter of [29]. However, in terms of
postquantum, our proposed PPSEB is more secure than the
scheme [3, 5, 28] while being applied in medical data en-
cryption protection. +us, it is pretty sound and acceptable
for PPSEB to increase the nominal communication costs
corresponding to PEKS size.

In addition, we not only analyze the computational
expense and security property of our scheme but also
compare it with existing PEKS schemes [3, 5, 28] through
experimental medical data. As shown in Figure 4, the testing
time of our scheme is also much shorter than the other
existing PEKS schemes. Significantly, the more the number
of retrieving keywords increases, the more apparent the
superiority becomes.

Besides, we test the testing time and computational
expense of the PEKS schemes and record the results in
Table 3.

Our scheme realizes nearly the same as a scheme [3] in
saving the computational expense and searching efficiency
according to the comparison in Figure 5. When the
number of retrieving keywords is 180, the testing time of
[5] is 7.2s, and ours is 0.477s, which is 15.09 times that of
PPSEB. As a result, our scheme is not only advantageous
in terms of postquantum property, but also relatively
efficient than the other schemes. Consequently, although
the introduction of blockchain technology has brought a
certain amount of complexity and extra overhead to our
system, it is certified that our PPSEB scheme can realize
the property of postquantum, forward security on
maintaining the confidentiality of medical data and su-
periority in the applications of medical scenarios. From a
more practical view, it is both convenient and swift for
doctors to master the patient’s physical condition, obtain
the patient’s medical records, and make the correct di-
agnosis promptly in practical medical scenarios. In
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addition, the more profound performance of PPSEB on
managing medical data of Electronic Health Records
systems, such as electronic medical record and electronic
prescription, need to be tested experimentally and further
study in development.

In Figure 6, we compared the PEKS computational
expense of PPESB with [3, 5, 28, 29]. Among them, the PEKS
computational expense of our scheme is much smaller than
other schemes, which shows that our scheme has higher
efficiency under the same number of retrieving keywords.

Table 1: Notations of descriptions.

Notations Descriptions
Timeme +e modular exponentiation time
Timesm +e scalar multiplication time
Timehp +e hash-to-point time
Timepa +e point addition time
Timebp +e bilinear pairing time
Timehf +e hash function time
Timem +e multiplication time
S1 One element bit size in G1
ST One element bit size in GT

Sp One element bit size in Zp

Sq One element bit size in Zq

Sl +e security level with a value of 10

Table 2: Communication costs.

Schemes Size of PEKS algorithm Size of trapdoor algorithm
Our scheme (Sl + mSl)Sq mSq

Boneh et al. [3] Sp + S1 S1
Ma et al. [5] 5S1 + 3ST 3S1
Ma et al. [28] Sp + S1 S1
Shao et al. [29] Sl + S1 S1
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Figure 3: Communication costs comparison corresponding to trapdoor size.
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Table 3: Testing time and computational expense.

Schemes Testing time PEKS computational expense

Our scheme mSlTimem (mnSl + nSl + m2n)Timem + Timehf

Boneh et al. [3] Timehf + Timebp 2Timepa + Timehp + 4Timesm + Timebp + 3Timehf

Ma et al. [5] 5Timeme + 4Timebp + Timehf 3Timehf + 9Timeme + 3Timebp

Ma et al. [28]
Timehf + Timebp + Timesm

+2Timepa + 2Timehp

Timehf + 3Timebp + 2Timem

+Timepa + 4Timesm + 3Timehp

Shao et al. [29] Timehf + Timebp 2Timehf + 2Timeme + Timebp

Ma et al. [28]
Shao et al. [29]
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Figure 5: +e testing time comparison.
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7. Conclusion

In our paper, we proposed postquantum Public-key Searchable
Encryption on Blockchain (PPSEB) for E-healthcare scenarios.
PPSEB is capable of resisting keyword-guessing quantum
computing attacks. Moreover, our proposed scheme combines
public-key searchable encryption and blockchain, avoiding
turning over the searching process to a third party and en-
hancing the security level. Furthermore, we assure forward
security, maintaining the confidentiality of medical data. Both
security analysis and comprehensive performance evaluation
demonstrate that PPSEB can achieve the property of searching
efficiency and lightweight of lower computational cost in re-
trieving keywords and generating trapdoor compared with
other existing E-healthcare schemes.
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With the rapid development of blockchain, big data, cloud computing, and artificial intelligence, the security of multisource data
collaborative computing has become increasingly prominent. Secure multiparty computing has become the core technology of
privacy collaborative computing. Millionaires’ problem is the cornerstone of secure multiparty computation. Firstly, this paper
proposes a 0-1 coding rule, which is used to solve the millionaires’ problem under the semihonest model. Aiming at the possible
malicious behaviors of the protocol under the semihonest model, the millionaires’ problem protocol under the malicious model
based on the elliptic curve cryptography is designed by using cryptographic tools such as the zero-knowledge proof and the cut-
choose method. )is protocol not only can effectively solve the millionaires’ problem but also can safely and effectively prevent
malicious behaviors. Meanwhile, the security ordering designed by the protocol can be effectively applied to a quality evaluation in
the blockchain.

1. Introduction

Secure multiparty computation (SMC) is the core tech-
nology to achieve collaborative computing for the privacy
of multisource data in recent years. )e idea of SMC is
proposed by Professor Yao Qizhi in 1982 [1], and then
Goldreich [2, 3] began to do more in-depth research on
SMC. SMC has been widely used in the blockchain [4–6],
data mining [7–9], privacy computing [10, 11], medical
[12, 13].

)e millionaires’ problem is one of the most classic
problems in SMC. Many cryptographers have been working
on it. Reference [14] presents a protocol for solving the
millionaires’ problem based on the exchange cryptosystem,
oblivious transfer method. Based on the Goldwasser–Micali
(GM) cryptography, reference [15] proposed a protocol to
solve the problem of socialist millionaires. Reference [16]
proposed a protocol to solve the problem of the millionaires’
problem by using the shift registers and the property of
probability encryption. Reference [17] presents a protocol

based on the Paillier cryptosystem. )e existing schemes
have the disadvantage of inefficiency, and most of them are
only suitable for the semihonest model and cannot resist
malicious attacks. To solve the above problems, this paper
studies the millionaires’ problem under the malicious model
in depth and presents the millionaires’ problem protocol
based on the elliptic curve cryptography.

Elliptic curve cryptography (ECC) is a traditional en-
cryption method that has the advantage of high computa-
tional efficiency and is based on the elliptic curve discrete
logarithm problem, and it has been widely used because of
its short key [18–20]. Using ECC, the protocol designed in
this paper has more efficient operation efficiency and se-
curity. )e main contributions are as follows:

(1) First, a 0-1 encoding rule for ECC is proposed, and
then a millionaires’ problem protocol under the
semihonest model is designed

(2) With the help of some cryptographic tools such as
the zero-knowledge proof and cut-choose method, a
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protocol is designed to resist the attacks of malicious
opponents

(3) Finally, an ideal-practical example method is used to
prove the security of the protocol under the mali-
cious model

2. Preliminary Knowledge

2.1. Elliptic Curve Cryptography. Elliptic curve cryptography
(ECC) is a public-key cryptosystem based on discrete log-
arithmic problems of point groups of elliptic curves. For
example, an elliptic curve is defined as y2 � x3 − x, two
points P and Q on the curve, a straight line through P and Q,
an intersecting elliptic curve at R′ point, and a line per-
pendicular to X axis through R′ point. An intersecting el-
liptic curve at another point R is defined as P + Q � R, as
shown in Figure 1.

When P � Q, the tangent of the point P intersects R′,
and then the point R′ makes a straight line perpendicular to
the X-axis, intersecting the elliptic curve at another point R.
When k identical P are added, they are counted as kP, such
as P + P + P + P � P + 3P � 4P. Elliptic curves make use of
the mathematical problem of discrete logarithm in the above
operations, that is, when K � kP, P and K are known, and K

is easily obtained. But it is very difficult to find P and K when
K is known.

In cryptography systems, if there is an elliptic curve
Ep(a, b) and a base point G, a random number k is generated
as the private key, and the datum is computed k times to get
the public key K � kG. In ECC, the private key k is easy to
get the public key K; the public key K cannot get the private
key k.

Compared with the traditional public key algorithms,
elliptic curve cryptography has the following advantages
[19, 20]:

(1) higher security performance. For example, 160 bit
ECC has the same security strength as 1024 bit RSA
and DSA algorithms.

(2) small amount of computation and fast processing
speed. ECC is much faster than RSA and DSA in the
processing speed of private key (decryption and
signature).

(3) )e storage space occupation is small. Compared
with RSA and DSA, the key size and system pa-
rameters of ECC are much smaller, so the storage
space occupation is much smaller.

(4) ECC has a wide application prospect because of its
low bandwidth requirements.

2.1.1. ECC Encryption

(1) Elliptic curve Ep(a, b), a base point G, private key k,
and public key K � kG

(2) Encode a plaintext a to a point M on the elliptic
curve Ep(a, b) and select a random number r< n

(where n is the order of base point G)

(3) Encryption: C1 � M + rK, C2 � rG

(4) Decryption: C1 − kC2 � M + rK − k(rG) � M + r

(K − kG) � M

2.1.2. Additive Homomorphism of ECC

(1) Encryption: encode a plaintext ai(0< i≤m) onto a
point Mi of the elliptic curve Ep(a, b), use the private
key k to generate the public key K � kG, select a
random number ri < n, and calculate C1i � Mi + rK

and C2i � rG

(2) Addition operation: all ciphertexts are added to
obtain ciphertexts (

m
i�1 C1i 

m
i�1 C2i), where


m
i�1 C1i � C11 + C12 + · · · C1m and 

m
i�1 C2i � C21 +

C22 + · · · C2m

(3) Decryption: compute 
m
i�1 C1i − k 

m
i�1 C2i � 

m
i�1 Mi

+K 
m
i�1 ri − kG 

m
i�1 ri � 

m
i�1 Mi and finally decode


m
i�1 Mi to obtain the plaintext 

m
i�1 ai

2.2. Zero-Knowledge Proof. Zero-knowledge proof [21]
means that the prover can make the verifier believe that a
conclusion is correct without providing any useful infor-
mation to the verifier. )e prover proves to the verifier and
makes him believe that he knows or owns a certain message,
but the certification process cannot disclose any information
about the proved message to the verifier. A large number of
facts have proved that the zero-knowledge proof is very
useful in cryptography. If the zero-knowledge proof can be
used for verification, many problems can be effectively
solved.

2.3. Cut-Choose Method. In cryptography, we encrypt the
information that can be sent into n messages using n dif-
ferent random numbers. )e receiver selects n/2 of them to
verify their correctness and then selects one of the remaining
n/2 for the remaining protocol steps.)e cut-choose method
can minimize the malicious input probability of the protocol
and make the transmission of information more secure [22].

2.4. Security Definition of a Protocol under the Malicious
Model. To prove that a protocol is secure under the mali-
cious model, it must satisfy the security definition under the

P

Q

y2=x3-x

R’

R

Figure 1: Elliptic curve operation, defined P + Q � R.
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malicious model. If the actual protocol achieves the same
security as the ideal protocol, then the protocol is secure [3].

Alice owns x, and Bob owns y. )ey compare by cal-
culating function f(x, y) � (f1(x, y), f2(x, y)) with a
trusted third party (TTP). At the end of the protocol, both
parties get f1(x, y) and f2(x, y) without leaking x and y.
)e ideal model is as follows:

(1) )e honest participant always provides x or y to the
TTP, while the malicious participant may decide not
to execute the protocol based on x or y or provide a
false input x′ or y′ to the TTP when the protocol is
executed.

(2) TTP sends the result to Alice. After TTP gets input
pair (x, y), f(x, y) is calculated, and f1(x, y) is sent
to Alice; otherwise, the special symbols ⊥ are sent to
Alice.

(3) TTP sends the result to Bob, and if Alice is a
malicious participant, it may no longer contact with
TTP after receiving f1(x, y). In this case, TTP sends

Bob a special symbol ⊥; otherwise, TTP sends
f2(x, y) to Bob.

)e ideal protocol is the safest protocol because par-
ticipants cannot get any information except their fi(x, y)

from TTP. If an actual protocol achieves the same security as
the ideal protocol, we say that the actual protocol is secure.

If the participant in the ideal model has an auxiliary
information z and the process of calculating F(x, y) in
combination with policy B is IDEALF,B(z)(x, y), it is defined
as the adversary evenly choosing a random number r and to
make IDEALF,B(z)(x, y) � c(x, y, z, r), where c(x, y, z, r) is
defined as follows (note: if both parties under the malicious
model are malicious, it is impossible to design an SMC
protocol; we do not consider this case):

(1) If Alice is honest, there is c(x, y, z, r) �

(f1(x, y′), B2(y, z, r, f2(x, y′))), where
y′ � B2(y, z, r).

(2) If Bob is honest:

c(x, y, z, r) �

B1 x, z, r, f1(x′, y),⊥ ,⊥ , if : B1 x, z, r, f1 x′, y( (  � ⊥,

B1 x, z, r, f1(x′, y) , f2(x′, y) , otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

In both cases, x′ � B1(x, z, r).

Definition 1. Security for the malicious model.
If, in the ideal model, an acceptable policy pair A �

(A1, A2) in the actual protocol can be found, there is an
acceptable policy pair B � (B1, B2), such that

IDEALF,B(z)(x, y) 
x,y,z

c≡ REAL
A(z)

(x, y) 
x,y,z

. (2)

So this protocol can calculate F securely.

3. The Protocol under the Semihonest Model

3.1. Solution Ideas. Alice owns x, and Bob owns y. Alice and
Bob want to compare the relationship: x>y, x � y, x<y,
while they do not want to leak their x and y, respectively.
)e solution is to code x and y as a set consisting of 1 and 0
and use ECC to design an efficient protocol.

)e 0-1 encoding rule: encode x into a set
X � (a1, a2, . . . , am), where a1 < a2 < · · · < am and

ai �
1, i � x;

0, i≠x.
 (3)

)e comparison rule: based on the position of y in X: if
x>y, then 

y−1
i�1 ai + 

y
i�1 ai � 0; if x � y, then


y−1
i�1 ai + 

y
i�1 ai � 1; and if x<y, then 

y−1
i�1 ai + 

y
i�1 ai � 2.

Define the following formula to judge the relationship be-
tween x and y:

P(x, y) �

0, x>y;

1 x � y;

2, x<y.

⎧⎪⎪⎨

⎪⎪⎩
(4)

For example: Alice’s data is 5, which is encoded into a
new set X � (0, 0, 0, 0, 1, 0, 0), and Bob calculates with three
different data y � 2, 5, 7. )is is shown in Table 1.

3.2. Specific Protocol. Alice owns data x, and Bob owns data
y, and both parties compute P(x, y) securely to determine
the relationship. Using the above 0-1 encoding rule, Algo-
rithm 1 under the semihonest model is designed based on
ECC homologous encryption.

Algorithm 1 is secure under the semihonest model, but if
one of Alice and Bob is a malicious participant, the protocol is
no longer secure. )e following section will improve the
protocol tomake it safe and feasible under themaliciousmodel.

4. The Protocol under the Malicious Model

4.1. Solution Ideas. Firstly, we analyze the possible malicious
attacks in Algorithm 1.)en the solutions to these malicious
attacks are proposed. Finally, the possible malicious attacks
cannot be implemented or found when they are committed.
)e following malicious attacks may exist in Algorithm 1 as
follows:

(1) In Algorithm 1, Alice has both the public key K and
the private key k, but Bob only has the public key K,
so the final result can only be calculated unilaterally
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by Alice, which is unfair to Bob. (2) In steps 3 and 4, if
the ciphertext sent by Alice and Bob to each other is
wrong so that neither party can get the correct result.
(3) In step 5, Alice tells Bob the wrong result after
decrypting, which leads to a wrong conclusion for
Bob. For the above malicious attacks, a new protocol
must be designed to find or render them impossible
to implement. (Note: Before designing the protocol
under the malicious model, we need to be clear that
some malicious behaviors cannot be prevented in the
ideal protocol. For example, if you enter wrong in-
puts in the ideal model, no matter how you detect
and verify, you cannot get the correct results; sim-
ilarly, if you refuse to carry out the protocol, we
cannot get the results, either. )erefore, we will not
consider the following behaviors when designing the
protocol under the malicious model: (1) refusing to
carry out the protocol, (2) inputting false data, and
(3) one party terminating the protocol after
obtaining the information he wants to prevent other
participants from carrying out the protocol.)

To design a secure, fair, and correct protocol under the
malicious model, the solution is to use cryptographic tools
such as the zero-knowledge proof and cut-choose method to
prevent malicious attacks that may exist in Algorithm 1. )e
final results are calculated by both parties at the same time.

4.2. Specific Protocol. Based on the malicious attacks that
may occur in Algorithm 1 under the semihonest model, we
use the above 0-1 encoding rule to design the millionaires’
problem algorithm under the malicious model using the
zero-knowledge proof and cut-choose method. )e

framework of Algorithm 2 under the malicious model is
outlined in Algorithm 3.

A specific protocol is as follows:

4.3. Correctness Analysis

(1) )e steps and positions for both Alice and Bob to
execute the protocol in Algorithm 2 are identical, so
we only demonstrate the possible malicious behav-
iors of Alice. )e security analysis of the protocol is
as follows:
In step (5), if Alice selects ai that is the wrong
random number, Bob happens not to choose the
wrong random number ai out of m/2 selected, that is,
no wrong random number is detected, but in the
following step (7), it happens to be selected by Bob,
and Bob calculates the wrong result. )e probability
of success is analyzed as follows:

① If Alice uses the above method to commit a
malicious attack, the most likely scenario for
successful execution of such malicious attacks is
that Alice mixes one wrong ai in m random ai,
which maximizes the likelihood that the mali-
cious attack will succeed. )e probability of de-
ception success in this case is 1/m.

② If m � 20, Alice mixes one wrong ai in m random
ai. )e probability of deception success in this
case is C10

19/C
10
20 × 1/10 � 1/200, but if Alice mixes

10 wrong ai in m random ai, the probability of
deception success in this case is C10

19/C
10
20 × 1/2

� 2.7 × 10− 7, in which case the probability of
success is even smaller or negligible.

Table 1: )e 0-1 encoding. Data comparison results of Alice and Bob.

Alice’s data New set for encoding Bob’s data Calculate w � 
y−1
i�1 ai + 

y

i�1 ai Comparison results

5 X � (0, 0, 0, 0, 1, 0, 0)

2 w � 0 + 0 � 0 x>y

5 w � 0 + 1 � 1 x � y

7 w � 1 + 1 � 2 x<y

Input: Alice owns data x, and Bob owns data y.
Output: P(x, y).
(1) Alice encodes x into a set X � (a1, a2, . . . , am), where a1 < a2 < · · · < am and ai �

1, i � k;

0, i≠ k.
 .

(2) Alice chooses an elliptic curve Ep, the base point G, and the private key k; then calculates kG � K as the public key K; and publishes
the public key K and the base point G.

(3) Alice encodes the plaintextX � (a1, a2, . . . , am) one by one onto pointMi(1≤ i≤m) on the elliptic curve Ep (the encodingmethod
is not unique [18], which is not discussed here). She chooses m random numbers ri and encrypts each element Mi one by one using
the public key K of ECC, that is, E(Mi) � (C1i, C2i), C1i � Mi + riK + C2i � riG. She gets E(X) � (E(M1), E(M2), . . . , E(Mm)),
which is sent to Bob.

(4) Bob calculates E(W) � (C1, C2) based on the y position of data in E(X), where C1 � 
y−1
i�1 C1i + 

y−1
i�1 C1i and

C2 � 
y−1
i�1 C2i + 

y
i�1 C2i. He sends E(W) � (C1, C2) to Alice.

(5) Alice decrypts (W) with the private key k to get W, where C1 − kC2 � 
y−1
i�1 Mi + 

y

i�1 Mi � W, and decodes the point W to get
w � 

y−1
i�0 ai + 

y
i�0 ai. If w � 0, x>y; if w � 1, x � y; and if w � 2, x<y. Alice tells Bob the result.

)e protocol ends.

ALGORITHM 1: Judgement under the semihonest model.

4 Security and Communication Networks



Input: Alice owns x, and Bob owns y.
Output: P(x, y).
Prepare:
(1) Alice and Bob jointly select an elliptic curve Ep and a base point G. Alice and Bob separately select their own private key

k1, k2(k1, k2 > 0). )en Alice and Bob calculate their public keys K1 � k1G and K2 � k2G and u � aK1 and v � bK2, respectively.
Finally, Alice and Bob exchange (K1, u) and (K2, v).
Alice and Bob construct their own new sets X � (a1, a2, . . . , am) and Y � (b1, b2, . . . , bm) through x and y, where:

ai �
1, i � x;

0, i≠x.
 bi �

1, i � y;

0, i≠y.
 .

Start:
(1) Alice encodes the plaintext X � (a1, a2, . . . , am) onto the point Ma

i (1≤ i≤m) of the elliptic curve Ep(a, b); selects m random
numbers ra

i ; encrypts each element Ma
i one by one with the public key K1, that is, calculates the E(Ma

i ) � (Ca
1i, Ca

2i), where:
Ca
1i � Ma

i + ra
i K1 and Ca

2i � ra
i G; obtains E(X) � (E(Ma

1), E(Ma
2), . . . , E(Ma

m)); and finally, sends E(X) to Bob.
(2) Bob encodes the plaintext Y � (b1, b2, . . . , bm) onto the point Mb

i (1≤ i≤m) of the elliptic curve Ep(a, b); selects m random
numbers rb

i ; encrypts each element Mb
i one by one by using the public key K2, that is, calculates the E(Mb

i ) � (Cb
1i, Cb

2i), where:
Cb
1i � Mb

i + rb
i K2 and Cb

2i � rb
i G; obtains E(Y) � (E(Mb

1), E(Mb
2), . . . , E(Mb

3)); and finally, sends E(Y) to Alice.
(3) Alice calculates E(Q) � (C1, C2) according to the position of data x in E(Y), where C1 � 

x−1
i�1 Cb

1i + 
x
i�1 Cb

1i and
C2 � 

x−1
i�1 Cb

2i + 
x
i�1 Cb

2i, and sends E(Q) to Bob.
Bob calculates E(W) � (C1′, C2′) according to the position of data y in E(X), where C1′ � 

y−1
i�1 Ca

1i + 
y

i�1 Ca
1i and

C2′ � 
y−1
i�1 Ca

2i + 
y
i�1 Ca

2i, and sends E(W) to Alice.
(4) Alice decrypts E(W) using the private key k1, that is, calculates C1 − k1C2 � 

x−1
i�0 Mb

i + 
x
i�0 Mb

i � W to obtain W point. Bob
decrypts E(Q) using the private key k2, that is, calculates C1′ − k2C2′ � 

y−1
i�0 Ma

i + 
y
i�0 Ma

i � Q to obtain point Q.
(5) Alice selects m random numbers di (0≤ i≤m) to calculate (ci

1a, ci
2a) � diW + K1, W + diW + aG( . Bob selects m random

numbersfi (0≤ i≤m) to calculate (ci
1b, ci

2b) � (fiQ + K2, Q + fiQ + bG). Finally, Alice and Bob exchange (ci
1a, ci

2a) and (ci
1b, ci

2b).
(6) With the help of the cut-choose method, Alice randomly selects the m/2 groups from the m groups (ci

1b, ci
2b) sent by Bob and

publishes it and requires Bob to publish the corresponding fiQ. Alice verifies: fiQ + K2 � ci
1b. If the verification is passed, they

continue the protocol or else terminate.
Bob randomly selects the m/2 groups from the m group (ci

1a, ci
2a) sent by Alice and publishes it and requires Alice to publish the

corresponding diW. Bob verifies: diQ + K1 � ci
1a. If the verification is passed, they continue the protocol or else terminate.

(7) Alice and Bob randomly select one (ci
1b, ci

2b) and (ci
1a, ci

2a) from the remaining (ci
1b, ci

2b) and (ci
1a, ci

2a), respectively. Meanwhile,
Alice selects two random numbers h and p1, and Bob selects two random numbers l and p2. Alice calculates
cb � h(c

j

2b − c
j

1b − W + K2) � h(Q − W) + hlG, P1 � p1G, λb � p1K2; Bob calculates
ca � l(ci

2a − ci
1a − Q + K1) � l(W − Q) + hlG, P2 � p2G, and λa � p2K1. )en Alice and Bob send cb + P1 and ca + P2 to each

other.
(8) After both parties receive information from each other, Alice calculates ωa � k1(ca + P2) and ma � k1ca and sends them to Bob.

Bob calculates ωb � k2(cb + P1) and mb � k2cb and sends them to Alice.
(9) Alice uses the zero-knowledge proof to verify that the mb sent by Bob is correct, that is, to prove that Bob does get the mb by

multiplying his private key k2 with his cb, that is, to judge whether mb � ωb − λb is true. Bob uses the zero-knowledge proof to
verify that the ma sent by Alice is correct, that is, to prove that Alice does get the ma by multiplying her private key k1 with her ca,
that is, to judge whether ma � ωa − λa is true. )e party who fails is malicious.

(10) Alice can get k2h(Q − W) by calculatingmb − hv. If k2h(Q − W) � 0, then Q � W; Bob can get k1l(W − Q) by calculatingma − lu.
If k1l(W − Q) � 0, then Q � W. If Q � W, it proves that the results required by both parties are correct and identical; otherwise,
the protocol shall be terminated.

(11) Finally, Alice and Bob get 
x−1
i�0 bi + 

x
i�0 bi � w and 

y−1
i�0 ai + 

y
i�0 ai � q by decoding points W and Q, respectively. If q, w � 0,

then x>y; if q, w � 1, then x � y; and if q, w � 2, then x<y.
)e protocol ends.

ALGORITHM 2: Judgement under the malicious model.

Input: x: Alice’s input; y: Bob’s input; G: the base point of the elliptic curve Ep; Co de: encode inputs into a m degree 0-1 codes; k1:
Alice’s private key; k2: Bob’s private key; E: encrypt. h, p1: Alice’s random number; and l, p2: Bob’s random number
(1) K1 � k1GK2 � k2G

(2) u � aK1v � bK2
(3) P1 � p1GP2 � p2G

(4) λb � p1K2λa � p2K1
(5) Code(x) � X � (a1, a2, . . . , am)

(6) Ca
1i � Ma

i + ra
i K1C

a
2i � ra

i G

(7) E(Ma
i ) � (Ca

1i, Ca
2i)

(8) E(X) � (E(Ma
1), E(Ma

2), . . . , E(Ma
m))

ALGORITHM 3: Continued.
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③ If Alice mixes m random ai with more than m/2
wrong random numbers, it will be discovered in
the subsequent verification phase.

(2) In step (4), both Alice and Bob decrypt point W and
point Q using their respective private keys k1 and k2 as
follows:

C1 − k1C2 � 
x−1

i�0
M

b
i + 

x

i�0
M

b
i + K1 

x−1

i�1
ri − k1G 

x−1

i�1
ri

+ K1 

x

i�1
ri − k1G 

x

i�1
ri � 

x−1

i�0
M

b
i + 

x

i�0
M

b
i � W,

C1′ − k2C2′ � 

y−1

i�0
M

a
i + 

y

i�0
M

a
i + K2 

y−1

i�1
ri − k2G 

y−1

i�1
ri

+ K2 

y

i�1
ri − k2G 

y

i�1
ri � 

y−1

i�0
M

a
i + 

y

i�0
M

a
i � Q.

(5)

(3) )e (ci
1a, ci

2a) and (ci
1 d, ci

2 d) published in step (5) do
not leak any information because their own random
numbers are added.

(4) In step (7), Alice and Bob calculate as follows:

cb � h c
j

2b − c
j

1b − W + K2 

� h Q + fjQ + bG − fjQ − K2 − W + K2 

� h(Q − W) + hlG,

ca � l c
i
2a − c

i
1a − Q + K1 

� l W + diW + aG − diW − K1 − Q + K1( 

� l(W − Q) + hlG.

(6)

Alice and Bob then send cb + P1 and ca + P2 to each
other.

(5) In step (10), Alice and Bob get the right results.
Alice uses the zero-knowledge to prove that the mb

sent by Bob is correct; the result obtained by cal-
culating mb − hv is correct, that is,

mb − hv � mb − hlK2

� k2cb − hlk2G

� k2h(Q − W) + k2hlG − hlk2G

� k2h(Q − W).

(7)

After Bob uses zero-knowledge to prove that the ma

sent by Alice is correct; the result obtained by cal-
culating ma − bu is correct, that is:

(9) Co de(y) � Y � (b1, b2, · · · , bm)

(10) Cb
1i � Mb

i + rb
i K2C

b
2i � rb

i G

(11) E(Mb
i ) � (Cb

1i, Cb
2i)

(12) E(Y) � (E(Mb
1), E(Mb

2), . . . , E(Mb
3))

(13) Exchange (K1, E(X), u), (K2, E(Y), v).
(14) C1 � 

x−1
i�1 Cb

1i + 
x
i�1 Cb

1iC2 � 
x−1
i�1 Cb

2i + 
x
i�1 Cb

2i

(15) E(Q) � (C1, C2)

(16) C2′ � 
y−1
i�1 Ca

2i + 
y
i�1 Ca

2i

(17) E(W) � (C1′, C2′)
(18) Exchange E(Q), E(W)

(19) D(E(W)) � WD(E(Q)) � Q

(20) (ci
1a, ci

2a) � (diW + K1, W + diW + aG)and (ci
1b, ci

2b) � (fiQ + K2, Q + fiQ + bG)

(21) ((ci
1a, ci

2a), (ci
1b, ci

2b))

(22) Alice verifies if fiQ + K2 � ci
1b and then continues or else terminates

(23) Bob verifies if diW + K1 � ci
1a and then continues or else terminates

(24) cb � h(c
j

2b − c
j

1b − W + K2) � h(Q − W) + hlG

(25) ca � l(ci
2a − ci

1a − Q + K1) � l(W − Q) + hlG

(26) ma � k1camb � k2cb

(27) Exchange (cb + P1, ma), (ca + P2, mb)

(28) ωa � k1(ca + P2)ωb � k2(cb + P1)

(29) Exchange ωa, ωb

(30) mb � ωb − λbma � ωa − λa

(31) mb − hv⟹ k2h(Q − W)ma − lu⟹ k1l(W − Q)

(32) if Q � W, then
D(W) � 

x−1
i�0 bi + 

x
i�0 bi � w and D(Q) � 

x
i�0 bi + 

y
i�0 ai � q

if q, w � 0, then x>y

else if q, w � 1, then x � y

else x<y

else terminate
Output: P(x, y)

ALGORITHM 3: Judgement under the malicious model.
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ma − lu � ma − hlK1

� k1ca − hlk1G

� k1l(W − Q) + k1hlG − hlk1G

� k1l(W − Q).

(8)

(6) In step (11), Alice and Bob decode point
W � 

x−1
i�0 Mb

i + 
x
i�0 Mb

i and point Q � 
y−1
i�0 Ma

i

+ 
y
i�0 Ma

i to get 
x−1
i�0 bi + 

x
i�0 bi � w and


y−1
i�0 ai + 

y
i�0 ai � q, respectively.

(7) )e encoding of plaintexts on points W and Q in
steps (1) and (2) and the decoding of points W and Q

in step (11) can be referred to reference [23].
(8) )e whole process does not leak any confidential

information, and both parties can obtain results
independently, avoiding unfairness caused by one
party telling the other party the result.

(9) Inmany cases, the data range is known to all parties in
reality. For example, if two students want to compare
their grades, then the data range is (a1, a2, . . . a100),
that is known to all parties; if two companies at the
same level want to compare their assets, the data range
may be (a1M, a2M, . . . , a100M), but a company’ assets
are often sparsely rather than densely distributed on
the data range. Assets can only be a few scales, and the
data range is very small.)erefore, they know the data
range. )e data range does not leak any information
about its private data. Generally speaking, all the
numbers compared in SMC are comparable. If these
figures are comparable, both parties will know their
scope. Ordinary companies will never compare their
assets with Microsoft because they are not compa-
rable. However, we have to say that although the data
range is known, if the data range is large, the com-
putational complexity of the protocol will be very
high, so the protocol becomes impractical.

4.4. Security Proof. Algorithm 2 under the malicious model
is proved as follows.

Definition 2. Algorithm 2 is secure under the malicious
model.

Proof. )is proving process borrows a trusted third party
(TTP). We set the actual policy pair as A � (A1, A2), the
ideal policy pair as B � (B1, B2), F as the output, and S as the
message sequence received by A2 in the zero-knowledge
proof process. We want to prove that the security of the
protocol under the malicious model is to prove that when
Algorithm 2 is executed, the implementation of malicious
behaviors in the actual protocol calculation will not affect the
correct output, that is:

REAL
,A

(W, Q)  � IDEALB(W, Q) . (9)

In Algorithm 2, the malicious behaviors are not allowed
for both Alice and Bob at the same time, so there are two

scenarios: Alice or Bob is honest. Here, A1, B1 and A2, B2
represent Alice and Bob, respectively.

(1) If A1 is honest and A2 is dishonest, then:

REAL
A

(W, Q) � F W, A2(Q)( , A2 c
i
1a, c

i
2a , ma, S  .

(10)

① Since A1 is honest, B1 sends a correct W to TTP,
and the protocol will be executed correctly.

② What B2 sends to TTP depends on the actual
selection of A2. B2 sends Q to A2 under the ideal
model. A2 sends A2(Q) to B2 in the practical
cases, and B2 sends A2(Q) to TTP. Finally, TTP
outputs F(W, A2(Q)).

③ Ideally, B2 uses the F(W, A2(Q)) sent by TTP to
try to get viewB2

F(W, A2(Q)) that is indistin-
guishable from the viewA2

F(W, A2(Q)) calcu-
lated by A2 in practice and make it the output of
A2 in the practical cases.

)at is, B2 selects W′ to make F(A1(W), Q′) �

F(A1(W), Q), performs all the calculations in Al-
gorithm 2, obtains ma

′ and ci′
1a, ci′

2a, and records the
received sequence S′ in the zero-knowledge proof.
)us, the protocol proceeds, and we get

IDEALB(W, Q)  � F W, A2(Q)( , A2 c
i′
1a, c

i′
2a , ma
′, S′  .

(11)

Because ciphertexts are encrypted ideally and
practically using the same probability algorithm,
there are ci′

1a
c ≡ ci

1a and ci′
2a

c ≡ ci
2a. )e random

number ai is indistinguishable from ai
′, so

REAL
A

(W, Q)  � IDEALB(W, Q) .
(2) If A1 is dishonest and A2 is honest, there are two

situations:
Actually, A1 completes the zero-knowledge proof
and publishes the results:

REAL
A

(W, Q) � A1 c
i
1b, c

i
2b , mb, S , F(W, Q) . (12)

Actually, A1 does not publish the results or execute
the zero-knowledge proof:

REAL
A

(W, Q) � A1 c
i
1b, c

i
2b , mb, S ,⊥ . (13)

① Because A2 is honest, B2 will send correct Q to TTP,
and the protocol will be carried out correctly.

② What B1 will send to TTP depends on the choice of
A1 in the practical situation. Ideally, B1 sends W to
A1; practically, A1 sends A1(W) to B1, and B1 sends
A1(W) to TTP. Finally, TTP outputs F(A1(W), Q).

③ If A1 does not publish the results or do not conduct
the zero-knowledge proof in practice, B2 in the ideal
model will get ⊥ from TTP.

④ Ideally, B1 uses the F(A1(W), Q) sent by TTP to try
to obtain viewB1

(A1(W), Q) that is indistinguishable
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from viewA1
(A1(W), Q) calculated by A1 in the

practical situation and to make it to be the output of
A1 in the practical situation.

)at is, B1 selects Q′ to make F(A1(W), Q′) �

F(A1(W), Q). And Algorithm 2 is carried out. Finally, under
the ideal model, B1 obtains mb

′ and ci′
1b, ci′

2b and records the
sequence S′ received through the zero-knowledge proof. In
this way, we get the following.

Ideally, when B1 does not publish results to B2 via TTP:

IDEALB(W, Q) � A1 c
i′
1b, c

i′
2b , mb
′, S′ ,⊥ . (14)

Ideally, when B1 announces results to B2 via TTP:

IDEAL,B(W, Q) � A1 c
i′
1b, c

i′
2b , mb
′, S′ , F A1(W), Q(  ,

(15)

where ci′
1b, ci′

2b, and ci
1b, ci

2b are encrypted by the same ECC
encryption algorithm. mb

′ and mb are computed by both
random numbers and constant operations. )e zero-
knowledge proof guarantees S′c ≡ S. )erefore, for any al-
gorithm in the practical protocol A � (A1, A2), there exists
B � (B1, B2) in the ideal protocol, which makes

IDEALB(W, Q) 
c≡ REAL

A
(W, Q) . (16)

)us, the protocol’s security is proven.

5. Efficiency Analysis

5.1. Computational Complexity. Reference [24] proposed a
protocol to solve the millionaires’ problem based on the
decision Diffie–Hellman hypothesis (DDH) and performed
4nt + n modular multiplications. Reference [25] designed a
millionaires’ problem comparison protocol with 0-1 coding
rules based on ElGamal encryption, which needs
(2m + 3)log P + 5m modular multiplications. Reference
[22] designed an antimalicious millionaires’ problem pro-
tocol based on the Paillier encryption and performed
10m log N + 2 modular multiplications.

During the execution of Algorithm 1, the computational
complexity mainly includes: m times ECC encryption op-
erations of Alice and 1 time ECC decryption operation of
Bob, with a total of 2m + 1 modular multiplications. During
the execution of Algorithm 2, the computational complexity
mainly includes: m times ECC encryption operations and 1
time ECC decryption operation of Alice and several modular
multiplication operations during message verification. A
total of 11m + 10 modular multiplications are performed,
and the rest are ordinary multiplication and addition op-
erations, which can be ignored.

5.2. Communication Complexity. )ere are two rounds of
communication in Algorithm 1; reference [24] carried out
three rounds of communication; reference [25] carried out
three rounds of communication; reference [22] carried out
three rounds of communication; and Algorithm 2 carried
out six rounds of communication, as shown in Table 2.

5.3. Experimental Simulation. To verify the validity of the
above protocols more intuitively, we compare Algorithm 2
with reference [22, 24, 25]. )e experimental environment is
Windows10 (64 bit) operating system, Intel (R) Core (TM)
i7-5500U CPU @ 2.40GHz processor, 8.00GB memory, and
the experiment is carried out by Python language.

)e Paillier encryption, ElGamal encryption, and GM
encryption have the same size of inputs in the experiment,
and the time of protocol preprocessing is ignored in the
experiment. Figure 2 is a comparison of the protocol time
consumption in experiment 1 with the increase of modulus.
)e data held by each participant in experiment 1 is an
integer from 0 to 100 (set length is set to 100). )e average
execution time (the ordinate coordinate) of the four pro-
tocols is calculated under 128, 256, 512, and 1,024 bit
modules (the horizontal coordinate). As can be seen from
Figure 2, the time consumed by Algorithm 2 is lower than
those of other references.

Figure 3 is a comparison of the execution time of ex-
periment 2 with the increase of data range. In experiment 2,
each participant held the input data in the range of 0–100,
100–200, 200–300, 300–400, 400–500, 500–600, 600–700,
700–800, 800–900, and 900–1,000 under the same module.
As can be seen from Figure 3, Algorithm 2 takes less time in
different data ranges than other protocols, and the time
consumption is relatively stable.

)e results show that under the same security perfor-
mance, Algorithm 2 is slightly more efficient than reference
[24] and has obvious advantages than Reference [22, 25].
Algorithm 2 can resist malicious attacks and has higher
security and greater practical value. (Note: For Algorithm 2,
increased the bitcoin commitment, cut-choose, and zero-
knowledge proof methods will result in significantly higher
computational complexity and lower execution efficiency,
making malicious model protocols no more efficient than
semihonest model protocols. However, preprocessing or
computing outsourcing can be used to improve efficiency,
and both methods are available in Algorithm 2).

5.4. Applications. )is paper uses efficient ECC encryption
to design and study the classic millionaires’ problem in SMC.
It not only solves the problem of comparison between two
numbers but also distinguishes whether two numbers are
equal or not. )e protocol can be widely applied to sort
confidentially. Alice has X � (a1, a2, ..., am); Bob has y; Bob
wants to query the ranking position of y in X; and both sides
do not want to expose any information about X and y. )is
problem is an important application of SMC in data query
and has wide application prospects, such as secret ranking of
college entrance examination results: after the college en-
trance examination, candidates want to check their ranking
in the reported candidates, and the school does not want to
disclose any information about other candidates. )e
problem can be solved by our protocol.

)e same method can be applied to the smart contract
quality evaluation in the blockchain. Blockchain technology
is considered to be the next generation of disruptive core
technology after steam engine, power, and Internet. In order

8 Security and Communication Networks



Table 2: Performance comparison of the efficiency of the four protocols in terms of computational complexity, number of communication
rounds, and whether they can resist malicious attacks.

Protocol Fair for both
parties

Computational complexity (modular
multiplications)

Communication
(rounds) Resist malicious attacks

Algorithm 1 No 2m + 1 2 ×

Reference
[24] No 4nt + n 3n log P ×

Reference
[25] No (2m + 3)log P + 5m 3 ×

Reference
[22] Yes 10m log N + 2 3 √

Algorithm 2 Yes 11m + 10 6 √
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Figure 2: Time consumption comparison of different modules.)e data held by each participant is an integer from 0 to 100 (set length is set
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to establish a high-quality blockchain application environ-
ment, excellent smart contract developers will be rewarded
by obtaining some form, such as tokens. However, there is
no good evaluation method for the quality of the smart
contract. Most of them are sorted by the number of contract
calls and the total amount of contract transactions. )ere-
fore, using our protocol to construct the sorting method, the
screened high-ranking users have strong authenticity and
security and are not easy to forge.

6. Summary and Prospect

As the cornerstone of SMC, the millionaires’ problem is still
under constant researches by experts and scholars. However,
most of the schemes are designed under the semihonest
model, which cannot resist malicious attacks and affect the
practical application of the protocols.)is paper uses the 0-1
encoding method and ECC encryption algorithm, first de-
signs a semihonest model protocol, and then improves it for
malicious behaviors. )e millionaires’ problem protocol
under the malicious model solves the problem of malicious
attacks in practical applications. By comparing with the
existing protocols, our protocol is more efficient and
practical.
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Facial recognition and resolution technology have extensive application scenarios in the era of big data. It ensures the consistency
of personal identity in physical space and cyberspace by establishing correspondence between physical objects and network
entities. However, massive data brings huge processing pressure to cloud service, and there are data leakage risks about personal
information. To address this problem, we propose a privacy security protection scheme for facial recognition and resolution based
on edge computing. Firstly, a facial recognition and resolution framework based on edge computing is established, which
improves the communication and storage efficiency through task partition and relieves the pressure of cloud computing. )en, a
verifiable deletion scheme based on Hidden CP-ABE is proposed to provide fine-grained access control and ensure the safe
deletion of target data in the cloud. Moreover, after applying the verifiable deletion method, the safe deletion of the target data in
the cloud can be achieved. Finally, the simulation results show the effectiveness and security of the proposed scheme.

1. Introduction

Internet of )ings (IoT) devices are very common in our daily
life, and more and more physical entities are connected to
cyberspace. A series of intelligent applications derived from IoT
such as smart home, smart medical, and smart grid are pro-
foundly changing social public services and people’s daily life
[1]. As a key biometric technology to authenticate personal
identity, facial recognition and resolution technology can
collect any object that needs monitoring and interaction
through information sensors. It has been widely used in se-
curity fields such as smart card user authentication, criminal
investigation, and access control management [2]. Because
facial image involves a large amount of private information
including identity identifiers, and its recognition and resolution
process requires high computing, high storage, and high
communication capabilities. )is information is usually
uploaded to the cloud server in an unencrypted state. Once the
cloud server is attacked, privacy leakage is likely to occur [3].

Some researchers have adopted cloud computing to
improve computing, storage, and communication capabil-
ities. But limited network bandwidth has become the bot-
tleneck of this centralized processing architecture. As a
distributed computing paradigm, edge computing can
provide an intermediate layer between the cloud and ter-
minal devices and use the computing power of edge devices
to provide efficient services [4]. Compared with the tradi-
tional cloud server model, we introduce edge computing
technology into the facial recognition and resolution
framework, forming a three-tier distributed architecture
composed of cloud, edge, and terminal devices. )e cloud
server offloads some computing tasks to the edge server and
performs some operations on it, in order to reduce the
interaction with the cloud server. )erefore, we propose a
face recognition and resolution framework based on edge
computing, which can not only ease the tension between
computing-intensive applications and resource-constrained
mobile devices, but also reduce the long delay caused by the
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interaction between devices and the cloud to improve data
processing efficiency [5].

)e cloud server provides finite privacy protection under
the complex network environment, and the data stored in
them is vulnerable to malicious attacks [6]. At present, the
shared files on most data storage servers are generally
expressed in plain text or simply encrypted. )is traditional
security mechanism consumes more resources and band-
width. In CP-ABE encryption, the ciphertext is associated
with the access structure, and the key is associated with the
attribute set. Only when the decryptor attribute meets the
ciphertext-related access policy can the ciphertext be
decrypted. However, any user who can obtain the ciphertext
can see the content of the access structure, so it may cause
information leakage of the decryption party or the en-
cryption party.When data in the cloud is no longer available,
the lack of effective deletion will lead to serious problems
such as abuse and theft [7]. Physical destruction is obviously
the most effective way to delete stored data, but we need to
delete it at the file level, and other data can still remain.
)erefore, the privacy and security issue of data transmis-
sion and data storage in facial recognition and resolution
needs to be resolved urgently.

)is paper aims to optimize the security and privacy
protection scheme of facial recognition and resolution
framework and further ensure data security during trans-
mission and storage. We introduce the edge nodes to relieve
the bandwidth pressure of transmission and improve the
efficiency of calculation. And we apply the Hidden CP-ABE
scheme to the data before it is transmitted to the cloud.
Furthermore, we adopt a verifiable deletion scheme to en-
sure the “true deletion” of cloud data.

)e main contributions can be summarized as follows:

(1) We establish a face recognition and resolution
framework based on edge computing, and it can
reduce the network bandwidth pressure of the cloud
server through completing the recognition and
resolution of facial images on the edge server.

(2) We propose a verifiable deletion scheme based on the
Hidden CP-ABE, which encrypts the data before
uploading it to the cloud. According to the re-
quirements of the data owner, a verifiable deletion
method is adopted to confirm the deletion of the
target data in the cloud, to prevent attackers from
accessing the relevant data after “false deletion.”
Consequently, the data storage security is ensured in
the cloud.

(3) Experimental results show that the transmission bits
are effectively reduced under this scheme, and the
facial recognition and resolution framework can
provide more secure and efficient services.

)e rest of the paper is organized as follows. Section 2
briefly introduces the relevant work. Section 3 introduces the
system model. Section 4 introduces the verifiable deletion
scheme of cloud data in facial recognition and resolution.
Section 5 carries on the simulation experiment to test the
validity of our scheme. Section 6 draws the conclusion.

2. Related Work

)e privacy security of facial recognition and resolution is of
great significance to ensure the security of the IoT. Re-
searchers at home and abroad have conducted some studies
on the architecture and security of the IoT.

Compared with the traditional cloud computing net-
work, the layered distributed computing architecture based
on edge computing and cloud computing can solve the
problems of data transmission efficiency and network
bandwidth more effectively [8]. In order to meet the re-
quirements of high computing power and reduce the cor-
responding costs, most operators outsource huge amounts
of data and computing tasks to cloud servers [9]. However,
the cloud server is generally relative far away from the
position of the service request, which may lead to a longer
delay and lower user satisfaction, especially, applications of
face recognition that require swift feedback [10]. )erefore,
in order to provide highly responsive cloud services. In [11],
Shi et al. proposed to sink the computing and storage center
to the edge of the Internet near the image acquisition
equipment to reduce the communication delay. In [12], Ning
et al. proposed a new information retrieval scheme that
better reduces the computing burden and network trans-
mission load of the cloud by introducing edge computing
technology. In [13], Yu et al. improved the Label Distri-
bution Protocol (LDP) algorithm and the centralized al-
gorithm for global interference location. And they designed
a distributed Centralized and Localized Traversal (CLT)
algorithm on this basis, which only lost a constant part of the
optimal scheduling and significantly reduced the time
complexity of the algorithm and transmission delay. In [14],
Barbieri et al. proposed an independent health management
architecture, which executes efficient and fast algorithms on
edge servers and combines them with other algorithms on
cloud servers, showing a certain degree of robustness.

All of the above schemes have optimized the delay
problem, but the edge computing architecture determines
that it faces new security and privacy challenges [15]. Es-
pecially in the field of biological information recognition, the
problem of information transmission security between edge
server and cloud server has not been effectively solved. After
many sensors collect our facial data, if the data is sent to the
cloud server without encryption, there will be the risk of
privacy leakage of eavesdropping or tampering, reducing the
reliability of network transmission [16, 17]. Regarding the
problems above, researchers put forward many privacy
protection methods for biometric recognition.

In [18], Ma et al. proposed a lightweight adaptive en-
hanced facial recognition framework based on additive se-
cret sharing and edge computing, and designed a series of
interactive protocols for privacy protection integrated
classification. It not only improves the fault tolerance rate of
the system, but also makes it possible to calculate encrypted
facial features between the two deployed edge servers. To
further ensure security and prevent malicious client attacks,
in [19], Im et al. proposed a smart phone face authentication
system. )e face feature vector is stored on the cloud server
in encrypted form, and the Euclidean distance matching

2 Security and Communication Networks



score is calculated by using homomorphic encryption, which
makes faster verification speed and higher verification rate.
However, the related calculations in traditional encryption
schemes are usually carried out independently in the cloud.
In [20], in order to improve the efficiency of ciphertext
expansion, Wang et al. proposed a dynamic multikey
scheme, which hides the key by public key and uniform
randommatrix to make the parties jointly deliver and reduce
the workload of the cloud.

CP-ABE algorithm is a promising solution for fine-
grained access control. In order to implement more fine-
grained access control over transmitted data, in [21], Qi et al.
designed an industrial data access control scheme that
outsources tasks to cloud services, providing stronger se-
curity guarantees. More importantly, the scheme carries out
item-level data protection to prevent key disclosure. How-
ever, the system overhead of the above scheme is relatively
high, and the traditional CP-ABE scheme may leak sensitive
information embedded in the ciphertext access structure.
)erefore, in [22], Zhang et al. proposed a fixed-length
ciphertext distributed CP-ABE scheme that completely hides
the access policy. In [23], Tian et al. proposed a lightweight
completely hidden protection access control scheme based
on attributes, which achieves complete privacy protection
through three key stages of key generation, access control,
and partial decryption. In [24], Yu et al. proposed an in-
telligent IoT privacy protection scheme based on multi-
permission CP-ABE to prevent the platform from prying on
user data. )e above three optimized CP-ABE schemes
effectively hide the attribute values and reduce the com-
munication overhead and computing overhead of the client
to a certain extent.

In the above work, researchers have proposed a number
of schemes for encrypting data before it is uploaded.
However, the common challenge faced is the security of the
“to be deleted” data stored in the cloud. All the stored data
can be deleted at one time by physically damaging the
hardware, but the purpose of deleting is to prevent attackers
from continuing to access the data after the deletion, so this
method is effective but not advisable [25]. To better comply
with the processing rules of user private data, we need to
delete the target data from the storage media at the file level,
making it unrecoverable and leaving the rest of the data
unaffected [26]. )erefore, some researchers consider to
solve such problems by fine-grained attribute revocation, but
it usually results in excessive key management overhead and
high computational costs.

For this reason, in [27], Yeh et al. proposed a cloud-
based fine-grained health information access control
framework. It has the functions of dynamic data audit and
attribute revocation. In [28], Miao et al. used a hierar-
chical commitment method for updating. )is structure
can simultaneously satisfy the private verifiability and
public verifiability, but when the client continuously in-
serts new data in the same index of the database, the
hierarchical commitment level has increased linearly. In
this case, the load of cloud computing and storage will
increase accordingly. )erefore, in [29], Ma et al. pro-
posed a fine-grained access control mechanism that can be

undone by the storage, computing, and management
capabilities of the cloud to achieve efficient user's revo-
cation based on fine-grained attributes. In [30], Edemacu
et al. proposed an expressible and collusion-resistant new
access control scheme, which further realized forward and
backward security. But how to eliminate the dependence
on a single trusted authority remains to be resolved. In
[31], Yu et al. proposed a new blockchain-based IoT
system to solve the immutability of traditional blockchain
and the incompatibility of attribute updates. In summary,
data security protection is a quite challenging problem. In
the field of facial recognition and resolution, how to
ensure the security of data transmission and data storage
at the same time is worth further study.

3. Network Model and definitions

In this section, we first introduce the facial recognition and
resolution framework based on edge computing. )en, we
analyze the functions of each module and the specific
process of facial recognition and resolution. In addition, we
analyze the potential risks in the transmission and stored
process based on this framework.

3.1. Facial Recognition and Resolution Framework Based on
Edge Computing. Compared with the traditional cloud
computing model, in order to reduce the throughput of the
transmission channel and the computing load of the cloud, a
facial recognition and resolution framework based on edge
computing is proposed.

)e framework consists of three main parts: client, edge
server, and cloud server. )e client usually consists of ter-
minal devices such as mobile phones and computers with
cameras. )e edge server includes two kinds of resolution
servers: one is an image parsing server, and the other is an
information parsing server.)e cloud servers usually consist
of a management server and a data center in the cloud.
Figure 1 shows the facial recognition and resolution
framework. )e functions of each functional module are as
follows.

Client: It is responsible for temporarily storing the
original facial images collected by the visual detection
equipment, and initiating facial recognition and res-
olution services to the edge server. After the identity is
successfully matched, it returns the resolved identity
information to the client.
Edge Server: It mainly includes an image resolution
server and information resolution server. Resolution is
performed closer to the user side without delivering the
information to the cloud.)e image resolution server is
used to resolve the original facial image into the cor-
responding facial identifier. )e information resolution
server is used to resolve each piece of personal infor-
mation registered by the client into a corresponding
serial number, bind the facial identifier to each serial
number, and then send it to the cloud for identity
matching.
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Data Center (DC): It is responsible for storing the
information from the edge server and performing
preliminary matching operations in the existing
database.
Management Server (MS): It is responsible for receiving
the information from the edge server, and properly
scheduling and distributing it to the data center for
matching operations during facial resolution.

3.2. Facial Recognition

(1) )e client device collects the original facial image
and uploads it to the client.

(2) )e client receives the original facial image and
registers the necessary personal information. It
initiates a facial recognition service to the edge server
and sends the obtained original facial image and
personal information to the edge server after
establishing a network connection.

(3) )e edge server receives the original facial image
and personal information. )e image resolution
server resolves the original facial image and gen-
erates the facial identifier. Generate facial identi-
fiers by performing algorithms such as face
detection and preprocessing, feature extraction,
and facial identifier generation. At the same time,

the personal information is parsed into the cor-
responding serial number by the information
resolution server. )e facial identifier and serial
number are bound and uploaded to the cloud
together.

(4) )e management server in the cloud receives the
facial identifier and serial number and then stores
them in the data center. Finally, the successful
registration flag is returned to the edge server, and
then, returned to the client.

At this point, the whole facial recognition process is
completed. It successfully realized the identity information
registration and transform individual faces in physical space
into identity identifiers in information space.

MS

DC

Cloud

Edge
Server

Client

RSI RSINF RSI RSINF

I I

Figure 1: Framework for facial recognition and resolution.

Table 1: Symbol definition list of key negotiation process.

Term Description Page
q A prime number 6
g Generator 6
IDRS, IDMS )e identifier of RS, the identifier of MS 6
xRS, xMS )e private key of RS, )e private key of MS 6
yRS, yMS )e public key of RS, )e public key of MS 6
KRS, KMS )e secret key of RS, the secret key of MS 7
KRS,MS )e shared secret key of RS and MS 7
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3.3. Facial Resolution

(1) )e client device obtains the original facial image of
the person being tested, sends a facial resolution
request to the edge server, and then sends the
original facial image to the edge server.

(2) Similar to the facial recognition process, the image
resolution server in edge sever generates facial
identifier from the received original facial image by
performing algorithms such as face detection, pre-
processing, feature extraction, and facial identifier
generation. Edge server initiates a facial resolution
service to the cloud and sends the facial identifier to
the cloud after establishing network connection.

(3) )e cloud receives the facial identifier. Firstly, the
management server in the cloud initially matches the
facial identifier with the existing facial identifier in
the data center. After the match is successful, the
corresponding serial number of the facial identifier is
returned to the management server, which in turn is
returned to the edge server. )e information reso-
lution server in the edge server reversely parses the
returned serial number into the corresponding
personal information. Finally, the edge server
returns the obtained personal information to the
client and displays it to the terminal user.

At this point, the whole facial resolution process is
completed, realizing the matching of the facial image in the
physical space and the personal identity in cyberspace, and
ensuring the consistency of the corresponding relationship
between them.

3.4. Security Issues. Due to the openness of channels and the
sensitivity of data, with the maximization of business pur-
poses, both edge and cloud computing sectors have a strong
interest in user information. )ere are many potential se-
curity threats in practical application, so it should be
guaranteed from the following three aspects.

(1) Security of data transmission process. )e process of
facial recognition and resolution involves the
transmission from the edge server to the cloud
server, which is extremely vulnerable to malicious
attacks. Facial information is usually closely asso-
ciated with sensitive personal information such as
health care or financial records. Leakage of facial
information will pose a serious threat to users’
privacy. )erefore, the data is authenticated before
being uploaded to the cloud and encrypted to ensure
security during transmission.

(2) )e concealability of attributes in access policy. In
the traditional CP-ABE scheme, the access policy is
embedded in the ciphertext. It is required that the
attributes in the set of attributes owned by the visitor
can satisfy the attributes in the access structure, so as
to decrypt the data. In fact, regardless of whether the
decryption is successful or not, some important
information can be deduced according to the

existing plaintext access policy.)erefore, in order to
eliminate the security risks caused by plaintext
transmission of the access policy, the attribute values
in the access policy can be encrypted and hidden.

(3) Confirmability of target data deletion in the cloud.
Users usually store their data in the cloud. However,
the cloud is honest but curious. It may be driven by
interest to extract some useful information and leak
it to the analysis organization. Users do not want
their information to be permanently stored in the
cloud. When they want to delete data in the cloud,
the cloud may be reluctant to delete or fraudulently
delete it for hidden business interests, but users
cannot verify whether their data has actually been
deleted. )erefore, it is particularly important to
delete the target data with assurance and
confirmability.

In the process of facial recognition and resolution, the
framework offloads some tasks from the cloud to the edge
server by applying the task partitioning strategy, rather than
performing all the facial resolution processes in the cloud. It
makes full use of the powerful computing and parsing ca-
pabilities of the edge server, which not only significantly
reduces the amount of personal information transmission,
but also reduces the computing pressure of cloud. However,
how to ensure the data security of transmission, access, and
stored procedures needs to be solved urgently. )us, we
propose a cloud data verifiable deletion scheme in response
to the above security issues to ensure the security of the
scheme.

4. Verifiable Deletion Scheme of Cloud Data in
Facial Recognition and Resolution

In this section, we first optimize the MTI session key
agreement scheme, which ensures the correctness of channel
transmission by confirming the identity between the sender
server and the receiver server. In addition, based on the
analysis of the security and privacy issues of the framework,
we introduce the verifiable deletion scheme of cloud data in
detail.

4.1. Optimized MTI Session Key Agreement Scheme. To en-
sure the security of the channel during transmission, the
identity between the resolution server and the management
server needs to be verified. Firstly, we optimize the MTI
session key agreement scheme, which has the ability to resist
replay attacks and parallel sessions. )e symbol is shown in
Table 1.

)e system first exposes q and g to RS and MS. RS has a
unique IDRS, xRS, yRS � gxRSmodq, authorization
CRS � (IDRS, yRS, SigTA(IDRS, yRS)) certificate

CRS � IDRS, yRS, SigTA IDRS, yRS( ( , (1)

which binds public key and identity.
Similarly, MS has a unique IDMS, xMS,

yMS � gxMSmodq, authorization certificate
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CMS � IDMS, yMS, SigTA IDMS, yMS( ( , (2)

which binds public key and identity.
RS randomly selects rRS ∈ [0, q − 1], then calculates

SRS � g
rRSmodq, (3)

and sends SRS, IDMS, CRS KMS to MS.
MS randomly selects rMS ∈ [0, q − 1] and then calculates

sMS � g
rMSmodq. (4)

KRS,MS � s
xMS

RS y
rMS

RS modq. (5)

)e system gets KRS,MS which is the session key for
further communication between RS and MS. )en, it sends
SMS, IDRS, CMS KRS to RS.

RS gets

KRS,MS
′ � s

xRS

MSy
rRS

MSmodq, (6)

by calculation and sends SRS,MS, IDMS, CRS KMS to MS. MS
judges whether KRS,MS

′ is consistent with KRS,MS or not. If
KRS,MS
′ � KRS,MS, it indicates that the negotiation is successful,

and RS and MS have completed authentication between each
other. If KRS,MS

′ ≠KRS,MS, the negotiation fails.
In this algorithm, the shared key can be derived from the

(q, sMS) or (g, sRS), but not from (sMS, sRS). In other words,
although the attacker can eavesdrop on q, g, sRS, sMS and
even ciphertext, it cannot export the correct session key
KRS,MS due to the unknown values of rRS and rMS. )erefore,
it cannot crack the ciphertext.

)e algorithm adds a fresh factor every time the
message is sent and binds the source and destination of
the message, which can effectively prevent replay attacks.
Because the session keys (SRS, SMS) are randomly selected,
attackers can only destroy the formation of the key but
has no way to launch a parallel session attack against it.
)e optimized MTI session key agreement scheme de-
fines the authorization certificate and increases the au-
thentication process, which improves the security of the
scheme.

4.2. Encryption Scheme in Facial Recognition. Firstly, there
are two communication channels that are absolutely safe.
One is the channel among the trusted authority (TA), RS,
and MS, and the other is the channel between the client and
RS. Secondly, MS uses read-only access to decrypt files and
will not tamper with relevant data. Furthermore, the
communication channel between RS and MS is not secure,
and the cloud storage center is also semi-honest.

When the user collects the facial image, the edge server
generates facial data through facial detection, facial image
preprocessing, feature extraction, and facial identifier gen-
eration algorithms. MTI session key agreement scheme and
SHA-1 hash algorithm are used to ensure the security and
integrity of data transmission, and CP-ABE algorithm is
used to encrypt personal data and fine control access as
shown in Figure 2.)e symbol definition and description list
of facial recognition and resolution are in Table 2.

)e encryption scheme in facial recognition is as follows.

4.3. Verifiable Deletion Scheme of Cloud Data in Face
Resolution. In the process of facial resolution, the client first
collects the facial image of the person being tested, and the
edge server resolves it into a facial identifier and uploads it to
the cloud. )e cloud server first uses the decryption algo-
rithm to decrypt the ciphertext file and then matchs the
decrypted facial identifier with the facial identifier uploaded
in the data center. )e serial number of personal infor-
mation bound with the facial identifier is returned to the
edge server to match with each other. )e verifiable deletion
scheme in face resolution is as follows:

When the user completes the facial resolution, some
information in the cloud is no longer available. If user needs
to delete it, the verifiable deletion scheme can be used to
cancel the user’s access to facial data. Our scheme is to add a
verifiable process after the user deletes the data to ensure the
deletion succeeds completely, and also to avoid false deletion
of the cloud. )is enables users to better control their own
data, and the security of data in the cloud is effectively
ensured as shown in Figure 3.

5. 5. Experimental Simulation Results Analysis

5.1. Security Analysis. )is part mainly analyzes the security
of data transmission in the process of facial recognition and
resolution, the concealability of access policy attributes, and
the confirmability of cloud data deletion.

(1) In our security scheme, we adopt the MTI session
key agreement scheme. In the process of session key
agreement, the public keys of RS and MS are allo-
cated to be shown in public. )ey perform bidi-
rectional authentication to confirm each other’s
identity and ensure antireplay attack by adding fresh
factors and randomly selecting keys each time they
send messages. At the same time, we use the SHA-1
algorithm. All the facial identifiers
(KRS,MS, CT‖sigsskR)

����Hash(CT‖sigsskR) stored in
the data center are extracted and decrypted; we
calculate Hash′(CT‖sigsskR) and Hash(CT‖sigsskR)

to ensure the integrity of the data access process and
effectively prevent malicious tampering by illegal
users.

(2) )e scheme first generates the symmetric key DK

through AES symmetric key algorithm and construct
the access policy by the CP-ABE algorithm. )en, it
uses DK to encrypt the data, which is further
encrypted to the ciphertext CT associated with the
access policy A. Based on this, the plaintext attribute
values in the access policy are successfully partially
hidden. Visitors must make their own attributes
meet the access policy attributes in order to achieve
the access and decryption of the data.

(3) In the cloud storage environment, when the data owner
wants to delete the outsourced data, in order to avoid
logical deletion, the attribute access control policy
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corresponding to the ciphertext is changed by reen-
crypting the ciphertext to achieve fine-grained opera-
tion and deterministic permanent deletion. In the
proposed scheme, we use CP-ABE algorithm to gen-
erate the reencryption key and then use it to encrypt the
ciphertext CT to generate new ciphertext and MHT
tree roots. RS compares the new and old tree root. And
if the two are equal, it indicates that the target data has
indeed been completely deleted in the cloud.

5.2. Setup of Experiment. In this part, we add the facial
recognition and resolution security privacy protection
scheme based on edge computing to the prototype system
and then verify the security and effectiveness of the scheme
through a large number of simulation experiments. Because

the facial recognition process is similar to the facial reso-
lution process, we only test the effectiveness of verifiable
deletion schemes in facial resolution.

)is experiment uses one cloud server, two edge
servers, and six mobile terminal devices to build the
system as shown in Figure 1. All the algorithms are tested
on aWin10-64-bit laptop using Inteli7-6700HQ processor
at 2.60 GHz. We use the following three face databases:
Caltech face image database, GT face image database, and
BioID face image database. )ese three databases are,
respectively, composed of 450 color face images of 27
characters, 750 face avatars of 50 characters, and 1521
gray-scale face images of 23 characters. We firstly pre-
process the original database and randomly select 50
sheets from them. )en, the preprocessed data is used as
the database for our experiment.

Table 2: Symbol definition list of facial recognition and resolution process.

Term Description Page
I Original facial image obtained from the client 8
INF Registered personal information 8
V )e facial identifier generated by the original facial image 8
SN Serial number parsed from personal information 8
I′ )e original facial image of the subject 8
V′ Facial identifier of the subject 8

2, Public key
Symmetric key

Encryption in
face recognition

3, Session key 
agreement 4, Ciphertext 5, Confirmation 

message

TA

Client

Edge Server

Cloud

1, Information and 
Image

Figure 2: Face recognition process.
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5.3. Analysis of Experimental Results and Performance

5.3.1. Network Transmission Volume. In order to evaluate the
impact of the communication overhead of the scheme in
practical application, we mainly measure the network trans-
mission from the edge server to the cloud server. Compared
with the traditional scheme, this scheme can reduce the
amount of data transmission. In this experiment, three face
databases are tested. Figure 4 shows an increase of only
0.132 kb relative to the prototype framework system and a
decrease of 0.044 kb relative to the original security framework
system. )e experimental results show that the experimental
communication overhead is relatively small, which can meet
the needs of practical applications and have good stability.

5.3.2. Response Time of Facial Database. We include the
time of issuing the request, generating the facial identifier,
network transmission, data encryption and decryption,
identifier matching, and verifiable deletion of the target data
in the cloud. Compared with security scheme, our scheme
increases the computing time of data encryption and de-
cryption and data verifiable deletion. )rough comparing it
with the experiment without face database, Figure 5 shows
that the average consumption of this scheme increases by
84ms milliseconds compared to the system without security
framework and only increases by 14ms compared to the
system with security framework. But we can safely manage
data in the cloud, which shows that our experiments can
satisfy the practical application to a certain extent.

Begin
Step 1: TA inputs the security parameter c to generate the public key PK and the master key MK of the CP-ABE algorithm. TA inputs

the security parameter λ to generate the symmetric key DK by the AES symmetric key algorithm. )en, TA assigns PK and DK to
RS.

Step 2: RS inputs attribute set U to construct access policy A by CP-ABE attribute encryption algorithm. RS uses the symmetric key
DK of the AES algorithm to encrypt the data (V, SN), which binds the face identifier and the serial number. )en, TA generates
data ciphertext DE K. Based on the public key PK and the access policy A, RS uses the CP-ABE algorithm to encrypt the data
ciphertext DE K into the ciphertext CT associated with A. )en, ciphertext data CT generates the signature sigsskR. R is the root of
the constructed MHT, and ssk is the signature private key.

Step 3: )e session key agreement algorithm between RS and MS is executed according to Algorithm 1. It verifies the identity of FN
and MS and generates the session key KRS,MS

Step 4: RS firstly uses the SHA-1 hash algorithm to calculate Hash(CT‖sigsskR), and FN uploads
(KRS,MS, CT‖sigsskR)

����Hash(CT‖sigsskR) to MS.
Step 5: After MS receives the message, it calculates the Hash′(CT‖sigsskR) for comparison with Hash(CT‖sigsskR). If

Hash′(CT‖sigsskR) � Hash(CT‖sigsskR), it has the data integrity and sends (KRS,MS, CT‖sigsskR)
����Hash(CT‖sigsskR) to data

center. Finally, it returns the successful registration flag.
End

ALGORITHM 1: )e encryption scheme in facial recognition.

Begin
Step 1: TA inputs the master key MK in Algorithm 1 and the attribute set ψ corresponding to data user DU. It outputs the private key

SK of the CP-ABE algorithm and sends the private key SK to MS.
Step 2: According to Algorithm 1, RS and MS perform authentication between each other. )e session key agreement scheme is also

performed to generate the session key KRS,MS.
Step 3: RS uses to SHA-1 hash algorithm to calculate Hash(V′‖SK), and then RS uploads (KRS,MS, V′‖SK)

����Hash(V′‖SK) to MS. MS
calculates Hash(V′‖SK) � Hash′(V′‖SK) to check the data integrity and get face identifier V′ and SK.

Step 4: MS receives the CT stored in the data center. It inputs the private key SK and ciphertext CT and uses the CP-ABE algorithm to
decrypt. )e data ciphertext DE K is obtained. )en, it inputs DK and the ciphertext DE K through the AES algorithm to obtain
the decrypted data (V, SN).

Step 5: MS uses the face identifier matching algorithm to match V′ and V successfully to obtain (V, SN). It uses hash algorithm to
calculate Hash(V′‖SN) and then returns (KRS,MS, V′‖SN)

����Hash(V′‖SN) to RS.
Step 6: RS calculates Hash′(V′‖SN) to judge the data integrity. )en, it obtained personal information INF by matching the serial

number SN and returned it to the client to complete the face resolution.
Step 7: TA inputs RS’s deleted request RR and the master key MK and generates reencryption key PK′ through CP-ABE algorithm.

)en, TA returns it to RS and then to MS.
Step 8: MS inputs the ciphertext CT and the reencryption key PK′. MS outputs the reencrypted ciphertext CT′ and the newMHTtree

root R through the CP-ABE algorithm. )en, it returns R to RS.
Step 9: RS receives R and compares it with R. If R⊕R � 0, that is to say, R is equal to R, it proves that the cloud server has indeed

successfully deleted the target data.
End

ALGORITHM 2: Verifiable deletion scheme of cloud data in face resolution.
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Figure 3: Verifiable deletion process of cloud data in face resolution.
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5.3.3. Response Time of Face Databases of Different Sizes.
In order to better reflect the performance of the experiment,
we use BioID face database to test the response time of the
system. By selecting the face database test in the range of
400–1600, Figure 6 shows that the scheme grows steadily
with the increase of face database size, without great in-
stability. )e time consumption of this scheme increases by
64ms compared to the system without security framework
and increases by 12ms compared to the system with security
framework.)is shows that our scheme has good advantages
in stability.

6. Conclusion

In this paper, we focused on the privacy security of facial
recognition and resolution framework based on edge
computing. In summary, we analyzed the security threats
of facial recognition and resolution framework, including
the security of data transmission, the concealability of
access policy attributes, and the verifiability of cloud data
deletion. To solve these problems, we improved the
framework by combining the characteristics of cloud
computing and edge computing. To further ensure the
security of cloud data transmission and storage, we
proposed a verifiable deletion scheme based on Hidden
CP-ABE, which can effectively prevent attackers from
stealing sensitive information and deleting data falsely.
)en, we applied this scheme to the facial recognition and
resolution framework based on edge computing and
evaluated its performance by simulation experiments. )e
results indicated that the proposed scheme performs good
stability and can effectively meet the requirements of
facial recognition and resolution in practical application.
In future work, we will further verify this scheme through
experiments in more dimensions. Moreover, on the
premise of ensuring the efficiency of facial recognition and
resolution, the performance of low energy consumption
and low latency performance will be optimized at a higher
level.
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-e air traffic management (ATM) system is an intelligent system that integrates the ground computer network, the airborne
network, and the space satellite (communication and navigation) network. It has remarkable characteristics of cyber-physical
system (CPS). -e development of ATM system is inseparable from the application of new technologies. -is paper proposes a
security framework based on blockchain for CPS in the ATM system. -rough the research on the characteristics of blockchain
and CPS, this paper analyzes the necessity of integrating them into the research of the ATM system, demonstrates the feasibility of
combining them, and then constructs the ATMChain frameworkmechanism to realize the in-depth integration of blockchain and
CPS in ATM. On this basis, this paper gives the overall design architecture and implementation steps of the scheme. In addition,
this paper also makes a series of analysis and demonstration from the perspective of scheme security. -e research scheme will
help to improve the security, reliability, and scalability of ATM services and provide a new reference for establishing a more
security and efficient ATM system.

1. Introduction

As a large-scale key infrastructure for the safe operation of
civil aviation, the air traffic management (ATM) system
includes a large number of heterogeneous functional sub-
systems, which constitutes a typical complex system [1].
With the continuous improvement of the informatization
and networking degree of the ATM system, the interaction
between its components is closer, the data in the system need
to be highly shared, and the functions of each subsystem
need to support each other, which has the typical charac-
teristics of the cyber-physical system (CPS) [2]. -e CPS is a
comprehensive system that involves computer algorithms
and cyber and physical objects. -e CPS monitors and
perceives the objects of the physical world and controls the
behavior of physical entities by mining and analyzing the
rich data contained in the physical world, so as to realize the
efficient operation of the physical world [3, 4]. As a typical
CPS complex system, the interwound systems of systems
have brought great security pressure to ATM systems all

over the world because of its complexity [5]. In order to deal
with and solve the security risks in the ATM system, experts
and scholars in academic and aviation circles began to in-
troduce mature and widely applied new technologies, such
as microservice, cloud computing, edge computing, big data,
Internet of things, artificial intelligence, and blockchain, into
ATM field, providing reference and ideas for the further
development of civil aviation informatization [6, 7]. It will
promote the construction and development of the ATM
system.

At this stage, the concept of CPS has become one of the
core guiding ideology adopted by Federal Aviation Ad-
ministration (FAA) in deploying NextGen, the third gen-
eration ATM system [8, 9]. It boldly changes the traditional
mode of ATM system deployment and more deeply im-
plements the concept of safe and green system construction
integrating human, machine, environment, and manage-
ment. Secondly, for the typical CPS system, some relevant
scholars have carried out research from the perspective of
blockchain distributed architecture to eliminate some
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potential security risks in the CPS system [10–14]. Finally,
relevant researchers consider using blockchain technology
to solve the related security problems faced in the ATM
system [15–17]. However, there is no research on the in-
tegration of CPS and blockchain in the ATM system.
-erefore, combined with relevant research, taking the ATM
system as the research background and from the perspective
of CPS, this paper integrates the distributed architecture idea
and principle of blockchain into the security framework
research of the ATM system, so as to solve the bottleneck
problems existing in the current theoretical research, pro-
mote technological innovation, and promote the application
of basic research. Furthermore, it can also contribute to
promoting the development and construction goal of “smart
ATM” of International Civil Aviation Organization (ICAO).

As a highly informative industry, civil aviation has al-
ways attached great importance to information security and
information value transmission [18]. Coincidentally,
blockchain technology has greater value in both of these
areas. -e characteristics of the blockchain provide possi-
bilities for its application in the field of ATM. -is paper is
committed to building a CPS security architecture based on
blockchain for the ATM system.-e structure of the paper is
as follows. -e second part describes the research status of
the ATM system, blockchain, and CPS. -e third part gives
the CPS security architecture in ATM based on blockchain
and describes the scheme in detail from three aspects: the
scheme background, scheme framework, and the informa-
tion sharing algorithm. -e fourth part analyzes the security
of the scheme framework proposed in the previous part. -e
fifth part provides the conclusion and prospect and discusses
the next research direction and focus.

2. Background

-is part starts from two aspects. On the one hand, it in-
troduces the essence of blockchain and CPS. On the other
hand, as for the special research background of the ATM
system, it points out the feasibility of using blockchain
technology from the perspective of CPS in ATM.

2.1. Blockchain and Cyber-Physical System. Blockchain
technology, which appeared in 2008, is a decentralized,
tamper proof, forgeable, and collectively maintained dis-
tributed database management method [19]. It is a new
computer technology application mode integrating dis-
tributed data storage, point-to-point transmission, con-
sensus mechanism, and encryption algorithm (Figure 1(a)).
In this paper, the blockchain technology is regarded as the
integration and addition of multiple technologies, a security
concept of information system, rather than a specific
technology. From the perspective of data recording,
blockchain is a chain data structure formed by connecting
and combining data blocks in sequence according to time,
which ensures its tamper ability and unforgeability as a
distributed ledger in a cryptographic way [20]. Bookkeeping
is accompanied by the development history of human so-
ciety. -e evolution process of bookkeeping form is from

single ledger to double ledger and then to digital ledger. At
present, it has developed to distributed ledger. Blockchain
technology is a representative technology of distributed
ledger. -e core of blockchain technology is the deposit-
certificate and value-certificate, as well as the consensus
mechanism formed on this basis, that is, the algorithm to
reach a consensus on the sequence of things over a period of
time. Furthermore, in the whole blockchain system, various
application services based on information flow are realized
in the form of smart contract, which endows “information”
with value and reconstructs the current centralized social
organization production relationship. When the data that
can reflect the facts are fixed, value is generated from it. Data
are the means of production in the era of digital economy,
and the algorithm is a productivity tool for data processing.
-e blockchain adds a dimension of trust to the existing
data, improves the flow efficiency, and completes the re-
construction of decentralized production relations.

By combing the relevant theoretical viewpoints, it is not
difficult to find that CPS uses perception, communication,
network, and other technical means to realize the perception
and digital presentation of the physical world, so as to form
the data projection in the information world (as shown in
Figure 1(b)).-en, the advanced computer algorithm is used
to optimize the operation process of the physical world, and
a closed loop of mutual influence and interaction between
the actual entity world and the cyber world is formed. Its key
core features are integration, diversity, and intelligence. -e
CPS is a complex system with close integration of the
physical system and information system. It can be divided
into information system, physical system, and middleware,
which advances the close interaction between actual system
and information system. Different from the traditional in-
dependent physical system and information system, the CPS
emphasizes the strong interaction between them. -e de-
velopment trend of close integration has led to a leap of
quality in the development of physical systems. By means of
the computing and storage capacity of information systems
for large-scale information, the level of intelligence, auto-
mation, and systematization of physical systems has been
further improved. -e middleware is the key component to
promote the integration of CPS, including controller, sensor,
and actuator. -e controller is a component for data pre-
processing and instruction forwarding. It plays a control
function and closely couples the information systemwith the
middleware. Sensor is an important input unit for collecting
physical system state data, which provides important data
support for CPS [21–23].-e actuator is the driving unit that
acts on the physical system. -e sensor and actuator closely
couple the physical system with the middleware.

2.2.Air TrafficManagement. -eATM system is a large CPS
system integrating space-based network, air-based network,
and land-based network (as shown in Figure 2). Its infor-
mation system is composed of ground control station and
data fusion center, which can generate intelligent decision
results through the comprehensive analysis of aviation data
and meteorological data. -e intermediate components
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include a sensor network composed of ADS-B (Automatic
Dependent Surveillance-Broadcast) sensors, radars, satel-
lites, and so on and an actuator network composed of
aircraft and so on. Its physical systems include aircraft and
airports. -e various parts of the whole ATM system are
deeply integrated with the continuous improvement of its
automation level. Accordingly, the ATM system also con-
tains some subsystems that can be regarded as CPS. For
example, the aircraft is a small CPS system. Its information
system is composed of decision-making units of the airborne
avionics system. -e intermediate part includes airborne
sensor unit and actuator unit, including sensors such as

aircraft state information acquisition and environmental
parameter acquisition and actuators that drive changes in
flight course and speed. Its physical system includes aircraft
engine and fuselage.-e subsystems of the whole aircraft are
highly coordinated, which enhances the intelligence of flight
with the support of information. In short, the ATM system is
a complex system with the characteristics of wide spatial
distribution, complex functions, time delay sensitivity, and
high security requirements. It is a large CPS as a whole,
including some small CPSs. -erefore, the ATM system is
the CPS of CPSs, which has the characteristics of extremely
obvious information physical system.
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Contract
layer

Network
structure

Governance
layer

Data
layer

Regulators

Consensus
layer

Blockchain

Value sharing

Value increment

Value
transmission

Value
confirmation

(a)

Controller Physical
system

Sensor

Actuator

Information
system

Physical systemMiddlewareInformation system

Basic composition of CPS 

(b)

Figure 1: (a) Basic composition of blockchain. (b) Basic composition of CPS.
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-e ATM plays an important role in the sustainable de-
velopment of aviation safety because it is directly related to the
efficiency and safety of air transportation [24–28]. However,
when building ATM networks, software engineering designers
generally do not pay enough attention to information security.
For instance, in the case of the public unencrypted broadcast
protocol ADS-B, any external party can eavesdrop, tamper, and
delete ADS-B information with relative ease [16, 29]. At the
same time, the widely distributed composition and the mul-
tisource heterogeneous data of the ATM system have a natural
unity with the decentralized and distributed bookkeeping
characteristics of blockchain. For the ATM, how to design a
reliable and secure information delivery and sharing approach
by using blockchain technology and combining the CPS fea-
tures of ATM is the main problem addressed in this paper.
Next, the feasibility is discussed from three aspects:

(1) In the development of the ATM system, the biggest
problem faced by the cooperation between ATM
departments all over the world, even in different
regions of a single country, is security and privacy
protection. At present, the main threats faced by the
ATM system are data leakage, data deception, entity
camouflage, and denial of service (DoS). -ese se-
curity threats are distributed in the information
system, middleware, and physical system of the ATM
system. At present, many research studies are to
solve the challenges from the traditional security
strategies and methods. -e emergence of block-
chain technology provides a useful tool to solve the
trust problem of human society, and it has become
one of the primary application technologies to solve
the issues of security and privacy protection.

(2) According to the different object-oriented of block-
chain, it includes three kinds: public chain, private
chain, and federated chain. Public blockchain is open to
all, and nodes can join at will. Private blockchain is only
open to individual entities, such as the interior of a

company or organization. Alliance blockchain will be
open to a specific industry organization. Alliance
blockchain refers to a blockchain in which several
institutions participate in bookkeeping; that is, industry
alliance members reach a consensus through trust in
multicenters. -is feature is just suitable for the dis-
tributed and multicenter network of the ATM system.
In addition, compared with the public blockchain, the
very important feature of the alliance blockchain is the
node access control and national security standard
support. -is ensures that authenticated access and
regulatory rules are developed in compliance with
regulatory requirements and increases the speed of
transactions based on trusted security. -e security
framework of this paper is designed based on alliance
blockchain.

(3) From the current research results of system design,
the architecture of the distributed system can better
meet the requirements of users for system robustness
and controllability than the central architecture.
-erefore, the obvious research trend is to establish a
strong and secure ATM framework from the view-
point of multilevel overall system layout design,
combined with the concept of CPS. As a represen-
tative decentralized information storage solution,
blockchain coincides with such a research trend, and
it is also necessary to apply it to ATM.

3. The Design of Security Framework

Starting from the business characteristics of the ATM sys-
tem, combined with the concept of blockchain and CPS, this
paper proposes an ATM-CPS security architecture based on
alliance blockchain, abbreviated as ATMChain. -e fol-
lowing describes the ATMChain security framework from
three aspects: scheme background, scheme framework, and
the information sharing algorithm.
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Figure 2: Basic composition of the ATM system.
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3.1. &e Background of ATMChain. With the rise of intel-
ligent transportation technology all over the world, civil
aviation is developing in the direction of information
sharing, structure, and function dependence through 3C
(computing, communication, and control) technology.
Among them, the ATM system has the characteristics of
typical CPS. Using CPS modelling theory to model the
ATM system can fully analyse the interactions between its
cyber system and physical system. It can also make up for
the one sidedness of the existing research after separating
the information system and the actual system and enhance
the pertinence of system analysis. At the same time, the
decentralized framework adopted by the blockchain pro-
vides a novel view for ATM infrastructure layout opti-
mization. -e basic level of the ATM system takes the
sensing device as the physical carrier to store its function
information and environment sensing information. -e
ground control station is responsible for processing the
information delivered by ATM equipment at each basic
level. Here, these information processing centers will serve
as the nodes of the alliance blockchain, promote the in-
terconnection of ATM information in the whole region,
and provide value data services to ATM users on this basis.
-is distributed architecture can effectively prevent the
dysfunction of local ATM nodes, so that the global ATM
system can run efficiently and securely. In addition,
blockchain technology’s chain construction method and
decentralized storage provide a novel way to implement
information governance traceability. -erefore, in order to
better achieve the goal of “smart ATM,” two challenges still
need to be met.

(1) CPS digitally presents and intelligently manages the
real ATM system. A lot of reliable information in the
physical world will be stored in the information
system. Once the system is attacked, it will not only
cause information leakage but also cause a large
number of actual parties to be utilized by attackers,
resulting in great damage to enterprises and society.
-e traditional information system storage model
adopts the centralized storage mode. Once the
central system is attacked, the whole system will face
the disaster of destruction.

(2) -e integration of multiple technologies has become
a challenge for the development of the ATM system.
Internet of things (IoT) is the data source, big data is
the basic resource, cloud computing is the infra-
structure, and artificial intelligence is the core al-
gorithm. Blockchain creates conditions for the
transformation of ATM business infrastructure and
operation mechanism. -e CPS is a comprehensive
technical system based on automatic data flow be-
tween information space and physical space, in-
cluding state perception, real-time analysis, scientific
decision-making, and accurate execution. -e
comprehensive application, cross support, and vir-
tuous iteration of cyclic evolution of these new
technologies will actively promote the development
of ATM intelligence.

3.2.&eFrameworkofATMChain. In the ATM system, there
is often a lack of corresponding encryption technology in the
key information delivery link, which makes data tampering
and privacy disclosure a major threat. -is article presents a
security framework to protect the rights and interests of all
participants in the information flow of the ATM system.-e
scheme is designed based on the HyperLedger Fabric of the
alliance blockchain architecture. In this paper, ATM is
separated into basic physical layer, information processing
layer, and information delivery layer. ATMChain framework
based on the principle of blockchain distributed architecture
is proposed to optimize the layout of ATM-CPS and enhance
the overall robustness of the system. Integrating blockchain
technology with ATM at all layers and establishing a robust
and dependable cyber system will significantly enhance the
information security of ATM and optimize the layout of the
information system.

3.2.1. System Model. -e system model diagram of the
ATM-CPS security framework implemented by alliance
blockchain technology is shown in Figure 3. -ree parties
are comprised in the system model: ATM user, ATM in-
formation processing entity, and ATM physical space entity.
-is paper adopts the PBFT [30] consensus mechanism
which is most commonly used in alliance blockchain net-
work. Since the consensus mechanism is not the focus of this
paper, it will not be described in detail. -eir functions are
described as follows:

ATMUser. It requests ATMmessage service, purchases
information resources, and pays relevant fees.
ATM Information Processing Entity. As a full node
operation in the ATMChain, it performs access control
and information authorization through smart contracts
[31]. It has the characteristics of intelligence and is the
main carrier for executing ATM services.
ATMPhysical Space Entity. It operates as a light node in
ATMChain and encapsulates the information and data
storage into the whole node. In addition, the node also
collects various requests from the upper information
processing entity.

3.2.2. System Framework. -is paper focuses on the “value
object” of “ATM information” and studies the ATMChain
system framework, from information collection to infor-
mation right confirmation and release, to information
transmission, sharing, and use, and finally to the value-
added feedback of information value. -e intelligent ATM-
CPS framework is constructed by tracing the records of the
whole life cycle of ATM information. -e ATMChain
contains three types of nodes. One is the light node re-
sponsible for information collection in the ATM physical
layer, and the other is the whole node that stores and
processes all information and blocks. -e third node is the
ATM user, and this type of node does not participate in the
task of block consensus and block storage. -erefore,
ATMChain architecture can be divided into three levels
[32–36].
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Firstly, as the bottom support of the whole ATMChain, the
CPS sensor physical layer equipment at the basic level not only
has the basic sensing, information storage, and transfer
functions of traditional CPS physical components but also
needs to have the functions of information standardization,
mutual data transmission information, and backup of trans-
mission records. Secondly, the whole node of the integration
level composed is based on the IoT that perceives the physical
world. -e nodes in this layer are not only required to achieve
deep aggregation and interoperability of the ATMChain base
layers, as well as the transfer of heterogeneous information, the
allocation of response, speed and frequency of information
query requests, but also to audit and authenticate the newly
accessed CPS clients in the base layers. In addition, it is its task
to unify information format or establish heterogeneous in-
formation transformation protocols, unify local scope linkage
protocols, maintain block information of this layer, and record
device linkage traces and so on. Finally, ATM users constitute
the application layer of ATMChain architecture.

-e ATMChain system scheme mainly includes six
steps: system initialization stage, ATM information collec-
tion and uplink stage, ATM information release and au-
thorization stage, ATM information sharing and use stage,
block generation stage, and system consensus stage. -e
operation view of ATMChain system is shown in Figure 4.
-e definitions of some symbols are given as shown in
Table 1. -e steps of the system are described as follows.

Step 1. System initialization stage: At this stage,
blockchain nodes will establish a blockchain-based
ATM information sharing framework through the
ECDSA signature algorithm and public key cryp-
tography system. ATM users register in the ATM-
Chain through KYC (know your customer)
mechanism and their real identity. Among them, the
user’s key pair, certificate, and wallet address are (pki,,
ski,, certi,, and WIDi), respectively. Certi can only use

the bound registration information to identify the
user. According to the ECDSA algorithm, this scheme
uses secure elliptic curve parameters, including curve
Ep (a, b) and base point G, then the Ui selects private
key ski, and uses G to calculate public key pki as shown
in the following formula:

ski � k(k< n)

pki � kG,
 (1)

Ui sends its wallet address WIDi to a third partner,
which generates (PKI, ski, certi, WIDi). When Ui runs
system initialization, the wallet address used is se-
lected from the nearest node account pool. After
selection, Ui needs to check the integrity of the wallet
and obtain the details. Among them, the account pool
stores all transaction records. In addition, the key pair
of ATM information processing node is (skB,
pkB)� (k’, k’G).

Step 2. ATM information collection and uplink stage:
At this stage, the light nodes in the ATM physical
space collect ATM data into the ATM information
processing entity through various sensors. Before
transmitting ATM information upward, these light
nodes should standardize their own physically per-
ceived data and realize consistent authentication by
means of digital signature.
Step 3. ATM information release and authorization
stage: -e processed ATM information is officially
released to the ATMChain with the signature of
publisherM. At this time, the specific content of ATM
information is encrypted. If you want to use ATM
information, you need to obtainM’s authorization. All
nodes back up and broadcast the published ATM
information to each other, so that a wider range of
ATM users can use it.

Airport

Satellite

ATS

Submit 
transaction

Distribution key
Broadcast information

Distribution key
Data query

ATM Network

ATM User

ATM information
processing entity

ATM physical
space entity

Aircra�

ANSP (Air navigation service provider)

Sensor data
collection

Figure 3: System model diagram of ATMChain.
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Step 4. ATM information sharing and use stage:At
this stage, ATM users interact with ATM information
processing node M by running a series of signature
algorithms to complete the authorization of ATM
information use. -e specific process is thatUi sends a
request for information authorization to nodes, and
then nodes broadcast the message to M. M needs to
provide timely feedback within a specified period of
time. After receiving the feedback, nodes match Ui’s
request authorization information withM to complete
the transaction.

Step 5. Block generation stage: Before running
ATMChain, the nodes participating in the block
consensus have been selected to join the system. In
order to accomplish the target of more “distributed,”
themore consensus nodes, the stronger the robustness
of the system. In particular, to ensure the authenticity
and accuracy of the information, the node will collect
all local transaction records and encrypt or sign them
at each specific time, packaging them to generate
ATM information transaction blocks. -ese trans-
action records construct new blocks that refer to the
hash value of the previous block, and they will be
stored in ATMChain in chronological order. Such a
process ensures the traceability of the whole life cycle
of ATM information transaction. At this point, the
block generation phase ends.

Step 6. System consensus stage: At this stage, the nodes
use the PBFTconsensus algorithm to reach consensus,
thus maintaining the reliable performance of the
system. At present, the consensus mechanisms
commonly used in alliance blockchain include Pool
verification-pool and Byzantine fault-tolerant algo-
rithm. -e former is based on traditional distributed
consistency technology and information verification
mechanism. It can realize second level consensus
verification and is suitable for multipartyMulti Center
Alliance blockchain. -e latter belongs to the state
machine Byzantine protocol, which reduces the
complexity of the algorithm from exponential level to
polynomial level. -e PBFT is a consensus algorithm
implemented and recommended by HyperLedger
Fabric. It adopts the scheme of “one node one vote” to
determine the accounting results, with good perfor-
mance. It is mainly used in alliance blockchain.

3.3. &e Information Sharing Algorithm. -e ATM infor-
mation sharing is a crucial step in the whole ATMChain.-e
specific process is shown as follows:

Step 1. -e Ui runs ECDSA.UserSign algorithm and
enters his key pair (ski, pki) and relevant parameters,
and then the algorithm will output the signature δi. -e
specific steps are as follows:
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Peer N
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Peer 1 

Ledger

Peer 2 

Ledger

Peer 3 
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Points
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Passenger
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Tracking
system

Flight
Information
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Figure 4: -e operation view of the ATMChain system.

Table 1: Symbol definition of ATMChain.

Symbol Definition
Ui -e ATM user of ATMChain
M -e ATM information processing entity
Pki/B, ski/B -e public and private keys of Ui or M
certi Certificate of identity
WIDi Wallet address of user with ID
Hash -e hash value of m
δi User’s signature in authorization information
t1, t2 -e time stamp
−1,0,1 Status of information transaction
M -e transaction information
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(a) Generate a random integer d (d< n and n is the
order of G), and calculate R and r according to the
following formula:

R(x, y) � dG,

r � xmodn.
 (2)

(b) -e coordinate values of point R (x, y) and ATM
information m are set as parameters, and the hash
value and s are calculated by formula (3) using the
hash function SHA256:

Hash � SHA256(m, x, y),

s � (Hash + rk)d
− 1modn.

 (3)

-e signature δi � (s, d), and x and Hash (m) should be
rounded up.
Step 2. Ui sends {certi, pki, δi,m} toM and generates the
information use authorization request by the following
formula:

reqi � certi, pki, δi . (4)

Step 3.M needs to verify the received information after
receiving the request. If certi exists or authentication
fails, the request is rejected. Of course, if certi does not
exist and the verification is successful, the request is
accepted. -e specific verification steps are shown in
the following formulas:

(a) First, calculate the following:

Hash � SHA256(m, x, y), (5)

u � s
− 1Hash(m)modn,

v � s
− 1

rmodn,

x′, y′(  � uG + vpki � uG + v(kG),

r′ � x′modn.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

x and Hash (m) should be rounded up.
(b) Verify according to the following formula:

?

r � r′
. (7)

If equation (7) is satisfied, the message can be accepted;
otherwise, it is invalid. After successful verification, M
will accept the request and store the data
(certi,pkB,pki,,1,0) in the local account pool; among
them, 1 represents the status of valid transaction and 0
represents the status of newly generated transaction
that have not been transferred. In addition, -1 repre-
sents the status of transaction awaiting transfer.
Step 4. M signs (enroll, cert,pkB,pki,t1) by running
ECDSA.MerchantSign algorithm (similar to ECD-
SA.UserSign algorithm) and using the private key skB,
where t1 represents the ATM information request time
and enroll represents the information of Ui. -en, the
(δi,request1) is sent to the blockchain. -e specific
signing steps are as follows.

According to formulas (8) and (9),M runs the algorithm
and signs m1:

R(x, y) � d1G,

r1 � xmodn,
 (8)

Hash1 � SHA256 m1, x, y( ,

s1 ≡ d
−1
1 Hash1 + kr1( (modn),

 (9)

where m1 � {enroll, certi, pkB, pki, t1} and x and Hash (m1)
should be rounded up. -e final signature is calculated as
δi � (s1, r1). -en, Ui, verifies the signature according to
equations (5)–(7).

4. Security Analysis and Simulation

-e ATM system is a security sensitive system, and its se-
curity objectives are consistent with those of other computer
information systems, such as information confidentiality,
integrity, availability, and traceability. Based on the research
results in the academic field, this paper describes the security
of ATM-CPS as security threat, system vulnerability, se-
curity attack, and security measures. Meanwhile, the security
concerns are decomposed into security mechanisms and
security objectives. Security measures refer to the measures
to build a secure and robust ATM by integrating security
mechanisms and security objectives. -e ATMChain
framework based on blockchain technology can be regarded
as ATM security measures. -erefore, this paper will analyse
the scheme from four dimensions: ATM information con-
fidentiality, ATM information integrity analysis, ATM in-
formation availability, and ATM information traceability.
Finally, the scheme is simply simulated from the perspective
of communication cost.

4.1. Information Confidentiality Analysis of ATM. -e first
thing to measure the security of an information system is to
ensure the confidentiality of information, and ATMChain is
no exception. Information confidentiality refers to hiding
information or resources. Confidentiality means that even if
unauthorized persons or organizations are aware of the
existence of information resources, they cannot obtain them.
ATMChain integrates the principle of blockchain with CPS
to give full play to the security mechanism of blockchain. In
the blockchain, the data between nodes are backed up
synchronously to ensure that the ATM participants entering
the system share information. At the same time, the in-
formation is encrypted by the encryption algorithm and
transmitted through asymmetric key pairs, which greatly
improves the information confidentiality in the process of
ATM information transmission.

4.2. Information Integrity Analysis of ATM. Information
integrity refers to the credibility of data or resources, which
is usually used to prevent improper modification of data or
unauthorized tampering of data. Loss of integrity means that
the information is subject to unauthorized tampering and
information loss. In ATMChain, M can prove the
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correctness of the signature of the authorized user and the
authorization to request ATM information through the
following formula.-erefore, whenM verifies successfully, it
indicates that the signature and the authorization infor-
mation are legal and correct. -en,M will accept the request
and store the information (certi, pkB, pki, 1, 0) in the local
account pool and continue to execute the next algorithm.
-e verification mechanism avoids the deceptive attack of
illegal nodes disguised as authorized nodes in central au-
thorization. In addition, after the data blocks are added to
the blockchain, each consensus node will also verify the
block data. Only the verified data blocks can be added to the
blockchain to guarantee the authenticity of the data. Last but
not least, the unique tamper proof characteristics of the
blockchain also greatly increase the stability of the data in the
block.

4.3. Information Availability Analysis of ATM.
Information availability refers to the ability to use the re-
quired information or resources. Loss of availability means
that access to or use of information or information systems is

blocked. Denial of service (DoS) is one of the most
threatening security attacks faced by the ATM system.
-erefore, the availability goal in ATMChain is to prevent
DoS attacks to ensure the availability of information.
Meanwhile, a remarkable feature of the ATM system is the
integration of time and space, so ensuring the real-time
operation is also an important aspect. Under the ATMChain
framework, the blockchain distributed architecture can re-
alize the interactive loop between the actual world and the
cyber world, which is different from the traditional single
centralized control, avoids the DoS attack of the attacker on
the system, and ensures the availability of information. In
ATMChain, the hysteresis caused by information percep-
tion, transmission, control, and optimization feedback is
also compensated by the full sharing advantage of infor-
mation to ensure real-time and field tracking.

4.4. Information Traceability Analysis of ATM.
Information traceability is an important information se-
curity goal in addition to confidentiality, integrity, and
availability. Information traceability means that information
can be tracked. In ATM, traceability means real-time
tracking of the operation of physical entities. When there is a
deviation in the operation state of the physical world, the
time and cause of the deviation can be accurately found. In
the ATMChain, each block includes two parts: block header
and block body. -e block header encapsulates the current
block header value, preblock header hash value, timestamp,
random number, and other ATM information. By encap-
sulating the hash value of the front block in each block, the
current block is connected with its front block to form a
chain structure. -e sequence of blocks in the blockchain is
confirmed by the time sequence stamped with time stamps,
and it is consistent with the historical sequence of time
stamps.-us, the blockchain structure with time sequence is
formed. -e data are arranged in chronological order to
ensure the historical traceability of the information. When
there is a deviation in the operation state of the actual entity,
the error information fed back to the ATM system can be
found according to the chronological order. Meanwhile, the
information in the basic layer CPS can be stored in the ATM
information processing layer, so the deviation can be traced
from the information processing layer.

4.5. Simulation. In terms of the communication cost of this
scheme, that is, the interaction time of the whole algorithm
during ATM information sharing, the main influencing
factors are the transaction confirmation time and the block
generation time. -e scheme runs experiments on a genuine
Intel computer device, using the programming language
Python, the operating system is windows 10, CPU 2.5GHz,
and running memory 16GB. We are concerned with the
time required for ATM information sharing transactions to
be confirmed and recorded on the blockchain. -ere are two
signatures in the transaction confirmation process, one for
Ui and one for M. -ere are also two signatures for
verification.
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In this paper, we first test the block generation time in
ATMchain to test its throughput. Each experiment ran-
domly generates a number of blocks (averaged as block
generation time), and each block contains 5 transactions. As
shown in Figure 5, under the condition that the number of
consensus nodes is constant, the block generation time is
independent of the frequency of initiated transactions, while
with the increase in the number of consensus nodes, the
block generation time also increases slightly, but all can meet
the actual deployment requirements. Second, the time for
transaction confirmation might be affected by the frequency
of transactions and the number of consensus nodes under
the condition that there are no errors in two message ver-
ifications. -e results show that only the number of con-
sensus nodes has an impact on the transaction confirmation
time (as in Figure 6). -erefore, the relationship between the
number of consensus nodes and the throughput needs to be
balanced to obtain the best system performance. Finally,
with a consensus node of 5, it can be estimated that the
process of a single information sharing transaction from
generating to recording on the blockchain takes about 1.82 s
in total, which can meet the actual demand.

5. Conclusion

-is paper presents a blockchain and CPS integration ar-
chitecture for the ATM system. -e purpose is to grasp the
CPS characteristics of the ATM system, integrate the ad-
vantages of blockchain technology, promote the research
and development, and improve the service processing ca-
pacity of existing ATM. In terms of ideas, firstly, after
summarizing and analyzing the characteristics and research
background, it leads to the benefits of the research thinking
of blockchain and CPS to the development of the ATM
system. -en, taking ATMChain security architecture as the
core, this paper details the research background, framework,
and key algorithm. Based on the traceability and nontamper
ability of blockchain in data storage and sharing, the secure
sharing of multiparty heterogeneous data in ATM envi-
ronment is designed. Finally, the security of ATMChain
framework is analysed from four dimensions, which are
confidentiality, integrity, availability, and traceability of
information security. -is paper provides a novel useful idea
for the construction, development, and research of the ATM
system.

In the following research, firstly, the degree of decen-
tralization of architecture design can still be further opti-
mized, and the distributed subsystem can be used for cluster
management. Secondly, it will be proposed to further op-
timize and refine the research design of ATMChain through
the research on the consensus mechanism and smart con-
tract of the blockchain. In addition, in terms of system
security and privacy, we can integrate zero knowledge proof,
homomorphic encryption, and other technologies with the
system to realize data encryption and identity concealment,
improve the privacy of the system, as well as the design of
multilevel identity authentication and access control
[37–39]. Finally, the concept of interaction and integration
of human, machine, environment, and management, which

has been emphasized in ATM system research, is still lacking
in ATMChain design, which is also the direction of future
efforts.
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In recent years, blockchain and machine-learning techniques have received increasing attention both in theoretical and practical
aspects. However, the applications of these techniques have many challenges, one of which is the privacy-preserving issue. In this
paper, we focus on, specifically, the privacy-preserving issue of imbalanced datasets, a commonly found problem in real-world
applications. Built based on the fully homomorphic encryption technique, this paper presents two new secure protocols, Privacy-
Preserving Synthetic Minority Oversampling Protocol (PPSMOS) and Borderline Privacy-Preserving Synthetic Minority
Oversampling Protocol (Borderline-PPSMOS). Our analysis reveals that PPSMOS is generally more efficient in performance than
Borderline-PPSMOS. However, Borderline-PPSMOS achieves a better TP rate and F-Value than PPSMOS.

1. Introduction

In the past few years, new information technology tech-
niques, such as blockchain [1–4] and machine-learning
[5–15], have been developing rapidly and used successfully
in various real-life applications. However, they still face a
critical challenge in the privacy-preserving issue. For ex-
ample, the openness of a blockchain system poses a serious
threat to the privacy and security of any user transactions.
&us, research for privacy-preserving techniques is be-
coming even more crucial.

Datasets in the wild come with a variety of problems. One
of the most common problems is the imbalanced issue of the
datasets. Imbalanced datasets issue arises in many real-world
sectors, such as disease detection [16], bankruptcy prediction
[17], fraud detection [18], etc. As the distribution of samples is
incorrect in imbalanced datasets, it may cause the classifi-
cation algorithms to produce inaccurate results and further
issues. An imbalanced dataset usually consists of a number of
classes, which falls into one of these two types: majority
classes, which has a bigger number of examples, and minority
classes, in which there are fewer examples. In this paper, we
consider the situation where there are only two classes in a
dataset, i.e., one majority class and one minority class.

&e existing solutions proposed to solve the imbalanced
dataset problem are categorized according to which level the
technique is solving the problem from, e.g., data level,
feature level, and machine-learning algorithm level. In this
paper, we focus on fixing the problems at the data level.
&ere are two known data level techniques, namely
undersampling and oversampling methods. &e under-
sampling method works by removing parts of the samples
from the majority class to balance the ratio of majority and
minority samples, whereas oversampling method balances
the majority and minority samples by generating new mi-
nority samples. In 1972, Wilson [19] proposed an under-
sampling method, in which a majority sample should be
deleted if all of its neighbors are minority samples. In 2020,
Wang et al. [20] proposed a novel entropy and confidence-
based undersampling boosting framework to solve imbal-
anced dataset issues, which could be applied to noniterating
algorithms such as decision trees.

Random oversampling of minority classes is the simplest
oversampling method. &rough sampling with replacement,
samples are continuously drawn from the minority class.
&is method, however, can easily lead to data overfitting. In
2002, Chawla et al. [21] proposed the Synthetic Minority
Oversampling Technique (SMOTE) algorithm, which is one
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of the best-known oversampling methods to date. &e al-
gorithm works by generating artificial data using boot-
strapping and the K-nearest neighbor algorithm. Further
improvising SMOTE algorithm, Han et al. [22] proposed
Borderline-SMOTE in 2005. &e algorithm focuses on
working on samples that are on the boundary of both
majority and minority classes. &e demonstration showed
that Borderline-SMOTE achieved a better TP rate and
F-Value than its predecessor. In 2008, Douzas et al. [23]
presented a simple and effective oversampling method based
on K-means clustering and SMOTE, which is able to
eliminate noise generation and effectively overcome im-
balances between and within classes. Furthermore, Li et al.
[24] presented three sampling approaches for imbalanced
learning in 2020. Unlike the previous solutions, their ap-
proaches considered a new class-imbalance metric, which
contains the differences of information contents between
classes, instead of the traditional imbalance ratio.

Although so many solutions have been proposed to solve
the imbalanced data sets problem, the privacy-preserving
issue has not been well resolved. To the best of our
knowledge, Hong et al. [25] proposed a secure collaborative
machine-learning solution in which they used secure mul-
tiparty computation to adjust the class weight for the im-
balanced dataset. &at is, the privacy-preserving issue of the
imbalanced dataset was tackled at the machine-learning
algorithm level. &e privacy-preserving solution in the
machine-learning level is specific. &at is, when we change
the machine-learning algorithm, a new privacy-preserving
solution to the imbalanced data set problem should be
proposed. By contrast, as the privacy-preserving solutions in
the data level solve the problem in the preprocessing stage,
the output of these solutions can be widely used as they are
independent of the machine-learning algorithms. So, in this
paper, we focus on the privacy-preserving issue of imbal-
anced data sets at the data level.

Despite the numerous solutions proposed to solve the
imbalanced data sets problems, there is almost none of them
attempted to resolve the privacy-preserving issue. To the best
of our knowledge, Hong et al. invented a secure collaborative
machine-learning solution, in which they used a secure
multiparty computation to adjust the class weight of the
imbalanced dataset. &ey tackled the privacy-preserving
issue of the imbalanced dataset on the machine-learning
algorithm level. &is solution, however, is sensitive to the
algorithm used for machine-learning, i.e., when the ma-
chine-learning algorithm is changed, a new privacy-pre-
serving solution must be proposed for the imbalanced
dataset problem. In contrast, as the privacy-preserving so-
lutions at the data level work by solving the problem in the
preprocessing stage, their output can be used widely, re-
gardless of the machine-learning algorithm adopted in the
system. Hence, in this paper, we focus on tackling the
privacy-preserving issue of imbalanced datasets on the data
level.

Currently, Secure Multiparty Computation (SMC) is one
of the most widely used techniques to tackle the privacy-
preserving issue. In SMC, multiple parties participate in the
game with their individual secure inputs and nobody knows

anything of each other’s inputs. When the game ends,
according to the game rules, some of the parties will obtain
the output. &e first SMC solution [26] to the millionaire
problem was first presented by Yao. Since then, SMC has
been developing rapidly. In 2017, Makri et al. [27] proposed
SPDZ, a private image classification with SVM using the
SMC framework. Mohassel et al. [28] presented a privacy-
preserving machine-learning framework, SecureML, in
which the privacy-preserving issue of the linear regression,
logistic regression, and neural network training using the
stochastic gradient descent method was considered.

In SMC, there are various underlying cryptographic
tools, such as garbled circuit, homomorphic encryption
scheme, oblivious transfer, and secret sharing scheme. In
this paper, we focus on handling the imbalanced dataset
problemwith the privacy-preserving two-party computation
using the homomorphic encryption scheme. Homomorphic
encryption is one of the most active research areas in the
field of cryptography. Homomorphic encryption was ini-
tially proposed by Rivest et al. [29] in 1978. In 1985, ElGamal
et al. [30] proposed a widely used multiplicatively homo-
morphic encryption scheme, known as ElGamal scheme. In
2001, Damgard et al. [31] promoted an additively homo-
morphic encryption scheme, named Paillier scheme. In
2009, Gentry [32] proposed a fully homomorphic encryption
scheme, a ground-breaking development to homomorphic
encryption study. Currently, the two most widely used fully
homomorphic encryption schemes are the BGV scheme [33]
by Brakerski et al. and BFV scheme [34] by Fan et al. In 2021,
Chen et al. [35] presented a dynamic multikey fully ho-
momorphic encryption scheme based on LWE assumption
in the public key setting.

1.1. Contributions. In this paper, we propose two novel
privacy-preserving oversampling protocols, namely
PPSMOS and Borderline-PPSMOS. Both PPSMOS and
Borderline-PPSMOS are aimed to solve the problem of the
imbalanced dataset while preserving the participants’ input
and output privacies. With the client and the service denoted
as Bob and Alice, respectively, the work in this paper can be
generally viewed as follows.

(1) PPSMOS: &is algorithm works in a distributed
architecture, where Bob inputs no examples at the
beginning of the protocol. All the examples, both
majority and minority, are provided by Alice. After
the protocol, Bob gets the synthetic minority ex-
ample while he learns nothing of Alice’s examples. At
the same time, Alice learns nothing of the output Bob
receives. PPSMOS shows to be a good solution with a
privacy-preserving manner for data balance prob-
lems encountered in the cold start phase of many
real-life applications.

(2) Borderline-PPSMOS: In this algorithm, at the start of
the protocol, Bob has some majority examples as his
input. Meanwhile, Alice has a number of minority
examples. After the protocol, Bob receives synthetic
minority examples, while he learns nothing of Alice’s
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minority examples, and Alice learns nothing of Bob’s
input and output.

(3) PPSMOS and Borderline-PPSMOS performance
analysis: Our analysis shows that PPSMOS generally
works more efficiently than Borderline-PPSMOS,
while Borderline-PPSMOS achieves a better TP rate
and F-Value than PPSMOS. We also found that
PPSMOS and Borderline-PPSMOS are both secure
in the semihonest model.

1.2. Roadmap of $is Paper. &e rest of this paper is orga-
nized as follows. In Section 2, we introduce the prelimi-
naries. We present the Privacy-Preserving Synthetic
Minority Oversampling (PPSMOS) protocol in Section 3
and Borderline-PPSMOS in Section 4. We compare and
analyse our protocols in Section 5. We, then, give our
concluding remarks in Section 6.

2. Preliminaries

2.1. Homomorphic Encryption. &e homomorphic en-
cryption scheme allows us to operate the ciphertext
directly. &e result obtained after the application of this
scheme is equivalent to the ciphertext obtained after
performing an operation on a plaintext. Homomorphic
encryption algorithms are divided into three categories:
additive homomorphism, multiplicative homomor-
phism, and full homomorphism. For our protocols, we
adopt the fully homomorphic encryption scheme. We
describe the fully homomorphic encryption algorithm as
follows.

We denote (pk, sk) as the system keys, where pk is the
public key and sk is the secret key. Furthermore, E(α) is the
encryption operation on the plaintext α and D(β) is the
decryption operation on the ciphertext β. &e fully ho-
momorphic encryption scheme follows the properties
below.

E(α) + E(c) � E(α + c),

E(α)∗E(c) � E(α∗ c).
(1)

2.2. Semihonest Model. &ere are two widely used adver-
sarial models in SMC, the semihonest model, and the
malicious model. In this work, we design our protocols in
the semihonest model.

In the semihonest model, there are two kinds of
participants, the honest participants and the semihonest
participants. &e honest participants follow the protocol
without doing any other activities. At the same time, the
semihonest participants followed the protocol and col-
lected the data they obtained during the process of the
protocol. After the protocol, they may want to infer in-
formation from the data they collected. A protocol is
secure in the semihonest model if the semihonest par-
ticipants get no valuable information from the data they
collected.

3. Privacy-Preserving Synthetic Minority
Oversampling Protocol

In this section, we present our Privacy-Preserving Synthetic
Minority Oversampling Protocol (PPSMOS) and analyze its
security aspect.

Suppose that Alice has the total dataset
P � p1, p2, . . . , ph 

T with pi � (p
(1)
i , p

(2)
i , . . . , p

(n)
i ) with

1≤ i≤ t. To simplify, Alice puts all the minority samples in
front of P. In other words, we denote the minority subclass
by Pmin � p1, p2, . . . , pm 

T where m is the number of the
minority samples. Both Alice and Bob wish to generate a
minority sample pnew based on P. After the protocol, Bob
gets the output pnew under the condition that Alice and Bob
cannot know any information about pnew and P,
respectively.

3.1. PPSMOS

3.1.1. Input. Alice inputs P � p1, p2, . . . , ph 
T, where pi �

(p
(1)
i , p

(2)
i , . . . , p

(n)
i ) and 1≤ i≤ h, with the first m elements

Pmin � p1, p2, . . . , pm 
T belonging to the minority class.

Bob inputs nothing.

3.1.2. Output. Bob obtains a newly synthesized minority
sample pnew while Alice gets nothing.

3.1.3. Preprocessing Stage

(1) Alice calls the key generation algorithm of the fully
homomorphic encryption system to generate the
system key (pk, sk).

(2) Alice computes the ciphertext E(P) as follows.

(i) E(P) � E(p1), E(p2), . . . , E(ph) 
T where

E(pi) � (E(p
(1)
i ), E(p

(2)
i ), . . . , E(p

(n)
i ))

(3) Alice constructs a matrix S that contains the indices
of the k-nearest neighbors of every element in Pmin,
i.e., every sij in S presents the index of the jth nearest
neighbor of pi in the minority class Pmin.

S �

s11 · · · s1k

⋮ ⋱ ⋮

sm1 · · · smk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (2)

(4) Alice discloses pk, E(P) and S on the network.
(5) Bob gets pk, E(P) and S published by Alice.

3.1.4. Processing Stage

(1) Bob generates two random integers, α and β, where
1≤ α≤m and 1≤ β≤ k.

(2) Bob generates two random numbers gap and noise
where 0< gap < 1. &en, using the public key pk and
the encryption algorithm E(∗), he computes the ci-
phertext E(gap) and E(noise).
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(3) Using both ciphertexts obtained in (2), Bob does the
following operation to produce X. &en he sends X

to Alice.

X � E(gap)∗ E psαβ
  − E pα(   + E pα(  ∗E(noise)

� E(gap)∗ E p
(1)
sαβ

  − E p
(1)
α   + E p

(1)
α  ∗E(noise)

E(gap)∗ E p
(2)
sαβ

  − E p
(2)
α   + E p

(2)
α  ∗E(noise)

· · ·

E(gap)∗ E p
(n)
sαβ

  − E p
(n)
α   + E p

(n)
α  ∗E(noise)

T

.

(3)

(4) Alice decrypts X using the secret key sk and obtains
D(X) � (c(1), c(2), . . . , c(n)) , before sending it to
Bob.

(5) Bob gets the final result pnew as follows.

pnew �
c

(1)

noise
,

c
(2)

noise
, . . . ,

c
(n)

noise
 . (4)

3.2. Security Analysis

Theorem 1. Under the assumption that the underlying fully
homomorphic encryption scheme is secure, PPSMOS securely
generates the minority samples in the semihonest model.

Proof. First, we analyse the situation where Alice is cor-
rupted. In PPSMOS, Alice receives X from Bob. Using the
secret key, Alice is able to recover the plaintext:

D(X) � c
(1)

, c
(2)

, . . . , c
(n)

  � gap∗ psαβ
− pα  + pα ∗ noise.

(5)

As α, β, and gap are random numbers, Alice does not
have the ability to infer the matchup between D(X) and its
samples. Furthermore, since D(X) are confused by the
random number noise, Alice has no way of knowing Bob’s
newly generated point pnew. Hence, even if Alice is cor-
rupted, Bob’s output is isolated from Alice and, thus,
secure.

Next, we analyze the case that Bob is corrupted. In the
preprocessing stage, Bob gets the ciphertext E(P) and a
matrix S, which are both disclosed by Alice. As the un-
derlying homomorphic encryption scheme is secure in the
semihonest model, Bob will not be able to infer any in-
formation regarding Alice’s private input from E(P). As S

presents the index of the jth nearest neighbor of pi in the
minority class Pmin, Bob is unable to get any information of
the specific point of P through S. &erefore, even if Bob is
corrupted, Alice’s private information is still secure and
undisclosed from Bob.

&us, we can deduct that that &eorem 1 holds. □

4. Borderline Privacy-Preserving Synthetic
Minority Oversampling Protocol

In this section, we present our Borderline Privacy-Pre-
serving Synthetic Minority Oversampling Protocol (Bor-
derline-PPSMOS) and analyze its security aspect.

Suppose that Alice has a minority class
P � p1, p2, . . . , pm 

T, where pi � (p
(1)
i , p

(2)
i , . . . , p

(n)
i ). Bob

has a majority class Q � q1, q2, . . . , qt 
T, where

qi � (q
(1)
i , q

(2)
i , . . . , q

(n)
i ). Both Alice and Bob wish to gen-

erate a minority sample pnew based on P and Q. After the
protocol, Bob gets the output pnew. Meanwhile, Alice cannot
know any information about pnew and Q, and Bob cannot
know any information about P.

4.1. Borderline-PPSMOS

4.1.1. Input. Alice inputs P � p1, p2, . . . , pm 
T where

pi � (p
(1)
i , p

(2)
i , . . . , p

(n)
i ). Bob inputs Q � q1, q2, . . . , qt 

T

where qi � (q
(1)
i , q

(2)
i , . . . , q

(n)
i ).

4.1.2. Output. Alice gets nothing. Bob obtains a newly
synthesized minority sample pnew.

4.1.3. Preprocessing Stage

(1) Alice generates the key s(pk, sk) of the fully ho-
momorphic encryption system.

(2) Alice computes the ciphertext E(P) as follows.

(i) E(P) � E(p1), E(p2), . . . , E(pm) 
T where

E(pi) � (E(p
(1)
i ), E(p

(2)
i ), . . . , E(p

(n)
i ))

(3) Alice constructs a matrix D, where dij in D repre-
sents the square power of the Euclidean distance
between the point pi and its jth-nearest neighbors.

D �

d11 · · · d1k

⋮ ⋱ ⋮

dm1 · · · dmk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (6)

(4) Alice encrypts every element in D and obtains E(D).
(5) Alice discloses pk, E(P) and E(D) on the network.
(6) Bob gets pk, E(P) and E(D) which were published

by Alice.

4.1.4. Processing Stage

(1) Bob computes E(Q) using pk and the encryption
algorithm E(∗).

(i) E(Q) � E(q1), E (q2), . . . , E(qt)}
T, where

E(qi) � (E(q
(1)
i ), E (q

(2)
i ), . . . , E(q(n)))

(2) For every element pi in P, Bob calculates the ci-
phertext of the square power of the Euclidean
distance between the pi and the elements in Q.
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E(V) �

E v11(  · · · E v1t( 

⋮ ⋱ ⋮

E vm1(  · · · E vmt( 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (7)

(i) where E(vij) � (E(p
(1)
i ) − E(q

(1)
j ))2 + (E(p

(2)
i )

−E(q
(2)
j ))2 + · · · + (E(p

(n)
i ) − E(q

(n)
j ))2

(3) Bob generates m random numbers σ1, σ2, . . . , σm.
&en, he obtains the ciphertext
E(σ1), E(σ2), . . . , E(σm), using the public key pk
and the encryption algorithm E(∗).

(4) Bob connects E(V) to the encryption matrix E(D)

to form a new matrix E(G).

E(G) �

E d11(  + E σ1(  · · · E d1k(  + E σ1(  E v11(  + E σ1(  · · · E v1t(  + E σ1( 

⋮ ⋱ ⋮ ⋮ ⋱ ⋮

E dm1(  + E σm(  · · · E dmk(  + E σm(  E vm1(  + E σm(  · · · E vmt(  + E σm( 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (8)

(5) Bob performs row and column confusion on E(G)

to obtain the confused matrix E(G′). &en he sends
E(G′) to Alice.

(6) Alice receives E(G′) and decrypts it with the private
key sk to obtain the matrix G′.

G′ �

g11 g12 · · · g1(n+t)

⋮ ⋮ ⋱ ⋮

gm1 gm2 · · · gm(n+t)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (9)

(7) For every row in G′, Alice computes the k-smallest
value and denotes the position of these elements in
the matrix R. &en, Alice sends R to Bob.

R �

r11 · · · r1k

⋮ ⋱ ⋮

rm1 · · · rmk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (10)

(8) Bob performs the inverse obfuscation on matrix R

to get matrix B.

B �

b11 · · · b1k

⋮ ⋱ ⋮

bm1 · · · bmk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (11)

(9) For the ith row in B, where 1≤ i≤ k, Bob counts the
number cnti of the elements smaller than k + 1.
Similar to that in Borderline-SMOTE, we call the
point pi ∈ Danger, if (k/2)≤ cnti < k.

(10) Bob randomly selects a point pi from the class
Danger and randomly selects an element bix, which
is greater than k from the ith row of B.

(11) Bob generates two random numbers, gap and noise,
where 0< gap< 1. Next, he generates the ciphertext
E(gap) and E(noise) by using the public key pk and
the encryption algorithm E(∗).

(12) Bob performs an operation using the ciphertext
E(gap) and E(noise) to obtain X as follows. &en
he sends X to Alice.

X � E(gap)∗ E qbix
  − E pi(   + E pi(  ∗E(noise)

� E(gap)∗ E q
(1)
bix

  − E p
(1)
i   + E p

(1)
i  ∗E(noise)

E(gap)∗ E q
(2)
bix

  − E p
2
i   + E p

2
i  ∗E(noise), . . . ,

E(gap)∗ E q
n
bix

  − E p
n
i(   + E p

n
i(  ∗E(noise)

T
.

(12)

(13) Alice decrypts X using the secret key sk and obtains
D(X) � (c(1), c(2), . . . , c(n)). She then proceeds to
send D(X) to Bob.

(14) Bob gets the final result pnew as follows.

pnew �
c

(1)

noise
,

c
(2)

noise
, . . . ,

c
(n)

noise
 . (13)

4.2. Security Analysis

Theorem 2. Under the assumption that the underlying fully
homomorphic encryption scheme is secure, Borderline-
PPSMOS securely generates the minority sample in the
semihonest model.

Proof. First, we analyse the situation where Alice is
corrupted. In Borderline-PPSMOS, Alice receives E(G′)
from Bob. Alice is able to recover the plaintext using the
private key. However, since Bob obtained E(G′) by ap-
plying row and column confusion operation on E(G),
Alice will not be able to infer the true rank order of E(G).
Furthermore, as E(G′) is confused by using
E(σ1), E(σ2), . . . , E(σm), where σ1, σ2, . . . , σm are random
numbers, Alice will not be able to know the information
of set Q owned by Bob.

Also, when Alice receives X from Bob, she can recover
the plaintext:

D(X) � c
(1)

, c
(2)

, . . . , c
(n)

 

� gap∗ qbix
− pi  + pi ∗noise.

(14)
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However, as i, x and gap are random numbers, Alice
does not have the ability to infer the matchup between D(X)

and its samples. In addition, as D(X) is confused by the
random number noise, Alice has no way of knowing Bob’s
newly generated point pnew. Hence, even if Alice is cor-
rupted, Bob’s input and output are totally isolated fromAlice
and still secure.

Next, we analyze the case where Bob is corrupted. In the
preprocessing stage, Bob gets the ciphertext E(P), E(D) and
public key pk. As the underlying homomorphic encryption
scheme is secure in the semihonest model, Bob is unable to

infer any information regarding Alice’ private input from
E(P) and E(D). In the processing stage, Alice computes the
k-smallest value and denotes the position of these elements
in matrix R. During this step, Alice only sends the location
index to Bob, which does not reveal any information of
Alice’s input. Next, Bob gets D(X) � (c(1), c(2), . . . , c(n))

from Alice. Similarly, as the homomorphic encryption
scheme is secure in the semihonest model, Bob cannot infer
pi from gap∗ (qbix

− pi) + pi. &us, even if Bob is corrupted,
Alice’s private information is still secure and undisclosed
from Bob.

Table 1: Performance analysis of PPSMOS and Borderline-PPSMOS.

Protocol
Preprocessing stage Processing stage

Computational
complexity Communication complexity Computational complexity Communication complexity

PPSMOS hn hn 5n+ 2 n
Borderline-
PPSMOS mn + mk tn + mk (m + mt + 2t + 3)n + 4mk + 2mt + m + 2 m(k + t) + n
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Figure 1: Computational Complexity (left) and Communication Complexity (right) of PPSMOS and Borderline-PPSMOS by varying n

when m � 100, t � 50, k � 5.
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Figure 2: Computational Complexity (left) and Communication Complexity (right) of PPSMOS and Borderline-PPSMOS by varying k

when m � 100, t � 50, n � 25.
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&erefore, we can deduce that Borderline-PPSMOS is
secure in the semihonest model, under the fully homo-
morphic encryption scheme, i.e., &eorem 2 holds. □

5. Performance Analysis

In this section, we present the performance analysis of both
PPSMOS and Borderline-PPSMOS. On the efficiency
analysis, we look at computational complexity and com-
munication complexity. Given that h is the size of Alice’s
input in PPSMOS, n is the feature size, t is the size of the
majority class, m is the size of the minority class, and k is a
parameter, we analyze the protocols’ performances as
follows.

First, we analyze the performance of PPSMOS. During
the preprocessing stage, Alice performs the encryption
operation for hn times while Bob gets hn ciphertexts. Fur-
thermore, in the processing stage, Bob performs encryption
operation 2 times and 2n times for each homomorphic
additive operation and homomorphic multiplicative

operation. Alice, then, performs decryption operations for n

times. Bob sends n ciphertexts to Alice.
Secondly, we analyze the efficiency of Borderline-

PPSMOS. In the preprocessing stage, Alice performs the
encryption operations for mn + mk times, while Bob gets
tn + mk ciphertexts. Next, in the processing stage, Bob
performs encryption operation for tn + m + 2 times, ho-
momorphic additive operation for mtn + (t + k)m + 2n

times, and homomorphic multiplicative operation for mtn +

2n times. Alice performs decryption operations for m(k +

t) + n times. Finally, Bob transferred m(k + t) + n cipher-
texts to Alice.

We summarise the computational complexity and
communication complexity of both protocols below in
Table 1.

We visualize the operational efficiency of both PPSMOS
and Borderline-PPSMOS during the processing stage by
instantiating the parameters, as shown below in Figures 1–4.

From these figures, we can conclude the following: (1) the
computational complexity and communication complexity of
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Figure 3: Computational Complexity (left) and Communication Complexity (right) of PPSMOS and Borderline-PPSMOS by varying m

when n � 25, t � 50, k � 5.
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Figure 4: Computational Complexity (left) and Communication Complexity (right) of PPSMOS and Borderline-PPSMOS for the cost by
varying t when m � 100, n � 25, k � 5.
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PPSMOS are lower than those of Borderline-PPSMOS; (2) the
computational complexity and communication complexity of
PPSMOS depend only on the feature size n; (3) the com-
putational complexity and communication complexity of
Borderline-PPSMOS depend on almost all of the parameters,
i.e., n, t, m and k; (4) Borderline Synthetic Minority Over-
sampling Protocol achieves better TP rate and F-Value than
Synthetic Minority Oversampling Protocol [22]. Further-
more, as our privacy-preserving schemes do not affect the TP
rate and F-Value of the underlying Minority Oversampling
protocol, we can further deduct that Borderline-PPSMOS
achieves a better TP rate and F-Value than PPSMOS.

6. Conclusion

In this paper, we propose two novel privacy-preserving
oversampling protocols, PPSMOS and Borderline-PPSMOS,
that are aimed to address the imbalanced dataset issue while
preserving the privacy of the participants’ input and output.

PPSMOS works in a manner where the client inputs no
majority examples, as opposed to Borderline-PPSMOS,
where the client has some majority examples. Both PPSMOS
and Borderline-PPSMOS are secure in the semihonest
model. &is means that both methods are suitable for the
preprocessing stage of machine-learning and applicable to
any cases where synthesizing minority examples in a pri-
vacy-preserving manner is needed. Our results show that
PPSMOS is more efficient than Borderline-PPSMOS in
general, while Borderline-PPSMOS achieves better TP rate
and F-Value than PPSMOS.

While doing our work in the semihonest model and
through our analysis, we found that our protocols are unable
to resist malicious attacks, and their efficiency needs im-
provements. As future work, we will continue improving our
research on these two aspects, as well as focusing on de-
signing better privacy-preserving protocols that are to be
used in the preprocessing stage of machine-learning.
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Human Activity Recognition (HAR) enables computer systems to assist users with their tasks and improve their quality of life in
rehabilitation, daily life tracking, fitness, and cognitive disorder therapy. It is a hot topic in the field of machine learning, and HAR
is gaining more attention among researchers due to its unique societal and economic advantages. -is paper focuses on a
collaborative computation scenario where a group of participants will securely and collaboratively train an accurate HAR model.
-e training process requires collecting a massive number of personal activity features and labels, which raises privacy problems.
We decentralize the training process locally to each client in order to ensure the privacy of training data. Furthermore, we use an
advanced secure aggregation algorithm to ensure that malicious participants cannot extract private information from the updated
parameters even during the aggregation phase. Edge computing nodes have been introduced into our system to address the
problem of data generation devices’ insufficient computing power. We replace the traditional central server with smart contract to
make the systemmore robust and secure. We achieve the verifiability of the packaged nodes using the publicly auditability feature
of blockchain. According to the experimental data, the accuracy of the HAR model trained by our proposed framework reaches
93.24%, which meets the applicability requirements. -e use of secure multiparty computation techniques unavoidably increases
training time, and experimental results show that a round of iterations takes 36.4 seconds to execute, which is still acceptable.

1. Introduction

Human Activity Recognition (HAR) is a machine learning
task to identify human activities through images, videos, or
sensor data generated by smart wearable devices. HAR has a
wide range of applications today, such as monitoring the
health of individuals by recognizing their activities, or it can
be used in public places such as plazas and train stations to
identify unusual acts of terror in order to give an advance
warning [1].

However, when using this type of data, companies or
data owners often face a number of issues:

(1 )Data owners are reluctant to reveal their informa-
tion, whether directly or by computational inference

(2) -emassive amount of data generated by IoTdevices
poses a huge challenge to the storage and processing
capacity of central servers

(3) -e network bandwidth cannot handle such an order
of magnitude of data transfer

(4) -e node performing the computation can be
hijacked or corrupted by adversaries to perform
incorrect computation operations

To address the above-mentioned issues, researchers have
conducted many explorations. In order to protect privacy
and save bandwidth, federated learning is proposed [2].
Federated learning enables us to keep model training pro-
cedure on local devices without transmitting data to central
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server. At present, federated learning has a mature ap-
plication in the industrial field [3]. However, with in-
depth research, it is found that there are still some
problems in federated learning. For example, although
federated learning only transmits model update param-
eters, the updated parameters will still disclose sensitive
information to the third party or the central server [4, 5].
Commonly used methods, including secure multiparty
computation and differential privacy, aim to resist privacy
disclosure in the learning process[4, 6]. However, these
approaches are often accompanied by a loss of model
efficiency or an increase in training time. Blockchain also
has many studies that combine it with federated learning
due to its decentralized nature. Kumar et al. use block-
chain to first validate the data and then use federated
learning to train a deep learning model globally to im-
prove recognition rates against CT images of COVID-19
patients [7]. Qi et al. use a blockchain-based federated
learning framework for predicting traffic flow, the model
will be verified by miners, the noise will be added to the
model to enhance privacy safeguards, and the scheme can
effectively prevent poisoning attacks, but there will be
some sacrifice in model effectiveness [8]. Edge computing
is also commonly used in cutting-edge research in ma-
chine learning, where the use of edge nodes to offload
computational and storage tasks from a central server can
effectively improve training efficiency. Khelifi et al. ex-
plored the applicability of deep learning models (i.e.,
convolutional neural networks, recurrent neural net-
works, and augmented learning) with IoT devices. -e
study sought to assess the future trends of deep learning
plus edge computing in the future. -e study points out
that convolutional neural models can be used in the IoT
domain and that reliable machine learning models can be
trained even with data from complex environments [9].
Secure multiparty computing often plays an important role
in this as well. Sangaiah et al. proposed an approach using
edge computing plus machine learning to protect the
confidentiality of certain location-based services. -e ap-
proach uses Hidden Markov Models by combining decision
trees and k-means algorithms. -e benefits of the mobile
edge service strategy are location confidentiality and low
latency. Both network and computing services are located
near the user as a way to achieve lower latency [10, 11].

In this paper, we adopt the idea of federated learning,
where users train models locally and optimize the model
jointly by uploading parameters instead of uploading data to
a central server [2]. We also use a secure aggregation al-
gorithm to eliminate the possibility of the server inferring
information via gradients [12, 13]. Furthermore, we consider
edge computing and blockchain in our framework. To be
specific, we replace the traditional central server with a
blockchain.-e properties of blockchainmake our proposed
framework possess a series of security features such as
transparency, auditable, and tamper-proof [14]. Edge nodes
are introduced in our scheme to relieve the computational
pressure and bandwidth pressure on the system [15]. -e
specific framework structure and the implementation will be
presented in Section 3.

In general, our contributions can be summarized as
follows:

(1) We consider federated learning and edge computing
scenario to keep private data local instead of being
uploaded to the central server, which helps to protect
users’ privacy. By doing so, we also achieved alle-
viating the load of the central server, making the
computation tasks be processed faster.

(2) We implement an advanced secure aggregation al-
gorithm that aggregates exactly the results we want,
the same as the computed result under plaintext.
Also, the whole aggregation and transmission pro-
cess is in the form of shares, which ensures that the
adversary cannot steal information by observing
these intermediate shares.

(3) We deploy smart contracts to replace the traditional
central server, avoiding the occurrence of a single
point failure of the central server. Moreover, the
public auditability feature of blockchain also allows
other nodes to verify the aggregation results, thus
preventing dishonest behaviors of aggregation
nodes.

2. Preliminaries

In this section, we briefly introduce basic tools and corre-
sponding techniques needed in this paper.

2.1. Edge Computing. Edge computing is a distributed
computing architecture that refers to distributing compu-
tation and storage tasks to edge nodes that are logically
closer to users and data sources for processing. -is ar-
chitecture can effectively reduce network latency caused by
data transmission, significantly improve the response time of
network services, and enhance data security for a better user
experience.

In the 1990s, to improve network quality, a research
group at MITproposed CDN (Content Delivery Network) to
enable network sites close to users to acquire and cache
network content and reduce the footprint on users’
broadband. -is architecture is widely used in various In-
ternet scenarios [15]. On the other hand, cloud computing
was created to cope with the increasing amount of data and
computing. -e rapid growth and evolution of cloud
computing have led to dramatic changes in the way society
works and business models [16], but along with devel-
opment, cloud computing has also revealed many
drawbacks. For example, the increasing volume of com-
putation and data not only increases the computational
burden on servers but also increases the bandwidth
burden on cloud computing centers. -is may prolong
data processing time and reduce data processing speed
and transmission speed. -is is fatal for applications such
as the Internet of -ings, which has a huge amount of data
and is latency-sensitive [17].

Edge computing can be seen as a combination of CDN
and cloud computing. Due to the advancement of
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technology, the performance of devices as edge nodes is also
improving, which enables the tasks of edge nodes to be no
longer limited to storage but also includes data processing
and computing operations such as machine learning. With
the development of IoT, edge computing is widely used to
process IoT data, which makes edge computing technology
have a broader development prospect.-e usual architecture
of edge computing is shown in Figure 1.

2.2. Secret Sharing. Secret sharing refers to schemes for
distributing a secret among a group of participants,
each of whom is allocated a share of the secret. -e secret
can be reconstructed only when a sufficient number of
shares are combined. Individual shares are of no use on
their own. In this paper, we use Shamir’s Secret Sharing,
which is formulated by Adi Shamir [12]. Shamir’s
Secret Sharing is an ideal and perfect (t, n)-threshold
scheme. In such a scheme, the aim is to divide a secret s

into n pieces of data s1, . . . , sn (known as shares) in such a
way that

(1) Knowledge of any t or more si pieces makes s easily
computable. -at is, the complete secret s can be
reconstructed from any combination of t pieces of
data

(2) Knowledge of any t − 1 or fewer si pieces leaves s

completely undetermined, in the sense that the
possible values for s seem as likely as with knowledge
of 0 pieces. -e secret s cannot be reconstructed with
fewer than t pieces.

2.3. Federated Learning. Federated learning is a distributed
machine learning framework proposed by Google that al-
lows multiple users to collaborate on training a global model
while maintaining user’s privacy, as shown in Figure 2[18].
In recent years, various countries have established legal
restrictions to preserve the privacy of personal information,
which makes direct access to user data for machine learning
training impossible. Google proposes federated learning,
which trains data locally rather than uploading data to a
traditional central server to address this issue. -is dis-
tributed architecture ensures the confidentiality of user data
while also optimizing the usage of computing resources on
local devices. -e central server is only responsible for the
coordination, which decreases the server’s processing load.
However, some issues must be addressed before federated
learning can be used in practice, such as communication
issues with a large number of participating devices and
system compatibility issues caused by the diversity of par-
ticipating devices [19]. However, with the increased em-
phasis on privacy protection, federated learning has become
a very promising technology [20].

Definition 1 (federated learning).
Federated learning refers to training a global model

using data stored in millions of remote devices, a task that
can be represented by the following objective function:

minF(w), whereF(w) ≔ 
m

n�1
pkFk(w), (1)

where m represents the total number of devices, Fk is the
local objective function of the k-th device, pk is defined as
the influence weight of the corresponding device, pk has the
following properties, pk ≥ 0, and 

m
k�1 pk � 1.

2.4. Smart Contract. For the first time, Nick Szabo proposed
the concept of smart contract in 1995 [21]. Smart contracts
are a set of digital contracts that are automatically executed
between committed parties. Smart contract is more secure
and has lower transaction costs than regular contract.
However, due to technological limitations, smart contract
could not be executed until the practical implementation of
blockchain technology. Blockchain is built on mutually
trusted nodes, allowing us fairly and securely to run con-
tracts. -ere are numerous stable and well-known appli-
cations, such as Ether on the public chain and Fabric and
Quorum on the nonpublic chain. Smart contract can be
developed to extend the functionalities of blockchain beyond
digital currency such as Bitcoin, allowing it to be widely used
in banking, copyright, and many other industries. However,
there are still issues in smart contract that must be addressed,
such as unusual programming languages and a lack of
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Figure 1: Edge computing.
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debugging tools, which pose security concerns to smart
contract [22].

3. Assumptions and Threats

Our framework is an open machine learning system that
allows each node to join or depart at any time. We assume
that all nodes want in order to collaborate to train a machine
learning model but do not want their data to be utilized or
observed by others.

3.1. Design Assumptions

3.1.1. System Topology. We assume that the edge nodes are
smart hardware in the home with enough processing power
for local training, such as smart gateways, smart routers, or
personal computers. Each edge node connects all of the smart
devices in the home (e.g., camera, smartphone, and smart-
watch). We anticipate that no malicious attacks will be ini-
tiated among familymembers.-us, we can transmit plaintext
between smart devices and edge node without considering
encryption.We assume that each edge node can communicate
with a subset of other edge nodes, allowing messages to be
broadcast from any edge node to all edge nodes.

3.1.2. Machine Learning. We assume that the Genesis Block
propagates all training information to all edge nodes. -e
initial model, hyperparameters, optimization strategies, and
learning objectives are all part of this. -e edge nodes want
to keep the local dataset private during the training phase.
We use stochastic gradient descent (SGD) as the optimi-
zation algorithm in the local training phase. SGD is a
universal optimization technique that may be used to train a
wide range of models, including deep neural networks [23].

3.2. 3reats. We analyzed possible threats during the
training process as follows:

(1) Users’ data can be maliciously analyzed and abused.
We must prevent exposing users’ plaintext data

(2) An adversary can deduce user information by seeing
updates. User updates should not be directly observed

(3) Corrupted edge nodes may perform incorrect cal-
culations and submit invalid global models

When data need to be stored on a cloud server, encryption
of the data is often an option to prevent the cloud server from
stealing the data. However, we assume that an edge node is
only responsible for collecting and processing information
from family members. -erefore, we do not consider en-
cryption between smart devices and edge devices.

4. Framework Design

4.1. Framework Overview. Our proposed framework’s main
goals are as follows:

(1) Data owners collaborate to train an efficient Human
Activity Recognition model

(2) Accelerate the training process by introducing edge
computing architecture

(3) Prevent leakage of user information during the ag-
gregation phase by using secure aggregation
algorithms

(4) Use blockchain public verifiability and tamper-evi-
dent to oversee the behavior of packaged nodes

Each node on the blockchain network collects data
generated by the smart devices. Each block includes the
information generated after one iteration round. Figure 3
shows the process of one iteration.

(1) Preparation. Smart devices collect data on human
behaviors using built-in sensors. When certain cri-
teria are satisfied (power and network connection, no
other tasks, and sufficient data), smart devices will
transmit this data to the associated edge node. Before
training begins, all edge nodes on this blockchain
network receive an initial random global model from
the Genesis Block, used for the first update. -is
process is shown in Steps 1, 2, and 3 of Figure 3.

(2) Local Training. A local model is calculated using the
latest global model and local data. -is is Step 4 of
Figure 3.

(3) Model Aggregation. With the secret sharing algo-
rithm, each node divides its update into n secret
shares (n specifies the number of edge nodes in the
distributed ledger) and distributes them to other
nodes (Step 5). Step 6 requires all nodes to ag-
gregate the shares they receive and then broadcast
the results in Step 7. -e first node that receives
enough results will reconstruct the global model
(Step 8).

(4) Submit Block. Finally, the first node to reconstruct
the global model will combine the essential data into
a new block and upload this block to the blockchain
(Step 9).

4.2. Preparation for Training. Steps 1, 2, and 3 in Figure 3
represent the preparation phase. In this phase, we mainly
focus on data collection, data transmission, and creating and
distributing Genesis Block.

First, the smart device will collect information about
people’s activities. When certain conditions are met (e.g., the
volume of data is sufficient; power and network are con-
nected), the smart devices will send the data to the associated
edge node.

-e initial training information will be added to the
Genesis Block. We anticipate that a trusted institution will
generate the Genesis Block and broadcast it to all edge nodes
to begin the training process. -e trusted institution is only
trusted at this phase, and it will not be involved in the
following training process. -e Genesis Block provides the
model’s initial state w0 and the predicted number of iter-
ations T. -ere are also public keys PK for each user i used to
generate the commitment to each node’s update (detailed in
Section 4.5).
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4.3. Local Training. In the t − th iteration, the global model
wt is downloaded locally from the blockchain by each edge
node. Each node has nk samples, where k is the index of the
node. nk varies among nodes depending on the number of
local smart devices and the amount of people’s activities on
that day. Each edge node computes a local gradient gk on the
current model wt using its local data nk. For a given learning
rate ε, the local model wk

t+1 is given by

wt − εgk⟶ w
k
t+1. (2)

-e hyperparameters required for the computation
process, such as the learning rate ε and the client training
batch size Bt, are specified by the Genesis Block.

4.4. Aggregation Protocol. Edge nodes use a secret sharing
approach to broadcast their local updates to other nodes in
the blockchain network. For the following step of verifica-
tion, they also broadcast the commitment COMM(Δwi)sign
of their update simultaneously, which carries their signature
so that others cannot forge it. -e entire aggregation process
is described in the following.

-e optimization algorithm in our proposed framework
is stochastic gradient descent (SGD). Each node computes
updates using the latest global model downloaded from
blockchain and local data, and all updates are aggregated
into a new global model. In the i − th iteration, the following
equation is used to update the model parameter w:

wt+1 � wt − ηt λwt +
1
b



xi,yi)∈Bt( )

Δl wt, xi, yi( ⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (3)

ηt is the learning rate, λ denotes the regularization pa-
rameter, which is used to prevent overfitting, Bt denotes the
batch of one training sample of size b, and Δl denotes the
gradient of the loss function.

-e aggregation protocol requires all edge nodes to
collaborate in order to aggregate their local updates into a
new global model, and this protocol uses secret sharing to
ensure that each node’s private data and model updates
cannot be seen or inferred by any node other than itself.
Algorithm 1 shows the secure aggregation algorithm.

Assume that m edge nodes representing m families
collaborate to train a model, and the update i.update for each
node i will be encoded as a d-polynomial. -is polynomial

will be divided into n secret shares (n � 2∗ (d + 1)). -ese n

shares are distributed equally among allm nodes, and it takes
(d + 1) shares to reconstruct this model, indicating that at
least m/2 nodes must collaborate to obtain the private data of
a specific node. Each edge node i that accumulates enough
shares (usually aminimumnumber u) aggregates those shares
and then broadcasts the aggregation result[i] to all nodes
once again. After receiving the aggregated d + 1 shares from
at least half of the nodes, a node can reconstruct the sum of all
local node updates 

u
i�1 Δwj. Eventually, the aggregated re-

sults of all nodes 
u
i�1 Δwj, the latest global model wt, and all

update commitments will be stored in a new block.

4.5. Block Structure. Each block contains a hash pointing to
the previous block in order to link to it. Furthermore,
malicious edge nodes may perform the aggregation process
incorrectly to damage the model. Each block should include
a new global model wt as well as the aggregation results of all
node updates uΔw to validate the edge node aggregation
procedure. -is allows us to test whether the global model is
correctly generated by

wt � wt−1 +
1
u
∗ 

u

Δw⎛⎝ ⎞⎠. (4)

Figure 4 shows the blockchain structure that we
designed. To ensure that the aggregated results are generated
from each node’s local update, we keep each node’s com-
mitment to their submitted updates in the block as well.-en,
the homomorphic nature of the commitment allows us to
check if the edge node honestly aggregated the model [24].

COMM Δwi  � 
i

COMM Δwi( . (5)

5. Experiment

We use virtual machines to simulate PCs capable of col-
lecting personal data from smartphones and training local
models using the Long Short-Term Memory (LSTM) al-
gorithm. We used three virtual machines for deep learning
training, each with 4GB of RAM and a GTX2080TI GPU.
Figure 5 shows the training effect of our proposed frame-
work compared to the training effect of the algorithm using
differential privacy. Differential privacy is another prom-
inent strategy in federated learning for protecting personal
information. However, using differential privacy often re-
sults in decreased accuracy. -e results show that our model
meets the usability requirement and outperforms the model
using differential privacy.

In addition, as shown in Figure 6, we tested the running
duration of each component. Because the computation of
the security aggregation algorithm is substantially more
significant than that of plaintext, a cycle of iteration takes
36.4 seconds, with the process of secure aggregation
counting for 72.26% of the overall time. However, this is still
acceptable.

①

②

③

④

⑤

⑥

⑦

⑧

⑨

Figure 3: Overview.
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for each client[i] ∈ m do
d − polynomial⇐i.update
n shares ⇐d − polynomial
n shares are equally distributed among m nodes

end for
for each client[i] ∈ m do
if client[i] received u shares then
aggregation results · Share[i]⇐

Aggregate(client update[1].share[i], · · · client update[u]share[i])

Broadcast the share of aggregation results
end if

end for
for each client[i] ∈ m do
if client[i] received d+ 1 shares of aggregation results then
Reconstructing out aggregated results

end if
end for

ALGORITHM 1: Secure aggregation algorithm.

Global Model : Wt Updates a�er aggregation :∑u∆w Hash value of the
previous block

Commitment of the node1 update: COMM (∆w1)sign

Commitment of the node2 update: COMM (∆w2)sign

Commitment of the nodeu update: COMM (∆wu)sign

. . .

Figure 4: Block structure.
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Figure 5: Comparison of the two algorithms.
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6. Conclusion

In this paper, we proposed a privacy-preserving collabo-
rative machine learning framework. We combined edge
computing architecture with distributed computing to en-
sure that data are kept local, which ensures that private data
are not compromised. In addition, we used a secure ag-
gregation algorithm to ensure that personal information
does not leak even throughout the aggregation process. We
tested this framework on the HAR dataset and compared the
performance of our proposed framework to other popular
methods. Our framework can be used for a wide range of
different machine learning tasks that require privacy
protection.

-is framework can be improved in two ways in the
future. Firstly, as the number of nodes in the network grows,
the effectiveness of our consensus protocol rapidly decreases
due to network fluctuations and differences in processing
capacity across users. As a result, in the future, we will
provide a new consensus mechanism based on consistency
hash and proof of stake (PoS). It can also prevent malicious
computing nodes from poisoning the model, enhance the
efficiency of the consensus process, and reduce energy usage.
On the other hand, the edge computing nodes considered in
this paper will only cover smart wearable devices from the
same family.-e edge computing nodes will be home PCs or
smart gateways. So, we will overlook data theft and data
poisoning at this point. However, we are aware that data and
model poisoning attacks can still be carried out between
family members. -us, we will strive to apply anomaly
detection methods to identify poisoned data and models in
future work.

Data Availability

-e dataset can be found on the UCI Machine Learning
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Blockchain technology has been widely used in digital currency, Internet of +ings, and other important fields because of its
decentralization, nontampering, and anonymity. +e vigorous development of blockchain cannot be separated from the security
guarantee. However, there are various security threats within the blockchain that have shown in the past to cause huge financial
losses. +is paper aims at studying the multi-level security threats existing in the Ethereum blockchain, and exploring the security
protection schemes under multiple attack scenarios. +ere are ten attack scenarios studied in this paper, which are replay attack,
short url attack, false top-up attack, transaction order dependence attack, integer overflow attack, re-entrancy attack, honeypot
attack, airdrop hunting attack, writing of arbitrary storage address attack, and gas exhaustion denial of service attack. +is paper
also proposes protection schemes. Finally, these schemes are evaluated by experiments. Experimental results show that our
approach is efficient and does not bring too much extra cost and that the time cost has doubled at most.

1. Introduction

In recent years, with the rapid development of blockchain
technology, the application scenarios of blockchain have not
only been limited to digital currency and financial fields but
have gradually been deeply integrated with all walks of life
[1, 2], such as smart city and Internet of things (IoT). In
2008, Satoshi Nakamoto released his famous Bitcoin
whitepaper [3], which first put forward the concept of
“blockchain.” Blockchain is a new distributed computing
and storage paradigm which integrates many existing
technologies. It uses cryptography principle and timestamp
technology in data layer to ensure the immutability of data,
uses peer-to-peer network to communicate data in network
layer, uses distributed consensus algorithm to maintain the
consistency of data in the consensus layer; uses scripts and
algorithms to implement smart contracts in contract layer;
and uses Turing complete virtual machine to realize various
functions in the application layer. Compared with

traditional databases, blockchain, as a distributed database,
requires multiple nodes to maintain data together, which
requires data consistency and business fairness.

At the end of 2013, Vitalik Buterin, founder of Ethereum,
released the first edition of EthereumWhite Paper [4], which
realized the development of smart contracts with Turing’s
complete programming language. From then on, blockchain
application was no longer limited to the currency field, and
the blockchain 2.0 era started. As an open source public
chain platform, Ethereum’s function of supporting smart
contracts will help its development. Smart contract is a
representative technology in the blockchain 2.0 era, and its
concept was put forward by cryptographer Szabo [5] as early
as the end of the 20th century. He defined smart contract as a
set of promises defined in digital form, and the participants
of the contract can implement these promises on machines.
It was limited to the science, technology, and environment at
that time, and it was not until the birth of Ethereum that it
gradually revived.
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Blockchain technology, as a new technology, technically
ensures transaction security through encryption algorithm
and digital signature, and relies on consensus mechanism to
generate blocks to form a chain structure to ensure that data
cannot be tampered with. Nevertheless, blockchain is still
facing great security threats [6], especially in smart contracts.
Because of the differences in the programming ability of
smart contract developers, security problems are inevitable.
On June 18, 2016, hackers maliciously attacked +e DAO
project, resulting in the theft of 3.6 million Ether and the loss
of nearly 100 million funds. On July 20, 2017, hackers
exploited the contract loophole of Parity Multi-Signature
Library, resulting in the freezing of over 500,000 Ether in 587
wallets and a loss of about RMB 220 million. In April 2018,
nearly RMB 6 billion was stolen by hackers due to integer
overflow loopholes in the contract code of American Chain
BEC project, which reduced the market value of tokens to
almost zero. In 2019, the global blockchain lost more than $6
billion due to security incidents. In 2020, the blockchain was
hacked incurring a loss of nearly $3.8 billion.

+erefore, it is meaningful to study the security attacks of
blockchain, especially to study the security threats of smart
contracts that cause the greatest losses, which is helpful to
improve the security level of the Ethereum blockchain. +e
contributions of this paper are summarized as follows:

(i) We introduce the background of various attacks,
and analyze the principles and attack paths of ten
kinds of security threats on Ethereum.

(ii) We construct several specific attack scenarios, and
propose the protection schemes corresponding to
Ethereum attacks.

(iii) We test and evaluate the proposed protection
schemes. Finally, a demonstration system is built to
demonstrate the multiple attack scenario.

+e rest of this paper is organized as follows. Section 2
reviews the related work. +e backgrounds and architecture
of the Ethereum blockchain are introduced in Section 3. In
Section 4, we study the principle of ten kinds of attacks on
Ethereum. In Section 5, we explore the corresponding
protection schemes.+e protection schemes are evaluated in
Section 6. In Section 7, this paper is concluded.

2. Related Work

Aiming at the security threats in blockchain scenarios, the
existing research work mainly focuses on attack discovery
and attack protection.

2.1. Attack Discovery. From the perspective of attack dis-
covery, the detection methods based on symbol execution,
fuzz testing, taint analysis, and formal verification are used
to monitor the security threats of contract generation, re-
lease, and execution, and to detect the potential risks and
vulnerable paths in the process of contract interaction. Luu
et al. [7] proposed a detection method based on symbolic
model to monitor the security threats in the whole process of
contract generation-release-execution in real time, and to

detect the potential risks in the process of contract inter-
action and the vulnerability of accurate location of vul-
nerable paths. Its design is fully modularized, allowing
advanced level users to execute and plug in their own
identification logic to check self-defined properties in their
smart contracts. In addition, there are many automated
detection tools, for example, teEther [8], Securify [9], ZEUS
[10], EasyFlow [11], and SmarTest [12]. +ere are many
detection tools at present, but they are difficult to be widely
used. Tu et al. [13] proved that the detection efficiency is not
high, and there are fewer vulnerabilities that can be detected.
We can combine traditional detection methods with ma-
chine learning to improve the versatility and efficiency of
detection tools to a certain extent.

In addition, Hou et al. [14] put forward the method of
deep reinforcement learning by analyzing the behavior of
associated users, and automatically discovering the attack of
consensus strategy. Li et al. [15] proposed an improved
selfish mining based on hidden Markov decision processes
to maintain the benefit from selfish mining. Li et al. [16]
focused on the validity of semi-selfish mining attacks con-
sidering the probability of being detected. Marcus et al. [17]
put forward a method of solar eclipse attack on Ethernet
network with very few resources.

2.2. Attack Protection. From the perspective of attack pro-
tection, based on multi-signature, Byzantine consensus
virtual layer design, and safe miner selection, the problems
of DoS attack and currency age attack in blockchain op-
eration are solved. Li et al. [18] proposed a cross-chain
system based on multiple signatures, which can ensure the
credibility of trading groups by locking assets and resisting
DoS attacks at the same time. Sonnino et al. [19] proposed a
cross-ledger consensus protocol based on Byzantine con-
sensus mechanism to resist cross-ledger replay attacks. Li
et al. [20] used the amount of coins to select miners and limit
the maximum value of currency age to fight against currency
age attacks, thus improving the robustness of the system.
Wang et al. [21] proposed a secure inter-chain transmission
protocol, which can effectively resist the double-flower at-
tack by recording the asset transmission process between
multiple chains and ensuring its consistency. Luu et al. [22]
put forward the verifier dilemma problem, that is, after the
nodes participating in the consensus pay a lot of computing
power to verify the transaction, if they do not get the
bookkeeping right, the verifier will face the dilemma of
paying more computing power to verify or accepting the
wrong script, so as to solve the double-flower attack
problem. Luu et al. [23] put forward a secure fragmentation
protocol which can be used to build public chains, and the
analysis proves that this scheme can effectively improve the
system throughput. Nguyen et al. [24] proposed an approach
and a tool, called SGUARD, which automatically patches
vulnerable smart contracts.

As a complex system, blockchain faces security threats
from the data layer to the application layer. At present, the
related work of blockchain security attack and protection is
mainly discussed from the attack as a whole, but not the
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specific attack. However, this paper goes deep into the
details, investigates the security problems faced by Ethereum
at all levels, studies and tests several typical attacks existing
in smart contracts, and proposes protection schemes.

3. Background

+e related technologies and background knowledge in-
volved in this section are introduced, including Ethereum
architecture, memory layout, and transaction process.

3.1. Ethereum. Ethereum is an open-source public chain
platform for executing intelligent contracts through
Ethereum virtual machines. +ese machines execute intel-
ligent contracts by consuming Ethereum coins. +e concept
of Ethereum first appeared at the end of 2013. Inspired by
Bitcoin, Vitalik Buterin, founder of Ethereum, released the
first edition of Ethereum white paper, which realized the
development of intelligent contracts with Turing’s complete
programming language.

As of November 2021, the market value of Ethereum has
exceeded $570 billion, which is the second highest crypto-
currency in market value after Bitcoin with $1.27 trillion.
Ethereum is often described as “the computer of the world.”
From the point of view of computer science, Ethereum is a
deterministic but unbounded state machine, which has two
basic functions, the first is a globally accessible singleton
state, and the second is a virtual machine that changes the
state. It uses blockchain to synchronize and store the state of
the system [25], and cryptocurrency called Ether is used to
calculate and limit the execution resource cost. Ethereum
developers can write intelligent contracts and build
decentralized applications that can run on Ethereum virtual
machines. While ensuring stable and normal operation, it
can also reduce or eliminate examination procedures, and
save resources and reduce risks by eliminating the partici-
pation of third parties.

3.2. Ethereum Architecture. As Figure 1 shows, Ethereum
architecture is composed of five layers [26], namely, the data,
network, consensus, contract, and application layers.
Ethereum system runs on these five layers. +e data layer
includes technical elements such as data block, chain
structure, hash function, asymmetric encryption, time-
stamp, Merkle tree, etc., which ensures the reliability and
stability of Ethereum data [27]. +e network layer specifies
the peer-to-peer network, wherein each node can obtain the
updated status of blockchain from some active nodes. +ere
is no central server, and only the nodes exchange infor-
mation fairly. +e consensus layer ensures the consistent
state of the blockchain. At present, Ethereum adopts the
Proof of Work (PoW) consensus mechanism. But in the
future version planning, Ethereum consensus mechanism
will gradually transition to Proof of Stake (PoS) mechanism
[28]. +is design can speed up the transaction and save the
resource consumption [29]. It is also effective to avoid the
disadvantage of unfair initial equity distribution existing in
the simple equity proof mechanism. +e contract layer

encapsulates various scripts, algorithms, and smart
contracts, so that various instructions can be executed
automatically and determinately. Smart contract is exe-
cuted in Ethereum virtual machine at a certain cost of gas
according to different instructions. A smart contract is
also an Ethereum account, which we call a contract ac-
count (CA). +is means that they have a balance and they
can trade through the network. But they cannot be
manipulated by humans. +ey are deployed on decen-
tralized network nodes and run as programs. Individual
users can interact with the smart contract by submitting a
transaction to execute a certain function. Smart contracts
can define rules like regular contracts and automatically
enforce them through code. +e application layer en-
capsulates various application scenarios and cases. For
example, various blockchain applications built on
Ethereum are deployed in the application layer. And, it is
the basis for the realization of a programmable society in
the future. Finally, some corresponding components are
needed to serve these five layers, which is called external
necessary environment, such as web user interface
interacting with applications, database for storing
blockchain data, cryptographic mechanism supporting
consensus protocol, etc. [30].

3.3.Memory Layout of Ethereum. Ethereum virtual machine
(EVM) is Turing-complete, and its operations are limited by
the number of gas provided by users for each transaction.
+e implementation of the Ethereum virtual machine is
based on the stack. Unlike traditional computers, all in-
structions of Ethereum virtual machine are executed on the
stack, and the parameters or operation results required by
the instructions can be obtained through the stack operation.
+e maximum depth of the Ethereum virtual machine stack
is 1024, and the size of each data unit in the stack is 256 bits,
which is convenient for executing Keccak-256 elliptic curve
hashing algorithm.+ere are two main storage models in the
Ethereum virtual machine, namely, temporary memory
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Figure 1: Ethereum’s hierarchical structure.
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model and permanent storage model. Temporary memory of
virtual machine is a simple byte array based on word
addressing, which is similar to the concept of traditional
computer memory, and its storage is unstable. Unlike
temporary memory, permanent storage is a word array
based on word addressing. As a part of the system state,
permanent storage will be maintained in real time, and it is
more stable than its temporary memory. In the initial state,
both the data in the temporary memory area and the data in
the permanent storage area of Ethereum virtual machine are
initialized to 0. Storage stores data through key-value pairs,
which maps 32-byte keys to 32-byte data. Global variables in
smart contracts are stored in the storage area, and their
storage location is determined by the type of the variable and
its position in the code. If a variable store is less than 256 bits,
Ethereum virtual machine may store multiple variables in
one slot. Or the mapping type occupies a slot in which the
mapping or array length is stored. +e specific locations of
arrays and mapping elements are stored in slots according to
a set of special hash rules.

3.4. Transaction Process of Ethereum. +e trading process of
Ethereum is as follows. (1) +e sender constructs a trans-
action and digitally signs it. (2) +e sender calls api through
JSON-RPC to submit the signed transaction to the Ethereum
client. (3) After verifying the received transaction, the
Ethereum client broadcasts it to Ethereum point-to-point
network. (4) Any client that receives the transaction in-
formation will add the transaction to its transaction pool if
the client is also a miner. (5) +e miner executes a series of
transactions selected from its trading pool, creates a new
block, and updates the status of the block chain. +ere are
three types of transactions. For transfer transactions, the
specified amount needs to be updated and transferred from
the sender’s account to the receiver’s account or contract
account. For contract deployment, enter a bytecode to create
a new contract account and associate it with the entered
bytecode. For contract call, where the recipient is the called
smart contract, the input uniquely identifies the callee
function through the hash digest algorithm, and the byte-
code associated with the called smart contract account is
loaded into the Ethereum virtual machine for execution. (6)
Miners solve the problem of workload proof by looking for a
random nonce value. +e hash value of metadata of this new
block needs to be smaller than a certain value, which reflects
the difficulty of creating the block. Unlike Bitcoin’s com-
putationally intensive workload, Ethereum uses a memory-
intensive problem called “Ethash.” (7) When creating the
block, the miners broadcast it to the point-to-point network
of Ethereum, so that other clients can verify the block. (8)
When other Ethereum clients verify a new block, the client
will add the block to the blockchain.

4. Security Attacks on Ethereum

Attacks on Ethereum can be divided into five layers: ap-
plication layer, contract layer, consensus layer, network
layer, and data layer attacks. In this paper, we focus on the

attacks in the application layer, the contract layer, and the
network layer. +e other two layers of attacks are our future
research directions.

4.1. Attacks of Application Layer. +e application layer is
the carrier of blockchain technology and provides solu-
tions for various business scenarios. Security vulnera-
bilities in various trading platforms and user accounts
seriously threaten the asset security of blockchain wallet
users. +erefore, we analyze three common types of
attacks.

4.2. Replay Attack. +e replay attack is to replay transaction
information. +e user signs a message, uploads it to the
contract, and then verifies the signature inside the contract.
But since the user’s signature information is online, ev-
eryone can get it. When verifying the user’s signature in the
contract, if the signed message does not include variables
that change randomly with the number of transactions, such
as timestamp, nonce, etc., the attacker will hold the user’s
signature and forge transactions, thereby obtaining a profit.
It can be widely understood as the process of using the same
payment information to purchase goods multiple times.
When the Ethereum and Ethereum Classic chains emerged
after the hard fork, it was found that transactions on the
Ethereum chain were still valid when they were replayed on
the Ethereum Classic chain. As Figure 2 shows, while pa-
rameters remain unchanged, multiple transfers can be made
through the replay attack.

4.3. False Top-Up Attack. +e status field in the Ethereum
token transaction receipt is true or false depending on
whether an exception is thrown during the execution of the
transaction. When the user calls the transfer function of the
token contract to transfer, if the transfer function runs
normally and no exception is thrown, the status of the
transaction is true. If digital currency exchanges, wallets, and
other platforms have flaws in determining whether tokens’
recharge transactions are successful, it will lead to serious
false top-up attack. As Figure 3 shows, when
balances[msg.sender]< value, it enters the else logical
section and returns false, and finally no exception is thrown.
In this attack, although the exchange did not receive the real
tokens, the transaction execution did not throw an excep-
tion, and the user did get the real recharge record. In this
case, users can steal real assets. +e false top-up attack has
become a type of attack that cannot be ignored in blockchain
system.

4.4. Transaction Order Dependence Attack. Transaction or-
der dependence attack is a kind of attack that widely exists in
the blockchain system; an example of transaction order
dependence attack is shown in Figure 4. In blockchain,
transactions initiated by nodes need to be packaged by
miners before they can be finally recorded on the blockchain.
Miners select a series of transactions from the trading pool
and then package them into a new block. According to
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miners’ criteria for transaction selection, miners will gen-
erally choose the transaction fees to sort and package in
order to get the maximum benefits. +erefore, the sequence
of a series of transactions packaged in the block is not the
same as the sequence of transaction generation but is also
related to the gas cost consumed by the transaction.
+erefore, the contract code cannot know the order of
transactions. And, the transaction is visible to each node in
the transaction pool, so its execution order can be observed.

+e attacker observes the transactions that may contain
the target contract in the pool. If they exist, the status of the
contract that is not conducive to the attacker or the authority
of the contract will be modified by the attacker. Attackers
can also steal transaction data, create their own transactions

at a higher gas price, and then package their own transac-
tions in the block before the original transaction, thus
obtaining transaction processing priority. In Ethereum geth
client, txpool consists of two parts, namely, pending queue
and queued queue. When the sending transaction Nonce is
greater than the completion transaction nonce+1, the
transaction will be queued, and if the current sending
transaction nonce is equal to the completion transaction
nonce + 1, the transaction will be placed in pending waiting
for packaging.

4.5. Attacks of Contract Layer. As an indispensable part of
blockchain technology, smart contract not only expands the
application of blockchain technology but also increases the
attack surface faced by the blockchain system. +e smart
contract is written in a high-level language like solidity, and
then the contract will be compiled into bytecode, which will
be deployed to the blockchain by the contract owner and run
on various virtual machines similar to Ethereum virtual
machines. In the process, the smart contract will face various
security threats [31].

4.6. Integer Overflow Attack. Integer overflow is a typical
loophole in the blockchain system, which once caused se-
rious economic losses in the development of blockchain. In
the Ethereum platform, Solidity language is the most
mainstream language for writing intelligent contracts. Be-
cause of the insecurity of its design, integer overflow is a
serious problem. Generally speaking, integer overflow can be
divided into integer overflow and integer underflow.
According to arithmetic classification, there are three
overflow problems: multiplication overflow, addition
overflow, and subtraction overflow. In April 2018, nearly
RMB 6 billion was stolen by hackers due to integer overflow
loopholes in the contract code of the American Chain BEC
project, which reduced the market value of tokens to almost
zero. In the same month, hackers used the integer overflow
vulnerability of SMTproject side to create a huge amount of
SMT currency for selling, and the Firecoin Exchange sus-
pended the recharge and withdrawal of all other currencies
for this purpose.

In Solidity, the variable supports unsigned integers, and
the value after uint represents the number of bits occupied by
its unsigned integers in storage, and supports 8-bit unsigned
integers to 256-bit unsigned integers. An unsigned integer of
type uint8 stored in the range of 0 to 28 − 1, that is, [0, 255],
and an unsigned integer of type uint256 stored in the range of
0 to 2256 − 1. Because the range of stored integers from uint8
to uint256 is limited, and the range of represented integers is
also limited, there is an overflow problem. +e integer
overflow attack is shown in Figure 5. When
balances[msg.sender]< amount, it results in an underflow.

4.7. Re-Entrancy Attack. Re-entrancy attack is a typical
attack in Ethereum, which directly led to the hard bifur-
cation of Ethereum. +e main reason for the attack is the
sequencing and atomicity of updating smart contract

function transferProxy(address _from, address _to, uint256 _value, uint256 _fee,
uint8 _v, bytes32 _r, bytes32 _s) public returns (bool){
bytes32 h = keccak256(_from,_to,_value,_fee);
if(_from != ecrecover(h,_v,_r,_s)) revert();

}

Figure 2: Replay attack.

function transfer1(address _to, uint256 _value) returns (bool) {
if(_value <= balance[msg.sender] && _value > 0)
{

balance[msg.sender] -= _value;
balance[_to] += _value;
return true;

}
else

return false;
}

Figure 3: False top-up attack.

event Purchase(address _buyer, uint256 _price);
event PriceChange(address _owner, uint256 _price);
modifier ownerOnly() {

require(msg.sender == owner);
_;

}
function TransactionOrdering() {

owner = msg.sender;
price = 100;

}
function buy() returns (uint256) {

Purchase(msg.sender, price);
return price;

}
function setPrice(uint256 _price) ownerOnly() {

price = _price;
PriceChange(owner, price);

}

Figure 4: Transaction order dependence attack.
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variables and transferring operations, the re-entrancy attack
is shown in Figure 6. When the logic in the smart contract
code adopts the sequence of transferring operation first and
then modifying the variable value, the attacker can construct
a smart contract with the malicious callback function. If the
object of the transfer operation is a malicious contract, it can
lead to recursively calling the contract, destroying the
original business logic of the contract, and bypassing its
inspection to obtain additional transfer income.

By default, the Ethereum smart contract has an unnamed
callback function, which has no parameters or return values.
If no function can be found in the calling contract to match
the hash of the provided function, the callback function will
be called.When the contract receives a transfer without data,
it will also call the callback function. In addition, in order to
receive Ether, the callback function must be marked as
payable. If it is not marked as payable, the contract can only
receive Ether by calling other functions marked with pay-
able. Imagine such a scenario, if a special callback function is
constructed, in which the transfer function of the other party
is called, then a recursive transfer will be generated, and the
contract with loopholes will continuously transfer money to
the special contract until the gas is exhausted. It should be
noted that this attack is only aimed at the transfer method of
address.call.value () in Ethereum solidity.

4.8. Honeypot Attack. Honeypot contracts are the most
interesting findings. +ese contracts hold ether, and pretend
to do so insecurely. In short, they are scam contracts that try
to fool us into thinking we can steal the ether they hold,
while in fact all we can do is lose ether. As Figure 7 shows,
CryptoRoulette is a type of honeypot attack. +e variable of
game is not initialized, so it by default points to the first
location of the contract storage space, and then stores the
caller’s address here. +e submitted number is stored in the
second location. In fact, the variable of secretNumber
eventually is overwritten by the address of the caller’s. A
common pattern they follow is, in order to win the ether they
hold, we must send them some ether of our own first.
However, if we try that, we are in for a nasty surprise: the
smart contract eats up our ether, and we find out that the
smart contract does not do what we thought it would.

4.9. Short Url Attack. Short url attack is a typical attack in
Ethereum, which usually occurs in exchanges. In Ethereum
virtual machine, the data end of the input will be automatically
filledwith 0.Malicious attackers can use an address account with
the end of 0, and the exchange fails to verify the address length

input by the user, which causes the transferred related variables
to shift and enlarge, thus expanding the actual transfer amount
by several times, and malicious attackers can obtain a large
amount of benefits. +ere are two main reasons for this vul-
nerability; one is that the exchange has not verified the incoming
address length of the user, and the other is that the Ethereum
virtualmachine has an automatic completionmechanism for the
data whose length does not conform to the specification when
calling the smart contract, resulting in the shift amplification of
parameters. We can use sendRawTransaction() to achieve this
attack and the code is shown in Figure 8.

4.10. Airdrop Hunting Attack. +e airdrop hunting attack
uses multiple new accounts to call the airdrop function in
order to obtain airdrop coins, and attackers transfer them to

function withdraw(uint _amount) {
balancesAndAmount(balances[msg.sender], _amount);
require(balances[msg.sender] -_amount > 0); 
msg.sender.transfer(_amount);
balances[msg.sender] -= _amount;

}

Figure 5: Integer Overflow attack.

contract Victim{
function withDraw(){

uint amount = userBalannce[msg.sender];
if (amount > 0) {

msg.sender.call.value(amount)();
userBalannce[msg.sender] =0;

}}
}
contract Attacker{

function() payable{
test++;
Victim(msg.sender).call(bytes4(keccak256("withDraw()")));

}
}

Figure 6: Re-entrancy attack.

struct Game {

address player;

uint256 number;

}

Game[] public gamesPlayed;

function shuffle() {

secretNumber = uint8(sha3(now, block.blockhash(block.number-1)) )% 10 ;

}

function play(uint256 number) payable public {

require(msg.value >= betPrice && number <= 10);

Game game;

game.player = msg.sender;

game.number = number;

gamesPlayed.push(game);

if (number == secretNumber) {

msg.sender.transfer(this.balance);

}

shuffle();

lastPlayed = now;

}

Figure 7: Honeypot attack.
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their account to achieve wealth accumulation. +is attack is
relatively common that as long as it is a contract with an
airdrop function, it can make multiple profits. +e first
automated attack was the Simoleon contract. As Figure 9
shows, the contract was designed to give some amount of
ether to initialized an account, so the attacker thinks that we
can create a few more accounts to get rewards, then transfer
all the money to one account. +e attacker write attack the
contract and create many temporary contracts, and call this
function in these contracts.

4.11.Writing of Arbitrary Storage Address Attack. +e attack
of arbitrary memory address writing is a common and
harmful attack in the blockchain system. +e attack can
cause malicious users to write and overwrite any storage
variable in the smart contract. In Ethereum, the state
variables of intelligent contracts will be stored in the
storage area, which is an important and open contract
storage space. Generally speaking, contract developers
will set strict access control to the global variables stored
in the storage area to ensure the security of contracts.
Storage key-value pair mapping is used to store data. If the
user can arbitrarily control the key value of storage when
writing, he or she can modify any storage variable value,
so as to avoid all the related detection operations in the
contract that uses the state variable value to check the
authority, and thus achieve the purpose of improving the
authority. In addition, because the attacker can use this
vulnerability to destroy the contract storage structure, and
perform any variable overwriting operation, such as
overwriting the value of the state variable storing the
address of the contract owner, this may cause abnormal
execution of contract functions, freezing of funds, and
other hazards. Since the required guard is invalid, the
contract owner can try to underflow the array size by
executing the code of Figure 10 when the array length
bonusCodes is 0.+erefore, we can write to any location in
the storage arbitrarily.

4.12.Attacks ofNetworkLayer. +e network layer is the most
basic technical architecture in the blockchain system. It
encapsulates the blockchain system’s networking methods,
message dissemination mechanisms, authentication mech-
anisms, etc., so that the blockchain has decentralized and
nontamperable characteristics. But these features also

provide convenience for attackers who can easily launch a
DoS attack. +e purpose of the attack is to make users
temporarily or permanently unable to use these services
provided by the smart contract.

4.13. Gas Exhaustion Denial of Service Attack. According to
the design of Ethereum, when the smart contract is deployed
or the function in the smart contract is called, the execution
of the contract code needs a certain amount of gas to ensure
that the calculation is completed completely. At the same
time, the Ethereum system limits the maximum total
amount of gas consumed by each block, and the total
amount of gas of all transactions in the block cannot exceed
the maximum total amount of gas in this block. Once an
operation in an intelligent contract consumes a lot of gas,
resulting in the consumed gas value reaching the maximum
total amount of gas in the block, the operation will not be
successfully executed, and all processes depending on the
operation will fail, so the contract cannot normally complete
other functions, resulting in a denial of service state. As
Figure 11 shows, transferring money to everyone at once is
likely to result in reaching the gas limit of ethereum blocks.
Usually, this denial of service attack occurs when a contract

mapping (address => uint) balances;

event Transfer(address indexed _from, address indexed _to, uint256 _value);

function transfer(address to, uint amount) public returns(bool success) {

if (balances[msg.sender] < amount) return false;

balances[msg.sender] -= amount;

balances[to] += amount;

emit Transfer(msg.sender, to, amount);

return true;

}

Figure 8: Short URL attack.

function transfer(address _to, uint256 _amount) returns (bool success) {
initialize(msg.sender);
if (balances[msg.sender] >= _amount

&& _amount > 0) {
initialize(_to);

} else {
return false;

}
}
function initialize(address _address) internal returns (bool success) {

if (_totalSupply < _cutoff && !initialized[_address]) {
initialized[_address] = true;
balances[_address] = _airdropAmount;
_totalSupply += _airdropAmount;

}
return true;

}

Figure 9: Airdrop hunting attack.

function PopBonusCode() public {
require(0 <= bonusCodes.length);
bonusCodes.length--;

}
function UpdateBonusCodeAt(uint idx, uint c) public {

require(idx < bonusCodes.length);
bonusCodes[idx] = c;

}

Figure 10: Writing of arbitrary storage address attack.
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developer does not consider the block gasLimit and intro-
duces the operation of modifying dynamic data structure
variables such as arrays whose size will change with time.
After a block is mined, an attacker can issue multiple
transactions at a higher gas price immediately, and then use
the above operations of the contract to consume the gas limit
of the whole block, so that the block does not contain any
other transaction before a certain time, thus preventing
other users from using the functions of the contract
normally.

5. Security Protection Schemes

In this section, we propose the protection schemes against
the ten attacks mentioned in the previous section.+e details
follow.

5.1. Protection Schemes of the Application Layer. We can
prevent the replay attack in the following ways: (1) Avoiding
using the transferProxy function and using a more secure
signature method. (2) Adding variables such as nonce,
timestamp, etc. +e nonce generation algorithm does not
adopt the design of self-increment from 0 to avoid the same
value as other scenarios. (3) Adding address (this) in kec-
cak256(). (4) Adding chainID, which is the blockchain’s
name.

To prevent the false top-up attack, we judge not only
transaction success but also whether the balance of the top-
up wallet address increases accurately. +is judgment can
be made through the Event log. Many centralized ex-
changes, wallets, and other service platforms obtain the
transfer amount and judge the accuracy of the transfer
through Event logs. However, we need to pay special at-
tention to the evil situation of the smart contract, because
the Event can be written arbitrarily, and it is not a man-
datory default option that cannot be tampered with. +e
required and asserted methods can also be used that an
exception will be thrown directly to interrupt the execution
of the subsequent instructions of the contract when the
conditions are not met.

+e protection of transaction order dependence attack is
a very complicated process. For the ERC20 transaction order

dependence attack that happened once, it only needs the
contract developers to pay attention to this problem and
follow the best programming practices. For the attack sce-
nario constructed in this example, this problem is not the
problem of the contract developer, but the problem of the
Ethereum system itself. At present, the better solution is to
confuse transactions, such as hiding transactions as internal
transactions, and so on.

5.2. ProtectionSchemesofContractLayer. For the problem of
integer overflow, we can consider the results of each step by
setting up a complete inspection mechanism, but this
method is difficult and cumbersome, and it is not universal.
+erefore, OpenZeppelin provides SafeMath [32] in an
intelligent contract function library, which can effectively
prevent integer overflow. +ere are two ways to use the
SafeMath library. +e first one is to use the library functions
directly, such as SafeMath.add(a,b). +e other is that library
functions can be called after using SafeMath for unit. For
example, a.add(b) means that add(a,b) in safemath library
has been executed.

For the protection of re-entrancy attack, the most
fundamental solution is to update all the states that should
be changed in advance before the transfer, instead of
updating them after the transfer, which depends on the
smart contract developers to follow the best practices. In
addition, it is also an idea to use other transfer methods
instead of the msg.sender.call.value() function. For the
designed attack scenarios, we use these two methods to test
them, respectively. For the first method, we put the change
in account balance before the transfer, and then judge
whether the transfer is successful or not, and if the transfer
is not successful, restore the balance of the user’s account.
In this way, the code re-entrancy attack is successfully
prevented, and the protection scheme is effective. For the
second scheme, we use the transfer() function to replace the
msg.sender.call.value() function, which can also prevent
the re-entrancy attack. +e above two schemes can well
prevent a re-entrancy attack, but the best scheme is the first
one, which updates the status first and then transfers
money.

Honeypot contracts are diverse and unpredictable. For
the CryptoRoulette attack, we can clearly use memory or
storage for variables. We can also use the new version of the
compiler with version 0.5.0 and later where this problem has
been solved by the system because smart contracts with
uninitialized storage variables cannot be successfully com-
piled. Finally, we remind everyone that some people use
Ethereum smart contracts to cheat. +ey fully figure out the
psychology of some people’s greed for small profits, and
throw out some seemingly handy bait, then run away after
having enough users. Because these creators spend for fees to
create these contracts, they have a purpose that putting a
certain amount of ether can get all the balance of the ac-
count, so it is definitely arbitrage. Publishing the source code
on Github also uses various tricks to make people not find
loopholes in a short time, thus encouraging users to enter the
trap.

address public owner;
address[] investors;
uint[] investorTokens;
function invest() public payable {

investors.push(msg.sender);
investorTokens.push.(msg.value * 5);

}
fuction distribute() public {

require(msg.sender == owner);
for(uint i = 0, i < investors.length; i++) {

transferToken(investors[i],investorTokens[i]);
}

}

Figure 11: Gas exhaustion denial of service attack.
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Short url attack protection only needs the exchange to
increase the address length check at the client. In addition,
for contract developers, the web3 interface used has already
fixed the vulnerability. When users call the contract with
web3, if they find that the data length is insufficient, they
will not add 0 at the end, but add 0 at the beginning of the
field, which effectively prevents the short url attack. In a
word, the protection of this vulnerability mainly depends
on two parts, one is that the client actively checks the
address length, the other is that the parameter format check
is added at the web3 level. Although this vulnerability can
be reproduced at the virtual machine level of Ethereum,
there will be no problem in the actual application scenario
of the blockchain.

To prevent an airdrop hunting attack, we can set per-
mission control for the airdrop function. For example, only
the contract creator can distribute tokens to target addresses.
Or only externally owned accounts can receive airdrop
rewards, and contract accounts cannot participate.

For any memory address write attack, this attack is rare,
and it is often the result of many factors. +erefore, the
protection of this attack can be achieved by the contract
developers following the best practices. In the development
of contracts, developers need to pay attention to dynamic
arrays. Errors in the processing of dynamic arrays may lead
to contract loop-holes in an unobvious way. +erefore, in
unnecessary cases, dynamic array is not used, which can
effectively avoid this attack.

5.3. Protection Schemes of theNetwork Layer. Gas exhaustion
denial of service attack protection also depends on the best
practices of contract developers. +e size of the gas con-
sumed by different instructions is not certain. By debugging
the attack scenario, it is found that the sload instruction was
executed in the loop, consuming 800 gas. However, the
operation with high gas consumption is usually to operate
the data in the storage area, so the contract developer should
try not to operate the data in the storage area in the loop.
Besides, we can also add an end mark of the loop in the
execution.

6. Program Evaluation

6.1. Experiment Setup. +e private Ethereum blockchain is
deployed on Alibaba cloud server, which has 4 processors
with 8GB RAM and 200GB hard Disk, and each processor
has 2 cores. +e server is running with Ubuntu 18.04. Smart
contracts are written by Solidity programming language.

6.2. ExperimentProcesses. Based on the above configuration,
we implemented ten defense methods as mentioned in the
previous section. To analyze their efficiency, we tested time
cost of 50, 100, 150, 200, 250, and 300 transactions. +e
experimental results are shown in Figure 12.

6.3. Result Analysis. In Figure 12, we find the most time-
consuming is the replay attack’s protection scheme, followed

by the short url attack’s protection scheme. +e replay at-
tack’s protection scheme adds signing and signature veri-
fication, which need to perform complex calculations, so it is
the most time-consuming. For the short url attack’s pro-
tection scheme in web3, if the data length is insufficient, it
will add 0 at the beginning of the field. First judge the address
length, if the length is less than 40 bit, then web3 calls a
function to automatically complement the address which is
time-consuming. Even with these two schemes, the time cost
has doubled at most. +e time cost of the other eight
protection schemes is roughly the same as transactions
without them, and can be ignored. Because they either
change the execution order of the code or add a judgment,
they do not bring too much extra cost. All in all, these
protection schemes do not bring much time cost and they
are efficient.

7. Conclusions

+is paper discussed the security threats of the Ethereum
blockchain, the attack scenes of these threats, and their
protection schemes. Ten security attacks were studied at
different levels of Ethereum, which mainly included the
application layer, the smart contract layer, and the network
layer. +e paper presented the corresponding preserved
methods in detail according to their attack principles. In
general, improving the quality of Ethereum smart contracts
can fundamentally prevent attacks. Finally, we evaluate these
protection schemes by experiments.

In the future, on the basis of studying public chain se-
curity, alliance chain security and cross-chain security will
be studied, and security protection schemes for multi-attack
scenarios between cross-chains will be realized. +e auto-
matic attack detection of cross-chain system is also our
important research direction.
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+e electronic reporting system can alleviate the problems in terms of efficiency, content confidentiality, and reporter privacy
imposed in the traditional reporting system. Relying on anonymity, the privacy of reporters can be protected, but the au-
thentication of reporters with fake names should also be maintained. If authenticated anonymity is guaranteed, the reporters may
still conduct misbehaviors such as submitting fake reports after the authentication. To address the above dilemma, we propose to
apply a proxy signature to achieve authenticated anonymity and employ blockchain to maintain anonymity yet guarantee
traceability for reporters’ misbehaviors. We also propose a new proxy signature scheme in this paper by module lattice for
postquantum security. +e extensive analysis justified our proposed scheme is secure and manageable.

1. Introduction

Unlike the traditional offline reporting method, where
reporting letter is written by a reporter and sent to the
relevant department, the electronic reporting system is
more convenient and efficient. Anyone can report some
content about anyone to a special department at any time
anywhere. However, electronic reporting usually meets
with some security problems as follows: to protect the
identity of reporters, reporters usually must be anonymous.
A dilemma thus arises in how to authenticate the reporter
whose names are fake; if they can be authenticated in a fake
name, also called authenticated anonymity, they may
further report fake information. Hence, traceability should
also be guaranteed.

We observe that current research have not extensively
addressed the above dilemma. Or only solve one-half of the
problem, either (authenticated) anonymity or traceability. In
this paper, we try to solve both “birds’’ together with one
stone. More specifically, we apply a proxy signature to
achieve authenticated anonymity and we employ blockchain
to obtain traceability.

Proxy signature is a kind of advanced digital signature, to
which the proxy signer is delegated to generate the signature
on behalf of the original signer. +e reporter can send his
message to a reputable third party to check, and the third-
party delegate to generate the signature based on his own
report message.

Blockchain presents the properties of immutability,
distribution, and nonrepudiation. +e reporter is a node of
the blockchain, which only communicates with the trusted
third party. If a malicious node wants to forge a reporting
message, it is easy to find out by blockchain. According to
the properties of proxy signature and blockchain, we can use
them to guarantee that every reporter is honest and the
reporting message is credible.

In this paper, we design this electronic reporting scheme
with privacy protection based on proxy signature and
blockchain. +e contributions of this paper are as follows:

(i) We apply proxy signature and blockchain technol-
ogy for building a decentralized electronic reporting
scheme. At the same time, our proposed scheme can
achieve auditable yet authenticated anonymity, that
is, preserve the reporter’s privacy, authenticate
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anonymous reporters upon reporting, and trace
misbehaviors of anonymous reporters.

(ii) We propose a new postquantum proxy signature
based on the module lattice and provide the com-
plete correctness analysis.

+e rest of the paper is organized as follows: Related and
required background information is briefly introduced in
Section 2 and Section 3. In Section 4, we describe both the
system models and the adversary models. We illustrate our
proposed scheme in Section 5 and evaluate its security and
efficiency in Section 6. Finally, we conclude this paper in
Section 7.

2. Related Works

In 1996, Mambo, Usuda, and Okamoto [1, 2] proposed the
idea and algorithm of proxy signature in the ACM CCS96
conference. Proxy signatures are now widely used in
blockchain technology. Wang et al. [3] proposed a proxy
signature mechanism based on the ElGamal algorithm in
order to address the problem that the signature power of
nodes cannot be transferred to blockchains, which is suitable
for the management model of Sharing energy storage (SES)
on blockchains. Shen et al. [4] proposed a lightweight
threshold certificate authority framework LTCA by devising
a threshold proxy signature, where the proxy signing key is
issued by a coalition of a threshold number of certificate
authorities (CAs) playing the roles of authorized nodes in
the consortium blockchain. +en based on the proposed
LTCA, an efficient privacy-preserving location-based service
protocol (PPVC) is contrived to protect each vehicle’s
conditional identity privacy with a moderate cost. Pawlak
et al. [5], based on the multiproxy signature technology, used
the idea of a multi-intelligence system and intelligent agents
and proposed a blockchain-based Internet voting system
with end-to-end verifiable and auditable implementation.
On the one hand, many other theoretical schemes about the
proxy signature have been proposed [6–8]. On the other
hand, blockchain, as a novel distributed consensus scheme,
also plays a great role in various fields [9–12]. Besides, there
are also other similar works [14, 15, 26, 28, 29].

In recent years, e-government has been stepping into the
relationship between the government and citizens in many
countries [16, 17]. It has become a powerful assistant for the
government to serve the people. Among them, e-reporting
has beaten traditional reporting with absolute advantages of
convenience and security and has become the main way for
citizens to exercise their reporting rights. +e research on
electronic reporting is constantly updated and improved
with the development of the Internet. Wang et al. [18] first
proposed the concept of a blockchain-based anonymous
reporting mechanism (BB2AR), and on this basis, they
proposed and implemented a BB2AR scheme based on el-
liptic curve public key cryptosystem. Adeshina and Ojo [19]
proposed a new secure reporting system based on bit
commitment. +e scheme keeps the reporter’s privacy in an
ordinary routine, but the anonymity can be removed by a
trusted thirty party (TTP) with the cooperation from the

electronic reporting center (EIC). Wang et al. [20] have
come up with ReportCoin, a blockchain-based incentive
anonymous reporting system that ensures the confidentiality
of user identities and the reliability of reporting messages.
Most of the existing electronic reporting schemes use group
signature or ring signature, which are designed with the
anonymity of the reporter as the necessary requirement. +e
related works are illustrated in Table 1.

To sum up, we combined several advantages of existing
research work and designed a new electronic reporting
scheme to meet the requirements of unforgeability and
immutability.

3. Preliminaries

3.1. Proxy Signature. Proxy signature was first proposed by
Mambo, Usuda, and Okamoto [12] in 1996. Proxy signature
is a special signature scheme, in which the original signer
grants his signature right to the proxy signer, and the proxy
signer can generate a valid digital signature on behalf of the
original signature. A proxy signature algorithm usually has
the following five steps:

(1) Initialization: generating the key and other param-
eters required for proxy signature according to the
algorithm.

(2) Parameter transfer: the original signer calculates the
parameters that the proxy signer requires for signing
and secretly transmits them to the proxy signer.

(3) Verification of signing right: the proxy signer verifies
the parameters he received. If the verification is
successful, the signing process can start. If the ver-
ification fails, the original signer can be required to
perform the first two steps again or the proxy singer
can terminate the signing process.

(4) Proxy signature: the proxy signer uses his or her
signing power to generate a valid proxy signature for
the message.

(5) Signature verification: the party receiving the mes-
sage verifies if the proxy signature is valid.

3.2. Lattice. Lattice cryptosystem is an antiquantum com-
puting cryptosystem based on NP-hard problems. Lattice
theory was initially used in cryptanalysis until Ajtai first
proved the difficulty of lattice problems [21] and proposed
lattice cryptography with Dwork [22].

Our scheme’s security is based on the hardness of the
module version of the Short Integer Solution (MSIS) and
Learning With Errors problem (MLWE).+e distribution of
MLWE is randomly distributed a pair (ai, bi) from Rl

q × Rq.
ai is chosen uniformly from Rl

q, and bi � aT
i s + ei where

ei⟵ Sη and s⟵Rq. +eMLWE is commanded to recover
s, while giving lots of samples from the MLWE distribution.
It is stated that recovering s is impossible, though given
A⟵Rk×l

q and b � As + e where k � poly(1λ), where λ is a
secure parameter. +e MSIS problem is that given β and
A⟵Rh×l

q where h � poly(1λ), to find a short nonzero
preimage x in the lattice which satisfies Ax � 0 and x≤ β.
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However, it is also impossible to find an efficient preimage x

in polynomial time.

3.3. Blockchain. Blockchain development began between
2007 and 2009. It is the underlying technology of Bitcoin,
known as the “public ledger for storing cryptocurrencies.” In
fact, although blockchain appeared with Bitcoin, its devel-
opment not only enhances the value of Bitcoin but also
occupies a place for itself in the Internet field. Blockchain has
many significant advantages:

Distributed storage: blockchain enables credit-based
peer-to-peer transactions in distributed systems where
nodes do not need to trust each other.
Immutable: the attacker’s control of a single node
cannot affect the block data of other nodes and the
entire network, and the cost of a successful attack is
very high.
Openness: any data content and operation behavior of
blockchain are publicly accessible to all nodes in the
network.

4. Problem Formulation

4.1. Problem Statement. Reporting is one of the important
ways for citizens to participate in politics, and it is also an
important way to protect social fairness and civil rights.
However, the traditional reporting way is not secure and
secret for the reporter since the privacy of the reporter is easy
to be exposed by going to the prosecution center or writing a
reporting letter.+us, anonymous reporting is a good way to
protect reporters. It would be complicated and inconvenient
if the reporting message is false since anyone can easily
report without exposing their identity. To deal with this kind
of reporting clutter, we can use the blockchain.

Blockchain provides the platform for everyone to join
in politics with an equal chance. Users in blockchain can
use the assumed name to report the bad people since
blockchain has the property of anonymity. To reduce the
above kind of reporting clutter, we design a reporting
system using the proxy signature based on the blockchain.
We randomly predetermined several proxy signers. Only
the message signed from them can be verified and then be
trusted by the prosecution center. Besides, considering the
continuous development of quantum technology, we
design a module-lattice-based proxy signature for our
reporting system.

4.2. System Model. Our reporting scheme is deployed in the
blockchain system.Users in the blockchain play 4 roles: reporter,
proxy signer, electronic reporting box, and reporting center.

Reporting center is one special node in the blockchain
system and is the trusted third party. Reporting center is
voted by all users in the blockchain using the Raft algorithm
[27] (Raft is a consensus algorithm for managing a replicated
log). Reporting center records the reporter’s reporting sig-
nature and her/his own privacy in case of the malicious user
interferes with the normal operation of the reporting system.
When the user provides false reporting information, she/he
will be found out by reporting center according to the ever
records, and reporting center will broadcast her/his identity
and remove her/him. Besides, reporting center also masters
the right of permitting the electronic reporting box to verify
the signature.

+e electronic reporting box is predetermined by reporting
center, and one reporting system only has one reporting box.
+e reporting box collects the reporting signatures and verifies
their validity. When one user in this blockchain is reported
more than half of the ordinary users (ordinary users do not
contain the nodes of reporting box, reporting center, and proxy
signer), the reporting box will broadcast her/his crime and
remove her/him from the blockchain.

Proxy signer is the blockchain’s user whose reporting
box and reporting center both trust. A complete reporting
system usually has more than one proxy signer, but to
explain the process of our scheme for convenience, we
suppose only one proxy signer in this system. +e proxy
signer first authenticates the reporter’s identity and then
signs for the reporting message if authentication passes.

+e reporter can be any of the rest users in the block-
chain and can report anyone she/he thinks is a bad guy. +e
reporter communicates with the proxy signer and authentic
herself/himself, and after receiving the proxy signature from
the proxy signer, she/he should submit her/his privacy and
signature to the reporting center.

+e overall structure is illustrated in Figure 1.

4.3. Adversary Model. For the traditional reporting system,
the following risks often exist:

(1) Suppose that an adversary A attacks the system,
which could lead to the loss of the reporter’s privacy

(2) +e proxy signature may not be the reporter’s real
proxy signature

(3) Suppose that a malicious user U who reports good
people, i.e., submits a false reporting message to the
proxy signer

However, our proposed scheme can avoid these risks
perfectly, and we will give a detailed security analysis in
Section 6.

5. Proposed Scheme

5.1. Overview. Our scheme contains four parts: system
initialization, proxy reporting procedure, reporting re-
cording, and verification.

Table 1: +e relevant related work.

Related paper Use blockchain or not Signature type
[3] No Proxy signature
[4] Yes +reshold signature
[5] Yes Multi-proxy signature
[16] Yes Ring signature
[17] Yes No signature
[19] No No signature
[20] Yes Ring signature
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For the first step, system initialization, by taking secure
parameters as input, users in this system obtain their own
public keys and secret keys. In the proxy reporting proce-
dure, a reporter from these members first selects a generally
trusted proxy signer and communicates with her/him.+en,
the proxy signer completes the authentication of the reporter
and generates the proxy signature. +e proxy signer sends
the proxy signature to the electronic reporting box and the
reporter afterward. After receiving the signature, the re-
porter encrypts her/his privacy (secret key and real name)
and signature by the public key of a trusted third party,
reporting center, and sends the ciphertext with the time
stamp to this trusted third party as the record.+e electronic
reporting box records the current time after receiving the
signature from the proxy signer and verifies whether this
signature is valid or not. If the signature is valid, the
reporting message will be recorded.

+e above participants, including the reporter, the proxy
signer, the electronic box, and reporting center, are all in the
blockchain system such that our scheme can resist various
adversary attacks. With the trusted third party participating,
our scheme can trace the attacks from the malicious users
while protecting the reporter’s privacy (reporter is allowed to
use assumed name to join the proxy signing interaction) in
the reporting procedure, and the more detailed analysis is
stated in the next section. Considering the future network
environment and the improvement of the quantum tech-
nique, we design a new proxy signature scheme based on the
module lattice.

According to the table of related work, we compare our
work with these works. Our scheme uses blockchain tech-
nology to ensure that the honest reporter in our system can
be protected and the malicious reporter can be traced.
However, all these works cannot achieve this destination.
Our scheme uses the proxy signature to achieve the elec-
tronic reporting, but works [3–5, 16, 20] use other signature
types.+emost important thing is that our scheme can resist
the attack from the quantum adversary while no one else
can.

5.2. System Initialization. Since our scheme is based on the
module lattice, by taking the secure parameter 1λ as input,
the procedure first generates the system parameters, such
as ρ, c1, c2, β, k, l, q, η, and the system functions, such as
HighBits() and LowBits(). After obtaining the necessary
information, users in our scheme (including the reporter,
proxy signer, the electronic reporting box, and “reporting
center”) can use them to generate their public keys and
secret keys. +e key generation algorithm KeyGen() is
illustrated in Algorithm 1. It first generates a k × l matrix
A , each of which is a polynomial in the ring
Rq � Zq[X]/(Xn + 1). For the value of q and n, they are
restricted tightly in [24]. +e secret keys s and e are
sampled randomly, and each coefficient of these key
vectors is an element from Rq. +e size of each coefficient
is ∈∈[−η, η]. According to the hard assumptions MLWE,
the public key is computed as t � As + e. +en, users
broadcast their public key pk in the blockchain. +e public
key and secret key can be used to encrypt/decrypt the
transiting message among all users and sign/verify for the
reporting message.

5.3. Proxy Signing Procedure. Suppose user i is a reporter,
user j is the proxy signer, user b is the electronic reporting
box, and user a is the “reporting center,” and the notations
are listed in Table 2:

+e proxy signing procedure contains 3 parts: identity
authentication, proxy signing, and signature return and is
introduced in Figure 2:

(i) Identity Authentication. +e reporter first randomly
selects a vector yi denoted by Sl

c1−1 where each
coefficient of yi should be less than c1 − 1. +en, he
computes wi � Ayi as the temporary key, and in
order to be convenient and suitable for the next
steps, he uses the function HighBits() to extract the
high-order bits of wi, named as wi1. wi1 should
satisfy the equation wi � wi1 · 2c2 + wi0 where
wi0 ≤ c2. +e reporter hashes the value of wi1 as the
challenge ci which consists of 60’s −1, 0, 1{ }∗. For the
size of the challenge, consider that ci at most
contains 60’s ±1. To make a complete identified
authentication, the reporter should “mix” the
challenge ci with her/his own secret key si. However,
since si ≤ η, the size of cisi is less than 60η. β is the
maximum coefficient value of cisi. +us, the above
condition can be written as β≤ 60η. +e authenti-
cation requirement is ui � yi + cisi, but ui has the
limited range of size where ui ≤ c1 − β. Besides, to
achieve the following authentication, another lim-
itation should be admitted, i.e., the low-order bits of
Ayi − ciei’s coefficients should be less than c2 − β;
otherwise, it will leak the information of the secret
key. If the size check passed, the reporter sends
(ui, ci, M) to the proxy signer. After receiving these
information, the proxy signer identifies the reporter
by using the function HighBits(). If the reporter’s
identity is confirmed, the proxy signing will be
carried out next.

Proxy Signer

Reporter
Records

Electronic
Reporting Box

Reporting Center

Proxy SignatureAuthentication
Proxy Signature

Permission of verifyingSignature&Privacy

Figure 1: Our reporting system.
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(ii) Proxy Signing. +e proxy signer makes ui as yj to
participate in the following signing procedure.
Similar as the above process, the proxy signer
computes wj � Ayj as the signing temporary key
and takes the high-order bits wj1 of wj. cj is hashed
from wj1 and the signing message M. Since the hash
function of the signing procedure is the same as the
identity authentication’s, the size of cjsj is also less
than 60η , and the maximum coefficient value of cjsj

also is written as βwhere β≤ 60η.+us, the potential
signature zj is constructed by zj � yj + cjsj. In
order to protect the secret key and make the sig-
nature independent of the secret key, zj ≤ c1 − β and
also LowBits(Ayi − cjej, 2c2)∞≤ c2 − β which
confirms that the signature can be verified validity.

(iii) Signature Return. After zj passes the size check, the
proxy signer obtains the proxy signature
σ � (zj, cj, ci) and sends it to the reporter and the
electronic reporting box.

It is stated that to protect privacy, the information
should be encrypted by using the destination’s public key
during the interaction.

5.4.ReportingRecord. After receiving the proxy signature, to
record this reporting behavior in case of malicious reporting
(since the reporter is able to use the assumed name to ac-
complish the reporting), the reporter should send her/his
own secret key ski and her/his real name with the signature σ
to the trusted third party, named as reporting center. +e
reporting center stores the information secretly and only
broadcasts malicious user’s real identity if he tells lies in
reporting procedure.

Besides, the electronic reporting box receives the sig-
nature andmatches it to the previously broadcast public key.

+e reporting box records the signature with its corre-
sponding public key and waits for permission to verify the
reporting center. If the reporting box has not received
permission to verify for a long time (+e time is set
according to the blockchain latency), he will abandon this
signature and mark this proxy signer. If the amount of
marked users is over the half users of this system, this proxy
signer will be broadcast as a malicious user and removed.

5.5. Verification. +e electronic reporting box first com-
municates with the reporting center to confirm whether this
signature has been registered or not. +e verification is
operated by the reporting box after getting permission from
the reporting center and is illustrated in Algorithm 2. +e
reporting box first checks the size of zj and verifies whether
the signature is changed or not during the transmission.
According to Azj − cjtj � Ayj − cjej and wj � Ayj, it can
be written as follows.

Azj − cjtj � wj − cjej. (1)

+us, it is clear that

HighBits Azj − cjtj  � HighBits wj − cjej  . (2)

Because LowBits(Ayj − cjej, 2c2)∞≤ c2 − β and the
coefficients of cjej are less than β, adding other low-order
coefficients cannot cause a big effect in high-order bits.
+erefore, the above equations can be written as follows:

HighBits Azj − cjtj  � HighBits wj − cjej  � HighBits wj .

(3)

If the hash value of HighBits(Azj − cjtj) and the signing
message is equal to signature’s cj, the signature is not
changed during the transmission and is verified validity. Up
to here, the reporting box has verified that the signature is
generated by the proxy signer and will verify whether the real
signer of the signature is the reporter or not.

+e verifying process is similar to the above. +e
reporting box writes u’

i as the result of Azj − cjtj. In the
function HighBits(), cjej cannot affect the result of the
computation. u’

i can be approximately seen as Ayj, in other
words, Aui. +erefore, use the reporter’s public key ti to
identify who the real signer is. Since ui

′ − citi � Aui − citi and
refer to the above equations, it is clear that

HighBits ui
′ − cjtj  � HighBits Aui − citi( 

� HighBits Ayi − ciei( .
(4)

Besides, since the coefficients of ciei are less than β,
adding other low-order bits cannot influence the high-or-
der’s. According to the above analysis, if
H(HighBits(ui

′ − citi)) � ci, it can prove that the reporter is
the real signer, and the signing message can be accepted by
the reporting box while the one-time proxy reporting
procedure ends up.

+e electronic reporting box verifies the proxy signatures
from the proxy signer and collects the reporting message if
signatures are valid. For the person who is reported, suppose

Procedure KeyGen()
(1) A⟵Rk×l

q

(2) (s, e)⟵ Sl
η × Sk

η
(3) t � As + e

(4) Return (pk � (A, t), sk � (s, e))

ALGORITHM 1: Key Generation.

Table 2: Notations.

Notation Meaning
ski ski is the reporter’s secret key, ski � (si, ei)

pki pki is the reporter’s public key, pki � ti

skj skj is the proxy signer’s secret key, skj � (sj, ej)

pkj pki is the proxy signer’s public key, pkj � tj

skb

skb is the electronic reporting box’s secret key,
skb � (sb, eb)

pkb pkb is the proxy signer’s public key, pkb � tb

ska ska is the reporting center’s secret key, ska � (sa, ea)

pka pka is the reporting center’s secret key, pka � ta

M M is the signing message
σ σ is the proxy signature
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that she/he is user m, she/he will not be removed from this
blockchain system right away. Only when the amount of
signing message is over the half of the blockchain system
users, the reporting center will broadcast the message “User
m is the traitor, do not trust her/him” and remove user m

right away.

6. Security Analysis

According to the adversary model, our scheme can resist
these risks:

(1) Suppose an adversary A who wants to steal the
privacy of the reporter. Since the reporter should
send reporting center her/his privacy with the sig-
nature to register herself/himself, A wants to steal
some information from the transmission. However,
our scheme state that any transiting message should
be encrypted by using receiver’s public key, and the
public key is generated based on the hard assumption
of MLWE while the encryption in our scheme is
Crystals-Kyber [25], one of the Round 3 NIST
public-key encryption submissions (Because the
main idea of our work is the reporting system de-
signing, the encryption process is omitted). +e
above encrypted algorithm has postquantum prop-
erty. AlthoughA can intercept the ciphertext, she/he
is not able to obtain the real message without the
reporting center’s private key or using modern
technology. For the reporting center, she/he is the
trusted third party, and only she/he can have access

to visit the records of reporter’s privacy so that A
cannot get the reporter’s privacy there. +us, our
scheme can avoid the risk of reporter’s privacy
leakage.

(2) Another risk is that the signature misses the required
authentication, which means that the signature may
not be the reporter’s real proxy signature.

Suppose that the proxy signer is malicious, she/he
sends a false signature and claims that the signature
is entrusted by the reporter, i.e., she/he frame the
reporter. Because of the procedure of report re-
cording, our scheme can prevent this risk. In our
scheme, the proxy signer should also send the
signature back to the reporter so that the reporter
will not get the signature if she/he has not submitted
the requirement of reporting signature to the proxy
signer. +us, when the proxy signer sends the sig-
nature to the electronic reporting box, the framed user
will not send her/his privacy information to the
reporting center such that the reporting center will
not send the permission of verifying to the electronic
reporting box and the verifying process will not start.
If reporting box does not receive permission to verify
for a long time, she/he will mark the proxy signer.
When the amount of this proxy signer’s marks is over
the established domain (here, we set the domain value
as half of the system’s users), this proxy signer will be
removed.
Another case is the user impersonates others to
communicate with the proxy signer. However, it is
impossible since strict identity authentication is
implemented during the interaction and the user
cannot obtain other’s secret key.
+erefore, our scheme can prevent users from
being framed.

(3) Suppose a malicious userU submits a false reporting
message to the proxy signer. Although the false
reporting message can finally be signed by the proxy
signer, people reported will be removed only when
the amount of reporting messages from different

Figure 2: Proxy signing procedure.

Procedure verify (pki, pkj, σ, M)

(1) if zj∞ ≤ c1 − β an d cj � H(HighBits(Azj − cjtj)‖M)

then
(2) compute ui

′ � Azj − cjtj

(3) if H(HighBits(ui
′ − citi)) � ci then

(4) Return 1

ALGORITHM 2: Verification.
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users is over no less than half of all users. Besides,
once the reporting message needs to be broadcast
after the signature is verified validity, other people
will know who has been reported and they can
dispute this message with the reporting center if
people reported are not bad. If half of the users raise
disputes for this reporting message, reporting center
will search the signature records to find out the
reporter. +e reporter can use the assumed name to
report others, but she/he has to send his private
information (including her/his real name) to
reporting center so that reporting center can trace
her/his identity and broadcast it. +at is, our scheme
can find out the malicious user.

7. Conclusions

In this paper, we propose a decentralized electronic reporting
scheme based on proxy signature and blockchain and provide
the system model of our scheme. To resist the future quantum
attack, we propose a new proxy signature based on the module
lattice. While preserving the reporter’s privacy, our scheme can
trace the malicious users at the same time, which greatly im-
proves the usability of our scheme. Besides, we give a detailed
security analysis for the adversary model. In the future, we will
improve our proposed system efficiency and make the com-
parison with other electronic reporting systems. [13–15, 23].
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ligent agents in a blockchain-based electronic voting system,”
in Proceedings of the Intelligent Data Engineering and Auto-
mated Learning – IDEAL 2018. IDEAL 2018. Lecture Notes in
Computer Science, vol. 11314, 2018.

[6] X. Jia, H. Yupu, and J. Mingming, “Lattice-based forward
secure proxy signatures,” Journal of Computer Research and
Development, vol. 58, no. 3, p. 583, 2021.

[7] R. Gao and J. Zeng, “Forward secure certificateless proxy
multi-signature scheme,” International Journal of Electronic
Security and Digital Forensics, vol. 13, no. 1, pp. 1–27, 2021.

[8] R. Huang, Z. Huang, and Q. Chen, “A generic conversion
from proxy signatures to certificate-based signatures,” Journal
of Internet Technology, vol. 22, no. 1, pp. 209–217, 2021.

[9] A. Dorri, M. Steger, S. S. Kanhere, and R. Jurdak, “Blockchain:
a distributed solution to automotive security and privacy,”
IEEE Communications Magazine, vol. 55, no. 12, pp. 119–125,
2017.

[10] E. Bellini, Y. Iraqi, and E. Damiani, “Blockchain-based dis-
tributed trust and reputation management systems: a survey,”
IEEE Access, vol. 8, pp. 21 127–21 151, 2020.

[11] S. Yu, K. Lv, Z. Shao, Y. Guo, J. Zou, and B. Zhang, “A high
performance blockchain platform for intelligent devices,” in
Proceedings of the 2018 1st IEEE international conference on
hot information-centric networking (HotICN), pp. 260-261,
IEEE, Shenzhen, China, August 2018.

[12] W. Liang, Y. Fan, K.-C. Li, D. Zhang, and J.-L. Gaudiot,
“Secure data storage and recovery in industrial blockchain
network environments,” IEEE Transactions on Industrial
Informatics, vol. 16, no. 10, pp. 6543–6552, 2020.

[13] W. Wang, H. Xu, M. Alazab, T. R. Gadekallu, Z. Han, and
C. Su, “Blockchain-based reliable and efficient certificateless
signature for iiot devices,” IEEE Transactions on Industrial
Informatics, p. 1, 2021.

[14] H. Xiong, C. Jin, M. Alazab et al., “On the design of block-
chain-based ecdsa with fault-tolerant batch verication pro-
tocol for blockchain-enabled iomt,” IEEE Journal of
Biomedical and Health Informatics, p. 1, 2021.

[15] T. R. Gadekallu, Q. V. Pham, D. C. Nguyen et al., “Blockchain
for edge of things: Applications, opportunities, and chal-
lenges,” IEEE Internet of <ings Journal, vol. 9, no. 2, p. 1,
2021.

[16] Y. Chen, J. Sun, Y. Yang, T. Li, X. Niu, and H. Zhou, “PSSPR: a
source location privacy protection scheme based on sector
phantom routing in WSNs,” International Journal of Intel-
ligent Systems, vol. 7, no. 2, pp. 1204–1221, 2022.

[17] T. Li, Z. Wang, Y. Chen, C. Li, Y. Jia, and Y. Yang, “Is semi-
selfish mining available without being detected?” Interna-
tional Journal of Intelligent Systems, 2021.

[18] B. Wang, J. Sun, Y. He, D. Pang, and N. Lu, “Large-scale
election based on blockchain,” Procedia Computer Science,
vol. 129, pp. 234–237, 2018.

[19] S. A. Adeshina and A. Ojo, “Maintaining voting integrity
using blockchain,” in Proceedings of the 2019 15th Interna-
tional Conference on Electronics, Computer and Computation
(ICECCO), pp. 1–5, IEEE, Abuja, Nigeria, December 2019.

Security and Communication Networks 7



[20] H. Wang, D. He, Z. Liu, and R. Guo, “Blockchain-based
anonymous reporting scheme with anonymous rewarding,”
IEEE Transactions on Engineering Management, vol. 67, no. 4,
pp. 1514–1524, Nov. 2020.

[21] W. Qiu, B. Liu, and S. Shi, “An impeaching system based on
bit commitment with revocable anonymity,” in Proceedings of
the 2010 International Conference on Internet Technology and
Applications, pp. 1–6, IEEE, Wuhan, China, August 2010.

[22] S. Zou, J. Xi, S. Wang, Y. Lu, and G. Xu, “Reportcoin: a novel
blockchain-based incentive anonymous reporting system,”
IEEE Access, vol. 7, pp. 65544–65559, 2019.

[23] M. Ajtai, “Generating hard instances of lattice problems,” in
Proceedings of the twenty-eighth annual ACM symposium on
<eory of Computing, pp. 99–108, Pennsylvania, Philadelphia,
USA, July 1996.

[24] M. Ajtai and C. Dwork, “A public-key cryptosystem with
worst-case/average-case equivalence,” in Proceedings of the
twenty-ninth annual ACM symposium on <eory of com-
puting, pp. 284–293, Texas, El Paso, USA, May 1997.

[25] D. Ongaro and J. Ousterhout, “In search of an understandable
consensus algorithm,” in Proceedings of the 2014 USENIX An-
nual Technical Conference (USENIX ATC 14), pp. 305–319,
USENIXAssociation, Philadelphia, PA, June 2014, https://www.
usenix.org/conference/atc14/technical-sessions/presentation/
ongaro.

[26] L. Ducas, E. Kiltz, T. Lepoint et al., “CRYSTALS-dilithium: a
lattice-based digital signature scheme,” IACR Transactions on
Cryptographic Hardware and Embedded Systems, vol. 2018,
no. 1, pp. 238–268, 2018.

[27] J. Bos, L. Ducas, E. Kiltz et al., “Crystals - kyber: a cca-secure
module-lattice-based kem,” in Proceedings of the 2018 IEEE
European Symposium on Security and Privacy (EuroS P),
pp. 353–367, London, UK, April 2018.

[28] T. R. Gadekallu, Q. V. Pham, D. C. Nguyen et al., “Blockchain
for edge of things: Applications, opportunities, and chal-
lenges,” IEEE Internet of <ings Journal, vol. 9, no. 2,
pp. 964–988, 2021.

[29] A. Langlois and D. Stehlé, “Worst-case to average-case re-
ductions for module lattices,” Designs, Codes and Cryptog-
raphy, vol. 75, no. 3, pp. 565–599, 2015.

8 Security and Communication Networks

https://www.usenix.org/conference/atc14/technical-sessions/presentation/ongaro
https://www.usenix.org/conference/atc14/technical-sessions/presentation/ongaro
https://www.usenix.org/conference/atc14/technical-sessions/presentation/ongaro


Research Article
A Hybrid Design of Linkable Ring Signature Scheme with
Stealth Addresses

Weizhou Li,1 Zhiqiang Lin ,2 and Qi Chen3

1School of Mathematical Sciences, South China Normal University, Guangzhou 510631, China
2School of Mathematics and Information Science, Guangzhou University, Guangzhou 510006, China
3Institute of Artificial Intelligence and Blockchain, Guangzhou University, Guangzhou 510006, China

Correspondence should be addressed to Zhiqiang Lin; linzhiqiang0824@163.com

Received 13 November 2021; Revised 14 December 2021; Accepted 10 January 2022; Published 7 February 2022

Academic Editor: Yuling Chen

Copyright © 2022 Weizhou Li et al. -is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Blockchain is a transformational technology which affects finance, Internet, and politics. However, many privacy protection
problems for blockchain are waiting to be solved. In this study, we propose a novel linkable ring signature scheme with stealth
addresses, which enables the payer and payee of the transaction to be anonymous and unlinkable in the cryptocurrency. -e
scheme is combined with an elliptic curve discrete logarithm (ECD logarithm)-based key encapsulation mechanism (KEM) stage
and a lattice-based signature stage. -e master public key and master secret key are much smaller compared with the previous
scheme. Complete secure proof of the scheme is also presented in this study.

1. Introduction

1.1. Background. As a novel technology, blockchain tech-
nology has been widely used in many fields since its in-
troduction in [1–6]. -e development of blockchain is also
inseparable from digital signatures. Digital signature pro-
vides security and authentication for information during the
process of information dissemination, such as protecting
user’s privacy and preventing double spending with the
support of the anonymity and linkability of the ring sig-
nature scheme [7, 8].

In [9], the authors proposed a linkable ring signature
scheme with stealth addresses denoted by SALRS. -is
scheme enables the payer and payee of the transaction to be
anonymous and unlinkable in the cryptocurrency. Specifi-
cally, the linkable ring signature and stealth address [10–12]
are employed in CryptoNote [10]. When a payer A wants to
pay a payee B through a transaction, the payer B uses a
stealth address to generate a derived public key. -en, the
payer A uses the derived public key as the address of the
payee B. Also, transactions cannot be identified because of
the absence of the master public key. When the payee B, as a
payer in transaction, wants to spend his coins on the derived

public key, he generates a linkable ring signature with the
support of a set of derived public keys. In order to verify the
linkable ring signature, it is not necessary for anyone to find
out that the actual signer is corresponding to the derived
public key. When it comes to the linkability which can
prevent double spending in a transaction, if two signatures
are generated by the payee B corresponding to a derived
public key, they will be detected as linked because the coin
corresponding to the derived public key can be used only
once. In this study, we focus on concrete construction of the
SALRS scheme in order to enable both payer and payee of a
transaction to be hidden in the cryptocurrency.

1.2.OurContribution. We propose a novel concrete linkable
ring signature scheme with stealth addresses based on the
elliptic curve discrete logarithm (ECD logarithm) for the key
encapsulation mechanism (KEM) stage and lattice for sig-
nature stage. -e ECD-based KEM provides smaller keys. In
particular, the size of the master public key is 510 bits, and
the size of the master secret key is 512 bits, which is much
smaller than the ones in the previous scheme in [9].
Moreover, all the secure properties which a SALRS should
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have, including unforgeability, linkability, nonslanderability,
anonymity, master-public-key-unlinkability, and derived-
public-key-unlinkability, still keep.

1.3. Organization of *is Paper. -e rest of the study is
organized as follows. Preliminaries are given in Section 2. In
Section 3, we formally propose the SALRS scheme. After-
wards, the security models of the SALRS scheme are pre-
sented in Section 4. As a vital content of this study, in Section
5, our concrete SALRS scheme is showed. In Section 6, we
analyze and prove the security of our SALRS scheme.
Moreover, efficiency analysis, especially less storage cost of
our SALRS scheme, is introduced in Section 7. Finally, we
summarize this study and come out conclusions in Section 8.

1.4. Related Work. -ere are a lot of classic linkable ring
signature schemes relied on the hardness number-theoretic
problems, such as [13, 14]. Many of them have specific
application scenarios, for example, [15, 16] are based on
certificates and identity-based, respectively. However, a lot
of cryptographic schemes based on classical number theories
are suffered from future quantum computer’s threats [17].
All the same, some advantages of cryptographic schemes
relying on classical number theory, for example, the elliptic
curve discrete logarithm [18], are faster calculation and less
storage cost.

Lattice-based ring signatures were first introduced by
Brakerski and Tauman-Kalai in 2010. -ey proposed a
construction of ring signature scheme based on SIS as-
sumption. -en, in 2013, Melchor et al. proposed a ring
signature scheme based on LWE assumption. Until now,
many lattice-based ring signature schemes have been pro-
posed, such as [19–21].

-e existing works on the linkable ring signature and
stealth address have been proposed, e.g., [8, 22]. However,
most of the existing works above either merely consider
linkable ring signature or stealth address rather than both of
them. Fortunately, literature [9] has successfully proposed a
new cryptographic primitive denoted by SALRS. -e new
cryptographic primitive has not only combined the linkable
ring signature with the stealth address but also captured
adversarially chosen key attacks in the linkability model.
Additionally, it is also potentially quantum resistant.

2. Preliminaries

In this section, before showing our concrete SALRS con-
struction, we give some preliminary results about the
mathematical background concerning bilinear maps and
lattice and complexity assumptions. For more details, please
refer to [23–26].

2.1. Mathematical Background. Let G1, G2, and GT be the
groups of prime order p, and gi be a generator of Gi (i� 1,2).
Set G1 ≠G2, and there exists no efficient homomorphism
between G1 and G2. We say that e: G1 × G2 ⟶ GT is a

bilinear, efficient, and computable map if it satisfies the
following two properties.

(1) Bilinear: for ∀ a,b ∈∈Zp, where the integers modulo p
is denoted by Zp, we have e(ga

1, gb
1)� e (g1, g2)

ab.
(2) Efficient: e(g1, g2) ≠ 1.

Let q and n be two positive integers, and denote the
integers modulo q by Zq, which will be represented in the
range (-(q/2), (q/2)] or [-(q − 1/2), (q − 1/2)], where q is
even or odd, respectively. Let R andRq be the ringsZ [X]/(Xn

+1) and Zq [X]/(Xn +1), respectively. We set r� a0 + a1
X+ . . .+ an− 1 X

n− 1 ∈R and r� (r1, . . . rk) ∈ Rk to define the
l1, l2, and l∞ norms of r and r as follows:

(1) ‖r‖∞ ≜ max
i

|ai|

(2) ‖r‖1 ≜i|ai|

(3) ‖r‖2 ≜
����������������

|a0|
2 + · · · + |an− 1|

2


(4) ‖r‖∞ ≜ max
i

‖ri‖∞

(5) ‖r‖1 ≜ 
i

‖r‖1

(6) ‖r‖2 ≜
���������������

‖r1‖
2
2 + · · · + ‖rk‖22



We also denote two sets:

(1) SSη ≜ \ r ∈ R|‖r‖∞ ≤ \ \{r∈R| ‖r‖∞ ≤ η\}
(2) Bθ ≜ \{r∈, Rq| r has θ coefficients that are ± 1 and the

rest are 0\}

2.2. Complexity Assumptions. -e security of our novel
SALRS scheme is based on bilinear Diffie-Hellman 1 as-
sumption, module-SIS assumption, and module-LWE
assumption.

2.2.1. Bilinear Diffie-Hellman 1 (BDH-1) Assumption. Let
G1, G2, and GT be groups of prime order p, and gi be a
generator of Gi (i� 1,2). Set G1 ≠G2, and there exists no
efficient homomorphism between G1 and G2. e:
G1 × G2 ⟶ GT is a bilinear, efficient, and computable
map.-e Bilinear Diffie-Hellman 1 (BDH-1) problem is that
given g1, g2, ga

1, gb
1, compute e(g1, g2), where a, b ∈∈Zp.

2.2.2. Module-SIS Assumption. -e module-SIS problem
with parameters (n, q, k, l, β) is that for uniformly random
A∈∈Rk×l

q , t∈, Rk
q, and k× k identity matrix I, find x∈, Rk+l,

such that ‖x‖2 ≤ β and [A|I]·x� t. -e problem can be
adapted into the infinity-norm version, where ‖x‖∞ ≤ β.
Additionally, the homogeneous version of the module-SIS
problem is defined with t� 0 and x ≠ 0.

2.2.3. Module-LWE Assumption. -e module-LWE prob-
lem with parameters (n, q, k, l, η) is that for uniformly
randomA∈∈Rk×l

q , let b�As+ e ∈ Rk
q, where s ∈ Sl

η, e ∈ Sk
η have

their entries selected concerning some distributions (uni-
form distribution, Gaussian distribution) over Sη. -ere are
two versions about module-LWE. -e search variant of
module-LWE is to find s given (A, b). -e decision variant is
to distinguish (A, b) from a uniformly random pair over
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Rk×l
q ×, Rk

q. In this study, we use a transformed version of the
decision variant of module-LWE, which is to distinguish (A,
As) from (A, r), where A←, Rk×l

q , s←, Sl
η, and r←, Rk

q.

3. SALRS Scheme

-e syntax of linkable ring signature scheme with stealth
addresses (SALRS) was first purposed by [9], which realizes
the cryptographic functions that a cryptocurrency wants to
hide payers and payees of transactions. -ere are eight al-
gorithms in a SALRS scheme.

Setup (λ) ⟶ PP: the input to this algorithm is a
security parameter λ and outputs the public parameters PP.

MasterKeyGen (PP)⟶ (MPK,MSK): the input to this
algorithm is the public parameters (PP) and outputs the
user’s master key pair (MPK, MSK) (master public key,
master secret key).

DerivedPublicKeyGen (MPK) ⟶ DPK: the input to
this algorithm is a master public key (MPK) and outputs the
derived public key (DPK).

DerivedPublicKeyOwnerCheck (DPK, MPK, MSK)
⟶ 1/0: the input to this algorithm is a derived public key
(DPK) and a master key pair (MPK, MSK) and outputs b
∈\{0,1\}. 1 and 0 indicate that the derived public key (DPK) is
valid or invalid, respectively.

DerivedPublicKeyPublicCheck (DPK) ⟶ 1/0: the
input to this algorithm is a derived public key (DPK) and
outputs b ∈\{0,1\}. 1 and 0 indicate that the derived public
key (DPK) is well-formed or not well-formed, respectively.

Sign (M, R, DPK, MPK, MSK)⟶ σ: the input to this
algorithm is a message M, a ring of well-formed derived
public keys R � (DPK1, . . . ,DPKr) (where we regard the
public key ring R as an order set, namely, it consists of the
public keys which are ordered and have indexes), a de-
rived public key DPK ∈ R, and a master key pair (MPK,
MSK) for the derived public key (DPK) and outputs a
signature σ.

Verify(M, R, σ) ⟶ 1/0: the input to this algorithm is a
messageM, a ring of well-formed derived public keys R, and
a signature σ and outputs b ∈\{0,1\}. 1 and 0 indicate that the
signature σ is valid or invalid, respectively.

Link (M0, R0, σ0, M1, R1, σ1) ⟶ 1/0: the input to this
algorithm is two valid (messageM, derived public key ring R,
signature σ) tuples (M0, R0, σ0) and (M1,R1, σ1) and outputs
0 or 1. 1 and 0 indicate that the two signatures are linked or
unlinked, respectively.

4. Security Model of SALRS

A SALRS scheme should be correctness, unforgeable, linkable,
nonslanderable, anonymous, master-public-key-unlinkable,
and derived-public-key-unlinkable, which ensure the scheme
satisfying the security and privacy protection requirements of
cryptocurrencies in most practical settings.

In the following games, we use A or n() to denote any
probabilistic polynomial time (PPT) adversary or polyno-
mial, respectively.

4.1. Correctness. Correctness means that one can derive a
“right” feedback while honestly performing the protocols.

Let PP ← setup (λ),

(1) For any (MPK, MSK) ← MasterKeyGen (PP) and
any DPK ← DerivedPublicKeyGen (MPK), we
have DerivedPublicKeyOwnerCheck (DPK, MPK,
MSK)� 1 and DerivedPublicKeyPublicCheck
(DPK)� 1.

(2) For any messageM, any ring of well-formed derived
public keys R, and any derived public key DPK ∈ R,
such that DerivedPublicKeyOwnerCheck (DPK,
MPK, MSK)� 1 for some master key pair (MPK,
MSK), we have verify (M, R, sign (M, R, DPK, MPK,
MSK))� 1.

(3) For any message Mi, any ring of well-formed derived
public keys Ri, and any derived public key DPKi ∈,
Ri, such that DerivedPublicKeyOwnerCheck
(DPKi, MPKi, MSKi)� 1 for some master key pair
(MPKi, MSKi), let σi← sign (Mi, Ri, DPKi, MPKi,
MSKi) (i� 0,1). We have link (M0, R0, σ0, M1, R1,
σ1)� 1 if DPK0 � DPK1, and Pr[link (M0, R0, σ0,
M1, R1, σ1)� 0] ≥ 1 − negl (λ) if DPK0 ≠DPK1,
where negl is a negligible function.

4.2. Unforgeability. Unforgeability means that only the user
who knows the secret key for some public key in a ring can
generate a valid signature.

4.2.1. Setup. PP ← setup (λ) is run. PP is given to A.
\ (MPKi,MSKi)←MasterKeyGen(PP)\ }

n(λ)
i�1 are run and

MPKi  are given to A.

4.2.2. Probing Phase. A can query the following oracles:

(1) Derived Public Key Adding Oracle, ODPKAdd(): it
means that ODPKAdd (DPK, MPK) returns b ←
DerivedPublicKeyOwnerCheck (DPK, MPK, MSK)
toA. If b� 1, set Ldp k � Ldp k ∪ \{DPK\}, where Ldp k

� ∅ is initialized.
(2) Signing Oracle, OSign(): it means that OSign (M, R,

DPK), where DPK

∈ R ∩ , Ldp k, returns σ← sign (M, R, DPK, MPK, MSK)
to A, where (MPK, MSK) is the master key pair for DPK.

4.2.3. Output Phase. A outputs amessageM∗, a ring of well-
formed derived public keys R∗, and a signature σ∗.

Let Sso � \{(M, R, DPK, σ)\} be the query-answer tuples
for OSign. A succeeds if

(1) Verify (M∗, R∗, σ∗)� 1 and
(2) R∗⊆ Ldp k and
(3) (M∗, R∗, ?, σ∗) ∉ Sso, where ? means that (M∗, R∗,

σ∗) is not a tuple obtained by querying OSign.
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Definition 1. -eSALRS is unforgeable if for allA,A dv
uf

A is
negligible, where A dv

uf

A �Pr[A succeeds]. We name the
game for unforgeability Gameuf.

4.3. Linkability. Linkability means that if the key owner
generates two or multiple valid signatures with respect to
one derived public key, the signatures will be found to be
linked.

4.3.1. Setup. PP ← setup (λ) is run. PP is given to A.

4.3.2. Output Phase. A outputs k (k ≥ (2) tuples (M∗i , R∗i ,
σ∗i ) (i� 1,. . .,k).

A succeeds if

(1) Verify (M∗i , R∗i , σ
∗
i )� 1 and

(2) Link (M∗i , R
∗
i , σ∗i , M∗j , R

∗
j , σ∗j )� 0(∀ i, j ∈ [1,k], s.t.

i ≠ j) and
(3) |∪ k

i�1R
∗
1 |< k.

Definition 2. -e SALRS is linkable if for all A, A dvlinkA is
negligible, where A dvlinkA �Pr[A succeeds]. We name the
game for linkability Game link.

4.4.Nonslanderability. Nonslanderability means that no one
can frame other users by creating a signature which is linked
to a signature of the target user.

4.4.1. Setup. Same as that of Gameuf.

4.4.2. Probing Phase. Same as that of Gameuf.

4.4.3. Output Phase. A outputs two tuples (M′, R′, σ′) and
(M∗ , R∗ , σ∗).

Let Sso � \{(M, R, DPK, σ)\} be the query-answer tuples
for OSign. A succeeds if

(1) Verify (M∗ , R∗ , σ∗)� 1 and
(2) (M′, R′, σ′) ∈ Sso for some derived public keys

DPK′ ∈ R′, ∩ Ldp k and
(3) (M∗ , R∗ , DPK′, σ∗) ∉ Sso and
(4) Link (M∗ , R∗, σ∗, M′, R′, σ′)� 1

Definition 3. -e SALRS is nonslanderable if for all A,
A dvns

A is negligible, where A dvns
A �Pr[A succeeds]. We

name the game for nonslanderability Gamens.

4.5. Anonymity. Anonymity means that no one can identify
the signer’s derived public key out of the ring, with a valid
signature with respect to a ring of derived public keys.

4.5.1. Setup. Same as that of Gameuf.

4.5.2. Probing Phase 1. Same as the probing phase of
Gameuf.

4.5.3. Challenge Phase. A outputs a message M∗ , a ring of
well-formed derived public keys R∗, and two distinct indices
1 ≤ i0, i1 ≤ n (λ), such that

(1) DPKi0
, DPKi1

∈ R∗ ∩Ldp k

(2) None of OSign with DPKi0
and DPKi1

was queried.

A random bit b ∈\{0,1\} is chosen, andA is given the σ←
sign (M∗ , R∗, DPKib

, MPK, MSK), where (MPK, MSK) is
the master key pair for DPKib

.

4.5.4. Probing Phase 2. Same as the probing phase 1, but
with the restriction that OSign with DPKi0

and DPKi1
cannot

be queried.

4.5.5. Output Phase. A outputs a bit b′ as its guess to b.

Definition 4. -e SALRS is anonymous if for all A, A dvanoA

is negligible, where A dvanoA � |Pr[b � b] − 1/2| . We name
the game for anonymity Gameano.

4.6. Master-Public-Key-Unlinkability. Master-public-key-
unlinkability means that with the support of a derived public
key and the corresponding signatures, no one can distin-
guish which master public key is the one which it was de-
rived from.

4.6.1. Setup. Same as that of Gameuf.

4.6.2. Probing Phase 1. Same as the probing phase of
Gameuf.

4.6.3. Challenge. A outputs two distinct indices 1 ≤ i0, i1 ≤
n (λ). A random bit b ∈\{0,1\} is chosen, and
DPK∗ ←DerivedPublicKeyGen (MPKib

) is given toA. Set
Ldp k � Ldp k ∪ , DPK∗\}.

4.6.4. Probing Phase 2. Same as the probing phase 1, with the
restriction that ODPKAdd (DPK∗, MPKij

) (j ∈\{0,1\})
cannot be queried.

4.6.5. Output Phase. A outputs a bit b′ ∈\{0,1\} as its guess to b.

Definition 5. -e SALRS is master-public-key-unlinkable if
for all A, A dv

mpkunl
A is negligible, where

A dv
mpkunl
A � |Pr[b � b] − 1/2| . We name the game for

master-public-key-unlinkability Gamempkunl.
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4.7. Derived-Public-Key-Unlinkability. Derived-public-key-
unlinkability means that with the support of two derived
public keys and the corresponding signatures, no one can
figure out whether they are derived from the same master
public key.

4.7.1. Setup. Same as that of Gameuf.

4.7.2. Probing Phase 1. Same as the probing phase of
Gameuf.

4.7.3. Challenge. A outputs two distinct indices 1 ≤ i0,i1 ≤
n (λ). A random bit c ∈\{0,1\} is chosen. Compute DPK∗0 ←
DerivedPublicKeyGen (MPKic

).
A random bit b ∈\{0,1\} is chosen. If b� 0, compute

DPK∗1 ← DerivedPublicKeyGen (MPKic
); otherwise,

compute DPK∗1 ← DerivedPublicKeyGen (MPKi1− c
).

(DPK∗0 , DPK
∗
1 ) are given to A. Set Ldp k � Ldp k, ∪ \{DPK∗0 ,

DPK∗1 \}.

4.7.4. Probing Phase 2. Same as the probing phase 1, with the
restriction that ODPKAdd (DPK∗j , MPKik

) (j, k ∈\{0,1\}) can
only be queried on at most one j ∈ \{0,1\}.

4.7.5. Output Phase. A outputs a bit b′, ∈\{0,1\} as its guess
to b.

Definition 6. -e SALRS is derived-public-key-unlinkable,
if for all A, A dv

dpkunl
A is negligible, where

A dv
dpkunl
A � |Pr[b � b] − 1/2|. We name the game for de-

rived-public-key-unlinkability Gamedpkunl.

5. Our Concrete Scheme of SALRS

In this section, as a building block for our SALRS con-
struction, we first introduce our novel concrete key en-
capsulation mechanism (KEM) based on the elliptic curve
discrete logarithm. -en, we propose our concrete SALRS
construction.

5.1. KEM Based on Elliptic Curve Discrete Logarithm.
Formally, our novel concrete KEM based on the elliptic
curve discrete logarithm consists of algorithms as follows.

5.1.1. Setup (1λ) ⟶ Params. -e input to this algorithm is
a security parameter 1λ and outputs system global param-
eters params.

-e params are generated as follows. Let G1, G2, and GT

be groups of prime order p, Zp be an integer group of order
p, gi be a generator of (i� 1,2), and e: G1 × G2 ⟶ GT be a
bilinear, efficient, and computable map. Set G1 ≠G2, and
there exists no efficient homomorphism between G1 and G2.
H: GT ⟶ Zp is a collision-resistant hash function. -en,
we set params�(G1, G2, GT, Zp, g1, g2, H).

5.1.2. KeyGen (params) ⟶ (pk, sk). -e input to this
algorithm is the params and output a (public key, secret key)
pair (pk, sk).

-e pair (pk, sk) is generated as follows. First, choose a
random α ∈ Zp and then compute gα

1 . Finally, the pair (pk,
sk) is set as (pk, sk)�(gα

1 , α).

5.1.3. Encaps (pk, params) ⟶ (AD, K). -e input to this
algorithm is the pk and params, and output a ciphertext AD
and a key K. We let AD and K denote the ciphertext space
and key space, respectively.

-e pair (AD, K) is generated as follows. First, choose a
random r ∈∈Zp, compute the key gr

1, compute HV ≜
H(e(pk, gr

2)), and then compute gHV
1 . Finally, set (AD,

K)�(gHV
1 , gr

1).

5.1.4. Decaps (params, AD, pk, sk) ⟶ K/ ⊥. -e input to
this algorithm is the params, ciphertext AD, public key pk,
and secret key sk and outputs a key K or a special symbol ⊥
to indicate rejection.

-e K/ ⊥ is generated as follows. If ∃ r ∈∈Zp, the
equation AD� gSHV

1 holds, where SHV ≜ H(e(gr
1, gsk

2 )),
output a key K� gr

1; otherwise, output a special symbol ⊥.

5.2. Concrete SALRS Construction

5.2.1. Setup (λ) ⟶ PP. -e input to this algorithm is a
security parameter λ, the algorithm sets the parameters n, q,
k, l, m, η, c, and θ, let HA: 0, 1\{ }∗↦ RRk×l

q , expandV:
K↦Sl

η, Hθ: \ 0, 1\{ }∗ ↦ Bθ, and Hm: Rk
q↦ Rm×l

q be functions
which are random oracles. -e algorithm runs:

(1) Set A ≜ HA (cstr), where cstr is a random string
belonging to 0, 1\{ }∗

(2) Run params ← KEM·setup (1λ).

Output the public parameters, PP� (n, q, k, l, m, η, c, θ,
HA, cstr, A, KEM, params, expandV, Hθ, Hm). PP are
implicit input parameters to every algorithm as follows.

5.2.2. MasterKeyGen (PP) ⟶ (MPK, MSK). -e input to
this algorithm is the PP; the algorithm runs:

(1) (pk, sk)←KEM·KeyGen (params)
(2) Set t←As, where s ←R Sl

η

Output MPK ≜ (pk, t) and MSK ≜ (sk, s).

5.2.3. DerivedPublicKeyGen (MPK) ⟶ DPK. -e input to
this algorithm is the MPK� (pk, t); the algorithm runs:

(1) Run (AD, K) ← KEM·Encaps (pk, params).
(2) Set s′ ≜ expandV (K) ∈, Sl

η, t′←As′, and t← t + t′.

Output DPK ≜ (AD, t).

5.2.4. DerivedPublicKeyOwnerCheck (DPK, MPK, MSK)
⟶ 1/0. -e input to this algorithm is a DPK, and pair
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(MPK, MSK) with MPK� (pk, t) and MSK� (sk, s); the
algorithm runs:

(1) If DPK ∈∈AD×, Rk
q, set DPK ≜ (AD, t) ∈∈AD×, Rk

q;
otherwise, return 0.

(2) Run K ← KEM·Decaps (params, AD, pk, sk).
(3) Set s′ ≜ expandV (K) and t′← As′.

If t� t+ t′, return 1; otherwise, return 0.

5.2.5. DerivedPublicKeyPublicCheck (DPK) ⟶ 1/0. -e
input to this algorithm is DPK; the algorithm runs: if DPK
∈∈AD×, Rk

q, return 1; otherwise, return 0.

5.2.6. Sign (M, R, DPK, MPK, MSK)⟶ σ. -e input to this
algorithm is a message M, a ring of well-formed derived
public keys R� (DPK1, . . . ,DPKr), a derived public key
DPK ∈ R, and the master key pair for DPK, where
MPK� (pk, t) and MSK� (sk, s); the algorithm runs:

(1) Set DPKi ≜ (ADi, ti) ∈∈AD×, Rk
q and Hi ≜ , Hm (ti)

(i� 1, . . .,r).
(2) Let i be DPK�DPKi � (ADi, ti), run K ←

KEM·Decaps (params, ADi, pk, sk). Set si
′ ≜ expand

(K) and si← s+ si
′.

(3) Use Hi and si above, and set I ← Hi
si.

(4) Set wi← Ay and vi← Hi y, where y ←R Sl
c.

(5) Set ci←Hθ (M, R, wi− 1, vi− 1, I), where we set c1←Hθ
(M, R, wr, vr, I), and set wi← Azi− , ci

ti and vi←
Hizi − ci I, where zi←

R
Sl

c− 2θη, i� i +1, · · ·,r,1, · · · , i− 1.
(6) Set ci←Hθ (M, R, wi− 1, vi− 1, I).

Set <b>zi← y</b>+ ci
si. If zi ∈, Sl

c− 2θη, output σ ≜
(cc1,\{zi\ r

i�1}, I) ∈, Bθ×(SSl
c− 2θη)

r× Rm
q ; otherwise, return to (4).

5.2.7. Verify (M, R, σ) ⟶ 1/0. -e input to this algorithm
is a message M, a ring of well-formed derived public keys
R� (DPK1, . . . ,DPKr), and a signature σ �(c1,\ zi\ 

r

i�1, I);
the algorithm runs:

(1) If c1 ∉ Bθ or zi ∉ Sl
c− 2θη, ∃ i ∈\{1, . . .,r\}, return 0.

(2) Set DPKi ≜ (ADi, ti) ∈ (AD, Rk
q) and Hi ≜ Hm (ti)

(i� 1, . . .,r). -en, set <b>wi← Azi− </b>ci
ti,

<b>vi← Hi</b> zi− ci I, and ci+1←Hθ (M, R, wi, vi,
I).

If cr+1 � c1, return 1; otherwise, return 0.

5.2.8. Link (M0, R0, σ0, M1, R1, σ1) ⟶ 1/0. -e input to
this algorithm is two valid (message M, derived public key
ring R, and signature σ) tuples (M0, R0, σ0) and (M1, R1, σ1),
where σ0 �(c(0)

1 ,\ z(0)
i \ 

r0

i�1, I
(0)) and σ1 �(c(1)

1 ,\ z(1)
i \ 

r1

i�1,
I(1)); the algorithm runs: if I(0) � I(1), return 1; otherwise,
return 0.

6. Security Analysis of Our SALRS Construction

Now, we prove that our construction has the usual properties
for a SALRS such as correctness, unforgeability, anonymity,
linkability, nonslanderability, master-public-key-unlinkability,
and derived-public-key-unlinkability.

6.1. Correctness Analysis. It is obvious that from our SALRS
construction, (1) and (2) of correctness are satisfied.
-erefore, we next prove (3) of correctness. Let
σj � (c(j)

1 , z(j)
i \ 

rj

i�1, I
(j)) be generated by sign (Mj, Rj, DPKj,

MPKj, MSKj) (j� 0,1) and let DPKi � (ADi, ti).

(1) If DPK0 �DPK1, we have s0 � s1, and then I(0) � I(1).
In this case, we have link outputs 1.

(2) If DPK0 ≠ DPK1, we now prove that link outputs 0
with overwhelming probability. If t0 ≠t1, we can see
that Hm (t0), Hm (t1) are distinct. s0 and s1 are
distinct. -en we have the result that the probability
of I(0) �Hm (t0) s0 �

Hm (t1) s1 � I(1) is negligible. Ift0 �t1 butAD0 ≠AD1, we
want to prove s0 �s1.We consider s0 ≠s1. If s0 ≠s1 andt0 �A
s0 �A s1 �t1, its probability is negligible, so we must have
s0 �s1. s0 �s1 have two cases.

(1) s0 ≠ s1 and s0′ ≠ s1′:
-e probability of this scenario is negligible because
of the randomness of s0, s1, s0′, and s1′.

(2) s0 � s1 and s0′� s1′:

-e probability of s s0 � s1 is negligible because two
different executions of algorithm DerivedPublicKeyGen
with AD0 ≠AD1 will produce distinct s0′� s1′ with over-
whelming probability. -is completes the correctness
analysis.

6.2. Security Analysis. We useA to denote any probabilistic
polynomial time (PPT) adversary in security games.

Theorem 1. *e SALRS construction is linkable.

Proof. We now prove that our SALRS construction is
linkable under module-SIS assumption. If A succeeds be-
cause (3) of linkability holds, it means that ∃ i,j ∈ [1,k] and
i ≠ j, DPKi �DPKj where DPKi ∈ R∗i andDPKj ∈ R∗j .-en,
we set DPKi � (ADi, ti) and DPKj � (ADj, tj), and we have
ti �tj �A sj �Asi. With the support of module-SIS as-
sumption, we have si �sj with overwhelming probability,
which also means DPKi �DPKj with overwhelming prob-
ability. From (1) of linkability and (1) of correctness, we have
σ∗i � sign (M∗i , R∗i , DPKi, MPKi, MSKi) and σ

∗
j � sign (M∗j , R

R∗j , DPKj, MPKj, MSKj). Finally, from (3) of correctness, we
can find that (2) of linkability is not satisfied. -is completes
the proof. □
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Theorem 2. *e SALRS construction is nonslanderable.

Proof. We now prove that our SALRS construction is
nonslanderable under the correctness of the SALRS scheme.
If A succeeds, from (1) and (2) of nonslanderability and (1)
of correctness, we have σ∗ � sign (M∗, R∗, DPK∗, MPK∗,
MSK∗) and σ′ � sign (M′, R′, DPK′, MPK′, MSK′). Because
of (4) of nonslanderability and (3) of correctness, we have
DPK∗ �DPK′ with overwhelming probability. So, we can
find that (3) of nonslanderability is not satisfied. -is
completes the proof. □

Lemma 1. (See [9]). If a SALRS scheme is linkable and
nonslanderable, then it is unforgeable.

Theorem 3. *e SALRS construction is unforgeable.

Proof. According to -eorem 1, -eorem 2, and Lemma 1,
our SALRS scheme is unforgeable. -is completes the
proof. □

Theorem 4. *e SALRS construction is anonymous.

Proof. We now prove that our SALRS construction is
anonymous under the decision module-LWE assumption. If
A succeeds, we set σ � (c1,\ zi\ 

r

i�1, I) and DPKib
� (ADib

, tib)
(b ∈\{0,1\}). From algorithm sign, we have I�Hib

sib
. It means

that A can distinguish Hi0
si0

and Hi1
si1
, which contradicts

the decision module-LWE assumption. -is completes the
proof. □

Theorem 5. *e SALRS construction is master-public-key-
unlinkable.

Proof. We now prove that our SALRS construction is
master-public-key-unlinkable under the BDH-1 assump-
tion. If A succeeds, we set DPK∗ � (AD, t), AD� ADi, and
t�ti (i ∈\{0,1\}), that means thatA can distinguish (ADi, ti)
with a nonnegligible probability. From the algorithm
DerivedPublicKeyGen, we have ti � ti + ti′, ti′�Asi

′,
si
′� expandV (K), and (AD,K)←KEM·Encaps (pk, params),
whereK� Ki. It is obvious that because of the randomness of
r ∈∈G1 and K� gr

1 in the algorithm Decaps, A cannot
distinguish K with an overwhelming probability. -erefore,
A cannot distinguish si

′, so A cannot distinguish ti with an
overwhelm probability.

We now prove that A cannot distinguish ADi with an
overwhelming probability too. IfA can distinguishADi with
a nonnegligible probability ϵ, we can construct a PPT al-
gorithm B that solves the BDH-1 problem. To be specific,
we assume that A and B play the game Gamesec, and B

simulates the challenger and tries to solve the BDH-1
problem. Suppose the BDH-1 instance (g1, g2, ga

1, gb
1) is

given to B. B initializes system parameters and gets par-
ams�(G1, G2, GT, Zp, g1, g2, H) from KEM. -en, B in-
teracts with A as follows. □

6.2.1. Setup. B sends params to A.

6.2.2. Query 1

(1) Key pair query: A asks B to use the algorithm
KeyGen of KEM to compute a key pair (pk, sk)�(gα

1 ,
α) and return it to A. A can only query at most q1
times for key pairs.

(2) Public key query: A ask B to use the algorithm
KeyGen of KEM to compute a key pair (pk, sk) and
return the public key pk to A. A can only query at
most q2 times for key pairs.

(3) Hash query: B sets a hash list Hlist. Hlist is ini-
tialized as an empty set. When A submits a random
element gT ∈ GT toB,B answers as follows. If it has
not appeared in Hlist,B choose a random element z
∈∈Zp and returns it to A. -en, B stores the tuple
(gT, z) inHlist.Otherwise,B finds out the tuple (gT,
z) and returns z to A. A can only query at most q3
times for hash queries.

6.2.3. Challenge. A chooses a public key pk∗ from (1) of
query 1 and sends it to B. B chooses a random bit δ,
∈\{0,1\}; if δ � 0, B sets K∗ � gb

1 and computesAD∗ ←
Encaps (pk∗, params) and then returns them to A. Oth-
erwise, B chooses a random element AD∗, ∈∈G1 and sets
K∗ � gb

1 and returns them to A.

6.2.4. Query 2. A can make queries as he does in query 1
except secret keys for pk∗.

6.2.5. Guess. Finally, A outputs a bit δ′ as the guess of δ.
If A can distinguish ADi, then A can guess the answer.

-en,B chooses tuple (gT, z) in Hlist, which satisfies gT � e
(g1, g2)

ab. -en, B outputs z as the solution to BDH-1
problem. -e probability that B solves the BDH-1 problem
is that Pr[Bsucceeds]� ϵ· Pr[A (pk∗ � ga

1)]·Pr[B (z� e(ga
1,

gb
1))].
IfB succeeds in obtaining a solution of BDH-1 problem,

the following conditions must be satisfied:

(1) Pr[A (pk∗ � ga
1)] ≥ 1/q2 (A correctly chooses

pk∗ ).
(2) Pr[B (z� e(ga

1, g
b
2))] ≥ 1/q3 (B correctly chooses z).

-erefore, we have Pr[Bsucceeds] ≥ϵ/(q2q3)). It means
that the probability of the fact thatB solves BDH-1 problem
is nonnegligible, which contradicts BDH-1 assumption. -is
completes the proof.

Lemma 2. (See [9]). If a SALRS scheme is master-public-key-
unlinkable, then it is derived-public-key-unlinkable.

Theorem 6. *e SALRS construction is derived-public-key-
unlinkable.
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Proof. According to -eorem 5 and Lemma 2, our SALRS
scheme is derived-public-key-unlinkable.-is completes the
proof. □

7. Efficiency Analysis

In this section, we make a comparison with the efficiency of
the SALRS scheme in [9]. -e parameters n, l, k, q, m, θ, η,
and c are set to be same as which in [9], i.e., n� 256, l� 5,
k� 3, q ≈235 and q� 17 mod 32, m� 1, θ� 60, η� 3, and
c � 699453. Additionally, the functions HA, Hm, Hθ, and
expandV are set to be same as which in [9], that is to say, we
use SHAKE-256 to implement the functions HA, Hm, and
expandV and use the algorithm SampleInBall to implement
Hθ. Moreover, with the parameter selection above, we have
the fact that in order to obtain the signature in our SALRS
scheme, the signer has to run Step 4− Step 6 of algorithm sign
at most twice. Because, the probability of restarting of Step
4− Step 6, which can be easily worked out, is
(2θη/c + 0.5) ≈ 1− , e− (2nlθη/c).

From [10, 18, 27], we can obtain an instantiation of KEM
where the system global parameters params of KEM are set
to be the public parameters of the stealth address scheme in
[27]. Especially, the group G1 in our novel concrete KEM is
instantiated to be the special elliptic curve called Ed25519 in
[18].

-e Ed25519 curve in [18] obviously tells us that in our
SALRS scheme, the size of public key pk, secret key sk, or
ciphertext AD is (256–1)× 2� 510 bits, 256× 2� 512 bits, or
(256–1)× 2� 510 bits, respectively. On the other hand, the
efficiency analysis of the SALRS scheme in [9] also tells us
that its size of public key, secret key, or ciphertext is 1088
bytes, 2400 bytes, or (1184–32)� 1152 bytes, respectively.
With the datum above, we can find that the size of public key
in our SALRS scheme is smaller than that in [9], which
means that from the construction of master public key
(MPK), the size of MPK in our SALRS scheme is also smaller
than that in [9]. -e same applies to the master secret key
(MSK) and derived public key (DPK). It comes out a
conclusion that with regard to the size of MPK, MSK, and
DPK, our SALRS scheme has less storage cost.

8. Conclusion

In this study, the linkable ring signature scheme with stealth
addresses were addressed. -en, we proved the security of
proposed schemes under the assumptions of BDH-1
problem, module-SIS problem, and module-LWE problem.
-e results showed that our schemes have all the properties
that a linkable ring signature scheme with stealth addresses
should have, i.e., unforgeability, anonymity, linkability,
nonslanderability, master-public-key-unlinkability, and
derived-public-key-unlinkability. Efficiency analysis showed
that our SALRS scheme has less storage cost than the SALRS
scheme in [9] under the same security conditions.
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In the internet of things, user information is usually collected by all kinds of smart devices.*e collected user information is stored
in the cloud storage, and there is a risk of information leakage. In order to protect the security and the privacy of user information,
the user and cloud provider will periodically execute a protocol called proof of retrievability scheme. A proof of retrievability
scheme ensures the security of the data by generating proof to convince the user that the cloud provider does correctly store the
user information. In this paper, we construct a proof of retrievability scheme using the blockchain technology. Using the
advantage that the stored data cannot be tampered with in blockchain, this ensures the integrity of the data. Specifically, some
related definitions, security models, and a blockchain-based construction of a proof of retrievability scheme are given. *en the
validity and security of the scheme are proved later. As a result, user information can be protected by our scheme.

1. Introduction

1.1. Background. With the information systems coming into
our life, there are many user private information appliances
such as surveillance cameras, smartwatches, smart door
locks, and the online supermarket. *ey provide a lot of
convenience for our life. However, these providers will
collect user information and store it in the cloud where new
technologies are widely used [1–7]. Due to the vulnerability
of the cloud, user information could be attacked by hackers
in information systems and can be easily stolen if the cloud
storage provider is compromised. Among the problems and
challenges of cloud storage [8–10], only the problem of how
to ensure the security and integrity of the information is
considered in the paper. In order to solve it, three kinds of
methods are used [11]: proof of ownership (PoW), provable
data possession (PDP), and proof of retrievability (PoR). We
focus on the PoR and for the state-of-the-art of PoR, the
reader is referred to [11–25].

Generally, the schemes of PoR are under different set-
tings and security models. On the one hand, some schemes
[11–14] are for static data. Some schemes [15–17] discussed

the multiserver setting. In these schemes, the client can
identify machines and recover the data from the others by
using the audit mechanism. Other schemes [18–25] are for
dynamic data. On the other hand, works in [18–21] are about
security. *e authors of [22–24] researched on memory
checking and study how to authenticate remotely stored
dynamic data. *e scheme in [25] is for the multiserver and
dynamic data setting.

Recently, blockchain is used to eliminate a trusted third
party in many protocols [26]. However, it is still unknown
how to utilize blockchain in PoR schemes, which is also a
new challenge in constructing a PoR scheme.

1.2.MotivationandContribution. *e concept of blockchain
was first proposed in 2008 in “Bitcoin: a peer-to-peer
electronic cash system” [27] published by the cryptography
mailing group by a scholar known by the pseudonym
“Satoshi Nakamoto.” *e verification, bookkeeping, storage,
maintenance, and transmission of the data in blockchain are
all based on the distributed system structure, and the trust
relationship between distributed nodes is established by the
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pure mathematical method instead of the central mecha-
nism. *us, a decentralized and reliable distributed system
can be formed.*e goal of blockchain is to provide trusty for
transactions between untrusted entities, without the need for
a trusted third party. At present, many institutions have
combined the industry conditions with the characteristics of
blockchain andmade beneficial attempts in many industries,
including payment, Internet of things, credit investigation,
transaction settlement and clearing, crowdfunding, equity
transaction, audit, supply chain, digital asset management,
notarization, and other fields [28–33]. We consider using
blockchain technology to solve the problem of the trusted
third party in the verification of the PoR scheme.

In this paper, we first define a security model for the
blockchain-based proof of retrievability by modifying the
model in [14, 34, 35]. Secondly, we propose the first concrete
PoR scheme based on blockchain. Finally, we demonstrate
that the proposed scheme is provably secure in the new
model.

1.3. Organization. *e rest of the paper is organized as
follows. Preliminaries are given in Section 2. In Section 3, we
formally define the framework and security model for
blockchain-based PoR schemes. *en a concrete construc-
tion of a blockchain-based scheme is presented in Section 4.
We analyze the security of the proposed scheme in Section 5.
Finally, conclusions are made in Section 6.

2. Preliminaries

In this section, some notions are introduced such as hash
function, Merkle tree, blockchain, and bilinear pairing.

2.1.HashFunction. *e hash function H is used to map data
x of an arbitrary length (input) to data y � H(x) of fixed
length (output). y is called the hash of x. Many Hash
functions [36] are widely publicly available and can be se-
lected based on the context.

H: 0, 1{ }
∗ ⟶ 0, 1{ }

n
. (1)

*is transformation is a compression mapping, which
has the following properties:

(i) *e space of the hash value is usually much smaller
than the space of the input.

(ii) Different inputs may hash into the same output, but
it is hard to find two different inputs x, x′ such that
H(x) � H(x′).

(iii) It is infeasible to determine the input value x from
the hash value y.

Assumption 1 (hash function preimage assumption). Given
y � H(x), it is hard to compute x.

Assumption 2 (hash function collision assumption). Given
x, it is hard to compute x′ such that H(x) � H(x′).

2.2. Merkle Tree. Merkle tree, also known as a Hash tree, as
the name implies, is a tree that stores hash values. A leaf node
of a Merkle tree is attached to the hash value for a data block.
A nonleaf node is attached to the cryptographic hash of its
corresponding child nodes.

Figure 1 presents a simple example of a Merkle tree with
4 pieces of data. Let f be a hash function and
X � x0, x1, x2, x3  denotes the set of data used to generate
the Merkle tree. A Merkel tree is generated as follows:
firstly, for all leaf nodes, ybin(i) � f(xi) where i � 1, 2, 3, 4
and bin(i) is the binary form of i; secondly, for all inside
nodes, the value of the node is f(yl‖yr) where yl and yr are
the value of left child and right child, respectively. An
Merkle tree is valid if and only if the value of each inside
node equals to f(yl‖yr). As a result, this example outputs
the following:

y0,0 � f x0( , y0,1 � f x1( , y1,0 � f x2( , y1,1 � f x3( ,

y0 � f y0,0‖y0,1 , y1 � f y1,0‖y1,1 ,

y � f y0‖y1( .

(2)

In a Merkle tree, the value of the root node is called the
hash of theMerkle tree. For the example in Figure 1, the hash
of that tree with data X is

y � f f f x0( ‖f x1( ( ‖f f x2( ‖f x3( ( ( . (3)

In the rest of this paper, we use Merkel(X) to denote the
Merkle tree created by the data set X and use H(T) to denote
the hash of a Merkle tree T, where H is the underlying hash
function. For example, the hash of theMerkle tree created by
the data set X can be denoted by H(Merkel(X)).

2.3. Blockchain. Within a blockchain, the hash function is
used to determine the state of the blockchain and Figure 2
shows the structure of blockchain which can be viewed as a
linked list of blocks. Every block has four basic objects: the
hash of the previous block, the timestamp of generation, the
random number of security, and the hash of a Merkle tree.
Usually, the corresponding Merkel tree is linked with the
block too. Two neighbor blocks are linked by a hash pointer
that points from the previous block and thus it creates a
chain of connected blocks, hence the name blockchain. By
linking blocks in this manner, the ordered hashes of all the n

blocks represent the entire state of the blockchain, namely,

f(f)(Block(0)‖f(Block(1))‖ · · ·‖f(Block(n))), (4)

where f is a hash function. A blockchain is valid if
f(Block(i − 1)) equal to the value of the field hash of
Block(i − 1) in the structure of the block Block(i), for all
1≤ i≤ n.

To utilize blockchain for a data set X (see the example in
Subsection 2.2), a corresponding Merkel tree T will be
constructed by the data set X. *en a new block B denoted
by B(X) can be generated with the help of a timestamp
provider. Adding more parameters, we use B(X; ts) to
denote a block where X is the data set to generate the hash of
the Merkle tree, ts is the timestamp of the current time, and

2 Security and Communication Networks



rand is the random number. Moreover, a blockchain pro-
vides the following operations:

(i) NewBlock(X;ts): create a valid block B(X; ts).

(ii) AppendBlock(B): append the block B to the
blockchain by filling a suitable random number in
the block.

(iii) FetchBlock(ts): return the block at a time ts in the
blockchain. If there are no blocks at that time, then
NULL is returned.

Recently, there are issues in maintaining a blockchain,
such as generating blocks [37, 38] and updating with effi-
ciency [39]. Anyway, to summarize the characteristic of
blockchain, we have the following assumption.

Assumption 3 (blockchain assumption). All the state and
blocks of blockchain is hard to modify after they were
generated.

2.4. Bilinear Pairing. Bilinear pairing is also called bilinear
mapping, which was first used to construct tripartite key
exchange protocol [40]. It involves threemultiplicative cyclic
groups G1, G2, and GT which have a prime order p. Bilinear
pairing is a mapping e: G1 × G2⟶ GT satisfying the fol-
lowing conditions:

(1) For any g1 ∈ G1, g2 ∈ G2, and a, b ∈ Zp, it always has
e(ga

1 , gb
2) � e(g1, g2)

ab

(2) *ere exists two elements g1 ∈ G1 and g2 ∈ G2 such
that e(g1, g2)≠ 1GT

where 1GT
is the identity in GT

(3) For any g1 ∈ G1, g2 ∈ G2, it is feasible to compute
e(g1, g2)

Let c1, c2, c3 ∈ Zp and g1, g2, g be the generators of
G1, G2, GT, respectively. *ere are two security assumptions
related to bilinear pairing.

Assumption 4 (bilinear decisional Diffie–Hellman). Given a
bilinear pairing e, g

c1
1 ∈ G1, g

c2
2 ∈ G2, gc3 ∈ GT, e(g1, g2)

c1c2c3

and a randomly selected element T ∈ GT, it is hard to
distinguish e(g1, g2)

c1c2c3 from T.

Assumption 5 (bilinear computational Diffie–Hellman). Given
a bilinear pairing e, g

c1
1 ∈ G1, g

c2
2 ∈ G2, gc3 ∈ GT, it is hard to

compute e(g1, g2)
c1c2c3 .

3. Security Model

3.1. System Setting. Our system has three entities, the user,
the cloud storage provider where user information is stored,
and a blockchain where several timestamp providers are
available to all entities. *e structure of the system setting is
shown in Figure 3.

(i) 2e User. *e user is the entity who wants to store
the data on the cloud storage. Whenever the user
wants to check whether the data is correctly stored
on the cloud storage, then a request of PoR will be
generated and sent to the cloud storage. With the
help of blockchain, the user can verify the retriev-
ability of stored data by the proof received from the
cloud storage provider.

(ii) 2e Cloud Storage Provider. A Cloud storage pro-
vider is an entity who exactly stores the data for the
user. Besides, the cloud storage provider generates
and sends the proof of retrievability after receiving
the request from the user.

NULL

Block (0)

Timestamp

Hash of Merkle Tree (0)

Random Number

Hash of Block (0)

Timestamp

Hash of Merkle Tree (1)

Random Number

Hash of Block (i-1)

Timestamp

Hash of Merkle Tree (i)

Random Number

Block (i)Block (1)

Figure 2: *e structure of blockchain.
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Figure 1: *e structure of the Merkle tree.
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(iii) BlockChain. BlockChain is mainly for keeping the
transcripts of PoR scheme constant. Moreover,
timestamp providers in a blockchain can help the
cloud storage providers to generate PoR and the
user to verify the generated PoR.

3.2. TimestampUsage. *e timestamps are provided to both
the user and the cloud storage provider. *e existence of the
data is guaranteed by timestamp through computing the
hash value which is included in the next timestamp. In our
scheme, we will modify the traditional timestamp compu-
tation. At the end of every proof generation, the timestamp
provider proceeds to compute a timestamp on the current
time and makes the timestamp published on the blockchain.
*e timestamp is used to compute the hash value in
blockchain by the cloud storage provider.

We benefit the security from the usage of timestamps.
On the one hand, running a PoR scheme twice at two
different moments would be the PoR for the duration be-
tween the two moments. On the other hand, it gives a
timeline of PoR records which can be used to analyze the
efficiency.

3.3. Definition. *ere are five algorithms in the blockchain-
based PoR which are described as follows:

(i) Keygen: *e input of the algorithm is the security
parameter, and the output is the public key and
private key of the system and the user.

(ii) Outsource: In this stage, it inputs the private key
and user data M, and outputs a data set Y with n

blocks and one tag σ for each block. For the
blockchain, also generates new blocks for the data.

(iii) RequestChallenge: *e user randomly selects a
challenge r and sends it to the cloud storage
provider.

(iv) ResponseProof: *e proof process is an interactive
protocol.*e input is a public key, the file name and
tag of the file and the output is proof for a proof
response.

(v) VerifyProof: *e input is a system parameter and
proof, the output of the algorithm is accepted or
rejected.

Remark 1. Note that system parameter includes the struc-
ture and the state of selected blockchain, as well as another
luxury public information such as the hash function
implementations and bilinear pairing implementations.

3.4. Security Model. Under the assumptions mentioned in
Section 2, a blockchain-based PoR scheme is secure if it
satisfies the following two properties.

(1) Correctness. If all the effective proofs generated by
the algorithm (KeyGen, outsourcing, Request Chal-
lenge, Response Proof, and Verify Proof ) are defined
above, the verification algorithm outputs accept,
then a blockchain-based PoR scheme is correct.

(2) Reasonableness. For reasonableness, if any malicious
cloud storage provider can generate proof such that
the Verify Proof outputs accept. *at is, the user
believes that the cloud storage provider can generate
the proof only if it correctly stores the user data.

If the probability that an adversary with arbitrary
probabilistic polynomial-time wins the game described
below is negligible, then a blockchain-based PoR scheme is
reasonableness.

(a) Setup: *e challenger runs the Keygen algorithm to
obtain the public key and private. *en the public
key is sent to the adversary.

(b) Outsource:*e adversary selects a data set and sends
it to the challenger, who runs the Outsourcing al-
gorithm and responds with the output.

(c) ChallengeProof:

(1) In the Request Challenge algorithm, the chal-
lenger randomly generates a challenge message
and sends it to the adversary.

(2) *e adversary generates a data set first by run-
ning an arbitrary algorithm that returns a proof.
*e proof will be sent to the challenger in the
Response Proof algorithm.

(d) Verify: *e challenger runs the VerifyProof algo-
rithm to verify the proof received from the adversary.
It outputs accept if and only if the proof is accepted
by the challenger.

*e adversary wins the game if accept is outputted in the
last Verify step.

4. Our PoR Scheme

4.1. High Description. In this section, we will propose a
blockchain-based PoR scheme. To cut costs, the cloud
storage provider only needs to generate a Merkle tree for a
data set and store the hash of the Merkle tree in the
blockchain. *e data set can be stored anywhere by the
cloud storage provider. When the user requests a challenge
of PoR, the cloud storage provider fetches back the Merkle
tree and generates a PoR to the user with the help of
blockchain.

TimeStamp

Cloud Storage
Provider

TimeStamp

User

BlockChain

Timestamp
Provider

Store User Information, Request
PoR

Response PoR

Figure 3: System setting.
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4.2. Blockchain-Based Proof of Retrievability Scheme. Our
scheme consists of five algorithms, namely, Keygen, Out-
source, RequestChallenge, ResponseProof, and VerifyProof.

4.2.1. Keygen. Both the user and the cloud storage provider
make consensus on public system parameters: a hash
function H, a blockchain BC, a block size t, a prime number
p, a generator g of the cyclic multiplicative group (Zp, ×),
and a bilinear pairing e on Zp.

*e user chooses a nonzero element s ∈ Zp randomly as
a private key and computes and publics gs ∈ Zp as a public
key.

4.2.2. Outsource. When a user wants to store a file on the
cloud storage, the interactive algorithm is run between them.

(1) Given a data set X � x1, x2, . . . , xm , the user uses
an error correction code to get the encoded dataY. In
the case that some blocks Y′ ⊂ Y may be lost by the
cloud storage, an error correction code is used to
reconstruct the original data set X [41].

(2) Divide the encoded data Y into n blocks,
Y � y1, y2, . . . , yn , where yi ∈ 0, 1{ }t.

(3) For each data block yi, the user computes the au-
thentication tag σi as follows:

(i) Randomly choose a nonzero element ri ∈ Z∗p
called block nonce.

(ii) σi � y
H(ri‖i)
i

(4) *e user outsources Y and Σ � σi|1≤ i≤ n  to the
storage server.

(5) *e cloud storage provider creates a Merkle tree
Merkel(Σ) by Σ, and stores the hash of the Merkle
tree H(Merkel(Σ)) into the blockchain by doing an
operation AppendBlock(Merkel(Σ); ts,NULL).

Remark 2. When we compute y
H(ri‖i)
i , yi and H(ri‖i) are

treated as a big integer number.

4.2.3. RequestChallenge. To verify that the provider has
stored the data correctly, the user randomly selects an in-
teger 1≤ k≤ n indicating which block should be checked.
*en k and rk are sent to the provider for requesting
challenge.

4.2.4. ResponseProof. For the cloud storage provider, there
are n blocks of data and the k-th block is requested to be
checked. Now when the provider receives a request chal-
lenge, a PoR can be generated as follows:

(1) Randomly select a nonzero element x ∈ Zp.
(2) Compute σ � σx

k and gx.
(3) Fetch out Y and Σ from storage devices to retain the

hash of the Merkle tree Merkel(Σ).
(4) Send H(Merkel(Σ)) to the timestamp provider in

the blockchain.

(5) *e timestamp provider verifies that H(Merkel(Σ))
is valid when received it. If it is valid, then a time-
stamp ts is generated to run

AppendBlock(NewBlock(Merkel(Σ), ts)), (5)

and is sent back to the cloud storage provider.
Otherwise, the algorithm is terminated.

(6) *e cloud storage provider generates the proof

proofk � σ, σk, g
x
, ts, H1, H2( , (6)

where H1 � H(Merkel(Σ)) and H2 � H(ts‖Merkel(Σ)).
*en proofk is sent back to the user.

4.2.5. VerifyProof. After receiving the proof, the user does
the following operations in order:

(1) Send ts to the timestamp provider in the block-
chain. If no accept is returned, then the algorithm is
terminated with a reject.

(2) If the blockchain is invalid (See Section 2.3), then
the algorithm is terminated with a reject.

(3) Run FetchBlock(ts) to obtain the corresponding
Merkle tree Merkel(Σ) and the hash H0 of that
Merkle tree from the blockchain.

(4) If H0 ≠H(Merkel(Σ)), then the algorithm is ter-
minated with a reject.

(5) If Merkel(Σ) is invalid (See Section 2.2), then the
algorithm is terminated with a reject.

(6) If H(σk) does not equal the value of the corre-
sponding leaf node in the Merkle tree, then the
algorithm is terminated with a reject.

(7) If e(σ, gs)≠ e(σs
k, gx), then the algorithm is ter-

minated with a reject.
(8) If H1 ≠H(Merkel(Σ)), then the algorithm is ter-

minated with a reject.
(9) If H2 ≠H(ts‖Merkel(Σ)), then the algorithm is

terminated with a reject.
(10) Return accept.

Remark 3. Firstly, the above operations first check that the
blockchain (without Merkle trees) and the Merkle tree re-
lated to the last block are valid. Secondly, the existence of the
k-th block is checked.

5. Security Analysis

5.1. Correctness

Theorem 1. 2e verify process is correct. It means that

e σ, g
s

(  � e σs
k, g

x
( , (7)

holds where σ � σx
k .
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Proof. It follows from the property of bilinear pairing that

e σ, g
s

(  � e σx
k , g

s
(  � e σk, g( 

sx
� e σs

k, g
x

( . (8)

□

Remark 4. Due to Assumptions 4 and 5, the private key s is
still secure even the result of bilinear pairing computation is
public.

5.2. Reasonableness

Theorem 2. If the cloud storage provider is honest, the final
proof must be

proofk � σ, σk, g
x
, ts, H1, H2( , (9)

where H1 � H(Merkel(Σ)), H2 � H(ts‖Merkel(Σ)) and ts is
the current timestamp.

Proof. If the cloud storage provider is honest, the following
points hold true:

(i) σ and σk guarantee that at least the cloud storage
provider stores the k-th block which is not revealed
to the public in the bilinear pairing computation
(See Remark 5.1).

(ii) *e Merkle tree is created by the cloud storage
provider at the time ts was required, and the leaf
nodes of the tree are all part of the data set Y. It
follows from Assumptions 1 and 2 that these hashes
cannot be found without knowing the original data
set Y.

(iii) ts generated by blockchain is trusted according to
Assumption 3.

(iv) *e consistency of the Merkle tree and timestamp
are assured by H1 and H2, respectively.

To sum up, the cloud storage provider must store the
data set correctly if VerifyProof return is accepted. □

5.3. Traceability

Theorem 3. 2e blockchain-based PoR scheme in Section 4 is
traceable.

Proof. If the cloud server is dishonest, that is, the server
modifies, deletes, or tampers with a piece of file without
authorization of the user, S cannot compute the value of the
root node correctly, so it cannot prove that he has completely
stored the data. By verifying the Merkle tree, it will get which
piece of file S has been modified finally.

For example, to verify whether the fifth block file has
been modified, the following procedure can be followed and
the structure as shown in Figure 4:

(i) Verify Node 1. Verify that the calculated value of
node 1 is correct through the values of node 2 and
node 3.

(ii) Verify the Value of Node 3. *e receiver computes
the value of node 3 through the values of node 6 and
node 7 that he has received and verifies whether the
calculated value of node 3 is correct.

(iii) Compute the Value of Node 6. *e receiver com-
putes the value of node 6 through the values of node
12 and node 13 that he has received and verifies
whether the calculated value of node 6 is correct.

(iv) *e receiver computes the value of node 12 from the
value of Y5 and verifies that the calculated value of
node 6 is correct.

*e correct value can be determined by whether the
value of node 6 is consistent. *is allows you to track down
blocks of files that have been modified. □

5.4. Resistance to Two Kinds of Attacks. In this subsection,
two kinds of attacks are considered, i.e., replay attacks and
collusion attacks.

5.4.1. Resistance to Replay Attack. In Section 4.2.4, note that
there is a timestamp ts attached to the proofk, where

proofk � σ, σk, g
x
, ts, H(Merkel(Σ)), H(ts‖Merkel(Σ))( .

(10)

(i) If a data storage provider uses an old timestamp ts,
then it would be rejected in the first step (1) in
Section 4.2.5 since the timestamp provider can easily
find that such ts is expired. In other words, such ts

may be valid in a short time. However, the user could
not run this protocol twice in such a short time.

(ii) If a data storage provider uses an old proof proofk,
then it would be rejected in the seventh step (7) in
Section 4.2.5 since gx is attached with a challenge x

that is randomly generated by the user. x should be
different in two runs of this protocol.

In a word, our protocol is resistant to replay attacks with
old timestamps ts or old proof proofk.

5.4.2. Resistance to Collusion Attack. If we consider the
case that the timestamp provider (and by extension the

Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8

1

2
3

4 5 6 7

8 9 10 11 12 13 14 15

Figure 4: *e example of traceability.
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blockchain provider) colludes with the data storage
provider, then, in other words, the data storage provider
would also play as a timestamp provider in the block-
chain context. However, due to the security analysis of
blockchain [42, 43], such malicious timestamp providers
could be detected by the nodes in the blockchain net-
work. Under Assumption 3 (BlockChain assumption),
our protocol is resistant to such collusion attacks which
can be reduced to an attack in a blockchain context.

6. Conclusion

In order to protect the security and integrity of user data, we
formally defined a novel security model for a blockchain-
based PoR scheme and proposed a secure scheme under the
defined security model. *e properties of the PoR scheme
and the characteristics of blockchain, ensure the security and
the integrity of data, respectively. Furthermore, we prove the
correctness and reasonableness of our scheme. Our scheme
makes user data more secure. In our scheme, blockchain
plays an irreplaceable role in the privacy and security of user
data. It is believed that as a blockchain improves the PoR
scheme, it will continue to promote the progress of
technology.

However, there are still many attacks not being
considered, such as reset attacks and malicious attacks.
To improve the performance, it is interesting to remove
the bilinear mapping while reserving the same security
level.
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Recently, security policies and behaviour detection methods have been proposed to improve the security of blockchain by many
researchers. However, these methods cannot discover the source of typical behaviours, such as the malicious applications in the
blockchain environment. Android application is an important part of the blockchain operating environment, and machine
learning-based Android malware application detection method is significant for blockchain user security.(e way of constructing
features in these methods determines the performance. (e single-feature mechanism, training classifiers with one type of
features, cannot detect the malicious applications effectively which exhibit the typical behaviours in various forms. (e mul-
tifeatures fusion mechanism, constructing mixed features from multiple types of data sources, can cover more kinds of in-
formation. However, different types of data sources will interfere with each other in the mixed features constructed by this
mechanism. (at limits the performance of the model. In order to improve the detection performance of Android malicious
applications in complex scenarios, we propose an Android malicious application detection method which includes parallel feature
processing and decision mechanism. Our method uses RGB image visualization technology to construct three types of RGB image
which are utilized to train different classifiers, respectively, and a decision mechanism is designed to fuse the outputs of
subclassifiers through weight analysis. (is approach simultaneously extracts different types of features, which preserve ap-
plication information comprehensively. Different classifiers are trained by these features to guarantee independence of each
feature and classifier. On this basis, a comprehensive analysis of manymethods is performed on the Android malware dataset, and
the results show that our method has better efficiency and adaptability than others.

1. Introduction

Blockchain is a new decentralized infrastructure and dis-
tributed computing paradigm emerging with the increasing
popularity of digital cryptocurrencies such as Bitcoin. In
recent years, many researchers have put forward a large
number of researches on the security of blockchain from two
aspects: security policy and behaviour detection. (e se-
curity policies include a series of technologies such as pri-
vacy protection [1, 2] and data encryption [3]. Behaviour
detections are mainly used to identify typical behaviours that
existed in blockchain, such as mining [4, 5]. However, the
malicious applications which result in these behaviours
cannot be discovered by security policy and behaviour
detection method. Android is a free and open-source op-
erating system based on Linux, widely used in blockchain.

Due to Android’s openness, it has become a main target of
malicious applications. (e types of new Android malicious
applications are cost consumption, privacy theft, remote
control, roguery, malicious deduction of fees, fraud, etc.
Detecting malicious Android applications is greatly signif-
icant for improving the security of Android applications and
protecting the blockchain users’ secret keys and information
security.

In order to effectively detect Android malicious appli-
cations, various methods have been proposed. (ese
methods include the single-feature mechanisms [6–17] and
the multifeatures fusion mechanisms [18–26]. (e methods
based on a single-feature mechanism usually train a classifier
with one type of features which include APIs [8], permis-
sions [6, 7], call graphs, images [10], or codes [9, 13–17]. As
the structural complexity of these features increases, the
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accuracy of methods is constantly improved. However, with
the development of the malwares, the malicious behaviours
would be presented in multiple places in the application
simultaneously, such as signature files, configuration files,
code files, DLL files, and so on. A classifier trained by a
single-feature cannot detect various malwares effectively.
(erefore, it is difficult to improve the performance of the
method based on a single-feature mechanism when
detecting various Android malicious applications. (e
multifeatures fusion mechanisms can solve the problems
encountered by a single-feature mechanism. (ese mecha-
nisms construct a group of hybrid features which include
multiple types of data. (en they use hybrid features to train
the classifiers. To some extent, these mechanisms could
detect those malicious applications which present typical
behaviours in multiple types of data sources. However, as
multiple types of data sources are fused into a group of
hybrid features, different types of data sources can interfere
with each other during the classifier training process, which
restricts the further improvement of the performance.

We propose an Android malicious applications detec-
tion method including a decision mechanism. (e method
introduces a concept of the parallel detection and fusing
detection result.(e parallel detection constructs a variety of
images for different types of data sources to train multiple
classifiers. (e result decision layer is constructed to fuse the
outputs of multiple classifiers.(e advantages of our method
are as follows:

(i) Different types of images are constructed using
parallel RGB image visualization techniques, and
these images are employed to train multiple classi-
fiers. (ese mutual independent classifiers can re-
duce the interference between different data sources.

(ii) (e result decision layer fuses the outputs of multiple
classifiers with decision algorithms. It guarantees the
independence and accuracy of subclassifiers and
improves the performance of the primary classifier.

2. Related Work

In this section, we will introduce Android malicious ap-
plication detection methods under different mechanisms in
detail.

2.1. %e Methods Based on Single-Feature Mechanism.
(e methods based on single-feature mechanism usually
train the classifier with one type feature. Almin and others
[6] extracted the permission as feature from applications.
(en, they adopted k-means algorithm to cluster these
permissions. A detection method was developed by Li et al.
[7]. (ey named it Significant Permission Identification
(SIGPID) which identified an essential subset of permissions
with three types of data analysis: permission ranking with
negative rate, support based permission ranking, and per-
mission mining with association rules. SIGPID trained SVM
classifiers with the essential subset of permissions. (eir
method reduced the number of permissions that need to be
analysed. Chen et al. [8] trained machine learning classifiers

using APIs feature extracted from the smali files. To improve
the robustness of online malware detectors, they proposed a
robust secure-learning paradigm. Zhang et al. [9] converted
the opcode sequences into an image and finally performed
further feature extraction using CNN. Nataraj et al. [10]
mapped malicious applications to grayscale images firstly
and then obtained features through the Gabor filter. Lin et al.
[11] extracted the system call sequence of an app at run-time.
(en they used subsequences to detect some special Android
malware generated by piggybacking malicious payloads into
benign applications. Munoz and others [12] selected pre-
dictive features from the metadata which was collected from
Google play. Dixon and others [13] detected malware code
behaviour by using the power consumption feature based on
time and location. Karbab and others [14] proposed Mal-
Dozer, an automatic Android malware detection and family
attribution framework that relies on sequence classification
using deep learning techniques. Canfora and others [15]
characterized the frequencies of opcode N − grams and used
the Random Forest classifier to test detection accuracy under
different values of N. In order to get the best detection
results, they carried out many tests under different pa-
rameters. (e average detection rate reached 97%. Li et al.
[16] extracted the number of opcodes in each sample into a
binary matrix of the same size. (en they took advantage of
binary matrices to train CNN. (is detection system
achieved an accuracy of 99%. Zhang et al. [17] calculated the
n-gram value of the opcode. (e value of the opcode was
divided into SA-CNN slices to train CNN. (e shape of
every SA-CNN was (M, N). (e result showed that the
experimental index was optimal when (M, N) was (400, 10).
Compared with Canfora and others [15], Li et al. [16] and
Zhang et al. [17] avoided the tedious process of selecting
parameters. Most of the parameters of CNN could be ob-
tained through feature training process.

2.2. %e Methods Based on Multifeatures Fusion. (e
methods based on multifeatures fusion are a concept of early
fusion. (ese methods usually fuse multiple single features
into a group of mixed features. (e mixed features are used
to train a traditional machine learning algorithm or a deep
learning algorithm. Peiravian and others [18] used the call
relationships between function packages and classes in the
applications as a feature which could present APIs.(ey also
got the permission application list from configuration files.
(is list was another feature which could present permis-
sions. (en they fused these two classes of features into a
feature set and used them to train traditional machine
learning classifiers. (e classifiers could detect malicious
behaviours in Android applications. Afonso and others [19]
constructed a group of hybrid features including API calls
and system call traces. For classification, Random Forest
classifier was utilized. Arp et al. [20] proposed a lightweight
detection method, which was named Drebin. (e Drebin
classifier was trained by a group of mixed features which
were made up of permissions and APIs. (is method sig-
nificantly enhanced the detection ability and efficiency.
Zhang et al. [21] used binary values to represent opcodes,
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permissions, and API usage frequency values in the appli-
cation. (e binary was converted into a RGB image as a
feature. Deep learning algorithm could obtain rules hidden
in the data by learning sample data. Han et al. [22] proposed
a hybrid feature construction method named MalDAE that
fused the dynamic and static API sequences. Feng et al. [23]
fused manifest properties and API calls into a hybrid matrix;
this matrix was the training feature of deep neural networks.
Arshad and others [24] explained a 3-level hybrid malware
detection model named SAMADroid. (ey extracted dy-
namic feature in level 1 and static feature in level 2 and
trained machine learning classifier using dynamic and static
feature in level 3. Suarez-Tangil and others [25] proposed the
DroidSieve method from which several static features were
extracted. (ese features included permissions, APIs, and
application components. Holland et al. [26] and Quan et al.
[27] adopted pattern match algorithm and the mixed feature
to detect malwares.

2.3. %e Methods Based on Decision Mechanism. (e
methods utilizing decision mechanisms usually train mul-
tiple detection classifiers with single or multiple features.(e
results of the multiple classifiers are then fused into a final
detection result using a decision algorithm or decision layer.
Wu et al. [28] extracted multiple types of features from the
application, which included permissions, subassemblies, the
information of intent, and APIs. (ese features were used
separately to train different classifiers using traditional
machine learning algorithms. (e detection results of these
classifiers were combined in pairs to make a decision. (e
decision result was taken as the final test result. Tang et al.
[29] extracted two types of features: opcode n-gram and the
frequencies of duplicate code subblocks. (ey trained the
XGBoost classifier with opcode n-gram and the Random
Forest classifier with the frequencies of duplicate code
subblocks. (en they added a decision algorithm after these
two classifiers. Ananya et al. [30] used dynamic analysis to
get application system calls, which was represented by the
n-gram algorithm. (e n-gram of the system calls was
utilized as a feature to train a machine learning classifier and
a DNN classifier separately. Finally, they adopted a decision
algorithm to fuse the results of the two classifiers.

2.4. Summary and Analysis. With the development of
malicious application technologies, the variability and un-
certainty of the new type malicious applications greatly
reduce the performance of the detection methods based on
single-feature mechanism. (e methods based on multi-
features fusion mechanism, which fuses multiple types of
features into a set of tensors to train one type of classifier,
solve the problem of single-feature mechanisms. (ey
enriched the information in the features. (e method based
on multifeatures fusion mechanism could stably detect the
polytropic malicious behaviours in applications. However,
with the number of type features increasing, different types
of features in the mixed tensor interfere with each other
when training the classifier. It will increase the false positive
rate for benign applications, reduce the recall rate for benign

applications, and limit further improvement of the detection
capability.

Based on the above problems, we propose an Android
malicious application detection method with a decision
mechanism. Our method uses feature construction methods
and detection algorithms which show good performance in
single-feature mechanism and multifeatures fusion mech-
anism. Based on this, we enhance the performance. (e
features constructed by these methods can be divided into
self-defined structured features and image features. Self-
defined structure features include APIs, permissions,
opcode, system calls, etc. It usually relies on the disassembly
techniques when constructing these features. (e accuracy
and comprehensiveness of these features will be disturbed by
shell and code obfuscation techniques which are often used
to prevent the analysis of the application by external pro-
grams or software. Image features can be constructed with
RGB image visualization technologies. (ese technologies
convert binary files directly into RGB images. It avoids some
of the detection problems of classifiers, which are caused by
disassembly applications.

(e classifiers of technologies can be classified
into traditional machine learning classifiers and deep
learning classifiers. Compared to traditional machine
learning classifiers, the parameters and weights of deep
learning classifiers could be obtained through a self-study
process. (e ability of the deep learning classifiers is more
stable.

3. Our Approach

(e Android malicious application detection model, shown
in Figure 1, consists of three processes: parallel RGB image
visualization, parallel detection classifier, and decision layer.
(e process of parallel RGB image visualization constructs
three types of images which are utilized to train the detection
classifiers separately. (e process of parallel detection
classifier consists of three separate classifiers which adopt the
VGG16 algorithm.(e purpose of the process decision layer
is to fuse the outputs of the parallel detection classifier by
using a decision algorithm.

3.1. Parallel RGB Image Visualization Technology. As shown
in Figure 2, the parallel RGB image visualization technology
will create three types of images: dex-image, manifest-image,
and certificates-image. Dex file is the data source for dex-
image, which contains all compiled Java code. Android
manifest file is the data source for the manifest-image. It is
usually stored in the root directory. (e certificate files
mainly contain MF, SF, and RSA files. (ey can be regarded
as the containers of APK to record the digest information of
all files in APK.(ese files are the data source of certificates-
image.

(ese images are created by the image visualization
technology. We get the dex files, the Android manifest files,
and the signature files in the META-INF folder by
unpacking the APK. (en we extract three binary strings,
Bdex, Bmanifest, Bcertificates, from these files. Bi is a string
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containing 0 and 1. (e RGB visualization technology is to
convert Bi into a “red-green-blue” image. Each pixel is
composed of three channels.(e value range of each channel
is [0, 255]. RGB visualization requires the following three
basic steps.

(i) Divide Bi into three equal segments of characteristic
binary code of the same length bir, big, bib. bir is the
binary code snippet for the red channel. big is the

binary code snippet for the green channel. bib is the
binary code snippet for the blue channel.

(ii) Divide each code segment into subcode segments of
8-bit length. Each subcode segment represents the
value of each channel, pi, at the pixel point.
So, bir � pir1, pir2, . . . , pirj}, big � pig1, pig2,

. . . , pigj}, bib � pib1, pib2, . . . , pibj . Suppose a bi-
nary code segment is 0101011011010111. (is

Parallel RGB image visualization

Parallel detection classifier

Decision-making algorithmDecision layer

Dex-classifier Manifest-classifier Certificates-classifier

Figure 1: Android malicious application detection model diagram.
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Figure 2: Parallel RGB image visualization technology.
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process is 0101011011010111⟶
01010110, 11010111 ⟶ 86, 215.

(iii) Finally, transform bir, big, bib into the pixel matrix of
column J and row K. Transform bir, big, bib into
three matrices whose dimensions are [J, K].
Algorithm 1 is the way to get the column J and row
K. (en pad the data of bi into the matrix Mi whose
dimension is [J, K]. Finally, use the Image.-
fromarray function to convert [Mir, Mig, Mib] into
a RGB image.

3.2. Parallel Detection Classifier. In this process, we choose
VGG16 neural network algorithm developed in 2014 to
generate three classifiers: dex-classifier, manifest-classifier,
and certificates-classifier. (e VGG16 neural network al-
gorithm has 16 parameter layers and 5 no-parameter layers:
13 convolutional layers, 3 fully connected layers, and 5
maximum pooling layers.

Convolution layer: (e convolution layer consists of
several convolution kernels. Formulas (1) and (2) are the
calculation equations of the convolution layer.

N �
(W − F + 2P)

S + 1
, (1)

cj � f1 Conv M,wj  + bj . (2)

Max-pooling layer: (e purpose of the Max-pooling
layer is to extract the maximum value of the target region.
(e filter size is 2 × 2. Stride is 2.

Fully connected layer: Before the fully connected layer, the
output matrix of the last pooling needs to be stretched into a
one-dimensional vector z by a flattening function. (e output
of the previous fully connected layer is the input of the next
fully connected layer. Each node in the fully connection layer is
connected to all nodes in the preceding layer. Formula (3) is the
calculation formula of the fully connected layer.

y � f2 Wf · z(  + b′. (3)

3.3.DecisionLayer. (e outputs of three classifiers are 0 or 1,
respectively. When the output of a classifier is 0, the classifier
considers that such data sources cannot present typical
behaviours. When the output of a classifier is 1, the classifier
considers that such data sources can present typical be-
haviours. For example, if the typical behaviours are pre-
sented by the dex file, the detection value of dex-classifier is
1. In the process of parallel detection classifier, each ap-
plication has three detection values which are the outputs of
dex-classifier, manifest-classifier, and certificates-classifier.
(en, we use the decision algorithm to fuse the three de-
tection values. (e output of decision algorithm is the
predicted value for each application. When the result of any
classifier is 1, the decision algorithm considers the appli-
cation as a malicious application. For example, the outputs
of the three classifiers are (x, y, z). x is the result of dex-
classifier. y is the result of manifest-classifier. z is the result
of certificates-classifier. If x �� 1|y �� 1|z �� 1, o � 1. (e

application is malware. o is the output of the decision al-
gorithm. If x! � 1&y! � 1&z! � 1, o � 0. (e application is a
benign application. Table 1 shows the results of all decisions
algorithm.

4. Experiments

In order to evaluate detection techniques with decision
mechanisms, we conduct experiments for stability evaluation in
three datasets: AndMal2017, CICMalDroid2020, and DREBIN.
(en, we verify the effectiveness of decision mechanism by
comparing the detection results of dex-classifier, manifest-
classifier, certificates-classifier, and decision mechanism. In the
end, we compare the detection results under the three mech-
anisms: decision, single-feature, multifeatures fusion.

4.1. Environment and Datasets. (e equipment used in our
experiment is a machine with 32G RAM, 1T HDD, and
Intel(R) Xeon(R) Silver 4214 CPU operating at 2.20GHz.
Table 2 shows the three datasets for our experiments.

4.2. Evaluation Parameters. In order to evaluate the effec-
tiveness of our proposed method, we adopt some evaluation
parameters, including precision, accuracy, TPR, f1-score,
receiver operating characteristic (ROC) curve, and Area
Under Curve (AUC). (ese parameters help us to evaluate
the effectiveness of our method. TP is the number of ap-
plications correctly classified as malicious. FP is the number
of benign applications incorrectly classified as malicious. TN
is the number of benign applications correctly classified as
benign. FN is the number of malicious applications incor-
rectly classified as benign.

Precision is defined as

Precision �
TN

FN + TN
/

TP
FP + TP

. (4)

Accuracy can be calculated by

Accuracy �
TP + TN

TP + TN + FN + FP
. (5)

TPR, also known as recall rate, is defined as

TPR(Recall) �
TN

TN + FP
/

TP
TP + FN

. (6)

Naturally, F1-score is defined as

F1 − score �
2∗Recall∗ Precision
Recall + Precision

. (7)

(e ROC curve is called sensitivity curve. All points on
the curve reflect the same sensitivity, which is the result of
the response to the same signal stimulus under several
different criteria. AUC is the area enclosed by ROC curve
and coordinate axes.

4.3. %e Detection Effect of %ree Datasets. Table 3 presents
the results of the decision mechanisms utilized in And-
Mal2017, CICMalDroid2020, and DREBIN datasets. As
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shown in Table 3, the TPR, f-score, and precision of mali-
cious applications are all between 85% and 90%. (e TPR,
f-score, and precision of benign applications are all between
95% and 98%. (e accuracy of the datasets is 94%, 92%, and
93%, respectively.

Figure 3 is the ROC curve for the three datasets, which
shows the AUC curve and ROC values for the three datasets.
(e AUC values are 0.92, 0.88, and 0.87.

As shown in the experimental data in Table 3, the
evaluation parameters of the three datasets fluctuate within a
small range. (ere are no extreme differences in the ex-
perimental data due to the variation of the datasets. (is
indicates that our method has good detection stability. In
different complex scenarios, the Android malicious appli-
cation detection method with a decision mechanism can
maintain excellent performance.

4.4. %e Detection Results of Primary Classifier and
Subclassifiers. (e primary classifier is the model shown in
Figure 1. (e subclassifiers are the three classifiers before the
decision layer: dex-classifier, manifest-classifier, and certif-
icates-classifier.

(e detection results of primary classifier and sub-
classifiers on dataset AndMal2017 are shown in Table 4. (e
malicious’ TPR of the subclassifiers is between 40% and 50%.
(e malicious’ F1-score of subclassifiers is between 55% and
65%. (e malicious’ precision of subclassifiers is between
80% and 90%. All the benign applications’ evaluation pa-
rameters of subclassifiers are above 85%. All the malicious’
evaluation parameters of primary classifier are above 85%.
All the benign applications’ evaluation parameters of pri-
mary classifier are above 95%. (e accuracy rates of the
primary classifier and subclassifiers are 94%, 88%, 82%, and

(i) Input bij: Output: J&K

l � length(bij)J � sqrt(l) If l%J �� 0: K � l//J

Else: low � pow(J, 2) high � pow(J + 1, 2)

If
(l − low)>� (high − l): J � J + 1J � J − 1
While J � J − 1:
If (l%J):break J− � 1K � l//J

ALGORITHM 1: Getting the column J and row K

Table 1: Decision algorithm.

Dex-classifier Manifest-classifier Certificates-classifier Decision result
0 0 0 0
0 1 0 1
0 0 1 1
0 1 1 1
1 0 0 1
1 1 0 1
1 0 1 1
1 1 1 1

Table 2: Datasets used in the experiment.

AndMal2017 CICMalDroid2020 DREBIN
Benign application 1000 2000 2000
Malicious applications 500 500 500

Table 3: (e detection effect of three datasets%.

Datasets AndMal2017 CICMalDroid2020 DREBIN

TPR Benign 96 94 96
Malicious 89 87 84

F1-score Benign 95 95 92
Malicious 88 83 91

Precision Benign 96 97 98
Malicious 87 85 90

Accuracy 94 92 93
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86%, respectively. (e AUC values, shown in Figure 4, are
0.92, 0.73, 0.67, and 0.70.

According to the experimental data in Table 4, sub-
classifiers and the primary classifier have similar detection
performance for benign applications. However, the
evaluation parameters of the primary classifier for mali-
cious applications are twice that of the subclassifier.
According to the needs of application developers, the
malicious behaviour of malwares is mainly distributed in
dex files, configuration files, and dynamic link library files.
Each subclassifier of the primary classifier can detect
malicious behaviour in only one class of files. (e fol-
lowing is an example of using the dex-classifier. When the
typical behaviours are presented by the Java code, the dex-
classifier can accurately detect malicious. Based on
multiple subclassifiers, the primary classifier containing
decision algorithms makes up for the inability of sub-
classifiers to detect the multiple type sources of the typical
behaviours. (e primary classifier first uses subclassifiers
to the sources of the typical behaviours in various files. In
this process, the parallel detection of subclassifiers does
not interfere with each other. (e outputs of the sub-
classifiers are then fused with the decision algorithm. (e
primary classifier identifies applications with malicious-
ness detected by any subclassifier as malware. (e primary
classifier increases the weight of detecting malicious

applications. As a result, the detection performance of
malicious applications has been significantly improved.

4.5. %e Effectiveness under Different Mechanisms. We use
different detection mechanisms to conduct experiments on
the dataset AndMal2017. Table 5 shows the results. (e TPR,
f1-score, and precision of the single-feature mechanism
against malicious applications are 63%, 69%, and 70%. (e
TPR, f1-score, precision of the multifeatures fusion mech-
anism against malicious applications are 83%, 76%, and 71%.
(e TPR, f1-score, and precision of the decision mechanism
against malicious applications are 89%, 88%, and 87%. (e
TPR, f1-score, and precision of the single-feature mecha-
nism against benign applications are 95%, 93%, and 90%.
(e TPR, f1-score, and precision of the multifeatures fusion
mechanism against benign applications are 91%, 93%, and
95%. (e TPR, f1-score, and precision of the decision
mechanism against benign applications are 96%, 95%, and
96%. (e accuracy of decision mechanism, single-feature
mechanism, and multifeatures fusion mechanism is 94%,
85%, and 89%, respectively. (e AUC values, as shown in
Figure 5, are 0.92, 0.78, and 0.87.

As shown in the experimental data in Table 5, the de-
tection ability of the multifeatures fusion mechanism is
better than that of the single-feature mechanism. In essence,
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Figure 3: (e ROC curve of three datasets.

Table 4: (e evaluation parameters of primary classifier and subclassifiers%.

Classifiers Primary Dex-classifier Manifest-classifier Certificates-classifier

TPR Benign 96 99 93 98
Malicious 89 48 40 42

F1-score Benign 95 93 89 92
Malicious 88 62 58 56

Precision Benign 96 88 86 87
Malicious 87 89 80 85

Accuracy 94 88 82 86

Security and Communication Networks 7



the single-feature mechanism could only detect malicious
behaviour represented by one type of feature. Take for ex-
ample the sensitive permission features used by Li et al. [7].

(eir method can only detect malicious behaviour for
sensitive permissions. (eir methods cannot effectively
detect those applications which implement malicious be-
haviours through Java code, API calls, and dynamic link
libraries. (e multifeatures fusion mechanism is an im-
provement on the single-feature mechanism, which fuses
many different types into one tensor feature. Tensor features
include many types of features, such as code features, APIs,
and permissions. Similar to the multifeatures fusion
mechanism, our method converts different types of files into
images. Compared with the single-feature mechanism, the
multiple images used in our method and the mixed features
used in the multifeatures fusion mechanism contain more
abundant and comprehensive information. (erefore, the
detection capability of our method and multifeatures fusion
mechanism for malicious applications is much higher than
that of the single-feature mechanism.

However, the recall rate of multifeatures fusion mech-
anism for benign applications is weaker than that of single-
feature mechanism and our proposed method. (e multi-
features fusion mechanism fuses multiple types of features
into a set of tensors with fixed dimensions for training one
type of classifier. Different types of features fused in a set of
tensors will interfere with each other. It reduces the per-
formance of the classifier for benign applications and limits
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Figure 4: (e ROC curve of primary classifier and subclassifiers.

Table 5: (e evaluation parameters of different mechanisms%.

Detection mechanisms Decision Single-feature [7] Multifeatures fusion [21]

TPR Benign 96 95 91
Malicious 89 63 83

F1-score Benign 95 93 93
Malicious 88 69 76

Precision Benign 96 90 95
Malicious 87 70 71

Accuracy 94 85 89
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the improvement of the overall performance of the classifier.
Our method separates different data sources and trains
different subclassifiers by adopting parallel detection
method. (is approach avoids the problem of interference
between data sources. Finally, the decision algorithm is used
to fuse the detection results of multiple subclassifiers and
improve the performance of the main classifier.

5. Conclusion

We propose an Android malicious application detection
method which includes a decision mechanism to enhance
the security of the blockchain operating environment. It
improves the performance of Android malicious applica-
tions in complex scenarios. (e parallel RGB image visu-
alization technology in our method constructs three types of
RGB images from dex files, manifest files, and certificates
files. (ese images are then used to train three types of
classifiers, respectively. Such technology reduces the inter-
ference between different data sources. Furthermore, we
adopt a decision mechanism which adds a decision layer to
the subclassifiers. (e decision layer improves the perfor-
mance by fusing the results of the three subclassifiers. Al-
though our approach will be costly when loading multiple
subclassifiers simultaneously, the efficiency of our scheme
would be improved, if the subclassifiers can be deployed on
different cloud detection servers.
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Blockchain provides new technologies and ideas for the construction of agricultural product traceability system (APTS). However,
if data is stored, supervised, and distributed on a multiparty equal blockchain, it will face major security risks, such as data privacy
leakage, unauthorized access, and trust issues. How to protect the privacy of shared data has become a key factor restricting the
implementation of this technology. We propose a secure and trusted agricultural product traceability system (BCST-APTS),
which is supported by blockchain and CP-ABE encryption technology. It can set access control policies through data attributes
and encrypt data on the blockchain. +is can not only ensure the confidentiality of the data stored in the blockchain, but also set
flexible access control policies for the data. In addition, a whole-chain attribute management infrastructure has been constructed,
which can provide personalized attribute encryption services. Furthermore, a reencryption scheme based on ciphertext-policy
attribute encryption (RE-CP-ABE) is proposed, which can meet the needs of efficient supervision and sharing of ciphertext data.
Finally, the system architecture of the BCST-APTS is designed to successfully solve the problems of mutual trust, privacy
protection, fine-grained, and personalized access control between all parties.

1. Introduction

Food for the people: food safety is the first and most im-
portant. From a global perspective, food safety incidents are
typical public health emergencies. In order to solve those,
countries around the world have successively studied and
established a variety of APTSs relying on the agricultural
product supply chain, mainly using the centralized technical
architecture to realize the shared storage of traceability data.
However, frequent privacy leaks in the data center and
frequent food safety incidents have led consumers to lose
trust in the traceability system. At the same time,

considering many factors such as data ownership, data
leakage, and their own commercial interests, agricultural
production enterprises or organizations with a large amount
of data are extremely cautious about opening their own
internal data, especially core data. When food safety inci-
dents break out, data are not available, tampered, or mali-
ciously forged from time to time, resulting in the problems
of less data and low reliability of agricultural product
traceability system (APTS).

+e main reasons for the above problems are as follows.
Firstly, the data privacy of the participants in the supply
chain is not effectively protected, resulting in the difficulty of
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establishing a trust relationship between the participants.
Secondly, regulators lack safe and effective regulatory
technical means to effectively supervise the complete supply
chain data. Finally, consumers no longer trust existing
traceability systems and technologies. It can be seen that the
contradiction between data privacy protection and efficient
sharing of APTS is becoming increasingly prominent, and
the problem of data security is still the difficulty and pain
point restricting the safe sharing and supervision of agri-
cultural products traceability data. +e reason lies in the
imperfect data privacy protection and access control tech-
nology of the traceability system.

+e decentralization, nontampering, and traceability of
blockchain technology provide new technologies and ideas
for the construction of APTS. Based on blockchain and CP-
ABE encryption technology, this paper constructs a secure
and trusted agricultural product traceability system (BCST-
APTS), which can meet the whole supply chain data su-
pervision, fine-grained authorized access control, and secure
and trusted data sharing.

+e main contributions of this paper are as follows:

(1) With the help of cryptographic algorithms, the data
stored on the blockchain can be encrypted to ensure
data privacy and completely solve the trust problem
between consumers and system participants.

(2) Based on CP-ABE encryption technology, it provides
new technical means to solve the problems of privacy
protection, fine-grained access control, and data
supervision of agricultural product supply chain
data.

(3) +e proposed attribute management infrastructure
scheme can more efficiently and flexibly meet the
personalized privacy protection needs of supply
chain participants.

(4) A RE-CP-ABE scheme is proposed and elaborated in
detail, which can quickly and accurately determine
data access rights. More importantly, it can meet the
data supervision requirements of the supervisory
organization for the entire supply chain.

2. Related Works

2.1. Agricultural Product Traceability System Based on
Blockchain. Graves et al. [1] believe that the three processes
of production, transportation, and sales are the core, and
integrated production, information sharing, and production
operations are an important research direction of the supply
chain. Cachon and Fisher [2] believe that information
sharing can effectively improve the operational efficiency of
the supply chain. Boehlje et al. [3] believe that building a
traceability system for agricultural products can effectively
reduce the cost of food supervision and improve the quality
of products. Gao et al. [4] believe that the establishment of
trust mechanisms and information sharing mechanisms
should be accelerated between all entities in the supply
chain, and an information service platform should be built to
realize corporate information sharing, so as to reduce the

overall operating costs of the supply chain and improve the
operating efficiency and economic benefits of the supply
chain. However, the existing data sharing and traceability
system, which mainly adopts centralized technology ar-
chitecture construction, can no longer be accepted by
consumers. More precisely, the actual value of the trace-
ability system is gradually being weakened.

+e system architecture based on blockchain technology
has the characteristics of decentralization, nontampering,
traceability, etc., which can not only meet the traceability
requirements of the entire process of the agricultural
product supply chain, but also realize the distributed shared
storage of agricultural product entire process data. Agri-
cultural blockchain technology can make traceable infor-
mation fairer, just, transparent, lightweight, and efficient to
reach consensus [5]. However, the consensus mechanism is a
key technology to achieve consensus between organizations
and nodes on the chain, and its vulnerability may damage
the entire blockchain system [6, 7]. Liu et al. [8] designed an
anticounterfeiting traceability system based on blockchain
technology that combines public and private chains to en-
sure the authenticity and reliability of the traceability in-
formation obtained and solve the problem of difficult
supervision of traditional traceability systems. Feng [9]
established an agricultural food supply chain traceability
system based on RFID and blockchain technology. +e
system covers all links of the agricultural product supply
chain, including the whole process of data acquisition and
information management, and realizes the quality and safety
monitoring, tracking, and traceability management of ag-
ricultural products “from farm to table.” Yang et al. [10]
designed a “database + blockchain” agricultural product
traceability information storage model and query method
based on hyperledger fabric, and the encrypted hash value of
traceability data is stored on the blockchain.

+e above research successfully focused on the system
architecture design and function realization, realized the
distributed storage of agricultural product data, and ensured
the data integrity. However, the existing research lacks in-
depth research on data confidentiality, secure storage, access
control, etc., cannot protect the data and privacy of entities
in the traceability system, and is difficult to apply in practice.

2.2. Privacy Protection and Access Control of Blockchain.
According to the degree of openness of the blockchain
system, it can be divided into Public Blockchain, Private
Blockchain, and Consortium Blockchain. According to
whether the access of the organization node needs to be
licensed, it can be divided into Public Blockchain and
Permissioned Blockchain. Obviously, nonpublic Block-
chains such as Consortium Blockchain and Private Block-
chain are called Permissioned Blockchain [11]. Since the
Permissioned Blockchain is a type of blockchain that each
node needs to be licensed by the regulatory agency or au-
thoritative organization, after verifying the identity, it is
assigned specific system permissions to carry out specific
businesses. Compared with the Public Blockchain, the
Permissioned Blockchain is more suitable for application
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scenarios that require supervision, cross-organization
sharing, and multiparty business collaboration.

For any industry, users are unwilling to share their
personal information and confidential data with competitors
[12], such as source location privacy [13]. +e design of the
agricultural product supply chain scheme based on the
blockchain should ensure the security and credibility of data
encryption storage, transaction records can be traced, in-
quired, and appealable, and private data belongs to each
participant [14]. In order to solve the data security problems
faced by the traditional APTS, it is necessary to protect the
privacy of participants in the whole agricultural product
industry chain, based on safe and reliable data sharing,
improve the enthusiasm of agricultural industrial organi-
zations to participate in the construction and application of
traceability system, and strengthen the effective supervision
of regulatory agencies, enhancing consumers’ confidence
and satisfaction with the traceability results. Hyperledger
blockchain is committed to providing new solutions for data
security and privacy protection [15, 16]. For example,
Hyperledger fabric has been used in the pharmaceutical
traceability system [12]. +e APTS fully meets the above
characteristics, which is also the key application field of
blockchain in agriculture.

Access control is the core key technology for data privacy
protection. +rough access permissions, data can only be
accessed by the owner and authorized legal users. At present,
the Permissioned Blockchain mainly adopts technologies
such as organization (user) identity authentication, privacy
channel, main/subchain data isolation [17], multi-subchain
model [18, 19], endorsement strategy, transaction encryp-
tion, smart contract encryption, and privacy data set to
realize access control of block data. Organizational identity
authentication solves the access control problem at the
blockchain network level and prevents unauthorized users
from entering the blockchain network; the privacy channel
realizes the logical isolation between the organizations inside
and outside the channel and achieves access control at the
channel level, but it has different circumstances, creating a
separate privacy channel that will incur additional man-
agement overhead (such as maintaining chain code version,
policy andMembership Service Provider (MSP)). Obviously,
the main/subchain data isolation and multichain model also
have the same kind of problems as mentioned above, and
endorsement policy can realize the organizational level
access control of smart contract writing, but there is a risk of
privacy disclosure due to cross-channel unauthorized access,
and transaction encryption and smart contract encryption
mechanisms still remain at the channel level; privacy dataset
can realize access control of privacy data without creating a
new privacy channel, but it still stays at the organizational
level.

None of the above technologies can achieve more fine-
grained (such as organization-level/node-level) access
control to meet the complex access requirements of the
Permissioned blockchain across organizations [20], and
other access control technologies are still needed. Fabric CA
1.4 version has adopted Attributes-based Access Control
(ABAC), through the organization of identity attributes to

access control of smart contract (chain code) operations, but
it still lacks flexibility to set attributes only from the per-
spective of organizational identity. At the same time, the
confidentiality of shared data cannot be guaranteed. Wang
et al. [21] proposed an Attribute-based Distributed Access
Control Framework (ADAC) suitable for IoT blockchain.
Based on ABAC and blockchain, Zhang et al. [22] use the
access tree [23] to configure access policies to achieve fine-
grained authorized access to IoTdevices. ABE is also used for
access control of data sharing under the blockchain. Alni-
amy and Taylor [24] proposed fine-grained access control of
shared data under the distributed environment of the
blockchain. Jemel and Serhrouchni [25] and Huang et al.
[26] solved the problem of fine-grained access control faced
by data protection in an open shared environment, but the
attribute set is open to all nodes in the entire network, which
can easily be stolen by malicious nodes to generate correct
users Key. Wang et al. [20] used ABE to propose a data
access control and sharing model to achieve fine-grained
access control and secure sharing. With the increasing
number of on-chain organizations, when cross-organization
deployment increases information sharing between different
organizations, ABAC implementation may become com-
plicated and requires attribute management infrastructure
[27].

However, the above-mentioned existing research only
focuses on the design of fine-grained access control and does
not provide an overall plan that includes attribute man-
agement infrastructure and effective supervision of
encrypted data, which is not conducive to the unified su-
pervision of encrypted data by supervision organizations.

2.3. Block Data Encryption and Flexible Sharing. Use
blockchain distributed ledger and encryption technology to
realize the privacy protection and safe sharing of agricultural
global data, so as to ensure the stability of agricultural system
operation and ensure the business flow (information flow),
capital flow, and logistics data of the entire agricultural
industry chain authenticity [5]. Data confidentiality is a
prerequisite to ensure data security. Block (ledger) data
security mainly encrypts transaction data through crypto-
graphic algorithms. Symmetric encryption system can be
used for blockchain data encryption [20, 28]. +is system
requires both encryption and decryption parties to share
keys. +e ciphertext data can be calculated using a multikey
fully homomorphic encryption (MFHE) scheme. Chen et al.
proposed a dynamic multikey FHE scheme based on the
LWE assumption [29], which requires less “local” memory,
and the ciphertext expansion process is distributed.With the
increasingly complex business exchanges between organi-
zations and the dynamic changes in the number of orga-
nizations, key distribution and management will become
complicated and difficult to operate. At the same time, there
will be key leakage and multiple encryption problems. If the
entire blockchain uses the same cryptographic algorithm
and key, it is meaningless for data protection in the
blockchain. What is more dangerous is that once an orga-
nization or node is illegally compromised, the loss is
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immeasurable. Obviously, symmetric cryptosystem is not
the best choice for blockchain data encryption.

Relatively speaking, a public key cryptosystem based on
Public-Key Infrastructure (PKI) is more suitable. At present,
blockchains mostly use public key cryptosystems to encrypt
data [20]. Although they have high security, they are limited
to data sharing between the two, which cannot meet the data
sharing of 1-to-N andmultilevel access control [20]. In order
to support more flexible public key generation, Sahai and
Waters [30] proposed an Attribute-based Encryption (ABE)
scheme, which uses a series of attribute sets instead of unique
identifiers to identify identities. ABE is a fine-grained 1-to-N
encryption scheme. Its advantages are as follows:

(1) Encryption is only related to attributes, without
paying attention to the number and identity of access
members, which reduces the encryption overhead

(2) Only the members that conform to the ciphertext
attribute can be decrypted, so as to ensure the se-
curity of the data

(3) +e key is related to random numbers, and the keys
of different members cannot be combined, which can
resist collusion attacks [20]

Further research proposes Key-policy Attribute-based
Encryption (KP-ABE) [31] and Ciphertext-policy Attribute-
based Encryption (CP-ABE) [32]. KP-ABE embeds the
policy into the encryption key and the attribute into the
ciphertext. +e key corresponds to an access structure and
the ciphertext corresponds to a set of attributes. CP-ABE
embeds the policy into the ciphertext and the attribute into
the user key. +e ciphertext corresponds to an access
structure, and the key corresponds to a set of attributes. +e
common feature of the two is to bind data encryption and
decryption with policy.+e data can be decrypted only when
the attributes in the attribute set can meet the access
structure. While retaining the ciphertext control, fine-
grained access control can be realized. KP-ABE scheme is
close to static scenarios, such as paid video websites and log
encryption management. In CP-ABE scheme, the data
owner specifies the strategy of accessing ciphertext and
associates the attribute set with the access resources. Data
users can access ciphertext data according to their own
attributes. +is technology is suitable for access applications
such as private data sharing, such as data encryption storage
and fine-grained sharing in cloud computing environment.

In view of the above analysis, this paper uses CP-ABE
scheme to encrypt the data stored in the APTS, which can
not only protect the data privacy and security of the uplink
organization, but also lay a foundation for flexible data
sharing.

3. BCST-APTS: Secure and Trusted Agricultural
Product Traceability System

3.1. System Logic Architecture. A secure and trusted agri-
cultural product traceability system covers the entire process
of production, processing, warehousing, logistics, and sales
in the agricultural product supply chain. Participating

entities include farmers/producers, processors, warehouse
operators, logistics providers, retailers, and consumers. +e
business of each participant is carried out under the effective
supervision of the Regulatory authority. +e regulatory
authority is responsible for the identity authentication,
authority management, data supervision, and traceability of
agricultural product quality and safety events for each
subject. +e system logic architecture is shown in Figure 1.

+e system realizes the whole process data collection of
agricultural products “from farm to table,” that is, prepro-
duction data, mid-production data, and postproduction
data, including structured data and unstructured data.
Structured data can be encrypted and stored directly on the
blockchain, and unstructured data can be stored off
blockchain, but its digital fingerprints must be stored on the
blockchain to ensure the integrity and confidentiality of the
data. Based on Permissioned blockchain and data encryption
technology, the system has the following technical
characteristics.

(1) No Tampering. Ensure the authenticity, validity, and
permanence of data stored on the chain.

(2) Distributed Storage. Sharing by members of the
whole blockchain avoids the technical risks of cen-
tralized architecture.

(3) Data Encryption and Flexible Access Control. It can
protect the privacy of the data publisher and solve
the problem of separation of data ownership and
control on the blockchain.

(4) Tracing Smart Contract. When an agricultural
product quality and safety incident occurs, the data
of relevant participants can be automatically
extracted and uploaded to the system, so as to
prevent the relevant parties from tampering, delet-
ing, or forging data when the incident occurs, so as to
restore the truth of the incident and find the root
cause of the problem.

In the above architecture, data encryption and flexible
access control are the keys to ensuring that this system has
the characteristics of security and credibility. It is also a
typical difference between this work and other agricultural
product traceability systems based on blockchain technol-
ogy. In order to achieve the unification of the two, this paper
focuses on the realization of the encryption and fine-grained
access control of the data on the blockchain based on the CP-
ABE scheme. +e reencryption scheme based on ciphertext
policy attribute encryption (RE-CP-ABE) is introduced in
detail in Section 4.

3.2. SystemDeploymentNetworkArchitecture. Asmentioned
in Section 3.1, the BCST-APTS involves multiple partici-
pants in the agricultural product supply chain. At present, in
order to achieve efficient management within the enterprise,
each entity has built a relatively complete information
system, but the business system of each entity has huge
differences in business logic, technical architecture, and
deployment plans. +erefore, so as to achieve various
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business alliances, data sharing and business systems be-
tween subjects must solve the problems of multisource and
heterogeneous internal business systems. +e distributed
characteristics of blockchain technology itself provide a new
solution to the above problems. Figure 2 shows the de-
ployment network architecture diagram of the system.

As shown in Figure 2, between the internal business
system of each participant and the blockchain system, one
or more blockchain nodes are built, and the internal
business system and BCST-APTS are realized with the help
of the client. For seamless connection of the blockchain,
such as Organization A, Organization B, and Organization
C as different participants in the agricultural product
supply chain, there is also a regulatory organization re-
sponsible for supervision and operation of the entire
blockchain system.

Note. +e regulatory organization here is not a traditional
centralized agency; it is just one of the ordinary members on
the blockchain. When agricultural products need to be
traded, the relevant data is packaged, and private data and
trade secret data are encrypted using the CP-ABE encryption
algorithm. +e encrypted ciphertext is released and stored
on the blockchain through the blockchain node, and data
retrieval is only completed on the local blockchain node.

From the perspectives of part of the enterprise and the
entire chain as a whole, the system architecture has obvious

advantages. First of all, from the perspective of the orga-
nization, not only can the stability of the internal business
system be ensured, but also a secure and reliable blockchain
system can be accessed. Secondly, from the overall per-
spective of the entire chain, all participants jointly maintain a
set of ledger books to achieve cross-regional and cross-in-
dustry agricultural product traceability business collabora-
tion and data sharing, so as to ensure the authenticity and
credibility of agricultural product traceability.

4. Reencryption Scheme Based on Ciphertext-
Policy Attribute Encryption (RE-CP-ABE)

4.1. CP-ABE Scheme Features. +e data in the blockchain
ledger is open to the whole nodes, which cannot guarantee
the confidentiality of the data and is easy to be accessed
illegally. +is paper introduces CP-ABE encryption scheme
to ensure the data confidentiality and authorized access
control of the data sharers and realize the unity of data
ownership and control on the blockchain. CP-ABE En-
cryption Scheme [32] consists of five basic algorithms, in-
cluding setup, encrypt, keygen, decrypt, and delegate.
Among them, CT�encrypt (PK, m, t) is an encryption al-
gorithm. +e encryption algorithm encrypts a message m
under the tree access structure T. +e specific calculation
formula is as follows:
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CT � T, �C � Me(g, g)
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, Cy
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qy(0)
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Here, the ciphertext CT is constructed by T, which is the tree
access structure. +e function att(x) is defined only if x is a
leaf node and denotes the attribute associated with the leaf
node x in T.

+e decryption function is DecryptNode (CT, SK, x),
defined as

DecryptNode(CT, SK, x) �
e Di, Cx( 

e Di
′, Cx
′( 

�
e g

r
· H(i)

ri , h
qx(0)

 

e g
ri , H(i)

qx(0)
 

� e(g, g)
rqx(0)

. (2)

Here, SK is a private, which is associated with a set S of
attributes, and a node x from T.

Reference [32] explains the meaning of other parameters
in detail, which will not be repeated here. However, from the
above two formulas and parameters T and attr (x), it can be
seen that, in CP-ABE algorithm, the attribute is extremely
important for data encryption, decryption, and access
control. It determines the flexibility of access control policy
and who can decrypt ciphertext data. However, in order to
meet the personalized encryption needs of each subject
accessing the APTS, the system should support the needs of
each subject to set personalized attributes, but it will lead to
the increase of attribute synonymy or redundancy. At the
same time, it is not conducive to the efficient supervision of
encrypted data by regulators.

4.2. Access Control Tree. Figure 3 shows an access control
tree model in Apple’s traceability system. In order to show
the principle, it only includes four parts: product type,
brand, place of production, and logistics provider.

It can be seen from Figure 3 that leaf nodes represent an
attribute of shared data, and non-leaf nodes are threshold nodes
that support “AND” or “OR” logic operations. Data requesting
organization must meet the minimum threshold value before
they can decrypt the secret value of this node. For example, the
threshold node “1/2” means that at least one of the two at-
tributes can be decrypted, which is one of JD.comor SF Express.
When the data requesting organization applies for access to
encrypted data, only users who have the attributes in the access
control tree and satisfy the logical relationship can access, so that
the data can be encrypted once and shared N times.
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4.3. Attribute Management Infrastructure. To solve the
above-mentioned problems, this paper proposes that the
authoritative organization or regulatory authority in the
APTS builds a whole-chain standardized attribute man-
agement infrastructure to provide attribute management,
access, and other services to all access organizations in the
entire blockchain. +e specific construction process of this
attribute management infrastructure is shown in Figure 4.

+e construction of the attribute management infra-
structure includes the following steps:

(1) Initialization phase: at this stage, the authoritative
organization establishes the structure and storage
mode of the attribute management infrastructure
and establishes the user attribute set to standardize
the management of all attributes of the whole chain.
+e structure of attribute management infrastruc-
ture can adopt key value, relational table, etc., and be
stored in the form of file or database table. +e user
attribute set is used to store all attribute sets owned
by the organization.

(2) Assign public attributes to the access organization.
When approving the access application of each or-
ganization, the authoritative organization assigns
public attributes to the application organization
according to its business, role, etc. +e public at-
tributes can be organization name, organization
identity ID, system role, access time, and other
different contents.

(3) +e access organization applies for private attributes.
After accessing the permissioned blockchain system,
each organization can apply to an authoritative or-
ganization to maintain its own private attributes
based on its own business development. +e au-
thoritative organization decides whether to approve
the application. After passing the application, the
organization can be used for subsequent data en-
cryption and decryption.

(4) Establish a whole-chain attribute management in-
frastructure.+e public and private attributes of each
organization together constitute the entire block-
chain of attribute management infrastructure.

(5) Maintain the attributes of the entire blockchain. +e
authoritative organization dynamically maintains
and manages the attributes of the entire blockchain
and the attribute collection in the attribute man-
agement infrastructure according to the result of the
attribute application.

(6) Provide attribute services. Authoritative organiza-
tions provide external attributes services such as
query, modification, and deletion according to the
attribute management infrastructure and the attri-
bute collection of the organization. For example, the
data issuer retrieves the attributes used for data
encryption, and when the authoritative organization
works in place of the CA, it can generate encryption
keys based on the data issuer.

+e above attribute management infrastructure con-
struction method manages the attributes of the entire
blockchain through the attribute dictionary, which can not
only meet the personalized attribute requirements of dif-
ferent access organizations, but also convert redundant
attributes and synonymous attributes into standardized and
standard attributes. A flexible and efficient solution is
proposed for the difficult problem of attribute management
in attribute-based encryption schemes.

4.4. RE-CP-ABE Encryption Scheme. +e CP-ABE encryp-
tion scheme can configure flexible and personalized en-
cryption and access control policies with the help of
attributes, but it also poses challenges for the entire
blockchain of sharing and supervision of encrypted data.
When the data issuer releases the encrypted data to the
traceability system, if the original access control policy re-
mains unchanged, it can be unified to the entire blockchain
of standardized data encryption, so that the data owner, data
requester, and data supervisors can quickly access data,
which will greatly improve the management efficiency of the
system. For this reason, RE-CP-ABE is proposed in this
paper.

RE-CP-ABE scheme consists of six core algorithms:
Setup, Encrypt, UpBlockChain，ReEncrypt, AccessKeyGen,
and Decrypt. All variable symbols used in the specific al-
gorithm are shown in Table 1.

Setup( )⟶ PK, MK. (3)

Begin

End

Authority Organization Initialization

Assign Public Attributes to Organizations

Organization Applies for Private Attributes

Full-Chain Attribute Management
Infrastructure

Provide Attribute Services Manage Full-Chain Attributes

Figure 4: Flowchart of whole-chain attribute management
infrastructure.

2/3

3/3 Shandong 1/2

Apple Red Fuji Qixia JD SF

Figure 3: Access control tree model in Apple’s traceability system.
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System initialization algorithm: it has no input param-
eters, output public parameters PK, and master key MK.

Encrypt(PK, M, T)⟶ CT. (4)

Personalized encryption algorithm: according to the
personalized access control tree T, it is constructed by users
according to their own personalized needs, flexibly selected
attribute set Up and logical relations, and personalized
encryption is performed on the plaintext message M to
obtain a personalized ciphertext CT.

UpBlockChain(CT, T). (5)

Block publishing algorithm. Publish the encrypted
personalized ciphertext CT and the corresponding access
control tree T to the authoritative organization node or
block generation node of the blockchain system, such as the
Orderer node of Fabric.

ReEncrypt(PK,CT, T)⟶ CT′, T′. (6)

Attribute reencryption algorithm: this algorithm is ex-
ecuted by an authoritative organization node and uses the
attribute service provided by the attribute management
infrastructure to reencrypt the received personalized ci-
phertext CT into a standardized ciphertext CT′. At the same
time, the personalized access control tree T is converted into
a standardized access control tree T′.

AccessKeyGen T′, S( ⟶ SK. (7)

Access control and key generation algorithm: the
algorithm is executed by the authoritative organization
node and uses the attribute service provided by the at-
tribute management infrastructure to determine whether
the personalized attribute set S selected by the data re-
quest user meets the standardized access control tree T′.
If both the attributes and the logical relationship meet the
requirements, the user’s data decryption private key SK is
generated. Otherwise, there is no access control au-
thority, and the decryption private key SK cannot be
obtained.

Decrypt PK,CT′, SK( ⟶M. (8)

Data decryption algorithm: according to the system
public parameter PK and the decryption private key SK, the
standardized data ciphertext CT′ is decrypted into plaintext
message M.

+is algorithm is an improvement of the CP-ABE [32]
scheme and retains the technical advantages of the original
algorithm that flexibly set access control policies and data
encryption according to attributes. At the same time, with
the help of a standardized access control tree T′, it is possible
to realize the standardization of personalized data encryp-
tion and access control, so that access rights can be quickly
determined, and the effective supervision of encrypted data
by data supervision organizations and authoritative third
parties can be ensured.

5. BCST-APTS Based on Fabric and RE-CP-ABE

5.1. BCST-APTS Scheme. As one of the typical representa-
tives of the Permissioned Blockchain, the fabric has been
widely studied and applied in various fields. It realizes the
technical positioning of business collaboration for alliance
members, which determines that it can be successfully ap-
plied to the traceability system of agricultural products. +is
paper designs a secure and trusted agricultural product
traceability system scheme based on Fabric and RE-CP-ABE,
as shown in Figure 5.

+is system scheme consists of data publisher (Organi-
zation 1), data requester (Organization N), and authoritative
organizations, and the authoritative organization is respon-
sible for the operation and maintenance management of the
CA node and Orderer node of the system. Each connected
organization manages its own Peer node and saves a copy of
the blockchain ledger with the entire chain data.

5.2. Business Process. +e specific business process of the
scheme is as follows:

(1) Data is encrypted and published on the blockchain.
+e data publisher (organization 1) uses the

Table 1: Symbolic variable.

Variable name Meaning
Setup System initialization algorithm
PK Public parameters
MK Master key
Encrypt Personalized encryption algorithm
M Plaintext message
T Personalized access control tree
CT Personalized ciphertext
UpBlockChain Block publishing algorithm
ReEncrypt Attribute re-encryption algorithm
CT′ Standardized ciphertext
T′ Standardized access control tree
AccessKeyGen Access control and key generation algorithm
S Personalized attribute set selected by the data request user
SK Decryption private key
Decrypt Data decryption algorithm
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application 1 client to interact with Peer node 1,
which is a node managed by itself, for blockchain
interaction. +e client is responsible for selecting
attributes for encryption and constructing an access
tree. After attribute encryption, the ciphertext data is
submitted to the Peer node for publishing on the
blockchain.

(2) Reencryption by authoritative organizations: the RE-
CP-ABE encrypted smart contract is deployed in the
Orderer node, and the Orderer node uses it to re-
construct the access tree of shared data, that is,
converting it to the canonical access tree under the
attribute dictionary, and reencrypting the data. As a
result, the ciphertext data (organization level)
encrypted by different organization attributes is
converted to the ciphertext data (block level) under
the specification attributes of the whole-chain at-
tribute dictionary.

(3) Store standard ciphertext data blocks: the Orderer
node is responsible for sorting the received trans-
actions, generating blocks of reencrypted data,
broadcasting them to each Peer node 1 and Peer
node N on the permissioned blockchain, and writing
them into the blockchain ledger.

(4) +e data requester decrypts: the data requester
(organization N) sends the data request and the
attributes it owns to the Peer node N through the
client of the application N. +en, the Peer node N
automatically executes the smart contract con-
structed by the canonical access tree to check
whether the attributes and access control of data
access are met condition. If it is determined to be
satisfied, it returns to the client a request response
including encrypted data and a standardized access
control tree. +e application N client decrypts the
returned encrypted data to obtain the plaintext data.

5.3. Security Analysis. In the proposed scheme, the CP-ABE
encryption algorithm is used to protect data privacy and
access control, the blockchain technology is used to ensure
the distributed storage of data, and the RE-CP-ABE scheme
is designed to ensure efficient data supervision of encrypted
data to ensure the security and efficiency of the design
scheme.

(1) Data confidentiality: this solution uses CP-ABE to
encrypt the data on the blockchain and stores the
ciphertext data on the blockchain. Although all
nodes of the blockchain can obtain the data, the data
content cannot be obtained when the attributes and
access control tree requirements are not met.
+erefore, data privacy and security are protected.

(2) Data integrity: this solution stores the traceability
data of agricultural products on the blockchain.With
the help of the chain storage structure of the
blockchain ledger, it can effectively prevent a single
node from tampering with the data and ensure the
integrity of the traceability data.

(3) Data availability: all nodes participating in the
traceability system can have a copy of the complete
ledger. +erefore, when the service of a single node or
multiple nodes is abnormal or interrupted, the entire
system can still operate normally, which can effec-
tively guarantee the availability of the system and data.

(4) Binding security of data ownership and control
rights: taking full advantage of the fine-grained ac-
cess control technology of the CP-ABE algorithm, it
solves the problem of the data owner’s control of
distributed storage data on the blockchain and, at the
same time, realizes one-time encryption for data
release and multiple authorizations for data access,
thereby improving the security and flexible access
flexibility of the data on the blockchain.
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(5) Reencryption security: the RE-CP-ABE scheme
designed in this paper is implemented by the Orderer
node of an authoritative organization, which can
effectively identify malicious attribute operations such
as forgery and impersonation by participants, thereby
further ensuring the security of reencrypted data.

6. Conclusion and Prospect

In this paper, blockchain technology and CP-ABE algorithm
are successfully integrated and applied to a secure and
trusted agricultural product traceability system (BCST-
APTS). Furthermore, an attribute management infrastruc-
ture is designed, which can regulate and efficiently manage
the attributes of the entire blockchain. Based on this and CP-
ABE algorithm, a RE-CP-ABE scheme is proposed, which
can convert personalized encryption to standardized en-
cryption, thereby ensuring the efficient sharing and super-
vision of data stored in the Permissioned Blockchain.
Finally, this paper designs a BCST-APTS scheme based on
Fabric and RE-CP-ABE. +e above research work provides
new solutions and ideas for solving the problems of data
fraud, untrustworthy traceability results, and privacy leakage
in the APTS. +is work currently only designs the model of
the system from the perspective of technology, architecture,
and principles. +e follow-up will focus on an in-depth
research on the security of smart contracts, the efficiency of
attribute management infrastructure, the flexibility and ef-
ficiency of the RE-CP-ABE solution, and the final con-
struction a complete and usable APTS serving the
development of agricultural product traceability technology.
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A personal health record (PHR) is an electronic application which enables patients to collect and share their health information.
With the development of cloud computing, many PHR services have been outsourced to cloud servers. Cloud computing makes it
easier for patients to manage their personal health records and makes it easier for doctors and researchers to share and access this
information. However, due to the high sensitivity of PHR, a series of security protections are needed to protect them, such as
encryption and access control. In this article, we propose an attribute set-based Boolean keyword search scheme, which can realize
fine-grained access control and Boolean keyword search over encrypted PHR. Compared with the existing attribute-based
searchable encryption, our solution can not only improve the flexibility in specifying access policies but also perform Boolean
keyword search, which can meet the needs of large-scale PHR users. Furthermore, we simulate our scheme, and the experimental
results show that our scheme is practical for PHR systems in cloud computing.

1. Introduction

In recent years, with the rapid development of cloud computing,
it has been successfully deployed in a wide variety of real-world
applications, such as the medical industry. A personal health
record (PHR) is an electronic application through which pa-
tients can maintain and manage their health information in a
private, secure, and confidential environment. )e intention of
PHR is to provide a complete and accurate summary of an
individual’s medical history which is accessible online. PHR
benefits in many aspects, including strengthening the con-
nection between doctors, patients, medical researchers, and
hospitals. Doctors and medical researchers can obtain patient’s
information more conveniently by using PHR. At the same
time, patients can better control their personal health infor-
mation (PHI) since only people with necessary electronic
credentials can get access to their PHR. However, PHR is under
security threat such as information leakage, lack of access
control, and untrusted cloud servers. A lot of security issues
have happened in recent years, which have brought huge
economic losses.)us, it is very important to develop a method

for protecting the security and privacy of PHR. )e most
common method is to encrypt the PHR before uploading them
to the server. However, performing searches on encrypted PHR
would be a challenge.

Searchable encryption (SE) is a well-studied method that
can deal with this issue. In SE, firstly, data owners encrypt their
data and upload them to the cloud server.)en, each legitimate
data user can generate a trapdoor using his secret key and
interested keywords where the trapdoor enables data user to
search over encrypted PHR. However, due to the high sensi-
tivity, it is desired that each user can only query the authorized
PHR. )at is, fine-grained access control is needed for PHR.
)us, attribute-based keyword search has been implemented by
many researchers [1–12]. In these schemes, data owners can
encrypt their data with predefined access control policies. A
trusted authority is responsible for managing all data users and
distributing secret keys to them, where the secret key is gen-
erated according to the user’s attributes.)us, when a data user
searches over encrypted PHR stored in the server with his
interested keywords, the server can judge whether his attributes
satisfy the access policy.
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However, there are some limitations in existing schemes.
Firstly, in the schemes [7–10], each user’s attributes are
organized in a single set, which cannot support the com-
pounded attributes. For example, consider a user who is a
“Researcher” working in “College A” and serves as both
“Director” of “Department of Medicine” and “Professor” of
“Department of Chemistry,” and the above attributes are
both valid and are likely to be used to describe him. A
possible method is expressing above attributes as strings, like
“Researcher CollegeA Director DepartmentOf M−

edicine Professor DepartmentOf Chemistry”. Unfortu-
nately, it becomes challenging in satisfying policies which
combine some of the singleton attributes. Secondly, in the
schemes [10–12], data users are only allowed to search with a
single keyword, which is not flexible enough. Although the
scheme [7] supports recursive attribute set structure for
more flexibility in specifying policies and the scheme [3]
supports Boolean keyword search, none of the schemes
support both of the two functionalities.

1.1.OurContributions. In this paper, we present an attribute
set-based Boolean keyword search (ASBBKS) scheme over
encrypted PHR in cloud computing. In our scheme, each
data user’s attributes are organized as recursive set structure,
which enables more flexibility in user attribute organization
and more efficiency in specifying policies than the existing
ABKS schemes. Meanwhile, our scheme supports Boolean
keyword search which is flexible in keyword expressivity.
)e ASBBKSmodel for encrypted PHR is shown in Figure 1.
)e main contributions of our paper are described in detail
as follows:

(i) In our scheme, each data user’s attributes can be
organized as recursive set structure.)at is, multiple
values are assigned to an attribute in different sets.
In the above example, the researcher’s attributes can
be organized into a 2-depth recursive set structure
as follows. For each role that a researcher has, a
separate set of values {Department, Role} can be
assigned.
{Agency: College A, Role: Researcher,
{Department: Medicine, Role: Director},
{Department: Chemistry, Role: Professor}}.

(ii) All authorized users can perform Boolean keyword
search which is a more flexible search mechanism.
For example, the PHR users can query the PHR
which contains the keywords “(Treatment time: Jun
2021 ∧ Doctor name: Mike) ∧ (Drug name: Aspirin
∨ Disease name: Neuralgia)” to the cloud server.

(iii) We present the theoretical performance analysis of
the ASBBKS scheme for computation and com-
munication costs. In addition, the simulated results
show that it is practical for the PHR systems.

1.2. Related Works. Searchable encryption (SE) was first
proposed by Sont et al. [13] which enables users to imple-
ment keyword research over the encrypted data. )ere are

two categories for existing SE schemes: symmetric search-
able encryption (SSE) [13–17] and public key encryption
with keyword search (PEKS) [18–21]. SSE enables a user to
encrypt his data and implement the keyword search by using
his secret key. In a PEKS scheme, data owners can authorize
search ability to each user by encrypting data with the user’s
public key. )us, each user can perform searches over
encrypted data with his private key. However, the above two
types of SE have a vulnerability that they do not support
access control on data users. It means that each legitimate
user can query all of the encrypted data, which may cause
security issues.

To solve this problem, researchers have proposed SE
schemes with access control such as attribute-based en-
cryption with keyword search (ABKS) [22–26]. In such SE
schemes, data owners can authorize search ability to data
users whose attributes satisfy the access policy predefined by
the data owner. )ere is a trusted authority in ABKS to
generate public parameters. In addition, it also generates
secret keys for data users. In [27], each user needs to submit
his attribute structure and interested keywords to the trusted
authority for generating trapdoors. )en, the data user can
search over encrypted data with his trapdoors. However, it
fails to preserve the privacy of interested keywords and they
will be revealed to the trusted authority, which is not desired
by the data user. )us, Zheng et al. [28] proposed an im-
proved SE scheme that makes use of an access tree to fulfill
access control. In [28], each user sends an attribute set to the
trusted authority for generating an attribute-related private
key. )e private key is used to generate trapdoors of in-
terested keywords. )en, users can search over encrypted
data with trapdoors without revealing interested keywords.
However, in these schemes, user’s attributes are organized to
a single set, which decreases the flexibility in specifying
access policies.

In [29], the researchers proposed attribute set-based
encryption (ASBE). In ASBE, the user’s attributes are or-
ganized in the form of recursive set structure which enables
the data owners to encrypt data with more flexible access
policies than ABE. Based on this technique, Xu et al. [7]
proposed attribute set-based keyword search (ASBKS).)eir
scheme has better flexibility in user attribute organization
and more efficiency in specifying policies. However, it only
supports single keyword query, which limits the perfor-
mance of searching.

To achieve multi-keyword search, Boolean keyword
expression search was presented in [1]. In [1], keywords are
divided into two parts: value and name, which are both
organized in the form of an access tree structure. Inspired by
this, we propose an ASBBKS scheme that can support
Boolean keyword search, compounded attributes, and
flexible search policies simultaneously.

1.3. PaperOrganization. )e rest of the paper is organized as
follows. We introduce some preliminaries in Section 2. In
Section 3, the concrete construction of the ASBBKS scheme
is presented and the formal security proof of the ASBBKS
scheme is provided. In Section 4, we evaluate the
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performance of our ASBBKS scheme and conduct simula-
tion experiments to demonstrate its efficiency and practi-
cality. Finally, we conclude the paper in Section 5.

2. Preliminaries

2.1. Bilinear Pairings. Let G1 and G2 represent the multi-
plicative cyclic group of order p, where p represents the
prime number. Assume that g is the generator of group G1;
then, when e: G1 × G1⟶ G2 satisfies the following con-
ditions, we say it is a bilinear mapping [30]:

(1) Bilinear: for any g, h ∈ G1 and a, b ∈ Zp,
e(ga, hb) � e(g, h)ab.

(2) Non-degenerate: e(g, g)≠ 1.

If there exists an efficient algorithm that can compute
e(g, h) for all g, h ∈ G1, then G1 is called a bilinear group.

2.2. Recursive Set Structure. We construct user’s attributes as
the recursive structure mentioned in [29]. In this structure,
each element of a set can be an associated attribute or a set.
)ey are organized like the tree structure with the notation
of depth which limits this recursion. Here, we provide an
example of this kind of set structure with depth 2 in Figure 2.

At the first layer, there are attribute elements and set
elements. At the second layer, there are only attribute ele-
ments. For a set with depth 2, we can denote it as A �

A0, A1, . . . , An  where A0 is the set of attributes at depth 1
and Ai is the ith set at depth 2 for 1⩽ i⩽ n.

2.3. Access Tree. In our scheme, the access tree structure is
the same as that in [29], and Figure 3 shows an example of
access tree T. In T, each inner node x represents a
threshold gate which has a threshold value kx. Assume that

the set of child nodes of x is represented by child(x) and the
number of child nodes is represented by nx. In addition, each
child node of x is labeled from left to right as 1 to nx. )en,
we have 1≤ kx ≤ nx. When kx � 1, the threshold gate
transforms to a “ OR ” gate; when kx � nx, it transforms to
an “ AND ” gate. In addition, each leaf node x of T rep-
resents an attribute, denoted as att(x). Furthermore, the
parent of node x is presented as parent(x), the label as-
sociated with x is presented as label(x), the set of leaf nodes
of T is presented as lvs(T), and the subtree of T rooted at
the node x is presented as Tx.

For an attribute set structure A � A0, A1, . . . , . An} with
depth 2 and an access tree T, if at least one of the fol-
lowing conditions holds, we say that A satisfies T: (1)
there is at least one subset of A, in which the combination
of its attributes satisfies T; (2) there are some translating
nodes where the attributes from multiple sets in A can be
combined to satisfy T. )e translating node allows at-
tributes from different sets to be combined to satisfy an
access tree. )us, by using some translating nodes, data
users can combine attributes from multiple sets to satisfy
an access tree. To make an explanation, we take the re-
cursive set structure in Figure 2 and T for example. In
access treeT, there are two inner nodes and one of them is
a translating node. )eir threshold gates are 1 and 2,
respectively. For the attribute set structureA in Figure 2, it
can easily satisfy node v1. For node v2, subsets A1 and A2
can be combined together to satisfy it. However, if node v2
is not a translating node, then there is no subset of A that
can satisfy node v2. )us, using some translating nodes,
data owners can selectively require users to combine at-
tributes from either a single set or multiple sets to satisfy
the access tree.

Secret share: for an access treeT, each node x ofTwith
associated threshold kx would equip with a polynomial qx.

Authorizer

PHR owners PHR users

Cloud Server

Access
Tree 

Encrypted
PHR Boolean query

Recursive Key
structure 

AuthorizeManage
{Agency: College A, Role: Researcher,

{Department: Medicine, Role: Director},
{Department : Chemistry, Role: Professor}}

Recursive attribute set

Figure 1: Our scheme model.
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qx is generated by running the secret share algorithm
mentioned in [31]. )is algorithm is used for distributing a
secret s, and the process of this algorithm is as follows:

(i) For the root node R, let qR(0) � s and then ran-
domly select kR − 1 coefficients for the polynomial
qR.

(ii) For an inner node x, let qx(0) � qparent(x)(label(x))

and then randomly select kx − 1 coefficients for the
polynomial qx.

(iii) For a leaf node x, let the degree of qx be dx � 0 and
qx(0) � qparent(x)(label(x)).

After executing the algorithm, the value qx(0) corre-
sponding to each leaf node x becomes the secret share of s.
We represent this algorithm as qx(0) | x ∈ lvs(T) ⟵
Share (T, s).

2.4. Boolean Query. In [3], a Boolean query requires that a
server can find out all the encrypted data associated with an
arbitrary Boolean expression among keywords. )e ex-
pression can be denoted as Exp(w1, w2, . . . , wn). While
calculating a Boolean expression, let bi � 1 if the encrypted
data contains wi; otherwise, set bi � 0. )en, replace cor-
responding wi in the expression with bi. After that, if the
result of the Boolean expression is “1,” encrypted data satisfy
the condition of the Boolean query. In our scheme, keywords

are divided into two parts: name and value. )ey are or-
ganized as an access tree structure as shown in Figure 4,
which is a more expressive searchable mechanism.

2.5. Definition of ASBBKS. In an ASBBKS scheme, there are
several participants including multiple data owners and data
users, a cloud server, and a trusted authority used for au-
thorizing and managing data owners/users. An ASBBKS
scheme consists of five algorithms: Setup, KeyGen, Encrypt,
Trapdoor, and Test.

(i) Setup(k)⟶ pk,mk : given the security param-
eter k, the Setup algorithm generates a public key pk
and a master key mk.

(ii) KeyGen(mk,A)⟶ sk{ }: the KeyGen algorithm
uses the master key mk and the given attribute set
structure A to generate secret key sk corresponding
to A.

(iii) Encrypt(pk, WV,T)⟶ C{ }: the Encrypt algo-
rithm inputs public key pk, a set of keyword values
WV, and an access tree T and outputs the corre-
sponding ciphertext C.

(iv) Trapdoor(sk, BV)⟶ T{ }: the Trapdoor algo-
rithm inputs secret key sk and a Boolean keyword
value expression Bv and outputs the corresponding
trapdoor T.

(v) Test(C, T)⟶ 0, 1{ }: the Test algorithm takes
trapdoor T and ciphertext C as input. When the
attribute set related toTmatches with the access tree
encrypted in C and a minimum subset WN

′ of
keyword names WN encrypted in C satisfies the
Boolean keyword expression BV encrypted in T, it
outputs 1. Otherwise, it outputs “⊥”.

In an ASBBKS scheme, the trusted authority firstly
executes Setup to initialize the system parameters. )en,
according to the user’s attribute set, it computes secret key
for each user. Data owners should execute Encrypt on their
data using preset access control policies to generate the
corresponding ciphertexts and then upload them to the
server. For data users, they can execute Trapdoor to generate
trapdoors for searching over ciphertexts. In the end, the
server executes Test to find all the data that are authorized to
a user by the policies.

Subset A0 

Subset A1 
Subset A2 

Agency:
College A

Role:
Researcher

Dept:
Medicine

Role:
Director

Dept:
Chemistry

Role:
Professor

Figure 2: )e recursive set structure.

Agency:
College A

Role:
Researcher

Dept:
Medicine

Role:
Professor

Root

v1kv1 = 1 kv2 = 2

v11 v12 v21 v22

v2

Translating node

Figure 3: Access tree.
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2.6. Security Model of ASBBKS. We will give the security
definition of ASBBKS. If there is no adversary who can
win the following game with a non-negligible advantage
in probabilistically polynomial time (PPT), then we can
say that an ASBBKS scheme is secure against selectively
chosen keyword attack (INDSCKA). In the following
game, adversary A interacts with the game challenger C
as follows.

(i) Setup: in this stage, challenger C first generates
(pk,mk) through running Setup(k). )en, pk will
be sent to adversary A.

(ii) Phase 1: in this stage, adversary A can make a
polynomial number of queries as follows:

(1) Secret key queries: adversary A adaptively
queries secret keys for recursive attribute set
structures to challenger C.

(2) Trapdoor queries: adversary A adaptively
queries Boolean keyword value expressions BV

to challenger C and gets the corresponding
trapdoors.

(iii) Challenge: after the above queries, adversary A

submits two distinct keyword value sets WV0 and
WV1 to challenger C. )ese sets cannot satisfy the
Boolean keyword value expression BV that is
queried with the form of Trapdoor queries in
Phase 1. )en, C randomly selects a bit β ∈ 0, 1{ },
constructs the challenge ciphertext C∗ of WVβ,
and returns it to A.

(iv) Phase 2: adversary A continues to make secret key
queries and trapdoor queries similar to phase 1. It
requires both WV0 and WV1 to not satisfy the
Boolean keyword value expression BV.

(v) Guess: adversary A has to guess and output a bit
β′ ∈ 0, 1{ }. It wins the game if β′ � β.

3. Our Construction of ASBBKS

In this section, we will provide a concrete construction of
our scheme and the formal security proof. In the following
construction and security proof, we assume the depth of the
user’s attribute set structure to be 2.

3.1. 2e Concrete Construction

3.1.1. Setup(κ)⟶ pk,mk . Let e: G × G⟶ GT be a bi-
linear pairing in which G and GT represent two cyclic groups
of prime order p. Assume that g is the generator of G and
H0: 0, 1{ }∗ ⟶ Z∗p and H1: 0, 1{ }∗ ⟶ G are two collision-
resistant hash functions. Next, it randomly selects
β1, β2, α ∈ Z∗p and calculates h1 � gβ1 , h2 � gβ2 , h3 � gα. )e
master key and the public key (pk,mk) are set to be

pk �〈G, GT, p, g, e, h1, h2, h3, H0(·), H1(·)〉,

mk �〈β1, β2, α〉.
(1)

3.1.2. KeyGen(A,mk)⟶ sk{ }. )e input recursive attri-
bute set structure is parsed as A � A0, A1, . . . , An . Assume
that each Ai has mi attribute members; then, there is Ai �

ai,1, . . . , ai,mi
  for 0≤ i≤ n. Firstly, it randomly selects a
value r ∈ Z∗p for attribute set structureA. For each subset Ai,
it randomly selects n values ri ∈ Z∗p | 1≤ i≤ n  and sets
r0 � r. Furthermore, it randomly selects a set of values
ri,j ∈ Z∗p | 0≤ i≤ n, 1≤ j≤mi  for each attribute. Finally, it
calculates B � g(α− r)/β1 , Bi,j � gri H1(ai,j)

ri,j and Bi,j
′ � gri,j

for 0≤ i≤ n, 1≤ j≤mi and Di � g(r+ri)/β2 for 1≤ i≤ n. )e
secret key for A is set to be

sk �〈A, B, Bi,j, Bi,j
′  | 0≤ i≤ n, 1≤ j≤mi ,

Di | 1≤ i≤ n 〉.
(2)

At the translating node, each element Di in a secret key
supporting ri of set Ai at depth 2 translates to r of set A0 at
depth 1. Elements Di and Di′ can be combined as Di/Di′ to
translate ri′ to ri at the translating nodes.

3.1.3. Encrypt(pk,WV,T)⟶ C{ }. WV � (wρ(1),wρ(2), . . . ,

wρ(m)) is a set of keyword values and WN � (ρ(1),ρ(2), . . . ,

ρ(m)) is the set of the keyword names. )is algorithm
randomly selects m +1 values s0, s1, . . . , sm ∈Z∗p and com-

putes C1 � h
s0
1 , C2 � h

s0
2 , Ci,1 � gsi , Ci,2 � h

(s0+si)
3 · h

H0(wρ(i))si

2 for

AND

AND OR

Treatment Time : Jun 2021 Doctor Name : Mike Drug Name : Aspirin Disease Name : Neuralgia

Figure 4: Boolean keyword expression.
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1≤ i≤m. After that, it computes secret shares of s0 through
implementing qv(0) |v ∈ lvs(T) ⟵Share(T, s0). Fur-
ther, for each v ∈ lvs(T), it computes Cv � gqv(0) and Cv

′�
H1(att (v))qv(0). We assume that the set of translating
nodes in T is represented as trans(T). )en, it calculates
Cx � h

qx(0)
2 for each x ∈ trans(T). Finally, the ciphertext is

set to be

C �〈T, WN, C1, C2, Ci,1, Ci,2  | 1≤ i≤m ,

Cv, Cv
′(  | v ∈ lvs(T) , Cx | x ∈ trans(T) 〉.

(3)

In user keys, elements (Cx)′s and (Di)′s support
translation between sets at a translating node x. We will
describe it later in the Test algorithm.

3.1.4. Trapdoor(sk,BV)⟶ T{ }. BV represents the Bool-
ean keyword value expression which is an access tree. BN

represents the Boolean keyword name expression which is
an access tree with the same structure asBV. Taking sk and
BV as inputs, it randomly selects a value t ∈ Z∗p and cal-
culates the secret shares of t by implementing
qv(0) | v ∈ lvs(BN) ⟵ Share(BN, t). )en, this algo-
rithm calculates Tρ(v),1 � (h3h

(H0wρ(v))

2 )qv(0) and

Tρ(v),2 � gqv)(0). Parsing sk as 〈A, B, (Bi,j, Bi,j
′) | 0

≤ i≤ n, 1≤ j≤mi}, Di | 1≤ i≤ n 〉, it further computes
B � Bt, Bi,j � Bt

i,j, B′i,j � B′ti,j for 0≤ i≤ n, 1≤ j≤mi and Di �

Dt
i for 1≤ i≤ n. Finally, the trapdoor for BV is

T �〈A,BN, Tρ(v),1, Tρ(v),2  | v ∈ lvs BN(  , B,

Bi,j, B′i,j  | 0≤ i≤ n, 1≤ j≤mi , Di | 1≤ i≤ n 〉.
(4)

3.1.5. Test(C, T)⟶ 0, 1{ }. Cloud server takes input ci-
phertext C � 〈T, WN, C1, C2, (Ci,1, Ci,2) | 1≤ i≤m ,

(Cv, Cv
′) | v ∈ Y }, Cx | x ∈ trans(T) 〉 and the trapdoor

T � 〈A,BN, (Tρ(v),1, Tρ(v),2) | v ∈ lvs(BN)}, B, (Bi,j,

B′i,j) | 0≤ i≤ n, 1≤ j≤mi}, Di | 1≤ i≤ n 〉. )e complete
Test algorithm consists of the following 3 steps.

Step 1. In this step, for the given access tree T and key
structure A, it returns a set Sτ . )e elements of this set are
some labels for each node τ within T. Each label t in Sτ
represents a set At and each set satisfies the subtree Tτ .
)ere isTR � T for the root node R and the related set is SR.
If A does not satisfy T, the return of this algorithm is “0.”
Otherwise, for node τ, it picks one label from the set Sτ ,
denoted as i. )en, it executes a recursive function
DecryptNode(C, T, τ, i), which will return Fτ as the result.
According to the type of node τ, the function
DecryptNode(C, T, τ, i) will be computed in two different
ways.

(1) When τ is a leaf node: if att(τ) ∉ Ai, it returns “⊥”.
Otherwise, we have

DecryptNode(C, T, τ, i) �
e Cτ , Bi,j 

e Cτ′, B′i,j 

� e(g, g)
t·ri·qτ(0)

.

(5)

(2) When τ is not a leaf node:

(i) Firstly, it calculates a set Eτ , which is composed
of kτ child nodes of τ. In Eτ , each node z must
satisfy one of the following two cases: (1) label
i ∈ Sz and (2) z is a translating node and there
exists a label i′ that satisfies i′ ∈ Sz and i′ ≠ i. If
such a set does not exist, it returns “⊥”.

(ii) Execute DecryptNode(C, T, z, i) for each node
z ∈ Eτ which satisfies label i ∈ Sz and then
return Fz as the result.

(iii) Execute DecryptNode(C, T, z, i′) for each
translating node z ∈ Eτ which satisfies i′ ∈ Sz

and i′ ≠ i and return Fz
′ as the result.

If i � 0, elements Di′ and Cz can be used to
translate Fz

′ to Fz.

Fz �
e Di′ ,

Cz 

Fz
′

�

e g
t r+r

i′ /β2 , g
β2 ·qz(0)

 

e(g, g)
t·r

i′ ·qz(0)

� e(g, g)
t·r·qz(0)

.

(6)

If i≠ 0, elements Di andDi′ together with Cz can
be used to translate Fz

′ to Fz.

Fz � e
Di

Di′
, Cz  · Fz

′

� e g

t ri − ri′( 

β2 , g
β2 ·qz(0)⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠e(g, g)
t·r

i′ ·qz(0)

� e(g, g)
t·ri ·qz(0)

.

(7)

(iv) After computing Fz for each node z in Eτ , it
computes Fτ as follows:

Fτ � 
z∈Eτ

F
Δi,Uz

(0)
z �

e(g, g)
t·r·qτ(0)

, i � 0

e(g, g)
t·ri ·qτ(0)

, i≠ 0
,

⎧⎨

⎩ (8)

where Δi,S(x) � j∈S,j≠i(x − j)/(i − j), v � label(z), and
Uz � label(z): z ∈ Eτ .

After the above steps, it further computes the function
DecryptNode(C, T, R, i) for root node R and returns FR as
the result as follows.
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FR �
e(g, g)

t·r·s0 , i � 0,

e(g, g)
t·ri·s0 , i≠ 0,

⎧⎨

⎩ (9)

In the end, it computes a value F. When i � 0, it assumes
F � FR. When i≠ 0, it computes F as follows:

F �
e Di, C3( 

FR

�
e(g, g)

t· r+ri( )·s0

e(g, g)
t·ri·s0

� e(g, g)
trs0 . (10)

Step 2. Firstly, it computes a value L with the following
formula:

L � e B, C1(  � e g
t(α− r)/β1 , g

β1s0  � e(g, g)
t(α− r)s0 . (11)

)en, it computes F · L with the following formula:

F · L � e(g, g)
trs0e(g, g)

t(α− r)s0 � e(g, g)
tαs0 . (12)

Step 3. It selects a minimum subset WN
′ from the set of

keyword names WN, which satisfies the Boolean keyword
name expressionBN. If WN

′ does not exist, it returns “0.” If
node x is a leaf node of access tree BN and is related to the
search token T, then the keyword name associated with this
node is denoted by ρ(x). Further, for each keyword name
ρ(x) ∈WN

′, it computes

Ex �
e Cρ(x),2, Tρ(x),2 

e Tρ(x),1, Cρ(x),1 

�

e h
s0+s

ρ(x)

3 h
H0 w

ρ(x)
 s

ρ(x)

2 , g
qx(0)⎛⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎠

e h3h
H0 w

ρ(x)
 

2
⎛⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎠

qx(0)

, g
s
ρ(x)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(13)

If wρ(x)
� wρ(x)

, then there is Ex � e(g, g)
αs0qx(0).

When node x is not a leaf node, for all child nodes z of x,
assume that Sx represents an arbitrary set with size kx
consisting of children nodes z and Ez ≠⊥. If Sx does not
exist, then Ez ≠⊥; otherwise, it utilizes the polynomial in-
terpolation to calculate Ex to get

Ex � e(g, g)
αs0qx(0)

. (14)

At last, for the root node of BN, it computes ER
and

checks whether the following equation holds:

ER
� F · L. (15)

If the equation above does not hold, then the algorithm
would keep finding another subset of keyword names from
the set of keyword names WN which satisfiesBN and repeat
the checking as above. If there exists no such keyword name
subset such that the above equation holds, it returns “⊥”.

We depict the whole processing steps of our scheme in
Figure 5.

Remark 1. For the user’s attribute set structure with depth d,
for each level i, a value βi needs to be selected. βi supports the
translations between sets at level i or between a set at level i and
its outer set at level i − 1. Translations across multiple levels
will use corresponding translating values and different βs.

3.2. SecurityProof. In this section, we will provide the formal
proof of )eorem 1 to prove that our scheme is secure.

Theorem 1. 2e above scheme is selectively secure against
chosen keyword attack in the generic bilinear group model.

Proof. In our security model, the adversary A assumes to
distinguish gα(s0+si)g

β2H0(w0
ρ(i)

)si from gθ and
gα(s0+si)g

β2H0(w1
ρ(i)

)si from gθ, where θ is randomly selected
from Z∗p, W0 and W1 are two different keyword sets,
w0

ρ(i) ∈W0, and w1
ρ(i) ∈W1. Since A has the same proba-

bility to distinguish both of them, it is easy to distinguish
g
β2H0(w0

ρ(i)
)si from gθ.)at is, this game can be transformed to

A that has the advantage ϵ/2 to distinguish gα(s0+si) from gθ.
)e challenger C can be constructed in this game as

follows.

(i) Setup: the challenger C selects parameters α, β1,
β2 ∈ Z∗p and sends public parameter
pk � 〈G, GT, p, g, e, gβ1 , gβ2 , gα, H0〉 to A. After
that,A selects a challenge access treeT∗ and returns
it to C.

(ii) Hash1-Queries: challenger C would maintain an
H-list, which is empty at first. Given an input at-
tribute ai,j, if ai,j has not been queried, it randomly
selects ti,j ∈ Z∗p and then returns gti,j to A and the
tuple (ai,j, ti,j) will be added to H-list. For those
attributes ai,j that have been queried, C will directly
return gti,j toA.A can query this random oracle for
polynomially many times. □

Phase 1. AdversaryA can make the secret key and trapdoor
queries for polynomially many times.

(i) Secret key queries: firstly, for an attribute set
structure A � A0, A1, . . . , An  where Ai � ai,1, . . . ,

ai,mi
} for 0≤ i≤ n, C will randomly select a value

r ∈ Z∗p for A and compute B � g(α− r)/β1 . For each
subset Ai, it will randomly select ri ∈ Z∗p and a value
ri,j ∈ Z∗p for 0≤ i≤ n, 1≤ j≤mi. Next, use these
parameters to compute corresponding
Bi,j � gri gti,jri,j , Bi,j

′ � gri,j , and Di � g(r+ri)/β2 . Finally,
C constructs the secret key sk � 〈A, B, (Bi,j, Bi,j

′) ∣

0≤ i≤ n, 1≤ j≤mi}, Di | 1≤ i≤ n}〉 with the above
parameters and returns it to A.

(ii) Trapdoor queries: if A has queried secret key sk,
then C directly runs the Trapdoor algorithm to get

Security and Communication Networks 7



the trapdoor T. Challenger C randomly selects t ∈ Z∗p
and computes the secret shares of t by running
qv(0) | v ∈ lvs(BN) ⟵ Share(BN, t) and com-
putes corresponding Tρ(v),1 � (gαgβ2H0 (wρ(v)))

qv(0),

Tρ(v),2 � gqv(0), B � Bt, Bi,j � Bt
i,j, B′i,j � B′ti,j, and

Di � Dt
i .)en the trapdoor for Boolean keyword value

expression BV is T � 〈A,BN, (Tρ(v),1,

Tρ(v),2) | v ∈ lvs(BN)}, B, (Bi,j, B′i,j) ∣ 0≤ i≤ n, 1
≤ j≤mi}, Di | 1≤ i≤ n 〉, and the challenger C
returns it to A.

Challenge: A submits two distinct keyword value sets
WV0 � (w0

ρ(1)′ , w0
ρ(2)′ , . . . , w0

ρ(m)) and WV1 � (w1
ρ(1)′ , w1

ρ(2)′
· · · , w1

ρ(m)) to C, and these sets are of equal size. )en, let
WN � (ρ(1), ρ(2), . . . , ρ(m)) represent the set of keyword
name. For these two sets, they cannot satisfy the Boolean
keyword value expression BV. )en, C randomly selects
s0, si ∈ Z∗p, for 1≤ i≤m and computes secret shares of s0 by
executing Share(T∗, s0)⟶ qv(0) | v ∈ lvs(T∗) .

)en, C randomly selects a bit β ∈ 0, 1{ } and constructs
the challenge ci-phertext C∗ � 〈T∗, WN, C1, C2, (Ci,1,

Ci,2) ∣ 1≤ i≤m}, (Cv, Cv
′) | v ∈ lvs(T) , Cx | x ∈ trans

(T∗)}〉, and then C returns it to A.

(i) If β � 0, it randomly selects θ ∈ Z∗p and outputs
C1 � gβ1s0 , C2 � gβ2s0 , for 1≤ i≤m, Ci,1 � gsi , Ci,2

� gθ, (Cv � gqv (0), Cv
′ � gti,jqv(0) | v ∈ lvs(T∗),

att(v) � ai,j)}, Cx � gβ2qx(0) | x ∈ trans(T∗) 

(ii) If β � 1, it outputs C1 � gβ1s0 , C2 � gβ2s0 ,
for 1≤ i≤m, Ci,1 � gsi , Ci,2 � gα(s0+si), (Cv � gqv (0),

Cv
′ � gti,jqv(0) | v ∈ lvs(T∗), att(v) � ai,j)}, Cx �

gβ2qx(0) | x ∈ trans(T∗)}.

Phase 2. After receiving the challenge ciphertext C∗, A can
perform secret key queries and trapdoor queries mentioned
in phase 1. It requires both WV0 and WV1 to not satisfy the
Boolean keyword value expression BV.

Guess: A outputs its guess, which requires A to dis-
tinguish g(s0+si) from gθ to win this game.

Analysis: if A can construct e(gη, gα(s0+si)) for some
gη,A has the ability to distinguish gα(s0+si) from a random
element gθ. )us, we continue to analyze that adversaryA
constructs e(g, g)ηα(s1+s2) for some gη with negligible
advantage. )at means A cannot win our game with a
non-negligible advantage.

From the above phases, it can be easily found that si and
α have appeared, so A only needs to construct αs0. With

Encrypt

Trapdoor

Test

KeyGen

Setup
pk

sk

C

T

Return
matched data 

Authorizer Data owner Data user Cloud server

Store Store Store

Store

Store

Figure 5: Workflow of our scheme.
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terms gβ1s0 and g(α− r)/β1 , A can construct
e(g, g)αs0e(g, g)− rs0 and then A needs to conceal e(g, g)rs0 .
With terms gβ2s0 and g(r+ri)/β2 , A can construct
e(g, g)(αs0+ris0) andA needs to conceal e(g, g)ris0 . )en, gris0

should be constructed which will use terms gri+aijri, grij ,
gqv(0), and gai,jqv(0) because qv(0) is the secret share of s0.
However, gris0 cannot be constructed since there are not
enough attribute values gqv(0) forA to satisfy the access tree
T.

4. Performance Analysis

In the existing ABKS schemes, no scheme can support
both Boolean keyword search and recursive set structure.
At first, we compare the existing schemes [1, 7, 28] in
Table 1 with our scheme in the aspect of their func-
tionalities. We assume four parts to compare, search
method, access structure, attribute set structure, and
translating nodes. From Table 1, we can conclude that our
scheme is the first one that supports compound attributes,
flexible access policies’ specifying, and Boolean keyword
search simultaneously.

4.1.2eoreticalAnalysis. In our scheme, three operations are
the most time consuming which are, respectively, the bi-
linear pairing, the modular exponentiation, and the hash
function H1. Since H1 can be precomputed, we just consider
the former two operations in the following analysis.

In theoretical analysis, we focus on the computation
complexity and storage overhead of each step. Firstly, we
assume a user’s 2-level recursive attribute set to be A �

A0, A1, . . . , An  where Ai � ai,1, ai,2, . . . , ai,mi
 . Let

M � m0 + m1 + · · · + mn.)en, let the leaf nodes of an access
tree T be |lvs(T)| and translating nodes be |trans(T)|. For
the keyword set used in Encrypt, we denote the number of
keywords in this set to be N and the leaf nodes of a Boolean
keyword value expression BV to be |lvs(BV)|. We organize
the theoretical computation complexity and storage over-
head of the existing schemes [1, 7, 28] and our scheme in
Table 2.

KeyGen. For the KeyGen algorithm in our scheme, its
computation complexity is 2M + 2n + 1 exponentiations in
G. )e storage overhead is 2M + n + 1 group elements in G.
In [28], the KeyGen algorithm takes 2M + 1 exponentiations
in G. )e storage overhead is 2M group elements in G. In
[7], the computation complexity of its KeyGen algorithm is
1 + 2n + 2M exponentiations in G. )e storage overhead is
2M + n + 1 group elements in G. In [1], the KeyGen algo-
rithm takes 2 + 2n exponentiations in G. )e storage takes
2M + 1 group elements in G.

Encrypt. For the Encrypt algorithm in our scheme, its
computation complexity is |trans(T)| + 2|lvs(T)| + 3N + 2
exponentiations in G. )e storage overhead is |trans(T)| +

2|lvs(T)| + 2N + 2 group elements in G. In [28], the
Encrypt algorithm takes 2|lvs(T)| + 4 exponentiations in G.
)e storage overhead is 2|lvs(T)| + 3 group elements in G.

In [28], the computation complexity of its Encrypt algorithm
is |trans(T)| + 2|lvs(T)| + 5 exponentiations in G. )e
storage overhead is |trans(T)| + 2|lvs(T)| + 4 group ele-
ments in G. In [28], the Encrypt algorithm takes
1 + 2|lvs(T)| + 3N exponentiations in G. )e storage takes
1 + 2|lvs(T)| + 2N group elements in G.

Trapdoor. For the Trapdoor algorithm in our scheme, its
computation complexity is 2M + n + 3|lvs(BN)| + 1 expo-
nentiations in G. )e storage overhead is
2M + n + 1 + 2|lvs(BN)| group elements in G. In [1], the
Trapdoor algorithm takes 2M + 4 exponentiations in G. )e
storage overhead is 2M + 3 group elements in G. In [28], the
computation complexity of its Trapdoor algorithm is 4 +

n + 2M exponentiations in G. )e storage overhead is 3 +

n + 2M group elements in G. In [7], the Trapdoor algorithm
takes 1 + 2M + 3|lvs(BN)| exponentiations in G. )e storage
takes 1 + 2M + 2|lvs(BN)| group elements in G.

Test. For the Test algorithm in our scheme, we first
assume A has l leaf nodes satisfying T and ki translating
nodes on the path from ith leaf node used to the root node
where 1≤ i≤ l, and let k � k1 + k2 + · · · + kl. In addition, we
denote the number of all used nodes in T as t, and the
computation complexity is 2l + k + 1 + 2|lvs(BN)| pairings
and t − 1 + |lvs(BN)| exponentiations in GT. )e storage
overhead depends on the number of the matched ci-
phertexts, which we denote as NC. In [28], the Test al-
gorithm takes 2l + 3 pairings and t − 1 exponentiations in
GT and the storage overhead we assume is NC. In [7] the
computation complexity of its Test algorithm is 3 + k + 2l

pairings and t − 1 exponentiations in GT, and the storage
overhead we assume is NC. In [1], the Search algorithm
takes 1 + 2l + 2|lvs(BN)| parings and lvs|T| + |lvs(BN)|

exponentiations in GT and the storage overhead we as-
sume is NC.

Remark 2. From the analysis, the difference in compu-
tation cost between our scheme and [28] depends linearly
on the number of keywords, the number of inner sets in
A, and the number of translating nodes inT. When there
is only one set inA, one keyword in the Encrypt algorithm
and Trapdoor algorithm, and no translating node in
access tree T, the computation cost of our scheme is the
same as that of the scheme in [28]. )e difference in
computation cost between our scheme and [7] depends

Table 1: Comparison of functionalities between SE schemes.

Boolean
keyword
search

Access
structure

Compound
attributes

Translating
nodes

[1] √ LSSS × ×

[28] ×
Access
tree × ×

[7] ×
Access
tree √ √

Our
ASBBKS √ Access

tree √ √
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linearly on the number of keywords. When there is only
one keyword in the Encrypt algorithm and Trapdoor
algorithm, the computation cost of our scheme is the
same as that of the scheme in [7]. )e difference in
computation cost between our scheme and [1] depends
linearly on the number of inner sets in A and the number
of translating nodes in T. When there is one set in A and
no translating node in access tree T, the computation
cost of our scheme is the same as that of the scheme in [1].
In summary, our ASBBKS scheme supports compound
attributes and Boolean queries by adding some compu-
tation operations, which is more suitable for practical
application environments.

4.2. Experiments. In the following, we have made a series of
comprehensive experiments to simulate the execution of our
scheme on a personal computer (the CPU is i7-8700U
3.2GHz with a 24GB memory and the operating system is
Ubuntu 18.04 LTS) and the PBC library. We evaluate our
scheme with different parameters and record the execution
time of each step in our ASBBKS scheme. In these exper-
iments, we assume that the user’s recursive attribute set A
has two levels. We show our experiment results of each step
in Figure 6.

KeyGen. Figure 6(a) shows the time cost of the KeyGen
phase for our ASBBKS scheme. We consider two parameters
that may affect the execution time of this step: the number of
subsets in a user’s set structure and the number of attributes

in each subset. We assume the number of subsets to be 1, 10,
and 20 and the number of attributes in each subset to be 20,
40, 60, 80, and 100, respectively. As we can see, the time cost
of KeyGen is increased linearly with the above two pa-
rameters. It only takes 638ms when there are 20 subsets and
100 attributes in each subset. )e number of attributes in
each subset influences the execution time most, while the
number of subsets has a smaller impact.

Encrypt. Figure 6(b) shows the time cost of the Encrypt
phase. We consider three parameters that may affect the
execution time of this step: the number of translating nodes
and leaf nodes in an access tree and the number of keywords.
We assume that there are 20, 40, 60, 80, and 100 leaf nodes
and keywords and there are 0, 5, and 10 translating nodes,
respectively. As we can see, the time cost of Encrypt is
increased linearly with the above parameters. It only takes
990ms when there are 10 translating nodes and 100 leaf
nodes in an access tree and 100 keywords in a document. In
these parameters, the main influencing factors are the
number of leaf nodes and the number of keywords, while the
number of translating nodes only affects the execution time
for several milliseconds.

Trapdoor. Figure 6(c) shows the time cost of the
Trapdoor phase. We consider three parameters that may
affect the execution time of this step: the number of subsets
in a user’s set structure, the number of attributes in each
subset, and the number of leaf nodes in a keyword structure.
We assume the number of attributes and leaf nodes to be 20,
40, 60, 80, and 100 and the number of subsets to be 1, 10, and
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Figure 6: Operation time of the algorithms in ASBBKS. (a) KeyGen. (b) Encrypt. (c) Trapdoor. (d) Test.
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20, respectively. As we can see, the execution time of the
Trapdoor phase is increased linearly with the above pa-
rameters. It only takes 603ms when there are 20 subsets with
100 attributes in each subset and 100 leaf nodes for the
keyword structure. In these parameters, the main influ-
encing factors are the number of attributes and the number
of leaf nodes, while the number of subsets has a smaller
impact.

Test. Figure 6(d) shows the time cost of the Test
phase. We consider three parameters that may affect the
execution time of this step: the number of keywords, the
number of attributes in each subset, and the number of
translating nodes. We assume that there are 20, 40, 60, 80,
and 100 attributes and keywords. We also assume that
there are 0, 5, and 10 translating nodes. Further, we
assume that the number of subsets in a user’s set structure
is fixed to 10. As we can see, the execution time of the Test
phase is increased linearly with the above parameters. It
only takes 370 ms when there are 100 attributes in each
subset, 10 translating nodes in an access tree, and 100
keywords in the document. In these parameters, the main
influencing factors are the number of attributes and the
number of keywords, while the number of translating
nodes has a certain impact on it.

From the above experiments for each algorithm in our
scheme, we can conclude that it is an efficient and practical
scheme for use in a PHR application.

5. Conclusion

In this paper, we present an attribute set-based Boolean
keyword search over encrypted PHR. In our scheme, each
data user’s attributes are organized as recursive set structure,
which enables more flexibility in user attribute organization
and more efficiency in specifying policies than the existing
ABKS schemes. Meanwhile, all authorized users can perform
Boolean keyword search over the encrypted PHR. We have
proved the security of our scheme formally. )e experi-
mental results show that it is feasible and practical for PHR
systems.
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Protecting location privacy has become an irreversible trend; some problems also come such as system structures adopted by location
privacy protection schemes suffer from single point of failure or themobile device performance bottlenecks, and these schemes cannot
resist single-point attacks and inference attacks and achieve a tradeoff between privacy level and service quality. To solve these
problems, we propose a k-anonymous location privacy protection scheme via dummies and Stackelberg game. First, we analyze the
merits and drawbacks of the existing location privacy preservation system architecture and propose a semitrusted third party-based
location privacy preservation architecture. Next, taking into account both location semantic diversity, physical dispersion, and query
probability, etc., we design a dummy location selection algorithm based on location semantics and physical distance, which can protect
users’ privacy against single-point attack. And then, we propose a location anonymous optimization method based on Stackelberg
game to improve the algorithm. Specifically, we formalize themutual optimization of user-adversary objectives by using the framework
of Stackelberg game to find an optimal dummy location set. -e optimal dummy location set can resist single-point attacks and
inference attacks while effectively balancing service quality and location privacy. Finally, we provide exhaustive simulation evaluation
for the proposed scheme compared with existing schemes in multiple aspects, and the results show that the proposed scheme can
effectively resist the single-point attack and inference attack while balancing the service quality and location privacy.

1. Introduction

With the rapid development of mobile devices and social
networks, location-based service (LBS) has become a vital part
of our daily activities in recent years. With smartphones or
tablets, users can download location-based applications from
Apple Store or Google Play Store. With the help of these
applications, users can easily send queries to a service provider
and obtain LBSs related to some points of interest. For ex-
ample, users can check the bus schedule, the price information
of nearby restaurants or gas stations, etc. Undoubtedly, by

submitting LBS queries, users can enjoy the convenience
provided by LBS. However, since the untrusted service pro-
vider has all the information about users such as where they
are at which time, what kind of queries they submit, what they
are doing, etc., he may track users in various ways or release
their personal data to third parties. -us, we need to take
appropriate measures to protect users’ privacy.

Many approaches [1–3] have been taken to address such
privacy problems, where the location k−anonymity and lo-
cation perturbation are commonly used.-e existing location
k−anonymity technology usually adopts the structure based
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on a trusted third party (TTP) [3].-e TTP structure refers to
introduce a trusted third party, called centralized location
anonymizer, between the user and the service provider, and
the usage of the location anonymizer to make the target user’s
information indistinguishable from that of at least k − 1 other
users, so that the probability of location leakage is therefore at
most 1/k. Specifically, to achieve k− anonymity, an LBS-re-
lated query is submitted to the service provider via a cen-
tralized location anonymizer, which enlarges the queried
location into a bigger cloaking region covering many other
users (e.g., k − 1) geographically. As a result, it is hard for the
untrusted service provider to distinguish the user’s real lo-
cation from this area. However, these approaches of using k−

anonymity have a fatal problem. It heavily relies on the lo-
cation anonymizer, which suffers from a single point of failure
[4]. If the adversary gains control of it, the privacy of all users
will be compromised.

In response to the problems existed in the TTP structure,
some researchers have proposed a dummy location technology
that can also achieve k−anonymity, which uses an independent
system structure [2]. -e independent structure only contains
the user and the service provider, where the user uses themobile
terminal to generate k − 1 dummy locations and then sends
k − 1 dummy locations combined with the user’s real location
to the service provider. As a result, it is hard for the untrusted
service provider to distinguish the user’s real location from the
other dummy locations. Since the structure achieves functions
such as location anonymity and filtering query results through a
mobile terminal instead of a location anonymizer, there is no
single point of failure caused by the location anonymizer. In
2008, with the birth of Bitcoin [5], blockchain technology has
been widely used in finance, medical care, supply chain, and
other fields. Blockchain [6–8], as the underlying technology of
Bitcoin, realizes distributed information interaction and col-
lective maintenance of data in a decentralized and autonomous
way, with decentralization, tamper-proof, autonomy, trace-
ability, etc. Simultaneously, the security of consensus protocols
[9] and the protection of user privacy [10] in the blockchain has
become a new research hotspot. Chen et al. [11] proposed a
dynamic multikey fully homomorphic encryption. -e
decentralized characteristic of blockchain opens a new door for
location privacy protection. Based on this idea, [12] proposes a
distributed k−anonymity location privacy protection scheme
based on blockchain, which can also achieve k−anonymity
without the help of a location anonymizer.

In the LBS, the user firstly adopts approaches that are
based on perturbing the information reported to the service
provider, so to prevent the disclosure of one’s location.
Clearly, the perturbation of the information sent to the
service provider leads to a degradation of service quality, and
consequently, there is a trade-off between the level of privacy
that the user wishes to guarantee and the service quality loss
that she will have to accept; however, the adversary for-
mulates corresponding strategies based on the privacy
protection method adopted by the user and infers the real
location of the user by observing the perturbation of the
information. Since the relationship between users and ad-
versaries objectively conforms to the game relationship
between participants in the Stackelberg game model,

introducing the Stackelberg game method into the field of
location privacy protection is an important research di-
rection. Shokri et al. [13] took the lead in introducing the
Stackelberg game into location privacy protection and
proposed a location privacy protection scheme based on the
Stackelberg game (SG). -e solution assumes that the ad-
versary has acquired prior knowledge and allows the user
and the adversary to play the game in turn: -e level of
privacy protection is maximized by user when the service
quality loss is less than a given threshold, whereas the ad-
versary strives to minimize the level of privacy protection
based on prior knowledge and offset location. By playing the
game above, this strategy can finally optimize the level of
privacy protection while ensuring that the service quality
loss is less than a given threshold.

Based on the analysis above, the existing location privacy
protection schemes have the following shortcomings: (1) the
existing location privacy protection schemes either adopt
TTP structure that has a single point of failure or the in-
dependent system structure. However, users in the inde-
pendent structure use mobile terminals to perform location
anonymity algorithms and filter query results, which will
greatly increase the client’s pressure, affecting the service
quality in turn. (2) On the one hand, these schemes do not
fully consider the semantics, physical dispersion, and query
probability of the location when selecting dummy locations.
On the other hand, they do not fully consider the back-
ground knowledge that the adversary may have, which
adversaries can use to infer the users’ location privacy in-
formation. So they cannot effectively resist single-point
attacks and inference attacks. (3) Since such schemes need to
sacrifice the service quality for improving the privacy pro-
tection level, there is no trade-off between service quality and
privacy protection level. Aiming at related shortcomings
above, this paper comprehensively considers features such as
side information, location semantics, physical dispersion of
locations combined with dummy locations, k−anonymity
technology, Stackelberg game and other ideas, and then
designs a k−anonymous location privacy protection scheme
(KLPPS) based on Stackelberg game and dummy locations,
which can resist single-point attacks and inference attacks
while effectively balancing service quality and location
privacy. Our contributions are mainly as follows:

(1) A semitrusted third party (STTP) based location
privacy protection structure is proposed. -e STTP
is based on the TTP structure by adding an en-
cryption server and WiFi-AP, and stores the user’s
privacy information on three party servers through a
certain mechanism. In the STTP, even if the ad-
versary steals the information on the location ano-
nymizer, he still cannot locate the user and obtain the
user’s complete privacy information, which effec-
tively solves the single point of failure existed in the
TTP structure. Meanwhile, the location anonymizer
is responsible for implementing location anonymity
algorithms and filtering query results, etc., therefore,
also solve the mobile device performance bottlenecks
that exist in the independent structure.
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(2) We propose a dummy location selection algorithm
based on location semantics and physical distance
(SPDDS). Compared with existing dummy location
selection algorithms, SPDDS takes into account the
characteristics such as location semantic diversity,
physical dispersion, query probability and offset
location when selecting dummy locations, which can
effectively protect users’ location privacy against
single-point attack. Furthermore, we propose a lo-
cation anonymous optimization method based on
Stackelberg game, which introduces Stackelberg
game to improve the dummy location selection al-
gorithm. More specifically, we formalize the mutual
optimization of user-adversary objectives (location
privacy vs. correctness of inferring location) by using
the framework of Stackelberg games, and find an
optimal dummy location set by solving the game
equilibrium. -e optimal dummy location set can
resist single-point attacks and inference attacks while
effectively balancing service quality and location
privacy.

(3) We conduct a comprehensive experiment to evaluate
the proposed scheme. Experimental results show that
our scheme can effectively resist single-point attacks
and inference attacks while effectively balancing
service quality and location privacye when compared
with other dummy-based schemes.

-e rest of the paper is organized as follows. We discuss
the related work in Section 2. Section 3 presents some
preliminaries of this paper. Section 4 presents the structure
of STTP and the interactive process. We present the SPDDS
algorithms and a location anonymous optimization method
based on Stackelberg game in Section 5. Section 6 presents
the experimental process as well as results. We conclude the
paper in Section 7.

2. Related Works

In this section, we first analyze the merits and drawbacks of
mainstream existing location privacy protection system
structure. Furthermore, we reviewmajor existing techniques
for preventing location privacy leakage including privacy
protection scheme based on dummy and privacy protection
scheme based on Stackelberg game in Sections 2.2 to 2.3,
respectively.

2.1. Location Privacy Protection System Structure. As a large
body of location privacy protection technologies has been
proposed, the system structure on which various privacy
protection technologies depend has shown distinct category
differences. As the carrier of privacy protection technology
implementation, the system structure has got sufficiently
researched and developed.

Currently, there are two mainstream system structures:
TTP−based central server structure and independent system
structure. In the TTP structure [14–16], the location ano-
nymizer obtains the location information of all users and is
responsible for implementing the location privacy

protection mechanism. It is currently a more commonly
used privacy protection system structure, the advantage of
which is that the location anonymizer can obtain the lo-
cation information of all users and assist users in filtering
service data. -e disadvantage is that it relies on a location
anonymizer to enlarge the queried location into a bigger
cloaking region, and hence the location anonymizer be-
comes the central point of failure. References [2, 17, 18]
proposed an independent system structure, where users can
protect their location privacy according to their own ca-
pabilities and knowledge.-e architecture treats each user as
an independent individual, allows the user’s device to im-
plement a location privacy protection mechanism, directly
sends a service request to the service provider, and receives
the query result. -e advantage of this system structure is
that the deployment is conveniently simple, and it is con-
venient for users to adjust the privacy protection granularity
according to their privacy protection needs. However, the
implementation of privacy protection algorithms has been
limited by the performance of mobile devices. Meanwhile,
filtering query results will also increase the burden on the
mobile client, which in turn affects service quality.

2.2. Privacy Protection Scheme Based on Dummy.
Location dummies are aimed to secure users’ accurate lo-
cation by sending k − 1 false locations (“dummies”) together
with the true location so that the probability of location
leakage is reduced to 1/k. Compared to the traditional
k−anonymity, this approach sends exact locations instead of
cloaked regions to a service provider, which can return a
more precise query result and avoid single-point failure.

Kido et al. [19, 20] first proposed to use dummy locations
to achieve anonymity without employing a central server.
However, they only concentrate on reducing the commu-
nication costs. Moreover, they employ a randomwalk model
to generate dummy locations, and it cannot resist side in-
formation attacks due to lack of considering factors such as
query probability. Subsequently, although Dapeng et al. [21]
proposed the ABR algorithm based on query probability,
which can resist side information attacks. However, it
cannot resist homogeneity attacks and location similarity
attacks for not considering the physical dispersion and lo-
cation semantic diversity. -e UPHIF algorithm proposed
by Chang et al. [22] protected location privacy to a certain
extent, but did not consider the location semantic diversity,
so it cannot deal with location similarity attacks. Niu et al.
[23] selected dummy locations based on entropy metrics,
and proposed a dummy location selection (DLS) scheme
and its improved scheme (enhanced − DLS). Although the
enhanced − DLS scheme can resist side information attacks
and homogeneity attacks, which cannot resist location
similarity attacks for lacking of considering the location
semantic diversity. References [24, 25] all considered the
user’s location semantic diversity, which can effectively resist
location similarity attacks, but all have the problem that the
cloaked region is too big, affecting the service quality in turn.
Although [26, 27] fully considered the location semantic
diversity and physical dispersion, which can effectively resist
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homogeneity attacks and location similarity attacks, but they
cannot resist the side information attack for not considering
the query probability.

2.3. Privacy Protection Scheme Based on Stackelberg Game.
In a big data environment, an adversary can use the various
data collected to infer the privacy information of the user’s
location [28], which is called the location inference attack.
Because the traditional dummy-based privacy protection
scheme cannot effectively resist this kind of inference attack,
the location privacy protection mechanism based on
probabilistic reasoning [29, 30] has gradually attracted the
attention of scholars. Such methods are based on perturbing
the real locations of a user to the service provider, in order to
increase the uncertainty of the adversary about a user’s true
whereabouts. However, the perturbation of the information
sent to the service provider leads to a degradation of service
quality, and consequently, there is a trade-off between the
level of privacy that the user wishes to guarantee and the
service quality loss that she will have to accept. So, the
Stackelberg game has become an important means of bal-
ancing the level of privacy protection and service-quality
requirements in such methods.

Based on [13] and combined the ideas of k−anonymity
and dummy location, Xingyou et al. [31] propose HCLS
and its improved scheme (HCLS − SG). Although the
HCLS − SG scheme can effectively resist inference attacks
and better balance service quality and location privacy, it
cannot resist location similarity attacks for not considering
location semantic diversity. Bordenabe et al. [32] also in-
troduced differential privacy on the basis of [13] and
constructed a privacy protection mechanism that optimizes
the quality of service. Since differential privacy does not
depend on prior, this mechanism can minimize the service
quality loss under the premise of satisfying location in-
distinguishability. Shokri [18] further proposed using two
indicators of differential privacy and distortion privacy to
optimize the privacy protection strategy based on the
Stackelberg game. Differential privacy limits the extent of
user privacy leakage, while distortion privacy measures the
error rate of inferring a user’s privacy. By combining these
two standards, this privacy protection strategy can resist
more kinds of inference attacks while ensuring privacy
protection requirements.

3. Preliminaries

In this section, we first introduce some relative definitions of
location privacy protection algorithm; meanwhile, we
summarize the notations introduced throughout the section
in Table 1 and then introduce the relative concepts of
Stackelberg game.

3.1. Relative Definitions of Location Privacy Protection
Algorithm

Definition 1. According to [27], location semantic tree
(LST), a true structure used to represent the semantic

relations between two locations within the range of a Wi-Fi
access points (Wi-Fi AP), which satisfies the following
requirements:

(a) Each nonleaf node stands for the category of its
children nodes and each leaf node for a real location l

(b) -e depth of LST, denoted as h, is equal to the
maximum number of layers of categories plus 1

(c) -e semantic distance dsem(li, lj) between two lo-
cations li, lj(i≠ j) is the number of hops from leaf
node ni to leaf node nj

Definition 2. User’s privacy requirements S, represented by
two-tuple (k, u) that has the following meanings:

(a) k denotes the anonymous degree of our location
privacy preservation model. More specifically, each
query is sent with at least k − 1 dummy locations and
its offset location (we use offset location instead of
the real location), making that the probability of
offset location leakage is therefore 1/k.

(b) u represents theminimum acceptable value of semantic
distance between two locations in dummy location set
(DLS). In other words, it satisfies the inequality:

min dsem li, lj  ≥ u. (1)

Definition 3 (location map distance). If we let Mapcur
represent the map information within the range of the
current Wi-Fi AP. For any two locations li, lj(i≠ j), the
location map distance is the physical distance between the
two locations onMapcur, the value of which ranges from tens
of meters to hundreds.

Definition 4 (location query probability (LQP)). As shown
in Figure 1, in a map divided into m × m cells with equal size.
Each cell has a query probability based on the previous query
history, which is denoted as

pi �
number of queries in cells

number of queries in wholemap
, (2)

where i � 1, 2, . . . , m2, 
m2

i�1 pi � 1. -e depth of the color in
the figure indicates LQP (the darker the color, the greater the
LQP), and the white area indicates that the location has
never had a location service request, so these locations may
be rivers, barren mountains, and other places that are easily
filtered by the adversary.

Definition 5. -e probability of exposing real location
(PERL), which has been used to measure the effectiveness of
the algorithm against side information attacks, is computed by

PERL �
1

k − k′
, (3)

where k denotes the anonymous degree and k′ represents the
number of dummy locations filtered by the adversary
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through the side information attack. -e larger the PERL,
the less effective the algorithm resists side information at-
tacks; the smaller the PERL, the better the algorithm resists
side information attacks.

Definition 6. Location physical dispersion (PD), which has
been used to measure the effectiveness of the algorithm
against location homogeneity attacks, is obtained by com-
puting the minimum physical distance between any two
locations in a DLS. -e specific process is shown in (4):

PD � Min dphy li, lj  , (4)

where i, j � 1, 2, . . . , k, i≠ j. -e greater the minimum dis-
tance between any two locations in the DLS, the greater the
PD and the greater the coverage of the DLS, the better the
algorithm’s resistance to location homogeneity attacks.

Definition 7. θ−secure set of dummy locations. Dummy
location set (DLS) consisting of k − 1 dummy locations and
the offset location, where the semantic distance between li
and lj satisfies

1 −
|SEM|

C
2
k

≥ θ, (5)

where SEM � dsem|dsem(li, lj)< u , k � |DLS|, and C2
k is a

combination formulas, we call DLS a θ− secure set. We use θ
as a privacy protection index of location semantics in our
experimental analysis in Section 6. Our aim is to achieve the
maximum θ, i.e., to make it equal to 1, such that two lo-
cations in DLS belong to different categories.

Definition 8. -e adversary uses background knowledge to
run an inference attack on DLS in order to output estimation
l of the user’s actual locations and the attack result can be
denoted as g(l|DLS), and we define the location privacy
protection mechanism (LPPM) that the adversary knows as
f(DLS|l). -en, we follow the definition in [33] and quantify
the user’s privacy level (PL) as the adversary’s expected error
in his inference attack, i.e., the expected distortion in the
reconstructed event. We compute the expectation over all l,
l, and DLS:

PL � 

l,l,DLS

φ(l)f(DLS | l)g(l |DLS)dphy(l,l),
(6)

PL directly reflects the adversary’s inference on the user’s
actual location. -e larger the PL, the less accurate the
adversary’s inference, and the better the effect of the algo-
rithm resist the inference attack.

Definition 9. We define the process of generating the offset
location ld as f(ld|l). -en, following the definition in [13],
the LBS response quality depends on the offset location ld
output by f(ld|l) and not on the user’s actual location l. -e
distortion introduced in the offset location determines the
quality of service that the user experiences. -e more similar
the actual and the offset location are, the higher the service

Table 1: Summary of notations.

Symbol Meaning
dsem(li, lj) -e semantic distance between two locations li, lj(i≠ j)

dphy(li, lj) -e physical distance between two locations li, lj(i≠ j)

dque(li, lj)
-e query probability distance between two locations li, lj(i≠ j), which is obtained by calculating the difference between the

query probabilities of two locations
θ Representation of the semantic diversity between locations
φ(l) Location access profile of the user (probability of being at location when accessing the LBS)
l Actual location l of the user
ld Offset location output by the f(ld|l)

DLS Set of possible dummy locations output by the LPPM
f(DLS|l) -e location privacy protection mechanism (LPPM): probability of replacing l with DLS
l Adversary’s estimate of the user’s actual location
g(l|DLS) Adversary’s attack function: probability of estimating l as user’s actual location, if DLS is observed
f(ld|l) Function of generating offset location: probability of replacing l with ld
Qosloss Expected quality loss of an LPPM with location obfuscation function f(ld|l)

Qmax
loss Maximum tolerable service quality loss

PL Expected location privacy of the user with profile φ(l) using LPPM f(DLS|l) against attack g(l|DLS)

Pi=0.0063 Pi=0.0048 Pi=0.0025 Pi=0.0016 Pi=0

Figure 1: Location query probability diagram.
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quality is.-e expected quality loss (Qosloss) due to f(ld|l) is
computed as an average of dphy(l, ld) over all l and ld:

Qosloss � 
l,ld

φ(l)f ld|l( dphy l, ld( .
(7)

We set a service quality threshold Qmax
loss , which represents

the maximum service quality loss that the user can accept.
-e location privacy protection scheme designed in this
paper needs to guarantee Qosloss ≤Qmax

loss because if the service
quality loss exceeds the threshold, the location service re-
quest results obtained cannot satisfy the requirements of
users.

3.2. StackelbergGame. -e classic Stackelberg game is a two-
player game composed of a leader and a follower [34]. -e
leader first determines his strategy, and after observing the
leader’s strategy, the follower chooses the strategy that
maximizes his utility to play the game. In the field of location
privacy protection, the terms “protector” and “leader,”
“adversary” and “follower” can be used interchangeably. For
simplicity of expression, the leader (protector), denoted as
Θ, is often referred to as she, whereas the follower (ad-
versary), represented by Ψ, is referred to as he.

Definition 10. In the field of location privacy protection, the
strong Stackelberg equilibrium (SSE) is generally used as the
solution of the Stackelberg game. -e definition of SSE is
described as follows.

A strategy combination is SSE, if and only if it satisfies
the following conditions:

(a) -e leader’s strategy is the best response:


c∈Γ
ΩΘ(x, q, c)≥ 

c∈Γ
ΩΘ x′, q, c( ∀x, x′ ∈ X, q ∈ Q,

(8)

where c ∈ Γ means a particular type of follower,
x, x′ ∈ X represents the leaders’ mixed strategy, and
q ∈ Q represents the followers’ mixed strategy.

(b) -e follower’s strategy is the best response:


c∈Γ
ΩΨ(x, q, c)≥ 

c∈Γ
ΩΨ x, q′, c( ∀x ∈ X, q, q′ ∈ Q,

(9)

where x ∈ X represents the leaders’ mixed strategy,
q, q′ ∈ Q represents the followers’ mixed strategy.

(c) If there are multiple best responses for the followers,
the followers choose the most favorable strategy for
the leader to break the deadlock:


c∈Γ
ΩΨ x, q

r
, c( ≥ 

c∈Γ
ΩΨ x, q

r′
, c ∀x ∈ X, q

r
, q

r′ ∈ Q
∗
(x),

(10)

where Q∗(x) is the follower’s best response strategy
set under the leader’s strategy is x.

4. System Model

We first give the definition of the single-point attack mode and
inference attack mode in Sections 4.1 and 4.2 respectively, and
then introduce the structure of STTP in Section 4.3. Finally we
present the interactive process of our scheme in Section 4.4.

4.1. Single-Point Attack Model. From the time dimension,
the adversary relies on the intercepted single location-service
request to infer the user’s private information, which is
called the single-point attack model [35]. In the model, the
main attack methods of adversaries include side information
attacks, homogeneity attacks and location similarity attacks.

Side information refers to information used by adver-
saries to filter dummy locations and help reduce anonymity,
including map information and location query probability.
For example, for a randomly generated dummy location set,
some locations may be in a river or no man’s land, and
adversaries can easily filter out these locations based on the
map information. Assuming that the location anonymity
requirement is k, when k′ of the k − 1 dummy locations are
filtered by the adversary based on the side information, the
k−anonymity requirement is not satisfied, resulting in a
decrease in the level of privacy protection.

Homogeneity attack means that the adversary analyzes the
distance between multiple locations in a DLS to infer a user’s
privacy. Specifically, if the distance between any two locations
is very close such as in the same building, although the DLS
satisfies k−anonymity, the user’s location privacy cannot be
well protected because the cloaking region is too small.

-e location similarity attack means that the adversary
analyzes the semantic information in the cloaking region to
infer a user’s privacy. More specifically, if the region contains
only one kind of semantic information, such as a hospital or
school, the adversary can infer the user’s behavior.

4.2. Inference Attack Model. In a big data environment, an
adversary can use the various data collected to infer the
privacy information of the user’s location [28], which is
called the location inference attack.

In the location inference model, the adversary has
certain background knowledge such as the user’s service
request history records, LPPM, etc. Using the user’s service
request history records, the adversary can calculate the user’s
query probability distribution φ(l). When the user sends a
query request again, if the location query probability dis-
tribution in the anonymous set is not uniform, the adversary
can infer that the user is likely to be located in a location with
a higher probability. While for the LPPM, the adversary can
analyze the intercepted location request, combined with the
anonymity algorithm, to infer the probability that each
location in the anonymous set is the user’s true location, so
as to make the inference attack more accurate.

4.3. 8e Structure of STTP. It can be seen from Section 2.1
that, for the current two mainstream location privacy
protection system structures, the TTP structure has the
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problem of a single point of failure, while the independent
structure has the problem of mobile device performance
bottlenecks. In view of the problems above, we have
designed a semi-trusted third party (STTP) based location
privacy protection structure. STTP is based on the tradi-
tional TTP structure by adding an encryption server andWi-
Fi AP and stores the user’s private information in the three-
party server through a certain mechanism, which results in
that even if the location anonymizer has been controlled by
adversaries, STTP also protects the user’s private informa-
tion to a certain extent. Furthermore, the location ano-
nymizer is responsible for implementing the privacy
protection algorithms and filtering query results, so there are
no problems such as mobile device performance bottlenecks.
STTP is shown in Figure 2, which consists of the following
five entities:

User: using a mobile terminal to initiate a location
service request when needed.
Wi-Fi AP: providing network support, and calculating,
storing LST and LQP.
Encryption server (ES): providing encryption and de-
cryption key pairs corresponding to the user’s
pseudonym.
Location anonymizer (LA): converting the user’s actual
location into a dummy location set, and after the service
provider returns the query result, extracting appro-
priate service information and returning it to the user.
Service provider (SP): return the corresponding service
result according to the location query request.

-e proposed scheme assumes that ES, LA, and SP are
“honest and curious.” On the one hand, they will not
disrupt the protocol process and can faithfully complete
their work following the agreement; on the other hand,
they all want to analyze more other sensitive information
about the user from what they have mastered. Meanwhile,
we further set that ES, LA, and SP cannot collude with
each other, that is, they will not be controlled by an
adversary simultaneously. -ere will be no secrets for the
user if the three parties conspire, so this setting is
reasonable.

4.4. Interactive Process. -ere are eight steps in the inter-
active process of the proposed scheme. -e specific
implementation of each step is described below (as shown in
Figure 2):

(1) Before initiating a location service request, the user
first requests Mapcur, LST, and LQP from the Wi-Fi
AP.

(2) -eWi-Fi AP generatesMapcur, computes and stores
LQP of all locations within its current coverage area,
generates and saves LST by collecting location se-
mantic information within its radio range, and then
sends Mapcur, LST, and LQP to the user. It should be
noted that for any Wi-Fi AP, the location within its

coverage area is relatively stable, so LST and LQP do
not need to change frequently.

(3) -e user then requests the pseudonym Upseu and key
pair from ES. Specifically, if there are multiple service
requests at the same location within the limited time
tsession, the user only applies for the pseudonym and
key pair once; when the time exceeds tsession or the
user’s real location changes, she will reapply for a
new pseudonym and key, so as to achieve the effect of
confusing her identity.

(4) ES generates the corresponding pseudonym Upseu
and RSA key pair (Keypublic,Keyprivacy), returns Upseu
and Keypublic to the user, and sends Upseu and
Keyprivacy to the SP. It should be noted that, as an
example, the solution uses the classic RSA algorithm
for encryption, and it can be replaced by other en-
cryption algorithms according to actual require-
ments. In addition, the solution requires ES to only
act as a provider of pseudonyms and keys, so ES does
not store related pseudonyms and keys locally.

(5) -e user first encrypts his query content Query with
the public key Keypublic and then sends his current
pseudonym Upseu, encrypted query content Query′,
current real location l, Mapcur, LQP, and LST to LA
together.

(6) After receiving the information, LA performs the
corresponding location anonymity algorithm that
generates a dummy location set DLS to hide l and
then sends Upseu, Query′ and DLS to the SP.

(7) After receiving the location service request, the SP
first searches for the corresponding private key
Keyprivacy according toUpseu, which is used to decrypt
Query′, and then provides the service result
Result(Query|DLS) according to Query and DLS,
finally return it to LA.

(8) After receiving Result(Query|DLS), the LA first
identifies the corresponding location ld according to
the Upseu, and then filters out the query result
Result(ld) from Result(Query|DLS) and finally
returns it to the user.

5. Proposed Scheme

In this section, we first introduce a dummy location selection
algorithm based on location semantics and physical distance
(SPDDS) and then present a location anonymous optimi-
zation method based on Stackelberg game.

5.1.ADummyLocationSelectionAlgorithmBasedonLocation
Semantics and Physical Distance. Based on the analysis
above, the final dummy location set not only needs to avoid
selecting places that are easy to be filtered by adversaries,
such as rivers and no man’s land but also to meet the se-
mantic diversity while making the locations as dispersed as
possible. In other words, the final dummy location set needs
to simultaneously satisfy (11)–(13)
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DLS � argmin max dque li, lj   , (11)

DLS � argmax min dsem li, lj   , (12)

DLS � argmax min dphy li, lj   , (13)

where li, lj ∈ DLS, i≠ j, Pr(li)> 0, Pr(ld)> 0. It can be for-
mulated as a multiobjective optimization problem (MOP)
since three factors are considered simultaneously. However,
we put forward a simpler objective formulas considering the
complexity of MOP. In each dummy location set, we would
like to make sure that (14) can be satisfied. Consequently, we
propose a dummy location selection algorithm based on
location semantics and physical distance (SPDDS).

DLS � argmax
min dsem li, lj  + r · dphy li, lj  

max dque li, lj  + 1 

⎧⎨

⎩

⎫⎬

⎭,

(14)

where li, lj ∈ DLS, i≠ j. dque(li, lj) + 1 is to avoid the situation
where the two locations have the same probability, that is, the
difference between the query probability of the two locations
is 0. Here, r is a controllable factor for balancing the share of
semantic distance, physical distance, and query probability
distance since dsem(li, lj)≤ 2 · (h − 1), where h is the depth of
LST and hence is usually less than 10 while dphy(li, lj), as Wi-
Fi transmission distance, ranges from hundreds of meters to
thousands, whereas the query probability distance is always
less than 1. Consequently, we set r � 0.03.

Meanwhile, in order to balance service quality while the
proposed algorithm can resist inference attacks effectively, we
should take into account both PL and Qosloss. So, we propose a
location anonymous optimization method based on Stackel-
berg game, which introduces Stackelberg game to optimize the
dummy location selection algorithm. More specifically, we

formalize themutual optimization of user-adversary objectives
(location privacy vs. correctness of inferring location) by using
the framework of Stackelberg games, to find an optimal
dummy location set. -e optimal dummy location set can
resist single-point attacks and inference attacks while effec-
tively balancing service quality and location privacy.

-emain idea of SPDDS is to first select an offset location
to replace the user’s real location; secondly, selecting all lo-
cations that satisfy the semantic difference with the existing
locations in the current dummy location set as the dummy
location candidate set (DLCS); then, selecting an optimal
location in the DLCS which refers to the location formed by
satisfying (14); finally, a set consisting of an offset location and
k − 1 dummy locations is generated. Algorithm 1 shows the
formal description of the SPDDS algorithm.

5.2. A Location Anonymous Optimization Method Based on
Stackelberg Game. We propose a location anonymous op-
timization method based on Stackelberg game, which opti-
mizes the dummy location selection algorithm by introducing
the Stackelberg game. More specifically, we formalize the
mutual optimization of user-adversary objectives (location
privacy vs. correctness of inferring location) by using the
framework of Stackelberg game, and based on which we
construct the related linear programs.We can find an optimal
dummy location set by solving the linear programs, which can
resist single-point attacks and inference attacks while effec-
tively balancing service quality and location privacy.

5.2.1. Location Inference Model. In the location inference
model, the adversary has certain background knowledge
such as the user’s service request history records, LPPM, etc.
Using the user’s service request history records, the ad-
versary can calculate the user’s query probability distribu-
tion φ(l). When the user sends a query request again, if the

(6) Query ´||DLS||Upseu

(7) Result(Query||DLS)

(8) Result (ld)

(1)

(2) LQP||LST||Mapcur

(4) Upseu||Keypublic

(5) LQP||LST||Mapcar
||l||Upseu||Query´

(4)
Upseu||Keyprivacy

Location
Anonymizer

Service
Provider

Wi-Fi AP

Encryption Server
User

(3) Request pseudonym and key pairs

Figure 2: A semitrusted third party based location privacy protection structure.
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location query probability distribution in the anonymous set
is not uniform, the adversary can infer that the user is likely
to be located in a location with a higher probability. While
for the LPPM, the adversary can analyze the intercepted
location request, combined with the anonymity algorithm,
to infer the probability that each location in the anonymous
set is the user’s true location, so as to make the inference
attack more accurate.

Based on the existing knowledge (φ(l), f(DLS|l), etc.),
the adversary can form the posterior distribution on the true
location l of the user, conditional on the anonymous set DLS:

Pr(l|DLS) �
Pr(l,DLS)

Pr(DLS)
�

φ(l)f(DLS|l)

lφ(l)f(DLS|l)
. (15)

-e adversary’s objective is then to choosel to minimize
the user’s conditional expected privacy, where the expec-
tation is taken under Pr(l|DLS). -e user’s conditional
expected privacy for an arbitrary l is


l

Pr(l|DLS)dphy(l,l), (16)

and for the minimizing l, it is

min
l


l

Pr(l|DLS)dphy(l,l). (17)

If there are multiple values of l that satisfy (17), then the
adversary randomizes arbitrarily among them. -e proba-
bility with which l is chosen in this randomization is
g(l|DLS).

5.2.2. Stackelberg Game Optimization Process. Here, we
assume that the adversary has some background knowl-
edge. Specifically, he will infer the user’s actual location l as
much as possible according to φ(l), the LPPM used by the
LA, the anonymous result DLS, and other background
knowledge. Relatively, we can assume that all the back-
ground knowledge that LA knows will be used by the
adversary, so LA can use the adversary’s optimal attack
strategy as a parameter to optimize the generation process
of the dummy location set DLS.

We formalize the process above by using the framework
of Stackelberg game. In a Stackelberg game the leader, in our
case, the LA plays first by giving the dummy location set DLS
according to the relative location privacy protection

Input: l: user’s real location
S: user’s privacy requirement
Mapcur: map information in current Wi-Fi AP LST: location semantic tree LQP: location query probability;
Output: DLS: dummy location set;

(1) Divide the Mapcur as the sample space into m × m grids;
(2) Generate semantic distance matric (S DM) according to the LST and geographic distance matrix (GDM) according to the

Mapcur and probability distance matric (PDM) according to the LQP respectively
(3) According to GDM and PDM, choose the n − 1 locations with pi > 0, which are closest to l, and then a offset location set (Mset)

consisting of the n − 1 locations and l has been generated;
(4) Randomly choose a location from Mset as offset location ld
(5) Generate a dummy location candidate set (DLCS) for all pi > 0 locations in the whole
grid space;
(6) DLS � ld 

(7) Remove ld from DLCS;
(8) while |DLS|< k do
(9) if DLCS � ϕ then
(10) anonymity failed;
(11) else
(12) max � 0; BestLoc � ϕ;
(13) for each Loc in DLCS do
(14) if dsem(Loc,DLS.last)≤ u then
(15) anonymity failed;
(16) go back to line 13;
(17) else
(18) m � dsem(Loc,DLS.last) + r · [dphy(Loc,DLS.last)]/dque(Loc,DLS.last)
(19) compute the maximum m according to SDM, GDM and PDM, which is recorded with max, and then assign the

corresponding Loc to BestLoc
(20) end
(21) end
(22) DLS � DLS∪ BestLoc{ }

(23) remove BestLoc from DLCS;
(24) end
(25) end
(26) output DLS;

ALGORITHM 1: A dummy location selection algorithm based on location semantic and physical distance.
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algorithm f(DLS|l). -e follower, in our case the adversary,
plays next by estimating the user’s true location, knowing
some background knowledge.

We use the distance between the adversary’s inferred
locationl and the user’s actual location l to measure the utility
of the participants in the game: the greater the distance, the
greater the LA returns, indicating that the anonymous al-
gorithm is more effective in resisting inference attacks; on the
contrary, the smaller the distance, the greater the adversary
returns, the more effective the adversary’s attack strategy.

-e game model is also an instance of a zero-sum game,
as the adversary’s gains (or losses) of utility is exactly bal-
anced by the losses (or gains) of the utility of the user: the
information gained (lost) by the adversary is the location
privacy lost (gained) by the user.

-e purpose of Stackelberg game optimization is to find
SSE so that the adversary cannot obtain more benefits by
optimizing the attack strategy (that is, the adversary cannot
make more accurate inferences about the actual location of
the user). In this paper, SPDDS optimized by Stackelberg
game is denoted as SPDDS SG.

It should be noted that DLS is the result obtained by ld
further anonymously, sof(DLS|l) can be further expressed by

f(DLS|l) � f ld|l(  · f DLS|ld( . (18)

In some cases, f(DLS|l) and f(ld|l) are equal, the reason
is that the adversary can filter out dummy locations except ld
in such cases.

We see that, for a givenDLS, the user’s conditional expected
privacy is given by (17). -e probability that DLS is output by
the LPPM is Pr(DLS) � lφ(l)f(DLS|l). Hence, the user’s
unconditional expected privacy (averaged over all DLS) is


DLS

Pr(DLS)min
l


l

Pr(l|DLS)dphy(l,l) � 
DLS

min
l


l

φ(l)f

· (DLS|l)dphy(l,l).

(19)

To facilitate the computations, we define

xΔmin
l


l

φ(l)f(DLS|l)dphy(l,l). (20)

Incorporating x into (19), we write the unconditional
expected privacy of the user as


DLS

x, (21)

which the user aims to maximize by choosing the optimal
DLS. To facilitate the computations, (20) can be transformed
to a series of linear constraints:

x≤ 
l

φ(l)f(DLS|l)dphy(l,l) � 
l

φ(l)f ld|l( f DLS|ld( 

· dphy(l,l),∀l.

(22)
In addition, SPDDS SG needs to conceal the user’s real

location on the premise of ensuring the user’s service quality.
In order to ensure the quality of service, we set the service

quality threshold Qmax
loss to limit the maximum service quality

loss. -e specific process is


l,ld

φ(l)f ld|l( dphy l, ld( ≤Q
max
loss .

(23)

In summary, SPDDS SG can be solved by a linear
program. -e final definition of linear program is

Maximize 
DLS

x,

s.t.C1: x≤ 
l

φ(l)f ld|l( f DLS|ld( dphy(l,l),

C2: 
l,ld

φ(l)f ld|l( dphy l, ld( ≤Q
max
loss ,

C3: 
DL S

f(DLS|l) � 1,

C4: f(DLS|l)≥ 0,∀l,DLS,

(24)

where C1 is used to maximize the utility of the adversary; C2
reflects the service quality constraint; C3 indicates that the
sum of the generation probability of the dummy location set
must be 1; C4 indicates the probability of each candidate
dummy location set is greater than zero.

SPDDS SG solves the objective function under the
constraints in (24) and obtains the optimal dummy location
set, which can resist single-point attacks and inference at-
tacks while effectively balancing service quality and location
privacy.

6. Simulations and Results

In this section, we use Python software to simulate the
experiment. First, we give the relevant parameters of the
experiment. Furthermore, we simulate the experimental
results and analysis of the proposed scheme.

6.1. Simulation Setup. Our scheme is implemented in
MATLAB and performed on aWindows 10 PC with an Intel
Core i5-8500 CPU, a 3.00GHz processor and a 8.00GBmain
memory. We use a real road map of Guangzhou from
Google Maps, since Guangzhou as a provincial capital in
southern China is a big city with enough users in LBS and its
central urban area has been covered by Wi-Fi APs in 2016.
-e coverage area of each Wi-Fi AP is about 700 ∼ 800m,
the sample space is divided into 13 × 13 cells with equal size,
and a total of 13 559 sample trajectories are used as historical
data to calculate the historical query probability of each cell.
Besides, all locations in our experiments are divided into 6
categories semantically as follows: Education and Science,
Administration and Housing, Medical care, Shopping malls,
Public places, Catering and Entertainment. -e value ranges
of the main parameters u and k of the experiment are
3≤ u≤ 7 and 2≤ k≤ 30, respectively.

6.2. Results andAnalysis. We first evaluate the effectiveness of
our proposed scheme in resisting single-point attacks from
three assessment metrics as follows: (1) PERL. As is shown in
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Definition 5, it reflects the effectiveness of the algorithm in
resisting side information attack. (2) PD. As is shown in
Definition 6, the larger the PD, the more dispersed the dummy
locations in the DLS, and the better the effectiveness of the
algorithm in resisting homogeneity attack. (3) θ. As is shown in
Definition 7, it refers to the level of semantic diversity in the
anonymous set, which reflects the effectiveness of the algo-
rithm in resisting location similarity attack; Next, evaluating
the effectiveness of the scheme in resisting inference attack
while balancing location privacy and service quality from two
assessmentmetrics as follows: (1) PL. As is shown in Definition
8, the larger the PL is, the better the effect of LPPM against
inference attacks is. (2) Qosloss. As is shown in Definition 9, it
reflects the effectiveness of the algorithm in balancing location
privacy and service quality.

6.2.1. Effectiveness of the Scheme against Single-point Attacks.
(1) PERL vs k. In Figure 3(a), we compare the PERL of
KLPPS, MaxMinDist DS [27], SimpMaxMinDist DS
[27], enhanced − DLS [23], and HCLS − SG [31] schemes.
As we can see, the PERL of the five schemes shows a
downward trend with the increase of k, which means that
the larger the k, the more difficult it is for adversaries to
filter out invalid locations in the anonymous set through
side information attacks, the better the effect of the
scheme against side information attacks. -e PERL of the
KLPPS, enhanced − DLS, and HCLS − SG is lower than
that of the MaxMinDistDS and SimpMaxMinDist DS.
And that of the KLPPS, enhanced − DLS, and HCLS − SG
are basically the same. -e reason is that the KLPPS,
enhanced − DLS and HCLS − SG all consider the query
probability and avoid selecting locations with low access
probability such as lakes and forests to form an anony-
mous set; whereas the MaxMinDist DS and
SimpMaxMinDist DS do not consider the query prob-
ability, so there will be cases where invalid locations are
selected, and thereby the adversary can filter out ones
through side information attacks. In summary, the
KLPPS scheme can effectively resist side information
attacks.

(2) P D vs k. Figure 3(b) shows the PD comparison chart
of KLPPS, MaxMinDistDS, SimpMaxMinDist DS,
enhanced − DLS, and HCLS − SG schemes. As we can see, the
PD of KLPPS, HCLS − SG, enhanced − DLS, and
MaxMinDist DS are close when k≤ 4; at k≥ 5, the PD of
MaxMinDist DS is slightly larger than that of KLPPS, HCLS −

SG and enhanced − DLS. Under the same value of k, the PD of
KLPPS, HCLS − SG, and enhanced − DLS is slightly larger
than that of SimpMaxMinDist DS. In additional, with the
increase of k, the PD of the five schemes are both reduced
gradually. -e reason for this is obvious: it becomes harder to
maintain a high level of dispersion with more and more
dummies. In summary, MaxMinDist DS has the largest PD,
KLPPS, HCLS − SG, enhanced − DLS, and
SimpMaxMinDist DS decrease in order, which means that
the MaxMinDist DS is better in resisting homogeneity attacks
than the other four schemes, but the KLPPS scheme is also
acceptable.

(3) θ vs k. Figure 3(c) shows the value of θ comparison
between KLPPS, MaxMinDist DS, SimpMaxMinDist DS,
enhanced − DLS, and HCLS − SG schemes. As shown in
Figure 3(c), with the increases of k, the value of θ of KLPPS,
MaxMinDist DS, and SimpMaxMinDist DS schemes
hardly change and close to the maximum value 1. However,
that of enhanced − DLS andHCLS − SG schemes is always at
a relative low. -e reason is that the KLPPS,
MaxMinDist DS, and SimpMaxMinDistDS schemes all
consider the semantic information of the location when
selecting dummy locations, thereby ensuring semantic di-
versity, while the enhanced − DLS and HCLS − SG schemes
only consider the query probability of each location point
instead of considering the situation that each location point
may have the same semantic information. Moreover, the
location points with higher query probability are often in
hotspot areas, between which the semantic information is
very similar and therefore not satisfying the semantic di-
versity. Consequently, the enhanced − DLS and HCLS − SG
schemes behave such badly in semantic diversity that they
cannot resist location similarity attacks. In summary, the
KLPPS scheme can effectively resist location similarity
attacks.

-e experimental results above show that the KLPPS
scheme can effectively resist homogeneity attacks, location
similarity attacks, and side information attacks simulta-
neously compared with the MaxMinDist DS,
SimpMaxMinDist DS, enhanced − DLS, and HCLS − SG
schemes, thereby effectively resisting single-point attacks.

6.2.2. Effectiveness of the Scheme against Inference Attacks
and Balances PL and Qosloss. Combining the location in-
ference model and (6), it can be seen that the adversary can
perform inference attacks, the purpose of which is to choose
l based on existing knowledge to minimize the expected user
privacy. (25) defines this attack strategy:

l � argmin PL
l

.
(25)

Combining (6) and (25), we can construct the following
linear program to find the optimal l:

minimize 

l,l,DLS

φ(l)f(DLS|l)g(l|DLS)dphy(l,l),

s.t. C1: 

l

g(l|DLS) � 1, ∀DLS,

C2: g(l|DLS)≥ 0, ∀DLS,l.

(26)

We use the model defined by (26) to run inference at-
tacks on KLPPS, HCLS [31], SG [13], and HCLS − SG to
make a comparison from two aspects of PL and Qosloss,
evaluating the effectiveness of the KLPPS scheme.

(1) PL. -e definition of PL is shown in (6), the larger the
PL, the better the effect of LPPM against inference attacks.
As shown in (24), the preset service quality loss threshold
Qmax

loss and anonymous degree k have a greater impact on PL,
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so we evaluate the effectiveness of the KLPPS scheme
against inference attacks from the two assessment metrics
of Qmax

loss and k.

(a) PL vsQmax
loss

We compare the PL of KLPPS, HCLS, SG, and
HCLS − SG schemes under different Qmax

loss in
Figure 4(a). As shown in the figure, we can draw the
following 3 conclusions. First, the PL of KLPPS, SG,
and HCLS − SG is significantly better than HCLS,
which results from that HCLS does not consider the
inference attack strategy of the adversary. Secondly,
the KLPPS and HCLS − SG behave better than SG,
the reason is that the former two use dummy lo-
cation anonymity, increasing the difficulty of the
adversary’s inference. Finally, with the increase of
Qmax

loss , the PL of the four schemes all increase,
however the growth trend of PL of the four schemes
slows down when reaching a certain level, which is
related to the query probability distribution of user’s
location, indicating that the influence of Qmax

loss on PL
is limited.

(b) PL vs k

We compare the PL of KLPPS, HCLS, SG, and
HCLS − SG schemes under different k in Figure 4(b).
As we can see, three conclusions have been drawn
below. First of all, as the value of k increases, the PL
of KLPPS, HCLS, and HCLS − SG are significantly
improved while not the SG. -e reason is that SG
only provides offset locations and does not consider
dummy location anonymity; Secondly, the KLPPS
and HCLS − SG behave better in improving PL than
that of HCLS, which results from that the former two
all consider the adversary’s inference attack strategy,
while the latter does not, so HCLS is less effective in
resisting inference attacks than that of the KLPPS
and HCLS − SG; Finally, the growth trend of of the
four schemes slows down when reaching a certain
level, which results from that the four schemes all use
the offset location instead of the real location to

protect users’ privacy. More specifically, the choice
of ld will make the service quality loss Qosloss is
gradually approaching Qmax

loss with the increase of k,
and the four schemes are all maximized PL under the
premise of ensuring that Qosloss ≤Qmax

loss , which
means that when Qosloss gradually approaches Qmax

loss ,
the growth trend of PL slows down until
Qosloss � Qmax

loss , reaching the maximum value.

(2) Qosloss. Qosloss is closely related to PL. Specifically, in
some cases, users allow losing a certain service quality in
exchange for higher privacy. In the experiment, we set the
maximum service quality loss that the user can accept as
Qmax

loss � 0, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5{ } and analyze the re-
lationship between Qosloss and PL on this condition. Figure 5
shows the experimental results. First of all, it can be seen
from the figure that the Qosloss and PL of the three schemes
all increase with the increase of Qmax

loss . -e reason for this is
obvious: in the first place, we can see the PL will increase to a
certain extent with the increase of Qmax

loss from Figure 4(a). In
the second place, from the definition of Qmax

loss and Qosloss, it is
obvious that Qosloss will increase to a certain extent with the
increase of Qmax

loss . Secondly, under the same Qmax
loss , the PL of

KLPPS and HCLS − SG is significantly higher than that of
HCLS, but Qosloss is also higher than HCLS to a certain
extent, which results from that both KLPPS and HCLS − SG
will make full use of the limited maximum service quality
loss to optimize the selection of dummy location set, so as to
improve location privacy as much as possible while ensuring
that the loss of service quality does not exceed the constraints
of service quality, thereby effectively balancing service
quality and location privacy. In addition, under the same
Qmax

loss , the PL of KLPPS is slightly larger than that of HCLS −

SG while Qosloss is slightly smaller than that of HCLS − SG,
indicating that KLPPS is better thanHCLS − SG in balancing
service quality and location privacy.

-e experimental results above show that the scheme can
effectively resist inference attacks while effectively balancing
service quality and location privacy compared with the SG,
HCLS, and HCLS − SG schemes.
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Figure 3: KLPPS scheme against single-point attack. (a) PERL vs. k. (b) PD vs. k. (c) θ vs. k.
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7. Conclusion

-ere are some problems such as single point of failure and
without the ability to effectively resist single-point attack
and inference attack, etc., in the traditional k−anonymous
location privacy protection schemes. To solve the problems
above, by analyzing the merits and drawbacks of the
existing location privacy protection system architecture, we
propose a semitrusted third party based location privacy
protection architecture that can tackle performance bot-
tleneck of mobile device and single point of failure. -en,
comprehensively considering the characteristics of side
information, semantic diversity, and physical dispersion of
locations combined with the ideas of dummy location
technology and offset location, a dummy location selection

algorithm based on location semantics and physical dis-
tance is proposed to effectively resist single-point attacks.
Finally, we propose a location anonymous optimization
method based on Stackelberg game to optimize the dummy
selection algorithm. Specifically, we formalize the mutual
optimization of user-adversary objectives (location privacy
vs. correctness of inferring location) by using the frame-
work of Stackelberg games, to find an optimal dummy
location set. -e optimal dummy location set can resist
single-point attacks and inference attacks while effectively
balancing service quality and location privacy. -e ex-
perimental results further verify the effectiveness of the
proposed scheme. However, our work still has the fol-
lowing shortcomings. First, in LBS, more and more people
use continuous query services such as navigation services,
etc., while our scheme can be only applied in snapshot
query scenario not the continuous query scenario. Sec-
ondly, in different application scenarios, users have dif-
ferent requirements for privacy protection level and service
quality, so it needs to be improved as much as possible in
terms of balancing data validity and privacy levels. -e next
work hopes to improve our scheme to make it suitable for
continuous query scenarios. Meanwhile, aiming at users
with different needs in different scenarios, on the basis of
further balancing service quality and privacy protection
level, we design a personalized location privacy protection
scheme.
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In the blockchain-based energy transaction scenario, the decentralization and transparency of the ledger will cause the users’
transaction details to be disclosed to all participants. Attackers can use data mining algorithms to obtain and analyze users’ private
data, which will lead to the disclosure of transaction information. Simultaneously, it is also necessary for regulatory authorities to
implement effective supervision of private data. +erefore, we propose a supervisable energy transaction data privacy protection
scheme, which aims to trade off the supervision of energy transaction data by the supervisory authority and the privacy protection
of transaction data. First, the concealment of the transaction amount is realized by Pedersen commitment and Bulletproof range
proof. Next, the combination of ElGamal encryption and zero-knowledge proof technology ensures the authenticity of audit
tickets, which allows regulators to achieve reliable supervision of the transaction privacy data without opening the commitment.
Finally, the multibase decomposition method is used to improve the decryption efficiency of the supervisor. Experiments and
security analysis show that the scheme can well satisfy transaction privacy and auditability.

1. Introduction

With the birth of Bitcoin [1], blockchain, as the underlying
technology of Bitcoin [2], has been widely used in finance,
medical data sharing, supply chain, energy trading, and
other fields. Blockchain has the advantages of decentral-
ization, tamper-proof, autonomy, traceability, and so on,
which is regarded as the future of infrastructure. +e sub-
sequent emergence of Ethereum means that smart contracts
can be used to settle the problem of decentralized appli-
cations in the currency fields [3, 4]. At present, the appli-
cation mode of blockchain can be divided into three
categories, public chain, consortium blockchain, and private
chain. +e public chain allows users to enter and exit freely,
while the consortium blockchain and private chain require
authorization and verification before joining. +e consor-
tium blockchain is a blockchain composed of multiple in-
stitutions. +e designated members of the consortium
blockchain participate in the consensus process and the

maintenance of the ledger. +e consortium blockchain has
the advantages of fast transaction processing speed and high
transaction efficiency. +erefore, it is widely used in energy
trading, commodity traceability, supply chain management,
and other fields. In the field of energy trading, blockchain
technology is used to integrate scattered energy nodes to
establish a distributed energy trading platform based on P2P
transactions. It does not require third-party intermediaries
and provides a low-cost trading platform for transactions
between distributed energy nodes. +e most important
feature is that it can reasonably settle the trust problem in
distributed energy transactions. Simultaneously, the
blockchain-based transaction model can promote the fair-
ness and openness of transactions in the Energy Internet and
accelerate the circulation of data elements.

+ere are still some shortcomings existing in the prac-
tical application of energy trading. Specifically, miners and
verification nodes in the blockchain can quickly verify the
legitimacy of transactions due to the openness and
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transparency of the ledger. However, information such as
the users’ identity and transaction details will be disclosed to
all participants of the network in the process. Moreover, the
external attackers [5, 6] can obtain information such as the
account, geographic location, energy usage, and source lo-
cation of the energy node from the transaction record [7].
When obtaining such information, attackers can predict
users’ next behavior by data mining, data analysis, machine
learning, and other methods [8, 9].+erefore, in the scenario
of distributed energy transactions based on blockchain, the
issue of data privacy protection in energy transactions has
gradually become a new challenge. In transactions, privacy
protection issues are mainly divided into two categories:
identity privacy and transaction data privacy issues. Identity
privacy means that attackers cannot obtain any useful in-
formation related to their identity only through the content
of public data stored on the chain. Transaction data privacy
refers to the fact that both parties to the transaction are
considering their interests, and any node other than
themselves cannot obtain the details of the transaction from
public information. +e contributions of this paper are as
follows:

(1) +ere are two problems in the blockchain-based
energy transaction scenario. +e openness and
transparency of the transaction ledger allow any
participant to obtain transaction details, which poses
the risk of private data leakage. Simultaneously, there
needs to be a balance between transaction regulation
and privacy protection. +erefore, we propose a
supervisable energy transaction data privacy pro-
tection scheme to deal with the above problems.

(2) Combine Pedersen commitment and Bulletproof
range proof to realize the concealment of the
transaction amount. Adopt ElGamal encryption and
zero-knowledge proof technology to ensure the
authenticity of audit tickets. +e reliability of the
transaction can be supervised without executing the
open commitment. +e introduction of multibase
decomposition technology in ElGamal improves the
decryption efficiency of the supervisor.

(3) Security and performance analysis show that the
scheme can audit a certain transaction or multiple
transactions in the ledger and effectively protect the
privacy of transaction amounts.

2. Related Works

At present, blockchain technology is developing rapidly, and the
privacy protection issue in the blockchain has received extensive
attention from a growing number of scholars. A variety of
cryptographic technologies are applied in the blockchain system
to settle the problems of identity privacy and transaction pri-
vacy, which also means that the supervision technology of
blockchain transactions will face more challenges.

+e cryptocurrency based on the public chain emphasizes
the privacy protection of transactions. For example, these
works [10, 11] proposed a Mixcoin protocol, which uses a
Mixcoin protocol to transfer funds from multiple input

addresses to multiple output addresses to provide anonymity
services. +e connection between the user’s real identity and
address was interrupted. In Monero [12], the Pedersen
commitment scheme is used to conceal transaction infor-
mation. It uses ring signatures and one-time addresses to hide
the identities of the sender and receiver in the transaction.
Based on Monero, Li et al. [13] proposed a new crypto-
currency system, which can simultaneously achieve identity
anonymity and traceability in Monero. However, excessive
privacy protection strategies will cause the regulatory au-
thorities to not effectively supervise the transaction content
and identity. Zcash [14] uses noninteractive zero-knowledge
proofs (zk-SNARKs) technology to verify private transactions
and conceal the identity of the sender. However, the trans-
action efficiency of this scheme is unsatisfactory. An anon-
ymous scholar named Tom Elvis Jedusor first proposed the
MimbleWimble protocol in 2016 [15]. It uses confidential
transaction technology to realize the shielding of transaction
content and realizes the concealment of the identity of the
transaction party by removing the transaction address. Al-
though the agreement has regulatory functions, it cannot
track transaction information and the identity of violators. In
2019, Beam and Grin were proposed. +e scheme combines
the MimbelWimble protocol and aggregated signature
technology to achieve the purpose of protecting the privacy of
blockchain transactions [16]. +ese works [17, 18] proposed a
blockchain-based machine learning framework and secure
key management scheme (BC-EKM). +is scheme designs a
secure cluster formation algorithm and a secure node
movement algorithm to implement key management, where
stake blockchain as a trust machine replaces the majority
functions of the BS. In addition, this scheme is based on the
SM2 public-key cryptosystem to protect data security and
prevent data privacy leakage in edge services. Chen et al. [19]
proposed a new ciphertext extension method that makes
homomorphic encryption of ciphertext more efficient.
However, the scheme requires both parties to the transaction
to interact online, which will encounter difficulties in practice.

+e above privacy protection scheme is a typical public
chain application scenario. +e privacy protection features
they provide do not implement transaction supervision and
cannot satisfy the supervision requirements of the application
system. +erefore, privacy protection schemes with super-
visory functions have also been proposed. Wüst et al. [20]
proposed a new cryptocurrency PRCash in 2018. It uses zero-
knowledge proof technology to generate range proof and
regulatory proof for each transaction. +e range proof is
verified by the public node, which is used to guarantee the
range of the user’s transaction amount. +e supervision
certificate is verified by the supervisor, which is used to restore
user identity information.+e regulator in PRCash supervises
the total amount of transactions made by users over a while. If
the user’s total transaction amount exceeds the quota specified
by the system within a certain period, the supervisor can track
the violating user. +e supervisor obtains its true identity
information based on the supervisory certificate. PRCash
realizes the limitation of the user’s transaction amount within
a period and supervises violations, but it cannot obtain the
specific value of each transaction. NeHa et al. [21] proposed a
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comprehensive privacy auditable distributed ledger system
Zkledger in 2018. +e program uses a table ledger structure,
which can conceal the identities of the sender and receiver of
the transaction and the transaction amount simultaneously.
Zkledger has set up a supervisor, and the supervisor needs to
initiate an online inquiry to the user to obtain the sum of the
user’s assets over a while. However, the regulator cannot
obtain the specific amount of each transaction during the
entire process. Moreover, the user needs to open the com-
mitment after responding to the supervision request, and the
supervisor will obtain certain commitment secret value in-
formation in the process, which is not conducive to the se-
curity of the system. In 2019, Kang et al. [22] proposed the
privacy protection smart contract Fabzk based on Zkledger.
+is scheme assigns the five zero-knowledge proofs generated
in the transaction to system users and supervisors for veri-
fication. To improve transaction performance, the transaction
verification process can be performed concurrently. However,
the scheme requires the regulator to remain online at all
times, and the transaction is considered valid only if all five
verification equations are passed.

Regarding the transaction privacy issues in the energy
transaction scenario based on the consortium blockchain,
this paper proposes a supervisable energy transaction data
privacy protection scheme. +is scheme realizes the con-
cealment of the transaction amount by the Pedersen com-
mitment and uses the Bulletproofs range proof to guarantee
the transaction amount range. Combining ElGamal en-
cryption and zero-knowledge proof technology to ensure the
authenticity of regulatory tickets, the regulation of trans-
actions can be achieved without executing open commit-
ments. +e multibase decomposition technology is
introduced in the scheme to improve the decryption effi-
ciency of the regulator. +e results of experiments and se-
curity analysis show that the scheme can achieve transaction
privacy and auditability. +e supervisor can audit the total
transaction amount in a certain number of blocks, and it can
also restore the specific amount in a transaction.

3. Preliminaries

3.1. Consortium Blockchain. Blockchain is a new technology
system derived from the underlying technology of Bitcoin.
Blockchain technology is developing rapidly, and it has derived
consortium blockchain and private chains from public chains.
+e public chain is completely decentralized, and any user can
join or exit freely, while the private chain is a completely private
blockchain, and only internal personnel can use it. +e degree
of decentralization of the consortium blockchain is between the
public chain and the private chain. It is mostly composed of
offline enterprises and other alliances. Users need to achieve
certain conditions and obtain permission to enter and exit.
Additionally, the consortium blockchain can be completely
open or only accessible by insiders of the consortium.

3.2. Zero-Knowledge Proof. +e zero-knowledge proof sys-
tem involves two parties, called the prover and verifier.
Prover knows a certain secret, and prover hopes to convince

verifier that he does have the secret without revealing the
secret. +e zero-knowledge proof system should satisfy the
following three conditions: completeness, reliability, and
zero-knowledge. Completeness means that if the prover
knows a certain secret, the verifier will accept the prover’s
proof. Reliability means that if the prover can convince the
verifier with a certain probability, the prover knows the
corresponding secret. Zero-knowledge refers to the fact that
the verifier cannot obtain any additional information during
the interaction between the prover and the verifier. Zero-
knowledge proofs can be classified into interactive and
noninteractive knowledge proofs. Interactive zero-knowl-
edge proof requires one or more communications between
the prover and the verifier. Blum et al. [23] proposed a
noninteractive zero-knowledge proof. +e prover uses hash
value instead of the interactive process, which avoids
multiple communications between the prover and the
verifier. Typical representatives of noninteractive zero-
knowledge proof protocols are Bulletproofs [24] and ZK-
SNARKs [25]. Bulletproofs have the characteristics of short
proof time and no need to set up a trusted center.

Comparing the noninteractive zero-knowledge proof with
the interactive zero-knowledge proof, the noninteractive zero-
knowledge proof avoids multiple rounds of communication
between participants. And any participant can verify the val-
idity of the proof π. +e Fait-Shamir [26] scheme provides a
method to transform interactive zero-knowledge proofs into
noninteractive zero-knowledge proofs. +is feature fits per-
fectly with the decentralized environment of the blockchain,
which can reach a consensus and establish a trust relationship
between nodes that do not trust each other.

3.3. Pedersen Commitment. +e cryptographic commitment
scheme is a two-stage interactive protocol involving two
parties, and the two parties are the promiser and the receiver,
respectively. +e first stage is the commitment stage. +e
promiser chooses a message m and sends it to the receiver in
the form of ciphertext, which means that it will not change
m. +e second stage is the opening stage, where the promiser
discloses the message m and the blinding factor, and the
receiver uses this to verify whether it is consistent with the
message received in the promise stage. +e commitment
scheme has two basic properties: hiding and binding. Hiding
is the commitment and will not reveal any information
about the message m. Binding means that no malicious
promiser can open the commitment to m and pass the
verification, whichmeans that the receiver can be sure thatm

is the message corresponding to the commitment. Pedersen
promises to be an important cryptographic component in
blockchain technology, and its structure consists of the
following three stages:

Setup: select the elliptic curve E(Fp) with G and H,
where G and H are the two generators of the elliptic
curve, and the order is q. Public parameters are
(G, H, q).
Commitment: the promiser chooses a random number
k as the blind factor, calculates the commitment
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Com � kG + vH, and then sends the commitment Com
to the receiver.
Open: the promiser sends (v, k) to the receiver, and the
receiver verifies whether the commitment is equal to
kG + vH and accepts if they are equal; otherwise, it
rejects the commitment.

+e homomorphic characteristics of Pedersen com-
mitment are embodied as follows: Com(v1) + Com(v2) �

(k1+ k2)G + (v1 + v2)H � Com(v1 + v2). According to this
feature, the verifier can calculate the transaction commit-
ment without knowing the specific secret.

3.4. Elliptic CurveCryptography. Elliptic curve cryptography
was first proposed by Neal Koblitz and Victor Miller in 1985,
and it is called ECC for short. It is a public-key cryptosystem
that is currently widely used. +e security of the ECC al-
gorithm is mainly based on the Elliptic Curve Discrete
Logarithm Problem (ECDLP). Under the same security
requirements, its required parameters and key size are
shorter. Compared with other public-key cryptosystems,
elliptic curve cryptography has the advantages of higher
security, short key length, small storage space, and fast
calculation speed.

Let Zp denote the domain of integers, where p is a
large prime number; thus, an elliptic curve E(Fp) can be
defined. It can usually be expressed as
y2 � x3 + ax + b(modp), where the coefficients a, b ∈ Zp.
a and b are two constants satisfying 4a3 + 27b2(modp)≠ 0.
P � (x, y) represents a point on the elliptic curve, where
x, y ∈ Zp represents the abscissa and ordinate of the
corresponding point on the elliptic curve, respectively.
+ere is a special point O on the elliptic curve, called the
point of infinity, which forms the elliptic curve E(Fp)

together with the whole point P.

3.5. ElGamal EncryptionAlgorithm. ElGamal encryption is a
common asymmetric encryption algorithm. Its security is
based on the finite field discrete logarithm problem [27], and
it is indistinguishable under selected plaintext attacks (IND-
CPA). ElGamal encryption mainly includes three algo-
rithms: key generation algorithm, encryption algorithm, and
decryption algorithm.

Key generation algorithm: select the finite field cyclic
group G of order p, where p is a large prime number.
+e generator of the finite field cyclic group G is g.
Randomly select x ∈ Zp as the private key, calculate the
public key y � gx modp, and make it public.
Encryption algorithm: the encrypting party chooses a
plaintext messagem, and the plaintext messagem needs
to satisfy m<p and then choose a random number
k<p, where k and p − 1 are relatively prime. Calculate
the ciphertext A � gk modp and B � myk modp. +e
ciphertext consists of two parts C � (A, B).
Decryption algorithm: the decryptor uses his private
key x to decrypt the ciphertext (A, B) and restore the
plaintext by calculating m � B/Ax modp.

In addition, the relevant symbols and explanations in-
volved in this paper are listed in Table 1.

4. Supervisable Privacy Protection
Scheme Model

+e scheme satisfies the primary principles of privacy and
supervisability of transactions, which are required to prevent
the leakage of sensitive user information to ensure trans-
action privacy. +e Pedersen commitment based on the
elliptic curve is applied to the scheme to hide the transaction
information, and the zero-knowledge range proof ensures
that the transaction amount hidden in the commitment is in
the legitimate interval. We combine homomorphic encryption
technology, Pedersen commitment, and zero-knowledge proof
technology to ensure that the transaction amount is consistent
with the amount in the ciphertext. To further improve
transaction performance, multibase decomposition technology
is used to improve the efficiency of encryption and decryption
by regulatory authorities. Based on these cryptography tech-
nologies, we have designed a regulatory privacy protection
scheme to achieve privacy and regulations.

4.1. Transaction Structure. +ere are mainly five entities in
this program, as shown in Figure 1, which are the certifi-
cation body (CA), regulatory (RA), energy aggregator, en-
ergy buyer EB, and energy seller ES.+e role of each entity is
as follows:

Certification authority (CA): Its role is to issue a cer-
tificate for the user. Any user who wants to enter the
blockchain network must be authorized by the certi-
fication authority and obtain the certificate Cert pro-
mulgated by the certification authority to the certificate
Cert.
Regulatory authority (RA): It is responsible for auditing
transaction content. Once suspicious transactions are
found, the supervisor can obtain ciphertext and decrypt
the specific one after the transaction information is
decrypted from the transaction information and in-
teract with the CA to obtain real-name information of
the transaction. It is worth noting that this scheme can
be audited in this scheme, which means that there is no
need to travel online.
Energy buyers (EB): It uses the initiator of the trans-
action to launch a transaction as a sender in the
transaction. It uses the private key to sign the trans-
action proposal during the transaction process, which is
a transaction commitment, supervision ciphertext, and
zero-knowledge used to prove the effective effective-
ness. Before generating a complete transaction, it is
necessary to make a chain interaction with the recipient
of the transaction, and the purpose is to consent with
the two parties. Moreover, in the actual transaction
process, ES can also initiate a transaction as a trans-
action sender. To describe convenience, only EB is
considered as a sender, and ES is considered as a re-
ception party.
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Table 1: Nomenclature.

Ep(a, b) An elliptic curve with parameters a, b, p

H, G, n Generator and order
Pa, xa Supervisor public key and private key
paramas Public parameters
v Transaction amount
k, r Blinding factor and random number
Rf(v) Range proof of transaction amount
C(k, v) Transaction commitment
bill System audit ticket
S Transaction balance signatures
e, σ Challenge value
Cert Identity certificate
Cx, Dx, Bx Regulatory ciphertext
π Zero-knowledge proof
Vx, Ex, Tx ZK auxiliary information
ηx, kx, rx An element in vectors η, k, r

CA

RA

Audit request

Audit ticket

Certificate

Register

ES EB

Transaction request

Respond to request
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Figure 1: Scheme architecture.
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Energy seller (ES): It serves as a receiver of the
transaction. During the generation of the transaction,
there is an interactive process between the recipient and
the sender to generate some interaction information.
EAG: It sends an audit request to the user, verifies the
user’s audit notes, and interacts with the supervisor.

4.2. Transaction Process. +e transaction process consists of
two stages: system initialization and interaction between
buyers and sellers.

4.2.1. System Initialization. Our scheme is combined with
the Pedersen commitment and ElGamal encryption tech-
nology. +e system parameters are needed to generate a
scheme in the initialization phase. Select an elliptic curve
Ep(a, b), one generating element G on the curve, and its
order is n. Randomly select k, xa < n, calculate H � kG and
Pa � xaG, and the system deletes the discrete logarithm k of
H. +erefore, the discrete logarithm of H is unknown to the
outside world. We use xa as the private key of the regulator
and Pa as the public key of the regulator. Finally, the public
parameters may be represented as params � (Ep(a, b),

n, G, H, Pa).

4.2.2. Interactive Process. In the energy transaction payment
phase, EAG returns the results of the bid to energy buyer A
and energy seller B. v3 is the transaction price between buyer
A and seller B. Subsequently A checks if the amount in all the
addresses is greater than the transaction amount v3; oth-
erwise, the trading will be terminated. Assume that the
amounts v1 and v2 in the two addresses of A are satisfied with
v3 � v1 + v2, where v1, v2, v3 ∈ [0, 2n − 1]. +e detailed
trading steps are as follows:

Step 1: A initiates a transaction to B. Specifically, A pays
v1 and v2 from B, which is the amount that matches in
advance. A selects blind factors k1, k2 < n and a random
number ra < n at random and calculates the necessary
information and range proof. Among them, the range
proof proves that Rfin1(v1) and Rfin2(v2) are gener-
ated by Bulletproof technology. +e specific calculation
process is as follows:

Ra � raG, (1)

Ka � k1 + k2( G, (2)

Cin1 k1, v1(  � v1H + k1G, (3)

Cin2 k2, v2(  � v2H + k2G. (4)

+en compose the above result into m1. And send
m1 � (params, Ka, Ra, Rfin1, Rfin2, Cin1, Cin2) and
certificate CertA to B by the secure channel.
Step 2: After receiving the transaction request, B
immediately verifies the legitimacy of the certificate,
whether the scope certification and commitment are

correct. If any verification fails, the transaction is
terminated. Among them, the verification commit-
ment is equivalent to the verification equation (5). If
the verification is passed, it means that the trans-
action initiator has correctly calculated the com-
mitment according to the rules. B randomly selects
the blinding factor and random number k3, rb < n

and calculates the commitment Cout(k3, v3), the
range proof Rfout(v3), the transaction balance sig-
nature Sb, and the audit ticket billout (the con-
struction of the audit ticket will be detailed in
Section 4.4). +e specific calculation process is as
follows:

Cin1 k1, v1(  + Cin2 k2, v2(  � v3H + Ka, (5)

Rb � rbG, (6)

Kb � k3G, (7)

Cout k3, v3(  � v3H + k3G, (8)

K � Ka + Kb,

R � Ra + Rb,
(9)

e � Hash(params, R, K), (10)

Sb � rb + ek3, (11)

billout � Cout, Dout, πout( . (12)

+en compose the above result into m2. And send
m2 � (params, Kb, Rb, Rfout, Cout, Sb, e, billout) and
certificate CertB to A by the secure channel.
Step 3: when A accepts and receives the reply, it will
verify the validity of the certificate. If the verification is
passed, then extract Kb and Rb from the message m2 to
calculate K � Ka + Kb, R � Ra + Rb. Verify whether
equation (13) is established. If the verification is passed,
calculate the transaction balance signature S and audit
bill billin1, billin2; otherwise, terminate the transaction.
+e specific calculation process is as follows:

Hash(params, R, K) � e, (13)

Sa � ra + e k1 + k2( , (14)

S � Sa + Sb, (15)

billin1 � Cin1, Din1, πin1( , (16)

billin2 � Cin2, Din2, πin2( . (17)

Finally, combine the above results into a private
transaction Tx � (params, (Cin,i(ki, vi), Rf in,i(vi),
billin,i)i∈[1,2], (Cout,j(kj, vj), Rfout,j(vj), billout,j)j�1, R, K,
S, e, CertA, CertB) and send Tx to EAG.
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Step 4: EAGwill verify its correctness after receiving the
Tx. It mainly includes the legality of the certificates
CertA and CertB, the correctness of the scope certifi-
cation, and the correctness of the signature (S, e).
Among them, verifying the correctness of the signature
is equivalent to verifying whether the equation SG �

R + eK is established, which means that the sum of the
input of the transaction is equal to the sum of the
output; otherwise, the transaction is discarded.

4.3. Supervision Process. +e supervision process mainly
consists of three entities: RA, EAG, and CA. (1) RA: it has
supervision and audit functions. In the supervision process,
the specific amount in a certain transaction can be audited.
(2) EAG: it provides audit-related transaction information
for regulators. (3) CA: when the supervisor finds that the
transaction is abnormal, it can extract the certificate Cert
from the transaction information and interact with the CA
to trace the identity of the trader. Specifically, it consists of
the following steps:

Step 1: Verify the correctness of the zero-knowledge
proof in the audit ticket. After submitting an audit
request to EAG, the supervisor obtains a transaction Tx

and extracts the audit bill billin,i, billout,j from it. For the
convenience of description, we simplified the audit
ticket as bill � (C, D, π). For the zero-knowledge proof
π � PK (ηx, kx, rx)x∈[0,l−1]: Cx � ηxH + kxG∧Dx �

ηxH + rxPa∧Bx � rxG} � (Zηx, Zkx, Zrx)x∈[0,l−1], σ 

(its generation process will be described in detail in
Section 4.4), calculate the following values, respectively:

Ex � ZrxG − σBx, (18)

Tx � ZηxH + ZrxPa − σDx, (19)

Vx � ZηxH + ZkxG − σCx, (20)

σ′ � H params, Vx, Ex, Tx( x∈[0,l−1] . (21)

Verify that equation σ′ � σ is established. If the veri-
fication is passed, it means that the ciphertext and the
commitment calculation in the audit ticket are correct.
Otherwise, it means that there are violating nodes
participating in the transaction, which requires inter-
action with the CA through the certificate in the
transaction information to track the identity of the
suspicious transaction initiator.
Step 2: +e supervisor uses its private key xa to decrypt
the ciphertext to obtain the specific transaction
amount. To improve the efficiency of encryption and
decryption, the supervisor precomputes a table
(0H, 1H, . . . , (u − 1)H) and stores it locally. +e su-
pervisor calculates yx � Dx − xaBx by extracting the
ciphertext D � (Bx � rxG, Dx � ηxH + rxPa)x∈[0,l−1]

from the audit ticket. According to y, the auditor uses a
precomputation table containing t to find out the value

of ηx. Finally, the specific amount in each transaction is
restored by calculating v � 

l−1
x�0ηxux.

4.4.ConstructionofAuditTicket. +is section will describe in
detail the construction of an audit ticket. For large trans-
action amounts, to improve supervision efficiency and
system performance, multibase decomposition is used to
achieve efficient decryption of ciphertext by regulatory
agencies. +e generation of audit tickets consists of the
following three steps:

Step 1: Decompose a transaction amount v into a set of
vectors η � (η0, . . . , ηl−1), ηx ∈ [0, u − 1], where u

represents the basis of multibase decomposition, sat-
isfying v � 

l−1
x�0ηxux.

Step 2: For each element ηx in the vector η, calculate the
ElGamal ciphertext D � (Bx � rxG, Dx � ηxH +

rxPa)x∈[0,l−1] and the commitment C � (ηxH +

kxG)x∈[0,l−1], where rx and kx satisfy r � 
l−1
x�0rxux and

k � 
l−1
x�0kxux.

Step 3: For each element ηx in the vector η, calculate the
zero-knowledge proof π � PK (ηx, kx, rx)x∈[0,l−1]:

Cx � ηxH + kxG∧Dx � ηxH + rxPa∧Bx � rxG}. +e
specific details are as follows: randomly select vx, tx, sx,
calculate Vx � vxH + txG, Ex � sxG, Tx � vxH + sxPa,
calculate σ � H(params, (Vx, Ex, Tx)x∈[0,l−1]), and
calculate Zηx � vx + σηx, Zkx � tx + σkx, Zrx �

sx + σrx. Obtain a zero-knowledge proof
(Zηx, Zkx, Zrx)x∈[0,l−1], σ  with a transaction output
amount of v. Finally, we get the audit bill
bill � (C, D, π).

5. Security Analysis

5.1. Security Requirements. +e security goals of the scheme
will be defined as follows: (1) Transaction balance: it means
that the total input of a transaction is equal to the total output,
which means that users cannot create or destroy a transaction
arbitrarily. (2) +e privacy of the transaction: except for the
parties to the transaction and the supervisor, other users
cannot obtain specific information about the transaction
amount based on public information such as transaction
balance signatures, commitment values, and audit tickets. (3)
Auditability of transactions: when the supervisor needs to
review a certain transaction or multiple transactions in a
certain block, the supervisor can audit the corresponding
transaction amount and trace the user identity.

5.2. Analysis

5.2.1. Transaction Balance. Suppose H is a random oracle. If
the discrete logarithm problem of transaction balance sig-
nature is difficult and the commitment scheme satisfies the
binding property, then this scheme satisfies the transaction
balance.

+e proof process is an interactive game between the
algorithm opponent A and the mathematical problem
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opponent B. B receives a random DLP problem instance
H � xG, and his goal is to calculate x. B uses A as a sub-
routine to calculate x, and the mathematical problem op-
ponent B plays the challenger of the algorithm opponent A.

System initialization phase: B sends the system public
parameters params to A. B has to maintain two tables Lc and
Ls, which are empty at the initial moment. Lc is used to
simulate the query of the algorithm opponent A on the
commitment value and Ls is used to simulate the transaction
balance signature query.

Inquiry stage: the algorithmic opponent A, respectively,
inquires the commitment C(vi) and the transaction balance
signature Si to the commitment oracle and the transaction
balance signature oracle for a limited number of times. If
there is no corresponding value in Lc and Ls, B randomly
selects the parameter to calculate the corresponding value,
returns it to A, and updates Lc and Ls.

Forgery stage: suppose the algorithm opponent A suc-
cessfully forged a transaction (C(v′), K′, R′, S′, e′) by the
above query and the forged transaction balance signature is
(S′, e′, K′), where K′ � v′H + e′G + K. It can be verified that
the equation S′G � R′ + e′K′ holds. During the interroga-
tion process, the adversary of the algorithm also obtains a
correct signature (S, e, K) and can also verify that the
equation SG � R + H(R, K)K is established.

+e discrete logarithm x corresponding to H can be
solved by combining the above two equations. It can be seen
that algorithmic opponent A can successfully break the
trading balance. Mathematical problem opponent B can use
A to settle the discrete logarithm problem, which contradicts
the DLP assumption of this scheme. +erefore, this scheme
satisfies the transaction balance.

5.2.2. 9e Privacy of Transactions. Transaction input and
output are stored in the blockchain in the form of com-
mitment. Because the blinding factor is unknown and the
discrete logarithm is difficult, other participants cannot
know the specific amount of the transaction except for the
two parties in the transaction. Simultaneously, EAG will mix
all inputs and outputs, which breaks the logical connection
between the transaction input address, transaction output
address, and change address, thereby ensuring the privacy of
transactions.

5.2.3. Auditability of Transactions. +is scheme uses Bul-
letproof to ensure that the transaction amount is within a
specific range. +e supervisor can obtain the specific details
of a transaction by its private key. When the supervisor
needs to verify the information of a certain transaction, it
uses the private key to decrypt the audit ticket to obtain
detailed information of a certain transaction. If suspicious
behavior is discovered, the user’s identity information can be
obtained by interaction with CA for accountability.

6. Performance Analysis

We analyze our scheme based on throughput and latency.
+roughput and latency are the two most important indi-
cators for analyzing the performance of a blockchain system.

We analyze this scheme based on these two indicators.
Transaction delay and throughput are affected by transaction
zero-knowledge proof generation time, verification time,
audit ticket generation time, supervisor audit time, and
transaction size. +e comparative analysis between this
scheme and the existing scheme is shown in Table 2.

6.1. Experimental Configuration. +is experiment was
conducted on a computer with 8G memory, Inter (R) Core
(TM) i5-65003.20GHz CPU and GeForce GT 730 graphics
card, and 64-bit Windows10 operating system. +e scheme
is implemented in C language, in which the Hash algorithm
uses the cryptographic hash algorithm SM3, and the elliptic
curve selects the more efficient SM2. We set n � 64; that is,
we use a 64-bit positive integer to represent the transaction
amount. +is setting is to be the same as Bitcoin and
Monero. In our experiments, we mainly consider the fol-
lowing two aspects, time overhead and storage overhead.
Storage overhead is mainly the size of a transaction. Time
overhead mainly includes transaction generation time,
verification time, and audit time. We compare the above
indicators with another similar scheme.

6.2. Results and Analysis. +e time cost and storage cost of a
single transaction mainly consider the classic transaction
scenario of 2 inputs and 2 outputs. We compared our
scheme with similar schemes, as shown in Table 3.

In our scheme, the size of the audit ticket is approxi-
mately 320 bytes. For each output, the range proved to be
about 738 bytes in size. +e committed size for each
transaction is 64 bytes. +e transaction generation time cost
is about 90ms, the transaction verification time cost is about
10ms, and the transaction audit time cost is about 43ms.

For [12], it uses ring signature technology. For more
convenience, we set the size of the ring signature to 4. In a
transaction with 2 inputs and 2 outputs, its total storage cost
is 12710 bytes, and the time cost of the sender and verifier is
approximately 300ms.

For [14], all the proofs can be combined into a 288-byte
zk-SNARK proof through aggregation technology. +e
total proof size of a classic transaction with 2 inputs and 2
outputs becomes about 576 bytes. Since the zk-SNARK
proof is adopted, the time cost of generating the proof will
be very large, about 2 minutes. And zk-SNARK proves that
a large amount of memory RAM >rbin 3GB needs to be
consumed during the generation process. It will cause long
delays in the blockchain system. However, the verification
time overhead of the zk-SNARK proof is considerable,
about 10ms.

For the privacy of transactions, we set 64-bit transaction
data, which means that the data range is v ∈ [0, 264 − 1]. We
use the multibase decomposition method to improve the
efficiency of encryption and decryption, taking u � 28
� 256, l � 8. Figures 2 and 3 show the comparison of en-
cryption time and decryption time between Elgamal and
MBD_Elgamal (Elgamal encryption based on multibase
decomposition). From the figure, we can see that, with the
increase of transaction data length, the encryption efficiency
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of ElGamal based on multibase decomposition can be in-
creased by more than 1.2 times. +e decryption time can be
increased by more than 1.3 times.

For transaction data privacy, we compare this scheme
with the Paillier encryption scheme with the same security
level. As shown in Table 4, we only compare the encrypted
and decrypted parts. It can be seen from the figure that our
scheme is about 5 times and 2 times higher than Paillier’s
encryption efficiency. +is is because our solution requires a
longer initialization time and sacrifices the time overhead of
initial parameters in exchange for more efficient encryption
and decryption time.

7. Conclusion

In this paper, we have designed a supervisable transaction
data privacy protection scheme, which settles the problem
of transaction privacy and effective supervision in the
blockchain-based energy transaction scheme. Specifically,
we combine Pedersen commitment and zero-knowledge
proof technology to ensure the authenticity of transaction
data, which effectively prevents malicious users from
using random amounts for encryption to defraud the
regulator. Simultaneously, the transaction data can be
verified in a ciphertext environment. In the process of
generating audit tickets, we introduced the ElGamal en-
cryption and decryption method based on multibase
decomposition to improve the efficiency of encryption
and decryption. And the Bulletproofs range proof tech-
nology is introduced in the transaction creation process,
which improves the efficiency of transaction verification.
Security and performance analysis show that the scheme
can audit a certain transaction or multiple transactions in
the ledger and effectively protect the privacy of transac-
tion amounts.

Table 3: Comparison of privacy-preserving blockchain schemes.

Schemes Storage overhead (bytes) Transaction time Verification time Audit time
[12] 12710 300ms 300ms —
[14] 576 120 s 10ms 55ms
+is paper 4488 90ms 10ms 43ms

Table 4: Encryption scheme comparison.

Schemes Setup time Enc time Dec time
+is paper 52 s 5.4ms 3.4ms
Paillier 403ms 27ms 7ms

Table 2: Scheme comparison.

Schemes Main technique Transaction
privacy

Offline
supervision

Public
verification

Single transaction
audit

[12] CryptoNote protocol Yes No No NoRing signature

[14] zk-SNARKs Yes No No YesPedersen commitment

+is paper Pedersen Commitment, Bulletproofs, and
ElGamal Yes Yes Yes Yes
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We present Lodestone, a chain-based Byzantine fault-tolerant (BFT) state machine replication (SMR) protocol under partial
synchrony. Lodestone enables replicas to achieve consensus with two phases of voting and enjoys (1) optimistic responsiveness
and (2) linear communication complexity on average. Similar to the state-of-the-art chain-based BFTprotocols, Lodestone can be
optimized with a pipelining idea elegantly. We implement pipelined Lodestone and deploy experiments to evaluate its per-
formance. *e evaluation results demonstrate that Lodestone has a lower latency than HotStuff under various workloads.

1. Introduction

Consensus in blockchain systems, known as state machine
replication (SMR), has attracted more and more interest in
recent years. When focusing on permissioned blockchains
on so-called consortium blockchains, chain-based Byzantine
fault-tolerant (BFT) SMR protocols [1–8] under partial
synchrony have been widely used to achieve consistency. In
general, chain-based BFT SMR protocols follow the con-
ventional propose-vote paradigmwhere there exists a special
role often called leader who is responsible for packing cli-
ents’ requests into proposals, and then all players achieve
consensus on these proposals via multiple (two or three)
phases of voting.

PBFT [9], as the first practical BFT SMR protocol under
the partial synchronous network [10], achieves safety even
under the asynchronous network and liveness when the
network gets synchronous. However, the view-change
subprotocol in PBFT, with an O(n)3 communication
complexity, is too heavy to be practical. Tendermint [6]
innovatively employs a lock-commit scheme, similar to the
paradigm in [11], that a replica should lock on the proposal

he has voted COMMIT for. *is allows one replica to decide
if voting for one proposal according to his own local states and
the leader has no need to prove the safety of his proposal.
Casper [7, 8] takes a similar strategy and also implies a
pipelining idea for a further improvement. However, both
Tendermint and Casper sacrifice optimistic responsiveness
in that there needs to be a fixed interval between proposals to
guarantee liveness since a new leader has to ensure that he
has observed all other nonfaulty replicas’ lock state; oth-
erwise, his new proposal may not be accepted. HotStuff [1]
creatively introduces another phase of vote to achieve both
linear view-change and optimistic responsiveness. *e ad-
ditional phase guarantees that a new leader can construct
this proposal safely only with n − f replicas’ states. However,
in pipelined HotStuff, the three-phase voting scheme not
only brings about an increase in latency but also causes an
implicit liveness problem. In pipelined HotStuff, there needs
to be four consecutive nonfaulty leaders to make a decision
which cannot be guaranteed in the n � 3f + 1 setting. *is
means pipelined HotStuff cannot provide liveness in the
worst case even under the crash fault-tolerant model, which
has also been discussed as the silence attack [12].
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We present Lodestone, a novel chain-based BFT SMR
protocol, which achieves the following combined properties
under partial synchrony:

(1) Two-phase voting with optimistic responsiveness:
Lodestone can achieve responsiveness when liveness
is guaranteed after GST. *at is, the total time of
confirmation on one honest leader’s proposal only
relies on the actual network delay instead of any
apriori upper bound assumption of network delay.

(2) Linear average-case communication complexity: a
view-change subprocess in Lodestone costs O(n)

message complexity on average and O(n2) in the
worst case. Here, we follow the measurement of
message complexity in HotStuff [1] which counts the
total number of authenticators received by one
player in the protocol to achieve a decision.

(3) Deterministic liveness under static corruption:
pipelined Lodestone can also achieve deterministic
liveness under static corruption where leaders are
rotated in a round-robin manner.

*e difference in detail between these protocols can be
shown in figures, of which Figures 1 and 2 show HotStuff
and existing two-phase voting protocols, respectively, while
Figure 3 demonstrates our solution.

2. Other Related Works

2.1. BFT SMR Protocols in Alternative Assumptions. *ere
are also many works considering about BFT protocols in
alternative assumptions.

Firstly, about the network assumption, many recent
protocols under a synchronous network [13–15] or under an
asynchronous network [16–18] make efforts to reduce
confirmation latency and achieve practical throughput.
Secondly, about the corruption assumption, some recent
works [19, 20] are aimed to provide higher assurance on
blocks even if the adversary corrupts more than f replicas in
the future. In this paper, we only concentrate on static se-
curity under a partially synchronous network.

2.2. Single-Shot BFTProtocols. *ere are some related works
[21–23] focusing on the single-shot BFT problem which
explore the optimal latency bound when the leader is
nonfaulty under various resilience assumptions. *ough it is
still a long way to construct a protocol from single shot to
multishots, some results are interesting and may be com-
bined with our protocols in the future work.

2.3. View Synchronization. Another related line of work is
about view synchronization [24–26] in the partial synchrony
setting. It is also necessary in Lodestone for nonfaulty
replicas to stay in the same view for a sufficient long time,
and then liveness can be guaranteed. However, view syn-
chronization is not the key point of Lodestone, and we
assume that replicas are able to stay in the same view for a
sufficient long time after GST.

3. Materials and Methods

3.1. Models

(1) *reat model: we consider a permissioned system
consisting of n replicas, indexed by i ∈ [n], where
[n] � 1, 2, . . . , n{ }. We assume a polynomially
bounded adversary who can corrupt less than n/3
replicas. *e replicas corrupted by the adversary can
deviate from the prescribed protocol arbitrarily
within their capabilities which are also called Byz-
antine faulty replicas, while the remaining ones are
nonfaulty. We only consider a static corruption
model in that the adversary chooses which replicas to
corrupt prior to the execution.

(2) Network model: we assume that each pair of replicas
is connected by a reliable authenticated point-to-
point channel. Messages are propagated through a
partially synchronous network [10] in that there is an
unknown global stabilization time (GST). After GST,
a message sent by a nonfaulty replica will be de-
livered to all nonfaulty replicas with a known bound
Δ, though the delivery schedule is determined by the
adversary.

(3) Cryptographic primitives: we assume a crypto-
graphic hash function Hash(m) and a standard
digital signature scheme. We also assume a (t, n)
threshold signature scheme [27, 28] which provides
the following interfaces:
ThresholdSetup(1λ) generates a pair of key shares
pki, ski  for replica i along with a global public key
PK.
ThresholdSigni(m) produces a signature share λi of
message m with ski.
ThresholdVerifyShare(m, i, λi) verifies if λi is a valid
signature share of message m.
ThresholdCombine(m, i, λi,i∈I) produces the
threshold signature λ of message m from t signature
shares where I ⊂ [n] and |I| � t.
ThresholdVerify(m, λ) verifies if λ is a valid
threshold signature of message m with PK.
We use an (n− f, n) threshold signature scheme in
our following protocols which is assumed to provide
robustness and nonforgeability.

(4) Problem definition: we now give the definition of a
chain-based BFT SMR protocol. Each replica in a
chain-based BFT SMR protocol receives requests
from clients and maintains a sequence of blocks
called a blockchain. Blocks in a blockchain are
chained by hash digest, and thus, each block in a
blockchain has its own position denoted as its height.
Given a blockchain C and a block b ∈ C, all blocks in
C lower than b are ancestor blocks of b, and all blocks
in C higher than b are descendant blocks of b. Two
blocks b1 and b2 are conflicting if and only if b1 is
neither an ancestor nor a descendant block of b2.
Each block includes a batch of requests, and one
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Figure 1: Pipelined HotStuff. b1, b2, b3, and b4 are in the normal case, while b1, b2, b3′, and b4′ are in the timeout case. In the timeout case,
nonfaulty replicas who have received b3′ will lock on b1 but will still vote for b4′ since b4′ also extends from b1.
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Figure 2: Casper or the two-chain variant of pipelined HotStuff. b1, b2, b3, and b4 are in the normal case, while b1, b2, b3′, and b4′ are in the
timeout case. In the timeout case, the leader of b4′ did not receive b3′ in time, while some nonfaulty replicas received b3′ and have locked on b2.
*erefore, they would not vote for b4′ since b4′ conflicts with b2.
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replica’s blockchain consists of all blocks which have
been finalized. Replicas execute requests in finalized
blocks in the sequence of the blockchain and then
respond to clients. For simplicity, we do not model
clients and assume all requests are sent to all replicas.
*us, we say requests from clients are input to all
replicas, and at any time, the output of one replica is
his blockchain.

A secure chain-based BFT SMR protocol should satisfy
both safety and liveness defined below (in the presence of an
arbitrary adversary with all but negligible probability).

Definition 1. (safety). At any time, if two nonfaulty replicas
each have their blockchains denoted as C1 and C2, then it
must be either C1≼C2 or C2≼C1, where ≼ means “is a prefix
of or equal to.” In other words, two nonfaulty replicas will
never finalize different blocks at the same height.

Definition 2. (liveness). If a request req has been inputted to
all replicas at time t>Tstart, then at time t + Tconfirm, any
nonfaulty replica must output a blockchain which includes
req, where Tstart is the time after which the protocol provides
liveness and Tconfirm is a bounded constant.

3.2. Preliminaries

(1) Block: we now format a block b in our protocol as
b � parent, view, txs, and hash where parent is the
hash digest of the parent block of b, view is the view
in which b is proposed, txs is a batch of requests from
clients, and hash is the hash digest of b (i.e.,
b.hash � Hash(b.parent, b.view, b.txs)). In Lode-
stone, there are three states for one block, namely,

PROPOSED, PREPARED, and COMMITTED.
Once a block reaches the COMMITTED state, then
the block itself and its all ancestor blocks are finalized
and can be executed sequentially.

(2) Local states: replicas in Lodestone need to maintain
two local states for the protocol execution. *e first
denoted as currView represents the current view
number and implies the current leader. It is noted
that using the round-robin manner to rotate leaders
guarantees that (i) the protocol will be greeted with a
nonfaulty leader after at most f consecutive views; (ii)
there exist three consecutive views of which leaders
are all nonfaulty which will be proved later. *e
second is lockedQC which stores qc with the largest
view number one replica has voted commit for. Once
a nonfaulty replica locks on qc (i.e., sets lockedQC as
qc), he will only vote for blocks extending from block
b that Hash(b) � qc.hash unless he ensures the
majority of nonfaulty replicas have turned to a
conflicting branch before locking on qc.

(3) Promise and promise-set: during a view-change,
each replica additionally sends to the leader a
promise, evidence that helps the leader locate the
highest COMMITTED block and prove that he does
so in an honest manner. A promise for view v in-
dicates that the replica has not voted commit at view
v. If n− f replicas send promises for the view v, then
there is no block which has a larger view number
than v could be COMMITTED. When the leader
proposes a block with the n− f promises, all the
nonfaulty replicas can accept it safely. A promise
from replica P includes a tuple v, v and the corre-
sponding signature share σ � ThresholdSign(v, v)

b1 b2 b3

PREPARE

b3′

COMMIT

PREPARE

DECIDE

COMMIT

b1

b2

PREPAREb3

b4

b4′

DECIDE

COMMIT

b4 PREPARE

Figure 3: Pipelined Lodestone. b1, b2, b3, and b4 are in the normal case, while b1, b2, b3′, and b4′ are in the timeout case. In the timeout case,
the leader of b4′ will attach a proof to his proposal which allows nonfaulty replicas who have locked on b2′ to get unlocked and vote for b4′.
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from P. We denote p � v, v, σ for simplicity.We say p
from P for the current view v represents that he did
not vote commit when he was in the view v. Let v be
the last view in which P has voted commit. P will
generate a set of promises for each view from v + 1 to
currView. We denote it as a promise-set.

(4) NullQC: before entering a new view, each nonfaulty
replica Pi will send his promise-set promise-set to the
new leader, along with his lockedQC. Upon receiving
valid promise-sets from n− f distinct replicas, the
new leader will select lockedQC with the largest view
number as highQC and propose his new block fol-
lowing the block b where Hash(b) � highQC.hash.
Let I be the set of indexes of the n− f replicas; we have
|I| � n − f. We use v to denote currView and v to
denote highQC.view. Each promise-set must contain
a promise that promisev,(v+1)

i � v + 1, v, λv,(v+1)
i

where i ∈ I. *e new leader can combine these n − f

signature shares as a threshold signature to prove
that highQC he selected is exactly the one with the
largest view number among n − f replicas.*is extra
proof is denoted as nullQC in Lodestone. We have

nullQC � ThresholdCombine(v + 1, v, λv,(v+1)
i ),

where i ∈ I.

3.3. Pipelined Lodestone. We are now ready to describe our
protocol pipelined Lodestone. We first define some utilities
as shown in Figure 4.

*en, we formalize pipelined Lodestone with algorithms.
*e protocol runs in a succession of views denoted as
currView. Each view number is mapped into a leader in a
round-robin manner. *e leader will execute Algorithm 1,
all replicas will execute Algorithm 2, and then the next leader
will execute Algorithm 3. When timeout triggers during any
wait-for procedure in one replica’s local view, he will execute
Algorithm 4. We omit any check for brevity.

4. Safety, Liveness, and
Communication Complexity

4.1. Safety

Lemma 1. For any two valid quorum certificates qc1 and qc2,
if qc1 · view � qc2 · view, then qc1 · block � qc2 · block.

Proof. For any valid qc, at least n − 2f nonfaulty replicas
have sent their relevant signature shares, namely, at least n −

2f nonfaulty replicas have voted for the block which qc.block
represents in qc.view. Suppose qc1 and qc2 are two valid qc
such that qc1 · view � qc2 · view, but qc1 · block ≠ qc2 · block.
We must have that at least n − 2f nonfaulty replicas voted
for the qc1 · block and also at least n − 2f nonfaulty replicas
voted for the qc2 · block in the same view. *us, the inter-
section of the two sets at least includes one nonfaulty replica
since 2 × (n − 2f)> n − f, a contradiction to Algorithm 2
that a nonfaulty replica can only vote once in a view.

Theorem 1. In pipelined Lodestone, two conflicting blocks
cannot be both COMMITTED.

Proof. Let b1 and b2 be two conflicting blocks which are both
COMMITTED, namely, there exists a two-chain
〈b 1, b 1′, b 1″〉 and also one in the form of b 2, b 2′, b 2′.
W.l.o.g, we can assume that b2 · view> b1′ · view with Lemma
1. Since b1 is COMMITTED, at least n − 2f nonfaulty
replicas have voted for b 1’ and then locked on b1. Let b be
the PREPARED block with the smallest view number that
satisfies b.view > b1′.view, and b conflicts with b1. Such b must
exist since b2 satisfies all these conditions. Now, consider the
proposal m of b. At least n − 2f nonfaulty replicas have
locked on b1 in b1′ · view.*ese n − 2f nonfaulty replicas will
only promise on view number larger than b1 · view since
then. *erefore, m · proof · view> b1 · view. And due to the
minimality of b, we must have m · qc.view < b1 · view. *en,
m.proof .view >m.qc.view + 1, a contradiction to the validity
of nullQC.

4.2. Liveness

Lemma 2. Under an n � 3f + 1 setting where leaders are
rotated in a round-robin manner, in any consecutive n + 2
views, there are three consecutive views all leaded by non-
faulty replicas.

Proof. Consider any n consecutive views denoted as
v, v + 1, v + 2, . . . , v + n − 1. *ere are three cases:

(i) *e leader of v is faulty. *en, for the view from
v+ 1 to v+n− 1, there are f− 1 faulty leaders while
2f + 1 nonfaulty leaders. *e f − 1 faulty leaders
can at most separate 2f + 1 nonfaulty leaders into f

segments, with at least one segment owning 3
nonfaulty leaders.

(ii) *e leader of v is nonfaulty, while the leader of v+1 is
faulty. *en, for the view from v+2 to v+n, there are
f − 1 faulty leaders while 2f + 1 nonfaulty leaders.
*en, the situation becomes the same as the first case.

(iii) Both v and v+ 1 are leaded by nonfaulty leaders.
*en, if the leader of v+ 2 is nonfaulty, three
consecutive nonfaulty leaders exist. Otherwise, for
the view from v+ 3 to v+n+ 1, there are f − 1 faulty
leaders while 2f + 1 nonfaulty leaders. *en, the
situation becomes the same as the first case.

Lemma 3. If a nonfaulty leader of view v collects n− f valid
view-change messages, he can always propose his new block,
along with valid nullQC that nullQC · view � highQC· view +

1 where highQC points to the parent block of his new block.

Proof. Let Pi be the nonfaulty leader of view v. If Pi collects
n − f valid view-change messages, he will select qc with the
largest view number among them as highQC. Each of the
n − f valid view-change messages must also include a
promise on highQC.view + 1; then, Pi can combine a
threshold signature with these n − f signature shares and
construct nullQC that nullQC · view � highQC · view + 1.

Security and Communication Networks 5



function VOTE (view,hash,id)
v.id=i d
v.view=view
v.hash=hash
v.sigShare=�resholdSiдni (v)
return v

end function

function MSG (block, qc, proof, view)
m.block=block
m.qc=qc
m.proof=proof
m.view=view
return m

end function

function BLOCK (view,parent)
b.view=view
b.requests=requests
b.parent=parent
b.hash= Hash (b)
return b

end function

function QC (view, hash, V)
qc.view=view
qc.block=hash
qc.proof=�resholdCombine (qc, {〈υ. id, v. siдShare〉| υ ∈ V})
return qc

end function

function NULLQC (view, currView, T)
nullQC.view=view
Σ = {〈i, t. σi

view,currView〉|∀ Ti ∈ T, t ∈ Ti

nullQC.proof=�resholdCombine (〈view, currView〉 Σ)
return nullQC

end function

function PROOF (startView, currView, id)
T=Ø
for v=startView to currView do

σi
v,⌃v = �resholdSiдni (〈v,⌃v〉)

end for
return T

end function

T = T ∪ {〈〈v,⌃v〉, σi
v,⌃v〉}

Figure 4: Utilities in the pipelined Lodestone protocol.

(1) Wait for n − f VIEW-CHANGE message m ∈M of currView-1
(2) highQC← argmaxm∈M m.qc.view 

(3) if lockedQC.view< highQC.view

(4) lockedQC← highQC

(5) T← m.proof|m ∈ 

(6) nullQC←NullQC(highQC.view + 1, currView, T)

(7) b←BLOCK(currView, lockedQC.hash)

(8) Broadcast MSG (PROPOSE, b, lockedQC, NullQC)

ALGORITHM 1: Pipelined Lodestone protocol: as the leader of currView.
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Theorem 2. In pipelined Lodestone, after GST, any request
from clients will be included in the finalized block in a
bounded time.

Proof. According to Lemma 2, there are three consecutive
views leaded by nonfaulty replicas in any consecutive n + 2
views, denoted as v, v + 1, v + 2. *ere exists a bounded time

(1) Wait for RROPOSE message m from LEADER (currView)
(2) b←m.block

(3) if m.qc.view+ 1�m.proof.view.
(4) v←VOTE(currView, b, hash, i)

(5) send MSG (GENERIC, b, hash, ⊥, v) to LEADER (currView+ 1).
(6) if m.qc.view> lockedQC.view
(7) lockedQC←m.qc

(8) b′ ← b.parent, b″ ← b′.parent

(9) if b″.view + 1 � b′parent

(10) DECIDE (b″)

ALGORITHM 2: Pipelined Lodestone protocol: as a replica Pi of currView.

(1) Wait for n − f matched GENERIC messages M of CurrView
(2) hash← m.block, ∀ m ∈ M

(3) V← m.proof | m ∈ M 

(4) lockedQC←QC(currView, hash, V)

ALGORITHM 3: Pipelined Lodestone protocol: as the next leader of currView.

Jump here if TIMEOUT triggers during any wait procedure or before entering currView+1
(1) T←PROOF(lockedQC.view + 1, currView + 1, i)

(2) send MSG (VIEW-CHANGE, ⊥, lockedQC, T) to LEADER (currView+ 1)

ALGORITHM 4: Pipelined Lodestone protocol: TimeOut currView.

Replica

Replica

ReplicaReplica

Coordinator

Client
Client

Client Client

LAN on Alibaba Cloud

Access:Access:

Access:

Access:

Figure 5: *e architecture diagram of experiments.
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duration T that if all nonfaulty replicas stay in the same view
during T, then the leader can propose his new block with
nullQC · view � highQC · view + 1 according to Lemma 3.
*us, the first nonfaulty leader of v will propose a block b,
and all nonfaulty replicas will vote for b. *en, the second
nonfaulty leader of v+ 1 will collect n− f votes for b and
propose a block b’ with highQC′ · view � v∧
nullQC′ · view � v + 1. All nonfaulty replicas will also vote
for b’. *en, the third nonfaulty leader of v+ 2 will collect
n − f votes for b’ and propose a block b’’ with
highQC″.view � v + 1. *erefore, b, b’, and b’’ form a two-
chain b, b′, b′, and all nonfaulty replicas will consider b as
COMMITTED after receiving b’’. For any time t, the three

consecutive views leaded by nonfaulty players will come
within a bounded time duration after t. *erefore, there
exists a bounded constant Tconfirm in that for any request
input to all replicas at time t, it will be included in the fi-
nalized block at t + Tconfirm.

4.3. Communication Complexity. We now discuss the
communication complexity of pipelined Lodestone. It is
noted that we only consider the communication overhead
when liveness can be guaranteed after GST. When the
network is asynchronous, there may be unbounded views
without making a decision. In fact, we can allow replicas at
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most send f promises during a view-change which has no
effect on the safety property since it is impossible to
guarantee liveness under an asynchronous network [29].

Theorem 3. After GST, pipelined Lodestone achieves a linear
communication complexity on average while O(n2) in the
worst case.

Proof. When liveness can be guaranteed after GST, when-
ever two consecutive views are leaded by nonfaulty replicas,
the second leader can generate qc, and all nonfaulty replicas
will update their lockedQC. *erefore, in the worst case,
there are 2f + 1 consecutive views without generating new
qc. And then, one replica needs to send 2f + 1 promises on
these 2f + 1 views. And thus, the total complexity of a view-
change is O(n2) in the worst case.

Now, we discuss the communication complexity of a
view-change in the average case. *e probability of one view
leaded by a faulty replica can be considered as 1/3 while 2/3
by a nonfaulty leader approximately with the assumption
n � 3f + 1. Given any view v, let X be the length of views
before v without any two consecutive views leaded by
nonfaulty replicas. Let P(X) be the probability distribution of
X. For any view v, X� k occurs when

(i) Either the leader of v− 1 is faulty and X� k− 1 holds
for v− 1

(ii) Or the leader of v− 1 is nonfaulty while the leader of
v− 2 is faulty and X� k− 2 holds for v− 2

As the assumption, v− 1 and v− 2 also follow the same
probability distribution which is denoted as P(X� k− 1) and
P(X� k− 2), respectively. *en, P(X� k) can be expressed as

P(X � k) �
1
3

P(X � k − 1) +
2
9

P(X � k − 2). (1)

*e expectation E(X) is the length of views before v

without any two consecutive views leaded by nonfaulty
players on average. E(k) is also the total number of signatures
in the promise-set of one replica on average. We have
E(X) � 7/4 after simplification. *erefore, the expectation
of the total communication overhead of a view-change is
O(n) for all n replicas in a view.

5. Results and Discussion

5.1. Implementation and Setup. We have implemented both
pipelined Lodestone and pipelined HotStuff in C++ lan-
guage with the same codebase for a fair comparison, taking
the implementation (https://github.com/hot-stuff/
libhotstuff) in HotStuff’s paper [1] as a reference. We use
Ed25519 for common digital signatures and BLS threshold
signatures (https://github.com/herumi/bls) for combining
signatures in our protocol.

We deploy our experiments on Alibaba Cloud using
ecs.ic5.4xlarge instances. *e round-trip delay between two
instances is less than 1 millisecond, with the bandwidth
about 5Gbps.

In all experiments, besides all players and clients, we
develop a coordinator who is responsible for notifying all
clients sending requests to players. *e coordinator collects
measurement data to compute the throughput and end-to-
end latency of clients. Figure 5 shows the architecture in our
experiments.

We first evaluate these two protocols with zero-sized
payload and different choices of batch sizes to get rid of the
effects of payload size. Figure 6 shows that Lodestone has a
prominent lower latency compared with HotStuff under the
batch size of both 400 and 800 benefiting from conserving
one phase of the vote.

Figure 7 depicts different payload sizes for both systems
as 512 bytes and 1024 bytes, with a fixed batch size of 800. In
such settings, Lodestone still enjoys a remarkable lower
latency compared with HotStuff and provides comparable
throughput.

6. Conclusions

We presented pipelined Lodestone, a chain-based BFT SMR
protocol, which achieves linear view-change on average and
optimistic responsiveness with only two phases of voting.
*rough the experimental results, pipelined Lodestone
provides a lower latency and comparable throughput
compared with HotStuff in various workloads and network
scales.
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*e data used to support the findings of this study are
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Incentive mechanism is the key to the success of the Bitcoin system as a permissionless blockchain. It encourages participants to
contribute their computing resources to ensure the correctness and consistency of user transaction records. Selfish mining attacks,
however, prove that Bitcoin’s incentive mechanism is not incentive-compatible, which is contrary to traditional views. Selfish
mining attacks may cause the loss of mining power, especially those of honest participants, which brings great security challenges
to the Bitcoin system. Although there are a series of studies against selfish mining behaviors, these works have certain limitations:
either the existing protocol needs to be modified or the detection effect for attacks is not satisfactory. We propose the ForkDec, a
high-accuracy system for selfish mining detection based on the fully connected neural network, for the purpose of effectively
deterring selfish attackers.,e neural network contains a total of 100 neurons (10 hidden layers and 10 neurons per layer), learned
on a training set containing about 200,000 fork samples. ,e data set, used to train the model, is generated by a Bitcoin mining
simulator that we preconstructed. We also applied ForkDec to the test set to evaluate the attack detection and achieved a detection
accuracy of 99.03%. ,e evaluation experiment demonstrates that ForkDec has certain application value and excellent
research prospects.

1. Introduction

Bitcoin is essentially a decentralized, distributed public
ledger, which allows anyone or institution to participate in
publishing transactions in a client-side manner [1]. ,e
transaction will be collected by the participants (called
miners) in the network and then added to the public ledger
through a consensus protocol. ,e consensus protocol
adopted by Bitcoin is called Proof-of-Work. All miners
compete to solve a difficult-to-solve but easy-to-verify
cryptographic puzzle. ,e miner who successfully solves the
puzzle first is allowed to add transactions to the ledger and
receive Bitcoin rewards [2]. Incentive mechanism is central
to the functionality of Bitcoin, which ensures the security
and liveness of Bitcoin by encouraging a large number of
honest miners to participate in the consensus process [3].
Traditionally, it is believed that Bitcoin’s incentive mecha-
nism is incentive-compatible, but the emergence of selfish

mining proves that this opinion is inaccurate [2]. By stra-
tegically publishing previously withholding blocks to in-
validate blocks mined by honest miners, selfish attackers can
collect additional reward shares that should belong to honest
miners. ,e harm of selfish mining attacks is not limited to
this. Unfair reward distribution will induce some rational
participants to be selfish. A large number of selfish partic-
ipants may also launch collusive attacks to infringe the
revenue of other honest participants, which will seriously
damage Bitcoin’s reputation. Resulting in plenty of honest
miners quitting will weaken the security significantly and
give other attacks (e.g., double-spending attacks) an op-
portunity to take advantage of. Although selfish mining
attacks have not been discovered in the real world, with the
continuous improvement of potential attackers’ computing
power and the iterative upgrade of attack algorithms [4–10],
the possibility of this attack is gradually increasing. We
consequently must attach great importance to the detection
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of this attack to ensure that it can be discovered and
countermeasures are taken as soon as possible when an
attack occurs.

1.1. Related Works. Ethan Heilman proposed a method
based on unforgeable timestamps against selfishmining [11],
called Freshness Preferred. It requires miners to add
unforgeable timestamps to blocks, and it invalidates the
blocks withheld by attackers by encouraging honest miners
to choose blocks with the latest timestamp.,e disadvantage
of this method, however, is that it requires a credible
timestamp agency to generate unforgeable timestamps and
requires honest miners to record all recent timestamp release
logs. Solat et al. [12] proposed a new solution that does not
use unforgeable timestamps, called the ZeroBlock.,e idea is
that if selfish miners withhold blocks for more than a preset
time interval, all honest miners will directly reject the block.
,e ZeroBlock scheme forces the selfish attacker to be unable
to withhold blocks for a long time. Zhang et al. proposed the
Weighted Fork-Resolving Policy. When a fork occurs, a
weight is calculated for each branch. And, it is recommended
that honest miners no longer simply rely on the length of the
branch when determining the main chain but choose the
branch with the largest weight [13]. Saad et al. [14] assigned
an expected confirmation height (i.e., the expected height of
the block containing the specified transaction) to each
transaction by measuring the transaction size, transaction
fee, and other factors.,e smaller the gap between the actual
confirmation height and the expected height, the lower the
possibility of selfish mining behavior. Lee et al. increased the
profit threshold of selfishmining from 25% to 33% by adding
transaction creation time to the transaction data structure
[15]. Chicarino et al. [16] analyzed the impact of selfish
mining on Bitcoin’s fork height and judged whether a selfish
mining attack occurred by monitoring the abnormal
changes in the fork height.

1.2. Motivation and Contribution. Since Eyal and Sirer
proposed the concept of selfish mining and pointed out its
harmfulness; a series of studies on this attack have appeared
[4, 10, 17, 18, 19, 20]. ,e main focus of most research,
however, is to increase the attacker’s rewards or reduce the
mining power threshold. By contrast, there are relatively few
research studies on selfish mining defense measures [11–16],
and many works require upgrading the existing protocol,
which is costly to implement. ,e selfish mining detector
[16] proposed by Chicarino et al. realized the detection of
selfish mining without modifying the Bitcoin protocol.
However, it only considers the factor of fork height and does
not take other factors into consideration, which leads to a
certain misjudgment rate. To improve the detection accu-
racy, in this work, we propose a selfish mining attack de-
tection system based on a machine learning classification
model, called ForkDec. ,e system can detect selfish mining
attacks in the Bitcoin network with an accuracy rate of
99.03%. Our primary contributions are threefold as follows:

(1) We construct a data set containing approximately
200,000 fork samples. Considering that selfish
mining has not been discovered in reality, we build a
Bitcoin mining simulator to simulate the Bitcoin
mining process in the presence of propagation delays
and selfish miners. In the simulation process, the
simulator records all the fork features, and then the
feature extractor extracts feature vectors based on the
fork features to construct fork samples.

(2) We present ForkDec as an accurate detection system
for detecting selfish mining attacks in Bitcoin. To
accurately detect selfish mining, we trained a clas-
sification model based on logistic regression and a
fully connected neural network (with 10 hidden
layers and 10 neurons per layer) on the training set,
respectively, and then applied the learned model to
ForkDec for attack detection.

(3) We applied ForkDec to the test set to evaluate its
performance. ,e evaluation results show that
ForkDec is better than the selfish mining detector
[16] in accuracy. In addition, we also found that the
classification model based on the fully connected
neural network has a better overall performance.

1.3. Roadmap of 8is Paper. ,e rest of the paper is orga-
nized as follows. In Section 2, we introduce the details of the
ForkDec system, including the construction of the data set
and the selection of the classification model. In Section 3, the
evaluation results and discussion of the proposed system are
given. Finally, we conclude this work in Section 4.

2. ForkDec: System Description

Figure 1 presents the basic architecture of the ForkDec
system. It mainly includes three modules: data set con-
struction, model training, and attack detection. Firstly, we
built a simulator to simulate the Bitcoin network with selfish
attackers. ,e simulator will record the information of each
block (block height, miner, and timestamp), especially fork
features, and then each fork will be delivered to the feature
extractor to extract the feature vector to construct the fork
data set. We, subsequently, use the built training set to train
the classification model and embed the learned model into
ForkDec for attack detection.

2.1. Data Set Construction. ,e classification model relies on
the training set to learn sample features and to identify
unknown samples. To get an excellent attack detection
model, we must have a training set with abundant selfish
mining samples. Since machine learning has not been ap-
plied to selfish mining detection before, there is no existing
data set available. To solve this issue, we constructed a data
set containing 200,000 fork samples for model training, in
which the ratio of natural fork samples to attacking fork
samples is 3 : 7.
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2.1.1. Feature Vector Extraction. All miners in the Bitcoin
network utilize Proof-of-Work to compete for accounting
rights to create new blocks at an average rate of 10minutes.
After being created, the new block will be broadcast im-
mediately by all honest miners in the Peer-to-Peer network.
Unlike honest miners, the selfish attacker will secretly
withhold newly mined blocks to create conflicting branches.
,en, the attacker invalidates the blocks mined by honest
counterparts through strategically publishing the withheld
blocks. In this way, the attacker could increase his pro-
portion of rewards distribution. By studying the strategy of
the selfish attacker, it can be known that the attacker carries
out attacks by making forks. ,erefore, the key to detecting
this type of attack is to track the fork data in the blockchain.
Based on this, we construct a feature extractor to represent
the fork data as a feature vector. ,e classification model
learns the characteristics of the selfish mining attack through
the feature vector, thereby detecting the attacks. In the
Bitcoin, we define the structure of the feature vector as
follows: h, l, ib, it . ,e meaning of each feature is as follows:

(i) h is the block height of the fork
(ii) l is the length of the fork, i.e., the number of blocks

on the conflicting branch
(iii) ib is the number of blocks between this fork and the

previous fork
(iv) it is the absolute value of the difference between the

timestamps of the first block of each branch

Subsequently, we use an example to present the general
process of feature vector extraction, as illustrated in Fig-
ure 2. For simplicity and without loss of generality, we

assume that b0 is the first block after the previous fork is
resolved, and its timestamp is t0. After b1 is accepted by all
participants, two valid blocks b2 (with timestamp t2) and b2′
(with timestamp t2′) are propagated in the P2P network.
Consequently, the blockchain makes a fork since b2 and b2′
have the same block height, i.e., h(b2). Note that we utilize
h(x) to indicate the height of block x. ,e Bitcoin mining
simulator will capture and record information about this
fork. ,en, the extractor converts this information into a 4-
dimensional vector, which is the feature vector on the far-
right side of Figure 2.

2.1.2. Fork Sample Generation. Under the setting that only
considers selfish mining attacks, there are two types of forks
in the Bitcoin network: natural forks and attacking forks.
Natural fork means that when a block is propagated in the
network, other miners create and broadcast a block with the
same height, which leads to inconsistencies in the distributed
ledger. ,is inconsistency is not caused by the attack but by
network propagation delays [21]. Christian Decker and
Roger Wattenhofer pointed out that the average delay of a
block in Bitcoin is 12.6 seconds, and after the new block is
broadcast for 40 seconds, 95% of the nodes have received the
block [21]. In other words, the timestamp difference between
most conflicting blocks in the Bitcoin network is close to the
average propagation delay. Based on this, we adopt an ex-
ponential distribution with the expected value of
12.6 seconds to approximate the block propagation delay
distribution, as shown in Figure 3. ,e simulator then
randomly samples based on the distribution to simulate the
timestamp interval of a natural fork.

Bitcoin Mining
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Data set Construction

Parameters:
1. Mining power
2. Propagation delay
3. Natural forking rate

Parameters:
1. Mining power
2. Propagation delay
3. Natural forking rate

Model Training

Selfish Mining Attack Detection

Attacking forks

Natural forks
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1. Learning Algorithm
2. Hyperparameter 
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Feature
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Feature
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Bitcoin
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Figure 1: Schematic of the ForkDec detection system.
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,e opposite is the attacking fork which is caused by a
malicious attack. Figure 4 shows the formation of an
attacking fork. Assume that the selfish attacker firstly mines
block A1 at time t. According to the SM1 strategy [2], the
attacker will secretly withhold block A1. Since honest miners
will not perceive the existence of A1 until it is published, the
honest miners may mine a new block A2 at any time t′ after
time t. ,en, there is 0< t′ − t; considering the average block
creation time is 600 seconds (10minutes), we set
0< t′ − t≤ 600. ,at is when the simulator is simulating an
attacking fork, the timestamp interval of conflicting blocks is
randomly sampled between 0 and 600 seconds.

2.2. Classification Model. ,e selection of the learning al-
gorithm is another key point for ForkDec to realize high-
accurate detection. It is impossible to get an efficient model if
the learning algorithm is not well selected and even if there
are rich sample data sets to utilize. We, respectively, test the
detection effect of ForkDec when logistic regression and a
fully connected neural network are used as the classification
model. Among them, the logistic regression features a faster
model convergence rate while the fully connected neural
network performs better in accuracy rate.

2.2.1. Logistic Regression. Logistic regression is a classifi-
cation model that utilizes a linear model to predict binary
classification problems. ,e idea is to map the output of the

linear model (any continuous value) to a value between 0
and 1 by adding the sigmoid function after the linear model.
Equation (1) presents themathematical expression of logistic
regression, where xT represents the sample to be classified,
(w, b) represents the model parameter, and y represents the
prediction results of the model (also called the confidence
level):

y � Sigmoid x
T
w + b 

�
1

1 + exp x
T
w + b 

.
(1)

By setting the threshold to 0.5, the ForkDec classifies fork
samples with a confidence level of more than 0.5 as attacking
forks, otherwise as natural forks. In addition, to prevent
overfitting, we use minimizing the cost function (with the L2
penalty term) as the optimization problem during model
training and then apply the L-BFGS algorithm, a kind of
quasi-Newton method, to solve the optimization problem.

2.2.2. Fully Connected Neural Network. Logistic regression
has the characteristics of clear structure and simplicity.
However, on the other hand, a simple model may not be able
to make full use of the rich training samples and cannot
achieve top-notch detection results. To further improve the
accuracy in attack detection, we additionally consider the use
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it = |t2 - t′2|

l = 1
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Figure 2: A clearly expressed example of feature vector extraction.

0.06

0.05

0.04

0.03

0.02

0.01

0.00
0 20 40 60 80 100 120 140 160

propagation delay (second)

PD
F

Figure 3: ,e sampling distribution of propagation delay.

4 Security and Communication Networks



of fully connected neural network, also known as multilayer
perceptron, as the classification model. Figure 5 presents the
structure of the fully connected neural network.

,e input layer on the far left is composed of a group of
neurons xi|x1, x2, . . . , xm  representing the characteristics
of the sample. Unlike logistic regression, there can be one or
more nonlinear layers between the input layer and output
layer of a neural network, called hidden layers. ,e neurons
in each hidden layer perform a weighted linear summation
conversion on the values of the previous layer.,e converted
value firstly passes through the activation function and then
is delivered to the next layer until the final output layer. In
the ForkDec system, we utilize backpropagation to train the
neural network, and finally, we get a fully connected neural
network with 10 hidden layers and 10 neurons in each layer.

3. Evaluation

In this section, we evaluate the performance of ForkDec in
detecting selfish mining attacks. ,e ForkDec system utilizes
Scikit-learn (version 1.0) to implement the model training.
Scikit-learn, an open-source and efficientmachine learning tool
library, is implemented based on the Python program lan-
guage. Subsequently, we embed the trained model into the
ForkDec system and test it on a test set containing 76,686
samples. ,e test results show that the ForkDec system can
achieve a detection accuracy of 99.03% when the fully con-
nected neural network is used as the classification model and
98.76% when using logistic regression. We additionally com-
pare the performance of the ForkDec detection systemwith the
selfish mining detector (hereinafter referred to as SM detector)
proposed in [16]. We also train the fully connected neural
networks under different hyperparameters to find the optimal
model and then detect selfish attackers with different abilities.

3.1. Comprehensive Performance. By applying ForkDec to a
test set containing 76,686 samples, the confusion matrix of
ForkDec in detecting selfish mining attacks can be obtained,
which is presented in Table 1. In the confusion matrix, the
classification results of ForkDec and the real distribution of
the samples are shown, where positive represents the
attacking fork category and negative represents the natural

fork category. To facilitate the description, we name the
ForkDec system, respectively, according to the different
classification models:

(i) ForkDec-DNN is the ForkDec system with the fully
connected neural network as the classification
model

(ii) ForkDec-LR is the ForkDec system with logistic
regression as the classification model

(iii) ForkDec is the collective name of ForkDec-DNN
and ForkDec-LR

From Table 1, we can see that the advantage of ForkDec-
DNN is that it does not misclassify natural forks as attacking
forks, while ForkDec-LR misclassifies 542 natural forks as
attacking forks. However, ForkDec-DNN also has its dis-
advantages; that is, 745 attacking forks are misidentified as
natural forks by ForkDec-DNN, while this value is only 407
for ForkDec-LR.

To more intuitively evaluate the performance of Fork-
Dec, we present the accuracy, precision, recall, and F1 value
of ForkDec on the test set in Figure 6. ,e meanings of these
indicators are as follows:

(i) Accuracy: it is the proportion of correctly classified
samples to the total sample.

(ii) Precision: among all attacking fork samples detected
by the model, precision is the proportion of real
attacking samples.

(iii) Recall: among all the attacking samples, recall is the
proportion detected by the model.

(iv) F1: the F1 value, shown in (2), can be used to
measure the comprehensive performance of the
model in terms of precision and recall. ,e reason is
that the F1 value is only high when both precision
and recall are high:

1
precision

+
1

recall
�

2
F1

. (2)

It can be found in Figure 6 that ForkDec-DNN and SM
Detector both have top scores in precision rate, which

: unpublished block
: published block

block A1 block A1

block A2

t t

t′

Figure 4: ,e example of an attacking fork.
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indicates that both can ensure that there are almost no false
positives in all detected attacking forks. Precision rate and
recall rate are a pair of contradictory indicators. ForkDec-
DNN and SM Detector pursue the ultimate precision rate,
which also means that both will have a loss in the recall rate.
However, the loss of SM Detector’s recall rate is greater, so
this leads to a lower F1 value of SM Detector. Moreover,
ForkDec-DNN also has the highest accuracy rate among the
three, which cannot be achieved by SM Detector. Unlike
ForkDec-DNN’s extreme performance in precision rate,

ForkDec-LR balances various indicators. In particular,
ForkDec-LR has the highest recall rate among the three. In
other words, ForkDec-LR can detect attacking forks as many
as possible, with only a few false negatives.

3.2.8eOptimalModel. To find the optimal model, we train
the fully connected neural networks under different
hyperparameters.,en, we apply these trained models to the
test set. ,e performance of these models on the test set is
shown in Table 2. It can be concluded from Table 2 that a
neural network with 10 hidden layers and 10 neurons per
layer has the best performance. And, more neurons do not
mean better classification performance. It is worth men-
tioning that a neural network with 10 hidden layers and 10
neurons per layer may not be optimal, but its performance is
close to the optimal model.

3.3. Detection for Attacker with Varying Power. In order to
fully evaluate the detection effect of ForkDec, we addi-
tionally considered the detection of selfish attackers under
specific mining power. We first utilize α to represent the
fraction of attacker’s mining power in the power of the entire
Bitcoin network. Figure 7 presents the detection effect of
ForkDec against different power attackers. We notice that
the accuracy rate, recall rate, and F1 value drop rapidly when
α> 0.25. ,is is because, as the attacker’s mining power
increases, the frequency of the selfishmining attack is getting
higher and higher, resulting in a large number of forks with
close timestamps in the blockchain. Many of these forks are
not correctly detected by the model, leading to a drop in
recall rate, as the characteristics of such attacking forks are
very similar to natural forks. ,en, the accuracy rate and F1

Input Layer Hidden Layer Output Layer

ŷ

Figure 5: ,e example of a fully connected neural network with 4 hidden layers and 4 neurons per layer.

Table 1: ,e confusion matrix of ForkDec. In the values (x, y), x indicates the classification result of ForkDec-DNN and y represents the
result of ForkDec-LR.
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value also drop. However, even in the face of powerful at-
tackers, ForkDec still maintains a very high-accuracy rate. It
can still ensure that there are almost no false positives during
the detection process.

4. Conclusion

In this work, we propose a detection system for selfish
mining attacks in Bitcoin, called ForkDec. ,e system is
based on the machine learning classification model to realize
intelligent detection of attacks. To ensure that ForkDec has a
high detection accuracy, we construct a data set containing
about 200,000 Bitcoin fork samples for model training. We
then apply ForkDec to the test set for evaluation. ,e
evaluation results show that ForkDec can achieve an ac-
curacy of 99.03% for the detection of selfish mining in
Bitcoin. What needs to be clear is that ForkDec can only
detect the presence of an attack but cannot identify the
miner who launched the attack. In future work, we will
further analyze the attacker’s strategy and improve ForkDec
to accurately locate the attacker. In addition, the blockchain
also applies in the fields of privacy protection [22] and data
traceability. Attackers may use other methods to attack the
blockchain. Hence, we also have to study the application of
ForkDec to the detection of other attacks, e.g., double-

spending attacks [23], time-bandit attacks [24], and
blockchain DoS attacks [25].
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Blockchain technology, the fundamental technology of Bitcoin, is featured with high transparency, decentralization, traceability,
tamperproof nature, and anonymousness. In this thesis, a case study of the traceability of agricultural products is to explain a
traceability solution of agricultural products supply chain based on blockchain and IPFS. )e latter one is used to store large
quantities of transactions data; and the former one is used for the safety of data storage and circulation. And consumers can
know the quality of agricultural products in the shortest time through the evaluation function. As shown in the experiment,
the solution is more efficient and secure compared with existing supply chain traceability methods, meeting the traceability
requirements of security, transparency, and reliability. Furthermore, the traceability, safety, and performance of the scheme
are also analyzed here.

1. Introduction

)e consumption market in China is facing a brand new
era of traceability, and product traceability has become a
hot issue concerned by the society. Food security has
become an escalating concern in the society. Even though
national traceability standards for major products have
been formulated by the government, incidents of coun-
terfeit and inferior products often occur in the market.
)us, a series of food security problems have triggered the
consumer trust crisis, which is also a major challenge to
the efforts made in the progress of the national devel-
opment of a credible society [1]. )e food traceability
system can identify the source of food and detail the whole
process from food production to dining tables. In case of
any food security and quality problem, it can quickly
locate the key link of the problem and identify the subject
of responsibility to contain the problem from worsening,

which provides an effective way to solve the food security
problems.

)e analysis of the current food information storage
platforms and supply chains reveals that the current food
traceability system is deficient with the following defects: It
highly relies on centralized databases, exposing a hidden
hazard of information tampering to many key links, such as
storage, presentation, and maintenance of data[2]; )e
phenomenon of “information silo” undermines the current
supply chains, as the internal systems of the entities possess
most of the information. While the lateral interconnection
between the systems is insufficient which makes it difficult to
realize the linkage regulation, in the whole circulation
process from food production to consumer consumption,
the extent and efficiency of automation are insufficiently low
in the links of food processing, warehousing, logistics, etc.
With broad application of 5G technology, the demand for
data storage is surging sharply, and the market is facing
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overwhelming pressure with larger scales of data storage
requirements. )e emergence of IPFS is right on time. )e
Notice of the General Office of the National Radio and
Television Administration on Issuing: A Series of White
Papers on the Application of Blockchain Technology has re-
peatedly mentioned the distributed storage of IPFS and
blockchain, affirming the application value and technical
advantages of IPFS. )e blockchain technology can magnify
the function of IPFS, while IPFS can overcome the data
storage constraints of blockchain. )e combination of the
two technologies is the trend of food traceability develop-
ment in the future. In this thesis, grain traceability, as an
example, is introduced to demonstrate the real-time mon-
itoring of the supply chain, in which case effective tracing of
grains and traceability of business transactions of agricul-
tural products in the supply chain are realized by virtue of
smart contracts deployed in the blockchain, in a bid to carry
out real-time monitoring of the supply chain and improve
transparency, and we call it Bc-IPFS.

)e main contributions can be summarized as follows:

(i) Combine blockchain technology and IPFS tech-
nology.)e details of transactions are stored in IPFS
and the hash is stored in the blockchain, which
cannot only ensure data security and effectively
overcome the shortcoming of constrained data
storage capacity of blockchain.

(ii) Discuss the sequence of interaction and relations
between major participants, the solution, and the
key points resolved.

(iii) Propose the transaction assessment function and
make the consumer information and purchased
products private.

(iv) Deploy smart contracts based on Hyperledger to
realize traceability of the food supply chain and
verify the feasibility by the throughput capacity test
and delay test.

2. Relevant Work

With the development of the blockchain technology, the
unique decentralization, traceability, and tamperproof na-
ture of blockchain have been promoting the transition from
traditional traceability to blockchain traceability [3]. More
and more scholars start to study blockchain-based food
supply chain traceability. Yu and Huang [4] put forth the
traceability solution for broiler chickens by combining the
blockchain technology and RFID technology. With the
solution, smart devices can be used to scan the traceable QR
code on the chicken claw ring to retrieve the corresponding
data and information, where the chicken claw ring is
designed into an “inverted tooth” shape to prevent its
secondary use. Tian et al. [5] developed an agricultural food
supply chain traceability system, covering the whole process
of data acquisition and information management of all links
of the entire supply chain. )e RFID technology is adopted
to realize data acquisition, data circulation, and data sharing,
and the blockchain technology is adopted to ensure data

reliability. However, the RFID technology is deficient in high
costs, such as the equipment costs of RFID transmitters,
readers, and antennas. Besides, the availability of RFID
frequency bands is varied in different countries. RFID is
prone to inciting privacy leakage and other problems, and
RFID can be easily impacted in an environment containing
metal and moisture; thus RFID cannot be broadly utilized in
large scale. Afterwards, Tian [6] proposed the food supply
chain traceability based on hazard analysis and key control
points (HACCP) by adoption of blockchain and Internet of
things. Highly similar to the application scenario of [5], it
adopts RFID for data acquisition, blockchain technology for
ensuring data security, HACCP for monitoring and tracing
of supply chains, and BigchainDB for storage and man-
agement of food supply chains data. However, on the one
hand, BigchainDB is still exposed to the deficiency of RFID,
and, on the other hand, it is not ideal for file storage, but for
the structural data. Yang et al. [7] used Hyperledger as the
traceability chain to store information in the local database,
which is useful in solving the problem of blockchain defi-
ciency in massive data storage. However, it is disadvanta-
geous in high cost, slow data transition rate, low security,
etc., in comparison with data storage by IPFS. Further, it
does not provide the consumer with feedback function, so
retailers cannot get access to product security and other
aspects in the first time. Xie et al. [8] utilized the IoT
technology to carry out ETH-based tracing of agricultural
products, ensuring that data will not be maliciously tam-
pered or damaged. However, on the data storage layer, data
storage is blockchain-based; thus the network overheads will
become increasingly greater with the increase of data vol-
ume. Hao et al. [9] researched the traceability storage so-
lution based on the blockchain technology, which stores the
crop growth information in IPFS and provides analysis of
crop growth data by virtue of the auxiliary database. Al-
though the solution overcomes the data storage constraint of
blockchain, the focus of the system is on the acquisition of
crop growth information, and thus the solution is not fa-
vorable to the information tracing subsequent to crop
processing. Besides, the traceability of agricultural product
supply chains includes the crop growth information and also
the data and information subsequent to crop processing;
thus traceability becomes a zero-distance shortcut from
farmlands to dining tables. Salah et al. [10] researched the
business transaction implementation method relying on
ETH-based smart contract, in order to realize the traceability
and transparency of soybean supply chain. However, due to
the lack of consumer feedback function, retailers cannot gain
access to safety problems in the first time after food is sold to
consumers, and ETH involves data exploiting processes
which consume time and resources.

With the development of blockchain 2.0, smart con-
tract has been widely applied, and this thesis discusses the
realization of traceability function automation and the
introduction of the consumer feedback function based on
the smart contract deployed on the blockchain. It is
intended that, in case of any agricultural product security
problem, entities in the supply chains may respond in the
first time.
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3. A Agricultural Product Supply Chain
Traceability Solution Based on Bc-IPFS

In terms of the traceability of agricultural product supply
chains, there are high requirements for the backup of
transaction data.)e IPFS storage technology is to separate a
file into many pieces scattered on different locations of the
network, which provides more powerful backup capacity
compared with cloud storage. )e blockchain technology
can ensure the integrity of the data stored in IPFS, which is
ideal for the traceability of agricultural product supply
chains. )us, in this section, we use the Hyperledger to trace
and implement the transactions in the agricultural product
supply chains by deployment of smart contracts of chain-
code and store transaction information in IPFS to effectively
reduce the reliance on the centralized database. Store the
hash in the blockchain to take advantage of the features of
blockchain to provide secure and reliable transaction rec-
ords for the management of supply chains and thus ensure
the information authenticity and reliability of the agricul-
tural product acquired by the consumers.

3.1. Schematic Design. )e unique feature of the solution is
that it adopts the blockchain as the foundation layer, allows
transactions between mutually untrusted users through
smart contract, and adopts the IPFS technology to resolve
the data storage constraint of blockchain. Within a certain
period after the closure of a transaction, the consumer may
use the ring signature algorithm to carry out anonymous
assessment on the retailer. Relevant regulatory authorities or
product suppliers may determine the quality security
problems of a certain batch of products in the first time
through consumer feedback. )e batch information of the
product purchased by the consumer can be used to identify
the specific product batch, and the smart contract can be
used to trace the root cause.

In this thesis, we propose the deployment of smart
contract on Hyperledger, which can automatically send the
preset data resources (including the triggering condition
event) according to the contract information agreed in the
smart contract when the triggering condition is met. Once
the smart contract is deployed, it cannot be changed but can
be upgraded to launch new functions or fix bugs [11]. )e
Fabric smart contract is independent of the underlying
ledger, and it is not required to relocate the ledger data to the
new smart contract when the smart contract is upgraded,
which truly realizes the separation between logic and data.
)e smart contract of Fabric is referred to as chaincode,
including system chaincode and user chaincode [12]. System
chaincode is used to realize system-level functions and the
processing logics of Fabric nodes, including system con-
figuration, endorsement, and verification [13, 14]. User
chaincode operates in an isolated chaincode container and is
responsible for the user’s application function, providing
status processing logics based on the distributed blockchain
ledger. It is programed by application developers as a
support to upper-level services. Smart contract receives
transactions and triggers events in the form of function call,

so that a participating entity can constantly monitor the
events being sent in blockchain without too many expenses
[15].

Figure 1 shows the traceability of agricultural products.
)e Hyperledger smart contract is adopted to record in-
formation, and all participants involved in the supply chain
are added to the processes, which are used to trace the
agricultural products from the place of origin to the end
consumers in a digital manner. )e supervisory and regu-
latory bodies or relevant government departments deploy
the main smart contract which provides an interface to the
entities in the supply chain for function call and transaction
implementation. IPFS hash files are stored in blockchain,
which can be processed within the specified time period if
the product conforms to the buyer’s requirements. Super-
visory and regulatory bodies almost deal with the entire
supply chain. For instance, the agricultural bureaumay carry
out supervision, recording and management of farmer in-
formation, seed information, product information, etc., to
ensure information authenticity. )e quality supervision
bureau must carry out supervision, management, and re-
cording of processing plant information, retailer informa-
tion, and product quality information and ensure security
and quality of agricultural products. In order to improve the
storage capacity, the information of all products and the data
of all transactions and events are stored in IPFS, and the
blockchain is only used to store the hash value of the data.
IPFS is designed for distributed storage, which can be
combined with Hyperledger to improve its throughput. )e
formula symbol description is shown in Table 1. Each
transaction (TXtr) bears the product identifier (IDpro),
product data hash (Hpro), identifier (IDown) of the product
owner and its signature (Sigown), and public key (PKown)

TXtr � IDpro||Hpro||IDown||Sigown||Pkown ,

Hpro � Ptyp||Pquan||Ppri||Pori .

⎧⎪⎨

⎪⎩
(1)

TXtr is stored in IPFS and hash is stored in blockchain.
)e product hash (Hpro) includes the product type (Ptyp),
quantity (Pquan), price (Ppri), and place of origin (Pori). When
a product is confirmed to have been delivered from the seller
to the buyer in a transaction, Txtr � [IDpro||Hpro||IDbuy||
Sigbuy|| PKbuy||Sigsell||Pksell], where IDbuy, Sigbuy, and PKbuy
represent the identifier, signature, and public key of the
owner, respectively;

TXtr � IDpro||Hpro||IDbuy||Sigbuy||Pkbuy||Sigsell||Pksell .

(2)

IDbuy, Sigsell , and PKsell represent the identifier, sig-
nature, and public key of the seller, that is, the signature
(Sigown) and public key (PKown) of the product owner in
(1). )e identity is required to be transformed in the
process of product transaction, the owner of a transaction
will be the seller in a subsequent transaction, and the
buyer will become the owner of the product when the
transaction is complete. After the consumer buys the
product from the retailer, the seller creates the transaction
order mR
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mR � Φ mt, ς SKsell, mt( ( . (3)

Only after obtaining the completed order mR, can the
consumer release a comment on the product. Firstly, the
consumer verifies the transaction signature ς(SKbuy, mt) of
the retailer

Φ mt, PKsell, ς SKsell, mt( (  � 1. (4)

)en, he/she verifies the seller’s signature based on the
seller’s public key. Secondly, the consumer creates the ring
signature ς based on the assessment information
Info � [IDpro||Hpro||Psco||Ptxt] and sends the (Info, ς, mR) to
the blockchain. )e blockchain verifies mR and ς, and, upon
successful verification, Info will be stored in IPFS, and HInfo

will be stored in the blockchain network. In addition, the
trust value

Valuetrust �
 α · scoreser + β · scorequal 

Totaltrans
, Totaltrans ≥ n,

(5)

can be calculated through consumers’ evaluation of goods
(scoreser), including service score and product quality score
for retailers (scorequal), where the coefficient is
α + β � 1∨α, β ∈ (0, 1) and n refers to the number of
transactions; even if individual consumers conduct mali-
cious evaluation, the behavior will still have slight impact on
the overall evaluation score, effectively reducing the negative
effect of malicious evaluation on retailers [16, 17]. )e total
number of transactions must have at least n successful orders
before the trust value is recognized, which can effectively
protect new businesses from malicious comments at the
initial stage. At the same time, only the first score of each
natural month is valid for each user, thus avoiding malicious
comments [18].

3.1.1. Data Storage/Query. Any data created from a trans-
action between both parties will be stored. As shown in
Figure 2, first, the data will be sent by the http-post method,
and when the predefined block size is achieved, the data will
be partitioned, packed, and stored in IPFS, and the address
of the IPFS storage block will be acquired. )en, the address
will be stored in the Fabric blockchain, and the Fabric
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Figure 1: Agricultural product supply chain traceability solution based on Bc-IPFS.

Table 1: Symbol meaning.

Symbol Meaning
ID Identifier
H Hash
Sig User signature
PK Public key
SK Private key
mR Transaction order
|| Connection symbol
ς Ring signature
Info Assessment information
Valuetrust Trust value
Totaltrans Total number of transactions
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chaincode will be called to store the information in the peer
node ledger for preservation. Upon data query, the http-get
method will be adopted for data request, Fabric chain will be
initiated to check whether the chaincode includes the IPFS
address, and the transaction data will be retrieved from IPFS
according to the hash address of the corresponding data
block file on IPFS.

IPFS stores the data blocks of all source data, and the
storage of data blocks is not subject to any sequence, but each
data block is specifically correlated to the corresponding
hash address, and the mapping relations between hash
addresses and detail information is stored in the Fabric
blockchain.

Nowadays, many problems of cloud storage resulted
from improper server management and maintenance pro-
vided by decentralized cloud service providers or excessively
centralized distribution of cloud service providers. If a file is
stored in the cloud hard disks provided by the cloud service
provider, and if the hard disks are put together in a cen-
tralized manner, even if the file is provided with the cor-
responding backup file, the hard disk in which the backup
file is located may be stored in the hard disk in which the
original file is located. As a result, the servers malfunction in
case of power outage or other failures happens, and it cannot
be accessed externally; the only way to the problem is to wait
for recovery of the servers. But IPFS is not limited, as IPFS is
a new type of Internet technology comparative to the HTTP
protocol, solving the data storage and distribution problems,
and it is designed to create permanent and decentralized
storage and file-sharing methods through peer-to-peer
network (PPN), with the concept of separating a file into
many pieces scattered on different locations of the network,
which can be acquired simultaneously from multiple servers
upon downloading of the file. Even if certain servers are
malfunctioning, it will not create adverse influence on the

access of external users to the entire network, nor on the
users’ data acquisition. In addition, even if certain node data
is completely lost due to improper operation, there are many
backups on the entire network. )e advantages of IPFS are
ideal to tackle the shortcomings of traditional centralized
cloud storage, e.g., vulnerability to data leakage, vulnerability
to hardware damage, and poor repair capacity.

In order to achieve large-scale distributed storage, there
are three problems that need to be handled: (1) How to
increase storage capacity, that is, to attract more users to
provide storage resources, (2) how to improve retrieval
efficiency and achieve rapid service response, and (3) how to
guarantee that data storage and circulation are safe. In re-
sponse to that, the researchers introduced blockchain
technology as the incentive layer for distributed storage and
obtained a series of research results. )e most representative
solution is a distributed storage system based on IPFS.

)e storage party can prove its effective storage capacity
through the proof of storage mechanism (Proof of Storage)
to obtain tokens (the first problem) [19, 20]. Retrieval service
parties can provide data retrieval services, and efficient re-
trieval can obtain more tokens (the second problem). )e
data security can be solved by encryption technology, and
the blockchain can provide evidence of data access.

3.1.2. Relationship between Entity Sequences. As shown in
Figure 3, the relationship between entities shows some key
properties and functions of smart contract. )e relationship
between entities and smart contract is shown in Figure 3.
Each participating entity in the supply chain participates by
invoking the functions in the smart contract. )erefore, the
metadata and relationships are of great importance to the
realization of the smart contract [21]. )e regulatory au-
thority creates a master smart contract to be invoked by
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other entities. If certain changes happen to the relationship
between the buyer and the seller, the corresponding contract
will be executed. Once the parties have agreed on the details
of the agreement, the transaction can proceed.

3.1.3. Algorithm. As mentioned above, the relevant super-
vision departments deploy the master smart contract, and
each entity can invoke the trade through the interface. In the
initialization state, each transaction entity needs to be
registered; otherwise the transaction cannot be carried out.
Later, the process of user registration, transaction, and
product evaluation will be described in detail. Table 2 shows
the interpretation of the variables in the algorithm.

3.2.UserRegistration. Algorithm 1: when users register their
identities, the input parameters include IDuser, VIDuser,
User_address, and Pkuser. )e algorithm is used for user
registration, and the necessary user information is stored in
the blockchain. Unregistered users cannot participate in the
transaction. After the user registration verification is passed,
the regulatory agencies call the smart contract interface
node_register() to store user information in the blockchain.

3.3. Goods Registration. Algorithm 2: firstly, the goods
owner registers the products so that the buyer can view the
information of the goods he/she needs to buy and input the
information of the goods to save, which plays a vital role in

traceability. )e goods owner enters IDpro, Pro_Lot, Ptyp,
Pquan, VIDpro, IDown, and PKown.

3.3.1. Commodity Transaction. Algorithm 3 is jointly
implemented by the buyer and the seller. Both parties ne-
gotiate Ppri, Pquan, and Pqual requirements of the goods. After
reaching an agreement, the buyer pays for the goods Pay_pri.
At the same time, the seller submits the deposit Fine, which
is one half of the commodity transaction price λ, λ ∈ (0, 1).
)e value of λ is decided by both parties, i.e.,

Fine � λ · Pay pri, λ ∈ (0, 1), (6)

Pay pri � Ppri × Pquan&Fine � λ · Pay pri. (7)

When formula (7) is satisfied, the smart contract triggers
the function Sell_agree(). After the buyer confirms the re-
ceipt of the goods and the loan, the smart contract triggers
Pay_agree() to pay the loan and deposit to the seller. If the
buyer does not confirm the loan and there is no dispute, the
transaction is considered to be successful within seven days,
and the payment and deposit are also paid to the seller.
When the transaction is done successfully, the smart con-
tract calls Trans_Record() to record address_buyer and
address_seller, as well as the information of the traded goods.
If the buyer has disputes on the goods and does not agree to
pay or the buyer has disputes over the goods within seven
days, the Dispute_event() will be triggered and should be

Retailer
+Retailer Add: string
+Date Sold: date
+Purchase Date: date
+Product ID: string
+Product Name: string
+buyCropFoodFromWholesaler ()
+uploadSellInfo ()
+sellCropFoodToCustomer ()

Wholesaler
+Wholesaler Add: string
+Date Sold: date
+Purchase Date: date
+Processor Add: string
+Retailer Add: string
+Product ID: string
+CropFood Type: string
+Quantity: int
+buyCropFoodFromProcessor ()
+uploadSellInfo ()
+sellCropFoodToRetailer ()

Customer
+Customer Add: string
+Purchase Date: date
+Retailer Add: string
+Product ID: string
+Product Name: string

+buyCropFoodFromRetailer ()

Seed company
+Company Name: string
+Seed Add: string
+Date Sole: date
+Farmer Add: string
+uploadSellInfo ()
+sellSeedToFarmer ()

Smart Contract

Smart Contract Attributes

Smart Contract Fuctions

Farmer
+Farmer Add: string
+Purchase Date: date
+Field ID: string
+Lot ID: string
+Date Sold: date
+Purchaser Add: string
+buySeedFromCompany ()
+updateGrowthInfo ()
+uploadSellInfo ()
+sellCropToPurchaser ()

Purchaser
+Purchaser Add: string
+Date Sold: date
+Purchase Date: date
+Processor Add: string
+Farmer Add: string
+Quantity: int
+Variety: string
+Processor Add: string
+buyCropFromFarmer ()
+uploadSellInfo ()
+sellCrop ToProcessor ()
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Processor
+Processor Add: string
+Date Sold: date
+Purchase Date: date
+Purchaser Add: string
+Wholesaler Add: string
+Quantity: int
+Product ID: string
+Product Name: string
+Weight: float
+Crop Type: string
+Variety: string
+CropFood Type: string
+buyCropFromPurchaser ()
+uploadSellInfo ()
+sellCropFoodToWholesaler ()

Figure 3: Entity relationship chart.
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handled by an arbitrator or a third-party organization. )e
place where the commodity is sold should be recorded for a
single completed transaction, so that the commodity cir-
culation record can be checked. In other words, both the
buyer’s and the seller’s user address should be recorded in
the transaction records, and these two addresses refer to the
addresses registered in Algorithm 1.

3.4. Consumer Evaluation. In Algorithm 4, consumers can
score the product and service quality of this transaction after
an order completed and then upload such evaluation to
IPFS.

4. Theory and Experiment Analysis

In this section, we analyze the traceability, security, and
performance of the plan and make qualitative analysis by
comparing this thesis with other papers at last.

4.1. Traceability Analysis. In this thesis, the solution of grain
traceability of information is stored in IPFS files based on
Hyperledger through chaincode (smart contract), in which
transaction data is uploaded to IPFS to effectively solve the
potential dangers such as high cost, waste of broadband,
short text storage time, dependence on backbone network,

Table 2: Contract function description.

Function Description
node_register() Only the supervisory authority can call users whose registration has been successfully verified
node_record() Only the supervisory authority can call it to record the object that this batch of goods belongs to at the time
release_pro() )is is used to release the information of the batch of goods
Trans_Record() )is is used to record transactions
Dispute_event() Arbitrators or third-party agencies handle transaction disputes
Signature() )is is used for evaluation signature
Storage() )is is used to store records
Credit() )is is used to update reputation value

Input: IDpro, Pro_Lot, Ptyp, Pquan, VIDpro, IDown, PKown,
Output: Registration result
(1) Goods owner upload IDpro, Pro_Lot, Ptyp, VIDpro, IDown onto the IPFS
(2) Goods owner sends Hpro, VIDpro, PKown to regulatory authorities
(3) Regulatory agencies verify the owner of the goods
(4) if the verification is successful then
(5) Regulatory agencies call node_record (IDpro, IDown, Pro_Lot, Time)//It can only be called by regulatory agencies to record the

owner of the commodity batch at that time
(6) return “successful registration” then
(7) Goods owner invokes release_pro (IDpro, Pro_Lot, Ptyp, Pquan)//)e goods are successfully registered by the owner, Later, the

information of this batch of goods can be released for buyers to choose.
(8) else
(9) return “failed verification, please submit the information again”
(10) end if

ALGORITHM 2: Goods registration algorithm.

Input: IDuser, VIDuser, User_address, PKuser
Output: Registration result
(1) Users send IDuser, VIDuser, User_address and PKuser to regulatory agencies
(2) Regulatory agencies verify users’ identity information
(3) if the verification is successful then
(4) Regulatory agencies call node_register (User_address, PKuser)//Only the regulatory agencies can call, register the user with

successful verification, and send the relationship of User_address and PKuser into address_pk.
(5) Update address_pk
(6) return “successfully registration”
(7) else
(8) return “registration failed. Please submit the real information to register again.”
(9) end if

ALGORITHM 1: User registration algorithm.
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DDOS, XSS, and CSRF attack[22–25]. Meanwhile, com-
bined with blockchain technology, it makes hash stored in
blockchain to solve the limited data storage in blockchain
efficiently and keep data stored safe and not tampered
[26–28]. )e information of each transaction involves the
previous owner’s information before and after the trans-
action.)e unique identifier and batch number of the grain
are added to each subsequent transaction to form a
complete traceability chain. When consumers give negative
evaluation to the quality and safety of commodity, the
regulatory authorities and retailers can trace the source
quickly according to the relevant product batches in the
evaluation, determine the production batches of the
products, and locate the product batches for inspection in
time. Consumers can also screen and select suitable pur-
chase objects based on the retailer’s reputation value and
product evaluation [29].

As shown in Figure 4, the access query records for the
uploaded file are displayed. Each record contains the hash
value, owner name, visitor, and time stamp of the accessed
file.

4.2. Security Analysis

Unforgeability: distributed storage of data is allowed in
IPFS, and the data will not be tampered and forged.)e
data stored in IPFS network cannot be altered without
changing the data identifier. In IPFS, the identifier is an
encrypted data hash [30]. It means that if the identifier
of data is stored in the underlying distributed general
ledger, noncritical data can be stored in IPFS. )is can
cut down consumption of operation in distributed
ledger. Compared with centralized storage, if a hacker
intercepts the request from hash and tries to send a
malicious phishing site, the user can, with the help of
data received through running hash function, compare
the hash value of the data received with the one
requested and reject the received data if not matched.
Consumer privacy: consumers make an evaluation
through ring signature after obtaining mR. )e ring sig-
nature is anonymous, so attackers are not sure which ring
member generates the signature. )e probability is lower
than 1/n even if the private key of ringmember is acquired.

Input: IDbuyer, IDseller, address_buyer, address_seller, Ppri, Pquan, Pqual, Fine
Output: Transaction result
(1) )e seller applies smart contract function: negotiate (IDbuyer, IDseller, Ppri, Pquan, Pqual)//Both parties can negotiate the commodity

price, quantity and quality through this function.
(2) if Pay_pri�Ppri ×Pquan||Fine� λ·Pay_pri then
(3) Contract status becomes Sell_agree
(4) if Confirm receipt or time stamp> deadline then
(5) Apply smart contract function: Trans_Record (payment, address_buyer, address_seller)
(6) else
(7) Trigger the contract event: Dispute_event (IDbuyer, IDseller, Ppri, Pquan, Pqual, Fine)
(8) end if
(9) else
(10) Contract status becomes Sell_disagree
(11) return (“transaction failed”)
(12) end if

ALGORITHM 3: Commodity trading algorithm.

Input: IDseller, mR,ς(SKbuy, mt), PKsell,ς, Info
Output: Evaluation agency verification results
(1) )e seller applies evaluation contract function: comment (mR, ς(SKbuy, mt), PKsell)
(2) ifΦ(mt, PKsell, ς(SKsell, mt)) � 1 then
(3) Apply signature function: signature (Info, ς, mR)
(4) If block verification passed then
(5) Trigger contract storage function: storage (Info, HInfo)
(6) Trigger contract credit update function: credit (IDseller, Valuetrust)
(7) else
(8) return (“verification failed”)
(9) end if
(10) else
(11) return (“No review permission”)
(12) end if

ALGORITHM 4: Consumer evaluation algorithm.
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Transparency: both the consumer evaluation and the
credit value of retailers are open to the public. Other
consumers can screen these contents during com-
modity purchase. Meanwhile, the credit value can only
be shown by setting a certain amount of turnover,
effectively lowering the negative effect due to malicious
evaluation from malicious consumers.

4.3. Experimental Results and Analysis. )e test is done
under the circumstance of Ubuntu 20.04 LTS on a computer
equipped with Intel(R) Core(TM) i7-10750H CPU @
2.60GHz, running memory of 64G, 1T mechanical hard
disk, and 500GB solid state hard disk. Ubuntu is built in
mechanical hard disk. Generate a local IPFS node and obtain
its public ID, create an IPFS network, and embed it in the
Fabric blockchain, Hyperledger Caliper, an open source
blockchain performance evaluation tool, is used to test
transaction throughput and delay, and the test results are
shown in Figures 5 and 6.

As shown in Figure 5, the query transaction and the R/W
transaction show a bottleneck at the throughput of 25 tps
and 22 tps, respectively. In case of low transaction rate, the
submitted transaction must wait. Furthermore, transactions
are continuously sent through the client, and it will show low
delay of subsequent transactions received in each block
timeout period, as shown in Figure 6. When the transaction
rate is 10 tps, the query delay drops to about 0.75 tps, and if
the transaction rate exceeds the maximum throughput, the
accumulated transactions will show higher delay. )erefore,
the delay continues to increase after the transaction rate
exceeds 20 tps. )e performance is related to network delay,
consensus delay, chaincode execution time, block

verification delay, and other factors, but the system’s
throughput always has linear relation to the number of
channels [31].

Since adding blockchain to IPFS will result in additional
consumption of computing resources and time, thus this
solution measures the performance variations of file reading
when blockchain is adopted and when blockchain is not
adopted. )us, five files with the sizes of 0.5 T to 2.5 T are
selected and uploaded to Ubuntu 20.04 LTS, data reading is
conducted with the computers in the same network
(Windows 10，Intel(R) Core(TM) i7-4720HQ CPU @
2.60GHz, 12GB RAM, and 500GB Hard Disk), and the test
results are shown in Figure 7. In the circumstance where

Figure 4: On-chain metadata for accessing files.
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blockchain is adopted, the file reading is slightly lower than
that of ordinary IPFS, as a blockchain transaction relies on
the completion of IPFS processes, and the transaction time
may also be adversely influenced by the local network speed
and computer operation capacity. However, regardless of the
sizes of the files added to IPFS, the sizes of the metadata
stored on the blockchain do not show any signs of evident
changes, as shown in Figure 8.

4.4. SchemeComparison. First of all, Hyperledger is a private
blockchain technology, distinctive from the blockchain
technology such as ETH and Bitcoin, and the members of a
blockchain network are known to each other, and the
membership is available to the public, allowing new
members to join in and carry out transactions on the net-
work [32]. Hyperledger is a type of blockchain managed by

multiple organizations or institutions, and its data can only
be read, written, and maintained by those organizations or
institutions. It effectively tackles the problem of “informa-
tion silo” between different entities, which is ideal to the
security traceability systems of agricultural products. )e
specific reasons of why Hyperledger Fabric is more adapt-
able to the solution proposed in this thesis, compared with
ETH, are as follows:

(1) Expandability. One of the main characteristics dis-
tinguishing Hyperledger Fabric from other block-
chain technologies such as ETH is its modularity,
which provides an architectural structure of mod-
ularity and expandability applicable in various en-
vironments, making it more adaptable to the
functional expansion of IPFS [33].

(2) Consensus Mechanism. )e current ETH adopts the
Proof of Work (POW) consensus mechanism, which
is inefficient in accounting and vulnerable to 51%
hash rate attack, and it consumes a great deal of
computer resources. )e Hyperledger adopts the
Byzantine Fault Tolerance (PBFT) consensus
mechanism, which provides an accounting efficiency
at the sec level and low power consumption; thus it is
ideal for the development of the traceability industry
[34].

(3) Confidentiality. Since ETH is a public network ir-
relevant to the concept of authority and is completely
transparent, thus all transactions recorded on the
blockchain network can be available to and acces-
sible by each counterparty, but Hyperledger is a
blockchain platform with access authority and high
levels of security; thus all transactions are only
available to the ones with access authority.

(4) Interactivity. Hyperledger Fabric provides SDKs for
interaction, so it can interact with IPFS and can
effectively search the blockchain and provide data for
review through the functions provided by SDKs.
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)en, we compare the traceability plan designed here
with other plans, and the results are shown in Table 3 [7].
)e data is still stored centrally, although traceability is
based on blockchain. In contrast, this plan has higher
decentralization. In addition, in this plan, a supervision
organization is set up to supervise the members of the
supply chain and products, ensure the integrity and ac-
curacy of information, and strengthen the supervision of
the organization [10]. Obviously, relevant entities in the
supply chain are not supervised efficiently. At the same
time, the consumer evaluation function designed in this
plan plays a strong role in retailers’ self-monitoring, and,
through retailers’ credit value function, consumers are
able to quickly screen the purchase objects so that it can
effectively reduce the negative effects due to malicious
evaluation behavior. K. Salah [35] solves the problem
studied by Ethereum smart contract.)is method needs to
cost the Gas fee. Once the Gas is used up, the contract will
not be executed and the used fee will not be refunded.
However, Hyperledger is not involved in mining process,
which can save resources and time, and has modularity
and expansibility.

5. Conclusion

)e Bc-IPFS-based solution proposed in this thesis tackles
the problem of “information silo” between entities by the
alliance blockchain Hyperledger and realizes the auto-
mation of traceability through the smart contract deployed
on Hyperledger Fabric, so as to improve efficiency. )e
IPFS technology is adopted to ensure data security and
overcome the data storage constraint of blockchain for
overwhelming data, the ring signature algorithm is adopted
to privatize consumer information and encourage con-
sumers to timely feedback product problems, and per-
formance evaluation is conducted by virtue of throughput
capacity and delay, in addition to security analysis of the
solution. )e solution is developed with comprehensive
considerations to traceability, transaction, and retailer
reputation, and the established reputation function can be
used to maintain the reputation of the entities in the supply
chains of agricultural products and the quality rating of the
products. )is thesis describes the plan design, overall
structure, entity relationship diagram, interaction, and
details related to implementation algorithm and shows how
to apply the plan to track grain supply chain. )e plan
designed can provide and meet reliable decentralized
traceability demands for any crop in agricultural supply
chain.

Up to now, the system based on blockchain is still
challenged by its practical implementation. In the future, we
plan to integrate protection of enterprise and consumer
privacy in agricultural food trade. Similarly, the retailer’s
credit value comes from consumers’ evaluation, which may
be biased or falsified. As a result, we plan to design a su-
pervision mechanism for comment information to help
improve such accuracy.
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