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Relay selection is proposed in this paper as an efficient solution to secure information transmission of secondary users against
eavesdroppers in energy harvesting cognitive networks. The proposed relay selection method selects a secondary relay among
available secondary relays, which are capable of harvesting radio frequency energy in signals of the secondary transmitter and
correctly restore secondary message, to curtail signal-to-noise ratio at the wire-tapper. In order to evaluate the security
performance of the suggested relay selection method, an exact intercept outage probability formula accounting for peak transmit
power confinement, Rayleigh fading, and interference power confinement is firstly derived. Monte-Carlo simulations are then
generated to corroborate the proposed formula. Numerous results expose that positions of relays, the number of relays, and
parameters of the energy harvesting method significantly influence the security performance while the power confinements on
secondary transmitters cause the performance saturation.

1. Introduction

The explosion of emerging wireless applications, significantly
increasing spectrum utilization demand, and green-and-
sustainable communication induce energy efficiency and
spectral efficiency to become critical design metrics for mod-
ern wireless communication networks (e.g., Fifth Generation
(5G)) [1–5]. Indeed, one of the 5G system’s main use cases is
Internet of Things (IoT). IoT finds wide-spread applications
in many fields such as electricity, transportation, military,
healthcare, public safety, ... A huge number of simultaneously
connected devices when deploying IoT will consume an
enormous amount of energy [6]. Therefore, it is mandatory
to enhance the energy efficiency so as to linger the lifetime
of devices and alleviate the energy demand. Furthermore,
IoT requires a wide transmission bandwidth to allocate con-
current operation of massive amount of devices. As such, in
spectrum scarcity-and-shortage circumstances as nowadays
[7], the problem of improving the spectral efficiency needs
to be solved. Similar to IoT, meeting the increasing demand

of high speed information transmission and the growing
number of mobile users forces the efficient energy-and-
spectrum utilization to become a mandatory design require-
ment for 5G mobile wireless communication systems [8].

The cognitive radio technology is an appropriate and
feasible solution to improve the spectral efficiency [9].
Indeed, a cognitive radio network is decomposed into two
primary and secondary subnetworks where radio frequencies
are solely allotted to primary transmitters in the primary sub-
network. Nonetheless, secondary users (SUs) are also able to
access the primary frequency band with interweave, overlay,
and underlay mechanisms [10]. As such, the cognitive radio
technology considerably enhances the spectral efficiency
and overcomes the spectrum shortage problem, better fulfill-
ing the increasing spectrum utilization demand of new wire-
less applications such as IoT and 5G mobile communication.
In the underlay mechanism, SUs are granted access to the
licensed spectrum only if SUs bound interference power
induced at primary users (PUs) below an endurable thresh-
old. SUs operating in the overlay mechanism utilize
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concurrently the licensed spectrum with PUs but informa-
tion transmission reliability of PUs must be maintained or
improved through sophisticated coding methods. Mean-
while, the interweave mechanism solely reserves empty spec-
trum holes of PUs for SUs’ access. Without spectrum sensing
implementation for detecting the empty spectrum holes as in
the interweave mechanism nor complicated coding methods
as in the overlay mechanism, the underlay one is not only
simple but also energy-efficient (no extra energy consump-
tion for spectrum sensing or complicated coding). Therefore,
the underlay mechanism is investigated in this paper.

Several energy efficiency improving solutions for wireless
communications networks have been proposed such as net-
work planning [11], hardware solutions [12], scavenging the
energy from available sources (e.g., thermal, radio frequency
(RF) powers, solar, wind, ...) [13, 14]. Among these solutions,
RF signals based energy harvesting neither depends time-
variant energy sources nor requires additional energy harvest-
ing devices (e.g., wind turbines, solar panels). Such advantages
which the RF signals based energy harvesting brings make it
completely suitable and applicable for small-size mobile
devices used in IoT or 5Gmobile communication [15]. There-
fore, the RF signals based energy harvesting is potential and
feasible to supply the energy, prolong the operation time for
wireless terminals, and increase the energy efficiency [16]. It
can be implemented through Simultaneous Wireless Power
and Information Transfer [17–19] or relaying communication
[20–22].Moreover, RF signals based energy harvesting circuits
were successfully designed and tested [23, 24].

Energy harvesting cognitive networks (EHCNs) combine
two emerging technologies (cognitive radio and RF energy
harvesting). Therefore, EHCNs are expected to achieve mul-
tiple design criteria of modern wireless communication net-
works (e.g., 5G), such as high spectral and energy
efficiencies [25–27]. However, EHCNs allow both secondary
and primary users to utilize the licensed spectrum concur-
rently. As such, information security in these networks is of
great concern. For information security against wire-tappers,
physical layer security (PLS) has lately been suggested as a
complementary-and-cheap measure to the traditional
encryption and cryptographic techniques [28]. Various tech-
niques, such as transmit beam-forming [29], opportunistic
scheduling [30], transmit antenna selection [31], jamming
[32], on-off transmission [33], and relaying [34], can be
applied for PLS. Among them, the relay selection has
received considerable attentions because of the following rea-
sons. Firstly, the relay selection achieves higher spectral effi-
ciency than all-relay transmission while the benefits of all-
relay transmission, such as diversity order and coding gain,
are still maintained for the relay selection [35]. Secondly,
the relay selection sustains the secondary transmitter-
destination connection through relaying in case that this
connection is blocked owing to heavy shadowing or severe
fading or the limited transmission range of SUs (It is recalled
that the underlay mechanism allocates the transmit power of
SUs, which limits the radio coverage of SUs.). Finally, the
relay can be selectively-and-purposely chosen in order to
not only disrupt the eavesdroppers’ signal reception but also
enhance the reliability of received signals at the desired desti-

nation. The current paper suggests a relay selection method
with the objective of minimizing the overhearing of the
eavesdroppers in EHCNs where all relays are self-powered
with harvesting radio frequency energy in signals of the sec-
ondary transmitter and the transmit powers of all SUs are
limited by the peak interference power as well as the peak
transmit power.

1.1. Related Works. This subsection solely surveys works per-
taining to the relay selection in EHCNs for secure informa-
tion transmission against eavesdroppers. More specifically,
this review relied on notable characteristics (Existing works
(e.g., [36–40]), which did not reflect these characteristics,
should not be reviewed. For example, [36–38] considered
non-cognitive radio networks with energy harvesting; [39,
40] provided the security capability analysis of the relay selec-
tion in cognitive radio networks without energy harvesting.)
including the relay selection, security performance analysis,
the interference power confinement, the energy harvesting,
the peak transmit power confinement, the underlay mecha-
nism. Through this survey, our contributions are summa-
rized in successive subsection. Actually, only few works
mentioned the relay/path selection in EHCNs for secure
information transmission against eavesdroppers. More spe-
cifically, the most relevant work is [41] in which the relay
selection follows two steps: the successfully decoding set that
consists of relays exactly recovering the secondary message is
first formed and then the relay (in the successfully decoding
set) which creates the largest signal-to-noise ratio (SNR) at
the secondary destination is chosen. All secondary relays
are self-powered with harvesting radio frequency energy in
signals of the secondary transmitter through the time-
switching (TS) method [42] where one complete secondary
transmitter-to-destination transmission undergoes three
phases: energy harvesting at relays, information transmission
of the secondary transmitter, and information transmission
of the selected relay. Both (peak transmit and interference)
power confinements regulate power distribution for the
relays and the secondary transmitter. Nevertheless, [41] only
provides simulation results on the secrecy outage probability
(SOP) of the investigated relay selection in EHCNs. The rel-
atively relevant work is [43] where the path selection, instead
of the relay selection as [41], was proposed for multi-hop
multi-path EHCNs in which multiple paths, each consisting
of multiple hops, connect the secondary transmitter with
the secondary destination. Only one path providing the larg-
est SNR is adopted to maintain secondary transmitter-
destination connection. In [43], all SUs collect the energy
from dedicated beacons through the TS method and their
transmit powers are subject to the peak transmit power con-
finement, the condition that the eavesdropper fails to recover
SUs’ message, and the interference power confinement. The
outage possibility at the secondary destination was analyzed
in an accurate closed form under the assumption of all statis-
tically independent end-to-end SNRs of transmission paths.
This assumption is not always correct since the transmit
power of the secondary transmitter is a common term which
appears in all end-to-end SNRs of transmission paths; hence,
these end-to-end SNRs are correlated in general.
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1.2. Motivation and Contributions. Although the relay selec-
tion has several advantages, rare attention has been paid on
the relay selection in EHCNs for PLS. This motivates us to
further study it in order to have a complete evaluation on
many aspects (information security, spectral efficiency,
energy efficiency, secondary transmitter-destination connec-
tion probability) of EHCNs before practical deployment.
This paper reconsiders the system model in [41] but with
the below distinctions:

(i) Our paper suggests a different relay selection
method in which the chosen relay from the success-
fully decoding set is the one which minimizes the
SNR at the eavesdropper. This prevents the eaves-
dropper from decoding legitimate information as
much as possible

(ii) All relays in this paper harvest the energy with the
power splitting (PS) method which differs the TS
method in [41].

(iii) This paper analyzes the intercept outage probability
(IOP) in an exact form while [41] merely supplied
simulation results of the SOP

Our contributions are briefly listed as:

(i) Suggest a relay selection method in EHCNs to hin-
der the eavesdropper from overhearing as much as
possible

(ii) Derive an exact IOP formula for quickly assessing
the security measure of the suggested relay selection
method in EHCNs under Rayleigh fading channels
and the (peak transmit and interference) power
confinements

(iii) Prove the existence of optimum key system parame-
ters for the best security performance

(iv) Provide insightful results on the security performance:
i) IOP is saturated when the peak transmit power of
the secondary transmitter is large; ii) security perfor-
mance is significantly enhanced with appropriate
selections of relays’ positions, information relaying
and energy harvesting times, and power partition for
energy harvesting and information decoding

1.3. Outline. This paper continues with channel and system
models in Part II. Then, Part III derives the IOP in detail.
Illustrative results and conclusions are delivered in Part IV
and Part V, correspondingly.

1.4. Notations. c ~CN ð0, ηÞ denotes the circularly symmet-
ric complex Gaussian random variable c with η variance
and zero mean; f V ðxÞ and FV ðxÞ are the probability density
function (PDF) and the cumulative distribution function
(CDF) of the random variable V , correspondingly; Pr fV g
denotes the possibility of the event V ; Pr fV jMg is the

probability of the event V conditioned on M;
n

k

 !
= n!/k!

ðn − kÞ! is the binomial coefficient; ΞYf⋅g stands for the
expectation with respect to (w.r.t) the random variable Y ; j
V j denotes the size of the set V .

2. System and Channel Models

Figure 1 considers the relay selection in EHCNs where the sec-
ondary transmitter T communicates the secondary destina-
tion D. The secondary message, which is transmitted by T, is
illegally extracted by an eavesdropper E. Because of severe fad-
ing and heavy shadowing, direct communication between T
and D and between T and E may be unavailable. Accordingly,
the current paper suggests to choose a relay Is from a cluster of
N relays (I1, I2, ..., IN) between T and D for two purposes: i)
maintain communication between T and D through relaying;
ii) limit the eavesdropping of E. For the underlay mechanism
under consideration, T and Ir with r ∈ [1, N] interfere the sig-
nal reception at the primary receiver R. This paper assumes
(This assumption is commonly accepted in cognitive radio
related publications (e.g. [44–46]).) that primary transmitters
are far away from D, E and Ir with r ∈ [1, N] or interferences
from primary transmitters are Gaussian-distributed. As such,
interferences from primary transmitters are neglected or
incorporated into noise terms at corresponding secondary
receivers. Moreover, this paper assumes that T is not power-
constrained. Therefore, relays with limited power can scav-
enge the energy in RF signals of T.

In Figure 2(a), β is the time for the secondary message to
reach D, which is partitioned into two phases. The Phase 1,
which remains εβ where the time splitting ratio is denoted
as ε ∈ (0, 1), is for T to send the secondary message based
on which relays harvest the energy with the power splitting
method (e.g., [47, 48]) and decode the secondary message
as exposed in Figure 2(b). This method splits the received sig-
nal of Ir into two fractions: one fraction

ffiffiffiffi
ω

p
oTIr for decoding

the secondary message (The message decoder is assumed to
spend neglected energy. This assumption is popularly
accepted in open literature (e.g., [49–55]).) and the other
fraction

ffiffiffiffiffiffiffiffiffiffiffi
1 − ω

p
oTIr for harvesting the energy, where oTIr is

the received signal of Ir and ω ∈ (0, 1) is the power splitting

Phase 1

Phase 2

cTI
1
, cTI

2
, ..., cTI

N

cIsD

DT

R

EI1

Is

IN

Relay cluster

cIsE

cIsR
cTR

Secondary network

Energy harvesting link

Interference links

Communication links

Eavesdropping link

Figure 1: System model.
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ratio. The Phase 1 ends with the relay selection as follows.
First, Δ, which denotes a set of relays that exactly recover
the secondary message, is formed. Then, the relay Is in Δ,
which creates the smallest SNR at E, is selected (This paper
assumes that each relay can obtain the channel state informa-
tion (CSI) of channels from and to it (i.e., Ir -E channel, Ir -D
channel, and T-Ir channel) such that the SNRs of these chan-
nels are available at it [56–58]. Such CSI can be estimated, for
example, through the exchange of clear-to-send signal and
ready-to-send signal between D and Ir and between T and
Ir [59], and through local oscillator power leakage from the
wire-tapper’s radio frequency front-end [60, 61]. Further-
more, the relay selection method in this paper can be carried
out in a distributed manner, for instance, using the timer
concept where the relay Ir in Δ sets the value of its timer
which is proportional to the SNR of the Ir-E channel. There-
fore, the relay whose timer runs out first is selected.). Such a
relay selection is to reduce the successful decoding probabil-
ity of E. The Phase 2, which remains (1− ε)β, is for the cho-
sen relay Is to re-encode the decoded secondary message and
broadcast the re-encoded message to D and E.

In Figure 1, cjk, j ∈ {T, I1, I2, ..., IN} and k ∈ {I1, I2, ..., IN,
E, D, R}, signifies the j‐k channel coefficient. The current
paper models cjk ~CN ð0, ηjkÞ. Such a model of cjk implies
that wireless channels under consideration are Rayleigh-
distributed. With incorporating path-loss, ηjk is represented

as ηjk = d−ζjk where djk refers the j‐k distance and ζ denotes
the path-loss exponent. Then, the PDF and the CDF of the
channel gain gjk = jcjkj2 are correspondingly expressed as

f gjk
ðxÞ = e−x/ηjk /ηjk and Fgjk

ðxÞ = 1 − e−x/ηjk , where x ≥ 0.
The relay Ir receives the following signal in the Phase 1:

oTIr = cTIr
ffiffiffiffiffiffi
PT

p
iT + υIr , ð1Þ

where iT is the unit power symbol sent by T, PT is the trans-
mit power of T, and υIr ~CN ð0,VIr

Þ is the receiver noise at
Ir. Without loss of generality and for notation simplicity,
equal noise variances at relays’ receivers are assumed (i.e.,
VIr

= VI , ∀r ∈ ½1,N�).
The T’s transmit power, PT, must be established in the

underlay mechanism as [62].

PT =min
Qp

gTR
, Pp

� �
, ð2Þ

for controlling the interference power induced at R within a
bearable level, upper-bounding the transmit power of T by
the peak transmit power Pp restricted by hardware imple-
mentation, and maximizing the transmission range of T.
Here, Qp is the peak interference power agonized by R.

According to Figure 2(b), Ir harvests the sum energy in
the Phase 1 as

EIr
= φω PTgTIr

+VI

� �
εβ, ð3Þ

where the energy conversion efficiency is φ ∈ ð0, 1Þ. Accord-
ingly, the peak power which the relay Ir can transmit signals
in the Phase 2 is

PIr
=

EIr

1 − εð Þβ = PTgTIr
M + L, ð4Þ

in which

M = εφω/ 1 − εð Þ, ð5Þ

L = VIM: ð6Þ

Figure 2(b) shows that the input signal of the message
decoder of the relay Ir is

�oTIr =
ffiffiffiffiffiffiffiffiffiffiffi
1 − ω

p
oTIr + �υIr , ð7Þ

where �υIr ~CN ð0, �VIr
Þ is the noise generated by the

passband-to-baseband signal conversion. Without loss of
generality, equal noise variances at the passband-to-
baseband signal converters are assumed (i.e., �VIr

= �VI , ∀r ∈
½1,N�).

Plugging (1) into (7) results in

�oTIr =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − ωð ÞPT

p
cTIr iT +

ffiffiffiffiffiffiffiffiffiffiffi
1 − ω

p
υIr + �υIr : ð8Þ

It is inferred from (8) that the message decoder of the
relay Ir obtains the input SNR as

ϒTIr
=
PTgTIr
V̂ I

, ð9Þ

T transmits message
Ir harvests energy and performs decoding

Is transmits message
D and E perform decoding

𝛽

𝜀𝛽 (1 – 𝜀)𝛽

(a)

+ Power
splitter 

+ Message
decoder 

Energy
harvester 

1- 𝜔

𝜔
𝜐I

r

𝜐I
r

(b)

Figure 2: Message processing at Ir and phase times. (a) Phase times, (b) Message processing at Ir.
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where

V̂I =VI +
�VI

1 − ω
: ð10Þ

The channel capacity that the relay Ir can obtain is
CTIr

= ε log2ð1 +ϒTIr
Þ bps/Hz where ε preceding the loga-

rithm is because the Phase 1 remains εβ. Based on the
communication theory, Ir correctly restores the secondary
message only if its channel capacity is above the target trans-
mission rate Ct , i.e., CTIr

≥ Ct . In other words, iT is success-

fully restored at Ir if ϒTIr
≥ϒ t where ϒ t = 2Ct /ε − 1.

The Phase 1 ends by grouping relays which exactly
restore the secondary message into a set Δ as

Δ = Ir : YTIr
≥ Yt , r ∈ 1,N½ �� �

: ð11Þ

Then, the relay in Δ which minimizes the SNR at E is
chosen (It is noted that [38] proposed the same relay selec-
tion method as ours. Nonetheless, [38] considered the non-
cognitive scenario while our paper investigated the cognitive
scenario. As such, the analysis in our paper differs that in
[38].). In other words, the selected relay can be mathemati-
cally represented as

Is = arg min
Ir∈Δ

ϒ IrE
, ð12Þ

where ϒ IrE
is the SNR at E through the Ir−E channel.

Such a relay selection in (12) apparently boosts the IOP at
E, improving the security capability.

The Phase 2 is for Is to broadcast the decoded message iIs .
As such, E receives the signal in the Phase 2 as

oIsE = cIsE
ffiffiffiffiffiffi
�PIs

q
iIs + υE , ð13Þ

in which �PIs
is the transmit power of Is and υE ~CN ð0,VEÞ

is the receiver noise at E.
E obtains the following SNR in the Phase 2, which is com-

puted from (13), as

ϒ IsE
=
gIsE

�PIs

VE
: ð14Þ

Generally, the SNR at E through the Ir−E channel is
derived in a similar manner to (14), i.e.,

ϒ IrE
=
gIrE

�PIr

VE
, ð15Þ

where the transmit power of Ir is �PIr
.

Ir allocates its transmit power according to the underlay
mechanism as

�PIr
=min

Qp

gIrR
, PIr

 !
, ð16Þ

which is similar to (2).
The channel capacity at E in the Phase 2 is given by

CIsE
= 1 − εð Þ log2 1 +ϒ IsE

	 

, ð17Þ

where (1− ε) preceding the logarithm is because the Phase 2
remains (1− ε)β.

3. Intercept Outage Probability Analysis

The IOP is the possibility which the wire-tapper E fails to
decode the secondary message. As such, it is a critical perfor-
mance indicator to assess the security capability of the relay
selection in EHCNs. This section proposes an exact IOP for-
mula for quickly measuring the secrecy performance without
invoking exhaustive simulations.

The IOP is defined as

Θ = Pr CIsE
≤ Ct

� �
, ð18Þ

where Ct is the target transmission rate.
Inserting (17) into (18) results in

Θ = Pr 1 − εð Þ log2 1 +ϒ IsE

	 

≤ Ct

� �
= Pr ϒ IsE

≤ϒ e

� �
,
ð19Þ

where ϒ e = 2Ct /ð1−εÞ − 1.
It is recalled that Is is the relay in the set Δ providing the

smallest SNR at E. Therefore, ϒ IsE
can be represented in

terms of ϒ IrE
with Ir ∈ Δ as

ϒ IsE
=min

Ir∈Δ
ϒ IrE

ð20Þ

Additionally, the formation of the set Δ implicitly
means that the relays in Δ (i.e., Ir ∈ Δ) successfully restore
the secondary message (i.e., ϒTIr

≥ϒ t) while the relays
not in Δ (i.e., Ik ∈ Δ) fail to recover the secondary message
(i.e., ϒTIk

<ϒ t). By denoting jΔj and j�Δj as the sizes of Δ

and �Δ, respectively, it is inferred that jΔj + j�Δj =N . There-
fore, (19) can be explicitly rewritten as

Θ = Pr min
Ir∈Δ

ϒ IrE
≤ϒ e, ∩

Ir∈Δ
ϒTIr

≥ϒ t

� �
, ∩
Ik∈�Δ

ϒTIk
<ϒ t

� �� �
:

ð21Þ

Because ∣Δ ∣ = 0 falls in the range of [0, N], (21) is
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further rewritten according to the law of total probability
as

Θ = 〠
N

Δj j=0
〠
Δ

Pr min
Ir∈Δ

ϒ IrE
≤ϒ e, ∩

Ir∈Δ
ϒTIr

≥ϒ t

� �
, ∩
Ik∈�Δ

ϒTIk
<ϒ t

� �� �
:

ð22Þ

Since ∣Δ ∣ = 0 corresponds to the case which no relay
exactly restores the secondary message, the event min

Ir∈Δ

ϒ IrE
≤ϒ e with ∣Δ ∣ = 0 always happens with the probabil-

ity of 1. Therefore, the term in (22) corresponding to ∣Δ

∣ = 0 can be expressed as

R = Pr ϒTI1
≤ϒ t ,ϒTI2

≤ϒ t ,⋯,ϒTIN
≤ϒ t

� �
: ð23Þ

Without loss of generality, the current paper assumes that
relays are closely located (i.e., ηTIr = ηTI , ηIrD = ηID, ηIrR = ηIR,
ηIrE = ηIE, ∀r ∈ ½1,N�) for analysis tractability. As such, if ∣Δ ∣
= m is fixed, then Pr fmin

Ir∈Δ
ϒ IrE

≤ϒ e, ∩
Ir∈Δ

fϒTIr
≥ϒ tg, ∩

Ik∈�Δ
f

ϒTIk
<ϒ tgg is independent of elements forming the set Δ.

Moreover, the total number of sets, each with ∣Δ ∣ = m elements,

is
N

m

 !
. Therefore, (22) is simplified as

Now, two terms of (24) are computed to finish the deriva-
tion of Θ.

Theorem 1. R is expressed in an accurate closed form as

R = 〠
N

l=0

N

l

 !
−1ð Þl 1 − B

B
e−AB/ηTR + e−G

� �
ð25Þ

where

A =
Qp

Pp
, ð26Þ

B = ηTRϒ tV̂ I l
ηTIQp

+ 1, ð27Þ

G = ϒ tV̂ I l
ηTIPp

: ð28Þ

Proof. Please see Appendix A.

Theorem 2. W is derived in a precise form as

where Wx, y(z) is the Whittaker function [63], eq. (1087.4)
built in computational tools (e.g., Mathematica, Matlab)
and

K = ϒ tV̂ I

ηTI
, ð30Þ

U = ϒ eVE

ηIE
+

Qp

ηIR
, ð31Þ

S =
Qp

ηIRU
, ð32Þ

Θ =R + 〠
N

Δj j=1

N

Δj j

 !
Pr min

Ir∈Δ
ϒ IrE

≤ϒ e, ∩
Ir∈Δ

ϒTIr
≥ϒ t

� �
, ∩
Ik∈�Δ

ϒTIk
<ϒ t

� �� �

=R + 〠
N

Δj j=1

N

Δj j

 !
ΞPT

Pr minϒ IrE
≤ϒ e, ∩ ϒTIr

≥ϒ t

� �
, ∩ ϒTIk

<ϒ t

� �PT

� �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}H
( )

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
W

:
ð24Þ

W =
ð∞
0

e−K Δj j/min Qp
x ,Pp

	 

− S − 1ð ÞK U , min

Qp

x
, Pp

� �� �
+K H, min

Qp

x
, Pp

� �� �� � Δj j" #

× 1 − e−K/min Qp
x ,Pp

	 
� �N− Δj j 1
ηTR

e−x/ηTRdx,
ð29Þ
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H = ϒ eVE

ηIE
, ð33Þ

G c, v, bð Þ = 〠
∞

m=0

−vbð Þm
m!b

cbð Þ−m/2e−cb/2W−m/2,1−m/2 cbð Þ, ð34Þ

K n, PTð Þ = eL/ηTIPTM

ηTI
G

ϒ tV̂ I + L/M
PT

, n
PTM

, 1
ηTI

� �
:

ð35Þ
Proof. Please see Appendix B.

Inserting (25) and (29) into (24), one obtains the exact
IOP formula for the proposed relay selection in EHCNs in
a single-integral form as

Θ =R + 〠
N

Δj j=1

N

Δj j

 !
W ð36Þ

It is well-known that the single integral in (36) can be
solved by numerical methods available in computational tools
(e.g., Matlab, Mathematica). Accordingly, the accurate IOP
formula in (36) for the proposed relay selection in EHCNs
considering both the (peak transmit and interference) power
confinements can be straightforwardly computed, which is
useful to promptly measure the secrecy performance without
time-consuming simulations. Relied on our understanding,
this formula has not been published yet.

4. Results and Discussions

The IOP of the proposed relay selection in EHCNs is
evaluated through critical system parameters. For illustration
purposes, some specifications are selected as follows: T at
(0.0, 0.0), Ir at (d, 0.0), D at (1.0, 0.0), E at (0.9, 0.5), R at
(0.4, 0.6), Ct =0.1 bps/Hz, φ = 0:9, VE =VI = �VI =N0, ζ = 3.
In the sequel, “The.” means the theoretical result in (36)
whereas “Sim.” implies the simulated result.

Figure 3 shows the IOP w.r.t Pp/N0 for ω=0.7, ε=0.6,
d=0.4, Qp/N0 =15 dB. The results illustrate that the simula-
tion coincides with the theory, verifying the preciseness of
(36). Additionally, the IOP decreases with increasing Pp/N0.
This comes from the fact that increasing Pp/N0 allows the
relays to exactly restore the secondary message and to scav-
enge more radio frequency energy in signals of T, hence
increasing the SNR at E in the Phase 2 and reducing the
IOP. Nevertheless, the IOP bears the error floor at large
Pp/N0. This error floor is because of the power allocation
for secondary transmitters (please recall (2) and (16)) where
large values of Pp/N0 make the transmit powers of T and Ir
independent of Pp/N0 (i.e., large Pp/N0 neglects the peak
transmit power confinement), inducing the constant IOP.
Moreover, the IOP is proportional to the number of relays,
confirming the effectiveness of the relay selection in improv-
ing the secrecy performance.

Figure 4 demonstrates the IOP w.r.t Qp/N0, with param-
eters of Figure 3, excepting Pp/N0 =10 dB. The results expose
that the theory coincides the simulation, again proving the

validity of (36). Additionally, the IOP declines with Qp/N0.
This result is comprehended from the power distribution of
T and Ir, similarly to Figure 3. Moreover, the IOP increases
with the number of relays, showing the importance of the
proposed relay selection method in preventing the wire-
tapper from overhearing the secondary message.

Figure 5 exposes the IOP w.r.t the distance from T to the
relay group, with parameters of Figure 4, excepting
Pp/N0 =16 dB and Qp/N0 =12dB. The results prove that the
theory agrees with the simulation, again asserting the accu-
racy of (36). It should be reminded that the intercept outage
event happens as the set Δ does not exist (i.e., the relay group
is distant from T) or the selected relay Is in the set Δ cannot
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create the sufficient SNR at E (i.e., the relay group is distant
from E). As such, the least secured information transmission
(i.e., the IOP is minimum) happens when the relay group is
located in a convenient position for E to eavesdrop the largest
amount of information. This convenient position apparently
represents the best compromise between the probability that
the set Δ exists and the probability that E can achieve the
highest SNR from the selected relay. Figure 5 shows that
the least secure information transmission happens at
dworst=0.44, 0.88, 0.92 for N=1, 3, 5, respectively. That the
dworst is proportional to N can be interpreted as follows: i)
The probability that the set Δ exists is higher for the larger
value of N; hence, the relay group can be placed more dis-
tantly from T (i.e., increase d) as N increases; ii) That the
relay group can be placed more distantly from T for the larger
value of N induces the selected relay in Δ to be closer to E;
hence, the SNR at E is improved and the IOP is reduced. Fur-
thermore, Figure 5 apparently demonstrates the efficacy of
the proposed relay selection (i.e., the IOP decreases with
increasing N) in EHCNs.

Figure 6 plots the IOP w.r.t the time splitting ratio ε, with
parameters of Figure 5, excepting d=0.4. The results expose
that the theory coincides with the simulation, asserting the
preciseness of (36). Moreover, the secrecy performance is
better with the larger number of relays due to having more
chances to select the optimum relay. Figure 6 exactly reflects
this comment since increasing N induces an increase in the
IOP. Furthermore, the time splitting ratio impacts the
amount of the harvested energy and the relays’ probability
of successfully decoding the secondary message in the Phase
1 and the channel capacity at E in the Phase 2. More specifi-
cally, increasing ε prolongs the time of the Phase 1; therefore,
the relays can scavenge more energy and accurately restore
the secondary message with a larger probability. Nonetheless,
increasing ε reduces the time of the Phase 2; hence, the chan-
nel capacity at E decreases and the IOP increases. Therefore,

it is expected that there exists a certain value of ε that makes
the IOP minimized (equivalently, the worst security perfor-
mance). Figure 6 apparently illustrates this observation. To
be more specific, the minimum IOPs happen at εworst=0.41,
0.22, 0.21 for N=1, 3, 5, respectively.

Figure 7 exposes the IOP w.r.t the power splitting ratio ω,
with parameters of Figure 6, excepting ε=0.6. The results
illustrate that the theory coincides the simulation, proving
the preciseness of (36). Additionally, the larger number of
relays drastically increases the IOP, demonstrating the effi-
cacy of the suggested relay selection in reducing the informa-
tion eavesdropping of E. Furthermore, turning appropriately
the power splitting ratio can avoid the degradation of the
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security performance. For example, ω should not be chosen
in the range of [0.2, 0.7] for N=1 in which the IOP is small
(i.e., bad security performance). This is because increasing
ω enables the relays to harvest more energy; thus, the relays
can produce high SNRs at E, eventually declining the IOP.
Nonetheless, increasing ω also decreases the energy reserved
for the message decoder, which consequently reduces the size
of Δ (i.e., reducing the chance to adopt the optimum relay for
minimizing the SNR at E) and increases the IOP. Therefore,
appropriate selection of ω can avoid the least secure informa-
tion transmission (i.e., smallest IOP). In Figure 7, the smallest
IOP happens at ω=0.41 for N=1.

5. Conclusion

This paper proposes the relay selection method to improve
the information security in energy harvesting cognitive net-
works against eavesdroppers. The relays are able to harvest
radio frequency energy in the signals of the power-
unconstrained secondary transmitter and the relay which
creates the smallest SNR at the eavesdropper is adopted to
decode and forward the secondary message to the secondary
destination. The security performance of the proposed relay
selection method considering both (peak transmit and inter-
ference) power confinements and Rayleigh distribution is
quickly measured by the suggested precise IOP formula that
is asserted byMonte-Carlo simulations. Multiple results indi-
cate that the positions of the relays and the parameters
(power and time splitting ratios) of the energy harvesting
method can be properly adjusted to increase the IOP, eventu-
ally improving the security performance. Moreover, the IOP
experiences the error floor as the transmit power is high.

Appendix

A. Proof of THEOREM 1

R in (23) is explicitly expressed as

R = ΞPT
Pr ϒTI1

≤ϒ t ,ϒTI2
≤ϒ t ,⋯,ϒTIN

≤ϒ t

PT

� �� �
:

ðA:1Þ

Conditioned on PT , the events fϒTIr
≤ϒ tg with r ∈ [1,

N] are uncorrelated. Additionally, that relays are closely
located induces Pr fϒTI1

≤ϒ tjPTg = Pr fϒTI2
≤ϒ tjPTg =

⋯ =Pr fϒTIN
≤ϒ tjPTg =Z . Equivalently, Pr fϒTIr

≤ϒ tj
PTg is the same for any relay Ir. Therefore, (A.1) is simplified
as

R = ΞPT
Pr ϒTIr

≤ϒ t

PT

� �	 
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Z

N

8><
>:

9>=
>;: ðA:2Þ

Using (9), one can rewrite Z as

Z = Pr
PTgTIr

V̂ I

≤ϒ t

PT

� �
: ðA:3Þ

It is recalled that ηTIr = ΞgTIr
fgTIrg = ηTI . Therefore,

(A.3) is further simplified as

Z = Pr gTIr
≤
ϒ t V̂ I

PT

� �
= 1 − e−ϒ tV∧I /PTηTI : ðA:4Þ

Inserting (A.4) into (A.2) and using PT =min ððQp/gTRÞ,
PpÞ in (2), the expectation with respect to PT is solved as

R = ΞPT
1 − e−ϒ tV∧I /PTηTI
	 
Nn o

= 〠
N

l=0

N

l

 !
−1ð ÞlΞPT

e−ϒ tV∧I l/PTηTI
n o

= 〠
N

l=0

N

l

 !
−1ð Þl

ð∞
Qp/Pp

e−ϒ tV∧I l/ηTIQpx
1
ηTR

e−x/ηTRdx

 

+
ðQp/Pp

0
e−ϒ tV∧I l/ηTIPp

1
ηTR

e−x/ηTRdx

!

ðA:5Þ

The above integrals are straightforwardly computed; hence,
R in (A.5) exactly matches (25) after using new notations in
(26), (27), (28). This finishes the proof.

B. Proof of THEOREM 2

Conditioned on PT , the event fmin
Ir∈Δ

ϒ IrE
≤ϒ e, ∩

Ir∈Δ
fϒTIr

≥

ϒ tgg is independent of the event f ∩
Ik∈�Δ

fϒTIk
<ϒ tgg. There-

fore, the term H in W is decomposed as

H = Pr minϒ IrE
≤ϒ e, ∩ ϒTIr

≥ϒ t

� �PT

� �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H1

Pr ∩ ϒTIk
<ϒ t

� �PT

� �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
H2

:

ðB:1Þ

The termH 2 can be derived in the same way asR, result-
ing in

H 2 = Pr ϒTIk
<ϒ t

PT

� �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Z

0
B@

1
CA

�Δj j

= 1 − e−ϒ tV∧I /PTηTI
	 
 �Δj j = 1 − e−ϒ tV∧I /PTηTI

	 
N− Δj j
:

ðB:2Þ

ϒ IrE
correlates ϒTIr

because gTIr is their common term.
Therefore, the term H 1 must be rewritten in terms of
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conditional probabilities as

H 1 = Ξ gTIrf g
Ir∈Δ

Pr min
Ir∈Δ

ϒ IrE
≤ϒ e, ∩

Ir∈Δ
ϒTIr

≥ϒ t

� �PT , gTIr

n o
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= Ξ gTIrf g
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ϒ IrE
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PT , gTIr ≥
ϒ tV̂ I

PT

� �
Ir∈Δ

( )( )
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Y
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The term ~H 1 is straightforwardly inferred as

~H 1 =
Y
Ir∈Δ

ΞgTIr
1jgTIr

≥
ϒ t V̂ I

PT

� �

=
Y
Ir∈Δ

ð∞
ϒ t V̂ I /PT

f gTIr
xð Þdx = e−ϒ tV∧I /PTηTI

	 
 Δj j

= e−ϒ tV∧I Δj j/PTηTI :

ðB:4Þ

In order to compute �H 1, the term I is firstly derived
after inserting the explicit form of ϒ IrE

in (15) into (B.3) as

I = Pr ϒ IrE
>ϒ e

PT , gTIr ≥
ϒ tV̂ I

PT

� �

= Pr
gIrE

�PIr

VE
>ϒ e

PT , gTIr ≥
ϒ tV̂ I

PT

( )

= Ξ�PIr
e−ϒ eVE/�PIr ηIE

PT , gTIr ≥
ϒ t V̂ I

PT

� �
:

ðB:5Þ

Plugging (16) into (B.5), the compact form of I is
obtained as

I = ΞgIrR
e
−ϒ eVE/ηIE min Qp

gIrR
,PIr

� �PT , gTIr
≥
ϒ tV̂ I

PT

8<
:

9=
;

=
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Qp/PIr

e−ϒ eVE/ηIEQpx
1
ηIR

e−x/ηIRdx

+
ðQp/PIr

0
e−ϒ eVE/ηIEPIr

1
ηIR

e−x/ηIRdx = S − 1ð Þe−U/PIr

+ e−H/PIr ,
ðB:6Þ

where U, S, and H are given in (31), (32), and (33),
correspondingly.

Inserting (B.6) into �H 1 results in

�H 1 = S − 1ð ÞΞgTIr
e−U/PIr

PT , gTIr ≥
ϒ tV̂ I

PT

� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
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Given PIr
in (4), the function Kðn, PTÞ is simplified as

K n, PTð Þ = ΞgTIr
e−n/PTgTIrM+L

PT , gTIr
≥
ϒ tV̂ I

PT

� �
=
ð∞
ϒ t V̂ I /PT

e−n/PTMx+L 1
ηTI

e−x/ηTI dx:
ðB:8Þ

By the variable change y = x + ðL/PTMÞ, one rewrites K
ðn, PTÞ as

K n, PTð Þ = eL/ηTIPTM

ηTI

ð∞
ϒ t V̂ I+L/Mð Þ/PT

e−
n

PTM/y−y/ηTI dy: ðB:9Þ

By defining

G c, v, bð Þ =
ð∞
c
e−v/y−bydy, ðB:10Þ

it is apparent that (B.9) coincides (35). Accordingly, the proof
continues with showing that the function Gðc, v, bÞ is pre-
sented in the precise closed form as (34). Toward this end,
one applies the series expansion to e−b/y, which results in

G c, v, bð Þ =
ð∞
c

〠
∞

m=0

1
m!

−
v
y

� �m
" #

e−bydy = 〠
∞

m=0

−vð Þm
m!

ð∞
c

e−by

ym
dy:

ðB:11Þ

By the variable change x= by, one rewrites Gðc, v, bÞ as

G c, v, bð Þ = 〠
∞

m=0

−vbð Þm
m!b

ð∞
cb

e−x

xm
dx: ðB:12Þ

With the help of [63], eq. (3.381.6), the last integral in
(B.12) is expressed in closed-form in terms of the Whittaker
function; hence, (B.12) exactly matches (34).

Plugging (B.4) and (B.7) into (B.3) and then inserting the
result together with (B.2) into (B.1), one achieves

H = e−ϒ tV∧I Δj j/PTηTI − S − 1ð ÞK U , PTð Þ +K H, PTð Þf g Δj j
h i
� 1 − e−ϒ tV∧I /PTηTI
	 
N− Δj j

:

ðB:13Þ
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Because W = ΞPT
fHg and PT =min ððQp/gTRÞ, PpÞ, by

replacing PT with min ððQp/gTRÞ, PpÞ in the formula of H
and averaging H over the random variable gTR, one obtains
the single-integral formula ofW as (29). As such, the proof is
completed.
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This paper investigates a secure wireless-powered sensor network (WPSN) with the aid of a cooperative jammer (CJ). A power
station (PS) wirelessly charges for a user equipment (UE) and the CJ to securely transmit information to an access point (AP) in
the presence of multiple eavesdroppers. Also, the CJ are deployed, which can introduce more interference to degrade the
performance of the malicious eavesdroppers. In order to improve the secure performance, we formulate an optimization
problem for maximizing the secrecy rate at the AP to jointly design the secure beamformer and the energy time allocation. Since
the formulated problem is not convex, we first propose a global optimal solution which employs the semidefinite programming
(SDP) relaxation. Also, the tightness of the SDP relaxed solution is evaluated. In addition, we investigate a worst-case scenario,
where the energy time allocation is achieved in a closed form. Finally, numerical results are presented to confirm effectiveness of
the proposed scheme in comparison to the benchmark scheme.

1. Introduction

Internet of things (IoT) has been considered one of the
appealing paradigms for future wireless network which
significantly improves massive connectivity for the sensor
devices [1]. However, the IoT devices suffer from energy-
constrained issues. In this case, the devices in an IoT net-
work will disconnect the IoT server due to limited battery
size in this low-energy consumption nature. In a variety of
IoT applications, e.g., those enabling the smart manufac-
tures, due to the life cycle of the IoT devices which is
approximately 10 to 20 years or more, it has led to
severely demanding battery life constraints. Therefore,
energy efficiency has been one of the main challenges in
IoT networks [2].

On the other hand, reliable data transmission for IoT net-
works has become increasingly important, especially in vari-

ous civilian and military applications. For secured IoT
networks, the IoT devices guarantee a reliable connection
with the access point to safeguard the private information,
such as credit card transaction, online personal data, and mil-
itary intelligent transmissions [3]. As a matter of fact, infor-
mation security has become an essential part of the IoT
system. Conventionally, a reliable wireless network is guar-
anteed via conventional cryptographic techniques which are
implemented in the network layer. Nevertheless, due to the
inherent quality of wireless transmission, it will incur large
overhead as well as various issues in the key distribution
and management to build a reliable link [4, 5]. As an
alternative approach, physical layer security has been
developed to provide the secrecy capacity metric by exploit-
ing information-theoretical fundamentals [3]. In recent
years, a variety of resource allocation algorithms have been
developed in physical layer security scenarios to improve

Hindawi
Wireless Communications and Mobile Computing
Volume 2020, Article ID 8859264, 12 pages
https://doi.org/10.1155/2020/8859264

https://orcid.org/0000-0003-2736-8609
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8859264


the secrecy performance of the wireless networks. Addition-
ally, physical layer security has also been studied in the sce-
nario of multiantenna [5–7]. In secure communications, the
transmit power efficiency plays a key role to enhance the
secrecy capacity. Ideally, the transmit power at the base sta-
tion (BS) is minimized to satisfy the transmission require-
ment on achievable secrecy rate [8, 9]. Recently, the
reliability and security of wireless system have been consid-
ered in [10, 11], which can be applied in IoT applications. In
[10], cooperative dual-hop nonorthogonal multiple access
(NOMA) was investigated, where the transceivers consider a
detrimental factor of in-phase and quadrature-phase imbal-
ance (IQI). A decode-and-forward (DF) relay was employed
to assist the secure communication between the source and
destination. To characterize the performance of this system,
exact and asymptotic analytical expressions for the outage
probability (OP) and intercept probability (IP) are derived
in terms of the closed-form expression. Integrating ambient
backscatter (AmBC) into the NOMA system has been investi-
gated in [11], where the source is aimed at communicating
with two NOMA users in the presence of an eavesdropper.
A more practical case is that nodes and backscatter device
(BD) suffer from IQI.

Wireless-powered communication networks (WPCNs),
as an enabler of energy harvesting, have been considered
one of the promising techniques to deal with the energy-
constrained issue in the IoT system. In WPCNs, large
amounts of IoT devices are deployed to collect the energy
from dedicated energy sources to supply wireless charging
services for the IoT sensor nodes via radio frequency (RF)
wireless energy transfer (WET) [2]. In recent years, there
has been a variety of existing literature focused on how to
effectively use the harvested energy to improve system per-
formance [12–16]. In [12], a generic transmission WPCN
was proposed, where a “harvest-then-transmit” was investi-
gated. In this WPCN, the devices first harvest energy via
the RF signals broadcast by an AP in the downlink and then
implement wireless information transfer (WIT) in the
uplink. In response to the doubly near-far effect in [12],
the proportional fairness is explored by jointly designing
power and time allocation in [13]. In [14], the WPCN appli-
cation in AmBC was investigated, where wireless-powered
IoT devices can collect energy and transmit their own infor-
mation using the primary signal. By exploiting the energy
supply among devices, a new wireless-powered chain model
was proposed in IoT networks, where the IoT devices not
only transmit information to the AP but also extract the
energy from the RF signal of others [15]. In addition, a non-
linear energy harvesting model was proposed to maximize
sum throughput and the minimum individual throughput
for all wireless-powered users [16]. Moreover, a group of
power stations (PSs) are composed of a dedicated WET net-
work which is deployed to coordinate WIT networks in the
vicinity [17, 18]. Specifically, these IoT devices can achieve
more energy benefits from these PSs to prolong their own
battery life via wireless charging, which outperform the tra-
ditional battery-powered counterparts. The WPCN high-
lights its advantage to reduce the operational cost and
improves the robustness of wireless communication net-

works, which is more suitable for the low energy use cases,
named wireless-powered sensor networks (WPSNs) [1].
Recently, a worst-case secure WPCN has been considered,
where the eavesdroppers intercept the legitimate informa-
tion between a H-AP and the user, and the jammer node acts
as an artificial noise to interfere eavesdroppers by utilizing
its harvested energy [19]. Moreover, multiple-input single-
output (MISO) simultaneous wireless information and
power transfer (SWIPT) has been investigated to integrate
the energy harvesting user with security requirement [20–
22]. In [20], secrecy energy efficiency maximization was
exploited with an energy harvesting receiver, where the for-
mulated problem is fractional programming and can be
reformulated into difference of concave (DC) functions.
Thus, the successive convex approximation and Dinkel-
bach’s algorithm are employed to iteratively solve this opti-
mization problem. An artificial noise- (AN-) aided secure
SWIPT was investigated to improve the secure performance
and energy harvesting efficiency under channel certainty of
the eavesdroppers [21]. In [22], the outage-constrained
robust secure design was studied, where the energy receivers
can overhear the desired information which can be treated
as potential eavesdroppers. Although the abovementioned
works have investigated the WPCN integrated with some
promising techniques, the reliable information transfer
supported by WPCN still remains a performance bottle-
neck. Thus, integration of WPCN with the secure commu-
nications is a promising solution to address the energy-
constraint and reliable issues simultaneously. Also, it is
noted that the secure transmission of the IoT devices can
be guaranteed by the wireless charging service. To the best
of our knowledge, there have been no published works
that model and investigate this secure WPCN in IoT sys-
tem, which motivates this work.

In this paper, we investigate a cooperative jamming-
(CJ-) aided secure WPSN. In particular, a multiantenna
PS employs an energy beamforming to offer wireless
charging services for a user equipment (UE) (i.e., IoT
device) as well as a CJ node, and then, the UE utilizes
the harvested energy to build a secure communication link
with the AP when there existed multiple eavesdroppers.
Meanwhile, the CJ uses the harvested energy to introduce
interference, so that the reception of the eavesdroppers can
be degraded. For this communication model, the main
contributions of this paper are summarized as follows:

(1) First, it is aimed at maximizing the achievable secrecy
rate to jointly design the energy beamforming and
time allocation. Due to the nonconvex property of
the formulated problem, it cannot be solved directly.
In order to circumvent this nonconvexity, we first
analyze the feasibility of the optimal time allocation
for the given energy beamforming. Next, we propose
a global optimal scheme where the energy beamform-
ing is optimally designed for a given time allocation.
This reformulated problem is further divided into a
two-level optimization problem via introducing an
auxiliary variable. Specifically, this formulated optimi-
zation problem can be solved via a semidefinite
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programming (SDP) relaxation and one-dimensional
line search. In addition, the optimal time allocation
can be achieved via numerical search

(2) Second, a novel low-complexity scheme is exploited,
which is based on a worst-case scenario, i.e., eaves-
droppers’ noise-free signal. The time allocation can
be derived in terms of closed-form expression via
Lambert W function, while the energy beamforming
can be achieved via similar relaxation with a global
optimal scheme. Numerical results are demonstrated
to validate the proposed scheme

The remainder of this paper is organized as follows. In
Section 2, we introduce the system model and formulate
the problem. In Section 3, we present the global optimal
solution for the original problem. We propose the low-
complexity scheme for the formulated problem in Section
4. In Section 5, we provide numerical results to evaluate the
proposed scheme. Finally, the conclusions of this paper are
presented in Section 6.

2. System Model

In this section, we investigate a CJ-aided secure WPSN as
shown in Figure 1. Specifically, a power station (PS), pow-
ered by a stable energy supply (i.e., microgrid), wirelessly
charges for a user equipment (UE), which utilizes its har-
vested energy to establish a secure transmission link with
an access point (AP) overheard by multiple eavesdroppers
(this system model practically fits within the civilian and
military applications. Specifically, the UE is regarded as a
smart sensor node embedded into the smart wearable
devices, which harvests the energy to support monitor per-
sonal private information transmitted to the access point.
Also, this UE acts as a low-power sensor node deployed
in the battlefield which needs to collect the energy service
from the PS to transmit the intelligence information mon-
itored by the UE to the AP). In this paper, we assume that
the UE employs the linear energy harvesting. This is due
to the fact that this assumption practically holds when
the harvested energy at the UE is relatively lower than
its battery capacity. Meanwhile, a dedicated CJ is deployed
to collect the energy from the PS to introduce addition
interference to degrade the reception of the eavesdroppers.
We consider the case that the PS is equipped with NPS
transmit antennas, while all the other nodes use a single
antenna. In this paper, we consider quasistatic flat-fading
channel model, where all channel gains remain constant
during each time block. We assume that h, gJ , hs, he,k, l J ,
and f J ,k are denoted as the channel coefficients between the
PS and the UE, the PS and the jammer, the UE and the AP,
the UE and the kth eavesdropper, the jammer and the AP,
and the jammer and the kth eavesdropper, respectively. A
well-known “harvesting-then-transmit” protocol is consid-
ered in downlinkWPT phase and uplinkWIT phase. We also
assume that the whole transmission time block is T . In the
WET phase, i.e., θ ∈ ð0, 1Þ, the PS wirelessly charges for the
UE and the jammer; thus, the harvested energy at the UE

and the jammer can be written, respectively, as

EIT = ηPs hHw
�� ��2θ,

EJ = ηPs gJw
�� ��2θ, ð1Þ

where η ∈ ð0, 1� accounts for the energy efficiency at the UE
and the jammer, w denotes the normalized energy beam-
forming at the PS, and Ps is the transmit power at the PS.
Accordingly, the transmit power at the UE and the jth
jammer is given by, respectively,

PIT =
ηPs hHw
�� ��2θ
T − θ

,

PJ =
ηPs gJw
�� ��2θ
T − θ

:

ð2Þ

During theWIT phase, i.e., T − θ, the UE and the jammer
utilize the harvested energy to perform the information
transfer. Specifically, the UE transmits the confidential infor-
mation to the AP when there existed multiple eavesdroppers
during the WIT phase; meanwhile, the CJ introduces the
interference, so that the reception of the eavesdroppers is
degraded. Noting that, the jammer guarantees that there is
no interference leakage to the AP, i.e., the jammer is dedi-
cated to help the UE to interfere with the eavesdropper,
where there is a cooperation between the AP and the jammer
such that the AP can decode the interference signal from the
jammer. Thus, we write the mutual information at the AP
and the kth eavesdropper, respectively, as follows:

Ru w, θð Þ = log2 1 +
ηθPs hHw

�� ��2 hsj j2
T − θð Þσ2

s

 !

= log2 1 +
θ

T − θ
Xs wð Þ

� �
,

ð3Þ
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Figure 1: System model.
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Re,k w, θð Þ = log2 1 +
ηθPs hHw

�� ��2/T − θ
� �

he,k
�� ��2

ηθPs gHJ w
�� ��2/T − θ

� �
f J ,k
�� ��2 + σ2e

0@ 1A
= log2 1 +

ηθPs hHw
�� ��2 he,k�� ��2

θ Psη gHJ w
�� ��2 f J ,k

�� ��2 − σ2e,k

� �
+ Tσ2e

0@ 1A
= log2 1 +

θXe,k wð Þ
θ XJ ,k wð Þ − 1
� �

+ T

 !
,

ð4Þ
where

Xs wð Þ = ηPs hsj j2 hHw�� ��2
σ2s

,

Xe,k wð Þ = ηPs he,k
�� ��2 hHw�� ��2

σ2
e

,

Xj,k wð Þ = ηPs f J ,k
�� ��2 gHJ w�� ��2

σ2e
:

ð5Þ

From (3), the achievable secrecy rate at the AP can be
expressed as

Rs w, θð Þ = Ru − max
k∈ 1,K½ �

Re,k

	 
+
: ð6Þ

Thus, we formulate the secrecy throughput maximization
subject to the energy beamformer and time allocation
constraints, which is given by

max
θ,w

  T − θð ÞRs w, θð Þ ð7Þ

s:t:  wk k2 ≤ 1, 0 < θ < 1: ð8Þ
Problem (7) is nonconvex due to its objective function;

thus, it cannot be solved directly. In order to address this
problem, we employ a two-layer approach to globally obtain
the optimal time allocation θ and energy beamformer w. We
further provide a worst-case scenario and obtain the closed-
form expression of the optimal time allocation.

3. Global Optimal Solution to (7)

In this section, we propose a global optimal scheme to solve
problem (7). Specifically, the energy beamforming can be
optimally designed for given time allocation, which is refor-
mulated into two level subproblems. The inner level problem
can be solved by using an SDP, and the outer level problem is
a single-variable optimization problem, which employs a
one-dimensional line search to achieve the optimal energy
beamforming. In addition, the time allocation can be
optimally designed via numerical search.

3.1. Feasibility Analysis. In this subsection, we characterize
the feasibility of time allocation of problem for the given

energy beamforming w. Thus, the following lemma is
required to exploit the feasibility of problem (7).

Lemma 1. For a given w, problem (7) is feasible for θmin < θ
< 1, where

θmin = arg max
k∈ 1,K½ �

Xe,k wð Þ − Xs wð Þ
Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ : ð9Þ

Proof. In order to show the feasibility of (7), it is achieved
from (6) that Rs > 0 such that we have

Ru − Re,k > 0, ∀k. Thus,

θ

T − θ
Xs wð Þ > θXe,k wð Þ

θ XJ ,k wð Þ − 1
� �

+ T
, ð10Þ

θ Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ� �
θ

�
−T Xe,k wð Þ − Xs wð Þð Þ� > 0:

ð11Þ
From (11), we have two cases, i.e., XsðwÞXJ ,kðwÞ − XsðwÞ

+ Xe,kðwÞ ≤ 0and XsðwÞXJ ,kðwÞ − XsðwÞ + Xe,kðwÞ > 0. First,
we discuss the case XsðwÞXJ ,kðwÞ − XsðwÞ + Xe,kðwÞ ≤ 0,
which results in Xe,kðwÞ − XsðwÞ < 0 due to XsðwÞXJ ,kðwÞ >
0. In order to guarantee Ru − Re,k > 0, one of the following
inequalities should be satisfied:

θ > 0,

Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ = 0,

0 < θ < 1 <
Xe,k wð Þ − Xs wð Þ

Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ ,

Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ < 0:

8>>>>>>><>>>>>>>:
ð12Þ

Then, we discuss the second case XsðwÞXJ ,kðwÞ − XsðwÞ
+ Xe,kðwÞ > 0. In order to guaranteeRu − Re,k > 0, one of the
following inequalities should hold:

∀k,

θ > 0,

Xe,k wð Þ − Xs wð Þ < 0,

Xe,k wð Þ − Xs wð Þ
Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ ≤ θ < 1,

Xe,k wð Þ − Xs wð Þ ≥ 0:

8>>>>>>><>>>>>>>:
ð13Þ

From the abovementioned results, we obtain

θmin ≤ θ < 1, ð14Þ

where

θmin = arg max
k∈ 1,K½ �

Xe,k wð Þ − Xs wð Þ
Xs wð ÞXJ ,k wð Þ − Xs wð Þ + Xe,k wð Þ : ð15Þ

By exploiting Lemma 1, we can derive the optimal
time allocation through one-dimensional line search over
θ ∈ ðθmin,1Þ.
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3.2. Global Optimal Scheme. In the previous subsection, we
characterize the feasibility condition for the formulated
problem (7) to obtain optimal time allocation. To proceed,
we optimize the energy beamformer w in (7) for a given time
allocation θ, which is written as

max
w

 Rs ð16Þ

s:t:  wk k2 ≤ 1: ð17Þ
Problem (16) is nonconvex in terms of w such that it

cannot be solved directly. To tackle it, we propose a global
optimal scheme via employing two-dimensional line search
and SDP relaxation. First, we fix the time allocation θ and
introduce an auxiliary variable t such that problem (16) can
then be rewritten as

R∗
s =max

w,t
log2 1 +

θ

T − θ
Xs wð Þ

� �
+ log2 tð Þ

s:t:  max
k∈ 1,K½ �

log2 1 +
θXe,k wð Þ

θ XJ ,k wð Þ − 1
� �

+ T

 !
≤ log2

1
t

� �
,

wk k2 ≤ 1:
ð18Þ

Although we have introduced an auxiliary variable t to
reformulate problem (16), it is still nonconvex and intracta-
ble. In order to circumvent this issue, problem (16) can be
divided into two-level subproblems, which can be given by
the following:

(1) Outer level: the outer level subproblem is given by

R∗
s =max

t
log2 1 + Γ tð Þð Þ + log2 tð Þ ð19Þ

s:t: tmin ≤ t ≤ 1, ð20Þ

where ΓðtÞ = ðθ/ðT − θÞÞXsðwÞ and tmin denote the
lower bound of variable t. Note that this lower bound
can be easily derived as tmin = ð1 + ðηθPsjhsj2khk2Þ/
ððT − θÞσ2

s ÞÞ−1 [23].
(2) Inner level: for a given t, the inner level subproblem is

written as

Γ tð Þ =max
w

ηθPs hsj j2 hHw�� ��2
T − θð Þσ2

s

ð21Þ

s:t:  max
k∈ 1,K½ �

log2 1 +
ηθPs hHw

�� ��2 he,k�� ��2
θ Psη gHJ w

�� ��2 f J ,k
�� ��2 − σ2

e

� �
+ Tσ2

e

0@ 1A ≤ log2
1
t

� �
,

ð22Þ
wk k2 ≤ 1: ð23Þ

From (19), the outer level subproblem is a single-variable
optimization problem in terms of t with interval t ∈ ½tmin, 1�,
which is tackled via one-dimensional line search, while the
inner level subproblem (21) is still nonconvex due to its
constraint with any feasible t. In the following, we will tackle
the inner stage problem (21) to optimally design the energy
beamforming w.

3.3. Optimal Solution to (21). In this subsection, we consider a
SDP relaxation to optimally solve the inner stage problem
(21). First, let us denote W = wwH; problem (21) can be
relaxed as

Γ tð Þ =max
W≥0

ηθPs hsj j2Tr hhHW
� �

T − θð Þσ2
s

s:t:  log2 1 +
ηθPs he,k

�� ��2Tr hhHW
� �

θ Psη f J ,k
�� ��2Tr gJgHJ W

� �
− σ2e

� �
+ Tσ2

e

0@ 1A ≤ log2
1
t

� �
,

ð24aÞ
Tr Wð Þ ≤ 1, ð24bÞ

rank Wð Þ ≤ 1: ð24cÞ
Problem (24) is intractable due to (24a) and (24c). To

proceed, by exploiting a few of the mathematical manipula-
tions to tackle (24a), (24) can be equivalently modified as

eΓ tð Þ =max
W≥0

Tr hhHW
� �

ð25Þ

s:t: ηθPs he,k
�� ��2Tr hhHW

� �
− θ

1
t
− 1

� �
Psη f J ,k
�� ��2Tr gJgHJ W

� �
− σ2e

� �
−

1
t
− 1

� �
Tσ2e ≤ 0, ∀k,

ð26Þ

17bð Þ, 17cð Þ: ð27Þ

Note that Γ∗ = ðηθPsjhsj2/ðT − θÞσ2
s ÞeΓ∗

. Problem (25) is
an SDP; by ignoring the nonconvex rank-one constraint,
we adopt an interior-point approach to solve it [24]. To pro-
ceed, the condition of the optimality to the problem is char-
acterized by showing that problem (24) yields a rank-one
solution [25]. By exploiting the two-level-based SDP
approach, we solve problem (16) for a given time allocation
θ. Then, we consider the optimal solution of the time alloca-
tion θ, where problem (7) is equivalently formulated as

max
θ

  T − θð Þ log2 1 +
θ

T − θ
Xs

� �
− log2 1 +

θXe

θ XJ − 1
� �

+ T

 !" #
,

ð28Þ

s:t: θmin < θ < 1, ð29Þ
where Xe  = argmaxk∈½1,K�Xe,k and XJ = argmink∈½1,K�XJ ,k. For
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convenience and without loss of generality, we substitute
Xl intoXlðwÞ, l ∈ fs, e, jg.

4. Low-Complexity Scheme

In the previous section, we exploited a global optimal scheme
to solve problem (7) via the SDP approach and two-
dimensional search. However, this scheme involves two-
dimensional search for the slack variable t and time alloca-
tion θ, respectively, which introduces a higher computational
complexity and is time-consuming. In order to tackle this
issue, in this section, we propose a novel low-complexity
approach to obtain the optimal time allocation θ in terms
of a closed-form expression. This approach can effectively
reduce the complexity, since it only involves one-
dimensional line search for the slack variable t.

4.1. Optimal Solution to Low-Complexity Scheme. In this sub-
section, we propose a novel low-complexity scheme to solve
problem ((7)), which assumes that the noise-free signal is
available at the eavesdroppers, i.e.,σ2e,k = 0, ∀k. In order to
implement the low-complexity scheme, we first rewrite the
worst-case secrecy rate as

Rwc = log2 1 +
θ

T − θ
Xs wð Þ

� �	
−max
k∈ 1,K½ �

log2 1 +
�Xe,k wð Þ
�XJ ,k wð Þ

� �
+
,

ð30Þ

where �Xe,k = ηPsjhe,kj2jhHwj2 and �XJ ,k = ηPsj f J ,kj2jgHJ wj2.
Thus, the worst-case secrecy rate maximization problem
can be formulated as

max
w,θ

  T − θð ÞRwc ð31Þ

s:t:  wk k2 ≤ 1, 0 < θ < 1: ð32Þ

Problem (31) is not jointly convex for the coupled vari-
ables w and θ. Similar to Section 3, we first fix the time allo-
cation to optimally design the energy beamforming w, which
is omitted here to conserve space. To proceed, we propose the
optimal time allocation in a closed form for problem (31)
with a given w. Note that (30) provides a lower bound of
the achievable secrecy rate Rs, i.e., Rs ≥ Rwc. By exploiting
the SDP relaxation to design energy beamforming w, the
worst-case secrecy rate can be modified as

Rwc = log2 1 +
θ

T − θ
Xs

� �
− log2 1 +

�Xe
�XJ

� �	 

, ð33Þ

where �Xe  = argmaxk∈½1,K��Xe,kðwÞ and �XJ = argmink∈½1,K��XJ ,k

ðwÞ. And problem (31) can be rewritten for a given w as

max
θ

 R̂wc θð Þ = T − θð Þ log2 1 +
θ

T − θ
Xs

� �
− log2 1 +

�Xe
�XJ

� �	 

ð34Þ

s:t: θmin < θ < 1, ð35Þ

where θmin = �Xe/ðXS
�XJ + XeÞ. It is worth noting that prob-

lem ((34)) is a special case of ((28)) with the eavesdrop-
pers’ noise-free signal, which incurs an upper bound of
the eavesdroppers’ achievable rate. It is verified that prob-
lem (28) is convex in terms of time allocation θ. We first
consider that the first-order derivative of the objective
function in (28) equals to zero, which is given by

∂�Rwc
∂θ

= − log2 1 +
θ

T − θ
Xs

� �
− log2 1 +

�Xe
�XJ

� �	 

−

1
ln 2

TXs

1 + θ/T − θð ÞXsð Þ T − θð Þ = 0,
ð36Þ

1 +
θ

T − θ
Xs

� �
ln 1 +

θ

T − θ
Xs

� �
− 1 +

θ

T − θ
Xs

� �
� 1 + ln 1 +

�Xe
�XJ

� �	 

= Xs − 1:

ð37Þ
To proceed reformulation, let z = 1ð+θ/ðT − θÞÞXs; (37)

is equivalently modified as

z ln z − z 1 + ln 1 +
�Xe
�XJ

� �	 

= Xs − 1: ð38Þ

The following equations can be derived via a few of
the exponential transformations:

ez ln z−ln e 1+ �Xe/�XJð Þð Þð Þ½ � = eXs−1 ⇒ ez ln z/ e 1+ �Xe/�XJð Þð Þð Þð Þ = eXs−1

⇒ e z/ e 1+ �Xe/�XJð Þð Þð Þð Þ ln z/ e 1+ �Xe/�XJð Þð Þð Þð Þ

= e Xs−1ð Þ/e 1+ �Xe/�XJð Þð Þ

⇒ eln z/ e 1+ �Xe/�XJð Þð Þð Þð Þ ln z

e 1 + �Xe/�XJ

� �� � !

=
Xs − 1

e 1 + �Xe/�XJ

� �� � :
ð39Þ

By exploiting Lambert W function, (39) is equivalent
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to the following equality:

ln
z

e 1 + �Xe/�XJ

� �� � !
=W

Xs − 1
e 1 + �Xe/�XJ

� �� � !
, ð40Þ

where Wð·Þ represents the Lambert W function. Thus, the
optimal time allocation can be derived as

θ∗ =
eW Xs−1ð Þ/ e 1+ �Xe/�XJð Þð Þð Þð Þ+1 1 + �Xe/�XJ

� �� �
− 1

h i
T

Xs − 1 + eW Xs−1ð Þ/ e 1+ �Xe/�XJð Þð Þð Þð Þð Þð Þ+1 1 + �Xe/�XJ

� �� � :
ð41Þ

By exploiting the property of the Lambert W function
eWðxÞ = x/WðxÞ, (41) can be further equivalently simplified as

θ∗ =
1 −W Xs − 1ð Þ �XJ / �Xe + �XJ

� �
e

� �� �� �
/ Xs − 1ð Þ� �

T

W Xs − 1ð Þ �XJ / �Xe + �XJ

� �
e

� �� �
+ 1

� � :

ð42Þ

By exploiting (42), we derived the optimal time allocation
in terms of a closed-form expression for given energy beam-
forming w. Thus, in order to optimally obtain the worst-case
achievable secrecy rate, we present an alternating optimization
algorithm to iteratively design energy beamforming w and
time allocation θ, respectively, which is guaranteed to con-
verge to satisfy the Karush-Kuhn-Tucker (KKT) conditions
of problem (31) .

4.2. Special Case. In the previous subsection, we have opti-
mally designed the time allocation in terms of a closed-
form expression to propose the low-complexity schemes.
This optimal time allocation fits within generic worst cases
of the achievable secrecy rate. In this subsection, we charac-
terize the optimal time allocation for two special cases in
terms of signal-to-interference-plus-noise ratio (SINR)
regions of the eavesdroppers. First, we derive the optimal
time allocation in low-SINR region, e.g., �Xe  < <�XJ . Thus,
according to (42), the optimal time allocation can be further
approximated as

θ∗low =
1 − W Xs − 1ð Þ/eð Þ/ Xs − 1ð Þð Þ½ �T

W Xs − 1ð Þ/eð Þ + 1
: ð43Þ

The optimal solution (43) releases a fact that secure
WPSN system is degraded into the conventional WPSN-
based rate maximization, where the jamming node intro-
duces extra interference which has a prominent role to design
the time allocation similar to the case that the reception of the
eavesdroppers is too small to be ignored. In addition, the sce-
nario of higher-SINR region at the eavesdroppers is charac-
terized, where �Xe≫ �XJ holds. Thus, for the higher SINR

case, (42) can be further simplified as

θ∗high =
1 −W Xs − 1ð Þ �XJ /e�Xe

� �� �
/ Xs − 1ð Þ� �

T

W Xs − 1ð Þ�XJ /e�Xe + 1
� � : ð44Þ

This scenario unveils the fact that more energy time is
allocated to the WPT phase for the UE while the jamming
node also needs more sufficient energy collected from the
PS to introduce extra interference to degrade the reception
of the eavesdroppers.

5. Numerical Results

In this section, we present the numerical results to evaluate
the performance of the proposed scheme in the secure
WPSN system. In simulation, we take into consideration
the system deployment as shown in Figure 2 to describe
the system model, where the PS, the UE, the CJ, and the
AP are located ðXP S, YP SÞ = ð−50, 0Þ, ðXUE, YUEÞ = ð0, 0Þ,
and ðXJ , Y JÞ = ð20, 8Þ, and ðXAP, YAPÞ = ð50, 0Þ, respectively.
Also, all of eavesdroppers are located at ðXE,k, YE,kÞ = ð30,
n ∗ l/2Þ when n = 1,⋯, 2 ∗ k + 1, or ðXE,k, YE,kÞ = ð30,−ðn −
1Þ ∗ k/2Þ when n = 2,⋯, 2 ∗ k, where l denotes the interval
between two neighbouring eavesdroppers. The channel coef-
ficient is composed of distance-dependent path loss model
and small-scale fading, where the path loss model is set to
PL = Ad−κ, where A = 10−3, κ is the path loss exponent, and
d represents the distance between any two devices, i.e., the
PS and UE, the PS and the CJ, the UE and the AP, the UE
and the eavesdroppers, and the CJ and the eavesdroppers.
All small-scale channel coefficients are generated to follow
Rayleigh fading. Also, we set Ps = 20 dBm, η = 0:8, and σ2 =
σ2 = −150dBm unless otherwise stated. In order to highlight
the proposed scheme, we evaluate the performance of the
benchmark schemes in comparison to the proposed scheme.
Specifically, we take into consideration two benchmark
schemes: (1) maximum ratio transmission (MRT) scheme,
in this way, the direction of the energy beamformer is consis-
tent with channel h; (2) equal time allocation (ET) scheme,
where the transmission time is equally allocated for both
WET and WIT durations.

PS

(XPS, YPS) (XUE, YUE)

UE

(XJ, YJ)

Eve 2k+1

(XE,k, YE,k) AP

CJ

(XAP, YAP)

Eve 2k

...

...

...

Figure 2: System deployment.

7Wireless Communications and Mobile Computing



First, Figure 3 presents the achievable secrecy rate versus
transmit power at the PS Ps. From this figure, it can be seen
that the achievable secrecy rate increases with Ps in terms

of each scheme. This releases that larger transmit power at
the PS can guarantee the reliability of the WIT. Also, the pro-
posed low-complexity scheme can achieve the same
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achievable secrecy rate as the global optimal scheme, which
validates the correctness and effectiveness of the derivations
in Section 4. In addition, we evaluate the performance of
the proposed scheme against the benchmark schemes, it is

shown that the proposed scheme is superior to the MRT
scheme and outperforms the ET scheme in terms of the
achievable secrecy rate. This effectively highlights the impor-
tance of the optimal time allocation in our proposed scheme.
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Next, we evaluate the impact of the noise power of eaves-
droppers σ2

eon the achievable secrecy rate in Figure 4. These
results clearly show that, if the noise power σ2e is relatively
low, the proposed low-complexity scheme has the same
performance with the global optimal scheme in terms of
achievable secrecy rate. As σ2e increases, the proposed
low-complexity scheme shows a degradation in terms of
the achievable secrecy rate in comparison to the global
optimal scheme. This is due to the fact that the eavesdrop-
pers are not able to decode the overheard signal in the
high-noise power region σ2e , such that the low-complexity
scheme can be considered in a low-noise power region to
design a secure WPSN. Also, the low-complexity scheme
slightly outperforms the MRT scheme and obtains higher
achievable secrecy rate than the ET scheme.

Then, the impact of the deployment of the UE, the eaves-
droppers, and the CJ on the achievable secrecy rate is evalu-
ated. In Figure 5, the achievable secrecy rate versus the x
-coordinate of the UE XUE is presented, where the achievable
secrecy rate first decreases and then has an increasing trend
after XUE = 20m for each scheme. This confirms the optimal
deployment of the UE, where the UE is deployed nearer to
the AP or PS to gain a higher achievable secrecy rate. In
Figure 6, we present that the achievable secrecy rate versus
the x-coordinate of the eavesdroppers XE, where the
achievable secrecy rate has an obviously decreasing trend
and then increases after XE = 0m for each scheme; also,

the achievable secrecy rate gradually achieves a stable trend
after approximately XE = 12m. Similar arguments in
Figures 5 and 6 can be justified with Figure 3, where the
proposed low-complexity scheme achieves the same perfor-
mance with the global optimal scheme and outperforms the
MRT and ET schemes in terms of the achievable secrecy
rate.

Finally, the impact of the deployment of the CJ has been
evaluated. Specifically, Figure 7 shows that the achievable
secrecy rate has a decreasing trend when the x-coordinate
of the CJ XJ is small and increases as XJ is located from
-15m to 15m and then will decline again after that. This
confirms the optimal deployment of the CJ, where it is
deployed nearer to the PS or in the vicinity of the UE to
achieve a higher achievable secrecy rate. This is because this
deployment enables the CJ to obtain a higher energy har-
vesting efficiency to introduce a higher interference to
degrade the reception of the eavesdroppers. In addition,
the proposed low-complexity scheme is matched with the
global optimal scheme, as well as outperforms the MRT
and the ET schemes in terms of the achievable secrecy rate.

6. Conclusion

This paper investigated a secure WPSN with the assistance
of a CJ. The PS provides wireless energy for a UE and the
CJ to secure information transfer to the AP and introduce
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extra interference to the eavesdroppers, respectively. Our
aim is to jointly design the secure beamformer and the
energy time allocation via maximizing the secrecy through-
put at the AP. Due to nonconvexity of the formulated prob-
lem, we first propose a global optimal solution which
employs the semidefinite programming (SDP) relaxation.
In addition, we investigate a worst-case scenario, where
the closed-form expression of energy time allocation is
derived. Finally, our proposed schemes have been validated
through the numerical results, which highlight that the
jammer plays an improving role in the secure WPSN.

Data Availability

The (Matlab) data used to support the findings of this study
are available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

Acknowledgments

This work was supported in part by the Xinjiang Uygur
Autonomous Region Natural Science Foundation Project
(2019D01C033), National Natural Science Foundation Pro-
ject (61771416 and U1903213), the Basic and Frontier Tech-
nology Research Project of Henan Province, and 2020
Science and Technology Research Project of Henan Province
(202102210122); in part by the Natural Science Foundation
of China (NSFC) under Grant 61901370; in part by the Spe-
cial Research Project of Education Department of Shanxi
Province under Grant 19JK0794; and in part by the Open
Fund of the Shanxi Key Laboratory of Information Commu-
nication Network and Security under Grant ICNS201801.

References

[1] Z. Chu, F. Zhou, Z. Zhu, R. Q. Hu, and P. Xiao, “Wireless pow-
ered sensor networks for internet of things: maximum
throughput and optimal power allocation,” IEEE Internet of
Things Journal, vol. 5, no. 1, pp. 310–321, 2018.

[2] S. Bi, C. K. Ho, and R. Zhang, “Wireless powered communica-
tion: opportunities and challenges,” IEEE Communications
Magazine, vol. 53, no. 4, pp. 117–125, 2015.

[3] Y. Wu, A. Khisti, C. Xiao, G. Caire, K.-K. Wong, and X. Gao,
“A survey of physical layer security techniques for 5G wire-
less networks and challenges ahead,” IEEE Journal on
Selected Areas in Communications, vol. 36, no. 4, pp. 679–
695, 2018.

[4] K. Cumanan, Z. Ding, B. Sharif, G. Y. Tian, and K. K. Leung,
“Secrecy rate optimizations for a MIMO secrecy channel with
a multiple-antenna eavesdropper,” IEEE Transactions on
Vehicular Technology, vol. 63, no. 4, pp. 1678–1690, 2014.

[5] Z. Chu, K. Cumanan, Z. Ding, M. Johnston, and S. Y. Le Goff,
“Secrecy rate optimizations for a MIMO secrecy channel with
a cooperative jammer,” IEEE Transactions on Vehicular
Technology, vol. 64, no. 5, pp. 1833–1847, 2015.

[6] Q. Li and W.-K. Ma, “Optimal and robust transmit designs for
MISO channel secrecy by semidefinite programming,” IEEE
Transactions on Signal Processing, vol. 59, no. 8, pp. 3799–
3812, 2011.

[7] F. Zhou, Z. Li, J. Cheng, Q. Li, and J. Si, “Robust AN-aided
beamforming and power splitting design for secure MISO
cognitive radio with SWIPT,” IEEE Transactions on Wireless
Communications, vol. 16, no. 4, pp. 2450–2464, 2017.

[8] D. W. K. Ng, E. S. Lo, and R. Schober, “Robust beamforming
for secure communication in systems with wireless informa-
tion and power transfer,” IEEE Transactions on Wireless
Communications, vol. 13, no. 8, pp. 4599–4615, 2014.

[9] D. W. K. Ng and R. Schober, “Secure and green SWIPT in
distributed antenna networks with limited backhaul capacity,”
IEEE Transactions on Wireless Communications, vol. 14, no. 9,
pp. 5082–5097, 2015.

[10] X. Li, M. Zhao, X.-C. Gao et al., “Physical layer security of
cooperative NOMA for IoT networks under I/Q imbalance,”
IEEE Access, vol. 8, pp. 51189–51199, 2020.

[11] X. Li, M. Zhao, Y. Liu, L. Li, Z. Ding, and A. Nallanathan,
“Secrecy analysis of ambient backscatter NOMA systems
under I/Q imbalance,” IEEE Transactions on Vehicular
Technology, p. 1, 2020.

[12] H. Ju and R. Zhang, “Throughput maximization in wireless
powered communication networks,” IEEE Transactions on
Wireless Communications, vol. 13, no. 1, pp. 418–428, 2014.

[13] Y. Cheng, P. Fu, Y. Chang, B. Li, and X. Yuan, “Joint power
and time allocation in full-duplex wireless powered communi-
cation networks,”Mobile Information Systems, vol. 2016, Arti-
cle ID 4845865, 15 pages, 2016.

[14] X. Kang, Y.-C. Liang, and J. Yang, “Riding on the primary: a
new spectrum sharing paradigm for wireless-powered IoT
devices,” IEEE Transactions on Communications, vol. 17,
no. 9, pp. 6335–6347, 2018.

[15] J. Wang, X. Kang, Y. Liang, and S. Sun, “An energy harvesting
chain model for wireless-powered IoT networks,” in 2018 10th
International Conference on Wireless Communications and
Signal Processing (WCSP), pp. 1–6, Hangzhou, China, 2018.

[16] E. Boshkovska, D. W. K. Ng, N. Zlatanov, A. Koelpin, and
R. Schober, “Robust resource allocation for MIMO wireless
powered communication networks based on a non-linear EH
model,” IEEE Transactions on Communications, vol. 65,
no. 5, pp. 1984–1999, 2017.

[17] K. Huang and X. Zhou, “Cutting the last wires for mobile com-
munications by microwave power transfer,” IEEE Communi-
cations Magazine, vol. 53, no. 6, pp. 86–93, 2015.

[18] K. Huang and V. K. N. Lau, “Enabling wireless power transfer
in cellular networks: architecture, modeling and deployment,”
IEEE Transactions on Wireless Communications, vol. 13, no. 2,
pp. 902–912, 2014.

[19] J. Moon, H. Lee, C. Song, and I. Lee, “Time allocation methods
for secure wireless powered communication networks,” in
2018 IEEE 88th Vehicular Technology Conference (VTC-Fall),
pp. 1–5, Chicago, IL, USA, USA, 2018.

[20] M. Zhang, K. Cumanan, J. Thiyagalingam et al., “Energy effi-
ciency optimization for secure transmission inMISO cognitive
radio network with energy harvesting,” IEEE Access, vol. 7,
pp. 126234–126252, 2019.

[21] M. Zhang, K. Cumanan, L. Ni, H. Hu, A. G. Burr, and Z. Ding,
“Robust beamforming for AN aided MISO SWIPT system
with unknown eavesdroppers and non-linear eh model,” in

11Wireless Communications and Mobile Computing



2018 IEEE Globecom Workshops (GC Wkshps), pp. 1–7, Abu
Dhabi, United Arab Emirates, United Arab Emirates, 2018.

[22] L. Ni, X. Da, H. Hu, M. Zhang, and K. Cumanan, “Outage con-
strained robust secrecy energy efficiency maximization for EH
cognitive radio networks,” IEEE Wireless Communications
Letters, vol. 9, no. 3, pp. 363–366, 2020.

[23] Q. Li and W.-K. Ma, “Spatially selective artificial-noise aided
transmit optimization for MISO multi-eves secrecy rate maxi-
mization,” IEEE Transactions on Signal Processing, vol. 61,
no. 10, pp. 2704–2717, 2013.

[24] S. Boyd and L. Vandenberghe, Convex Optimization, Cam-
bridge University Press, Cambridge, UK, 2004.

[25] Z. Chu, Z. Zhu, M. Johnston, and S. Y. Le Goff, “Simultaneous
wireless information power transfer for MISO secrecy chan-
nel,” IEEE Transactions on Vehicular Technology, vol. 65,
no. 9, pp. 6913–6925, 2016.

[26] Q. Li, M. Hong, H.-T. Wai, Y.-F. Liu, W.-K. Ma, and Z.-
Q. Luo, “Transmit solutions for MIMOwiretap channels using
alternating optimization,” IEEE Journal on Selected Areas in
Communications, vol. 31, no. 9, pp. 1714–1727, 2013.

12 Wireless Communications and Mobile Computing



Research Article
Interference Minimization Resource Allocation for V2X
Communication Underlaying 5G Cellular Networks

Xiaoqin Song,1 Kuiyu Wang,1 Lei Lei ,1 Liping Zhao,2 Yong Li,2 and Jiankang Wang3

1College of Electronic and Information Engineering, Nanjing University of Aeronautics and Astronautics, Nanjing, China
2The 63rd Research Institute of National University of Defense Technology, China
3Samsung Research China-Beijing (SRC-B), Beijing, China

Correspondence should be addressed to Lei Lei; leilei@nuaa.edu.cn

Received 22 January 2020; Accepted 4 May 2020; Published 4 September 2020

Academic Editor: Xingwang Li

Copyright © 2020 Xiaoqin Song et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this paper, the resource allocation for vehicle-to-everything (V2X) underlaying 5G cellular mobile communication networks is
considered. The optimization problem is modeled as a mixed binary integer nonlinear programming (MBINP), which minimizes
the interference to 5G cellular users (CUs) subject to the quality of service (QoS), the total available power, the interference
threshold, and the minimal transmission rate. To achieve that, the original MBINP is decomposed into three steps: transmission
power initialization, subchannel assignment, and power allocation. Firstly, the minimum transmission power required by the
V2X users (VUs) is set as the initial power value. Secondly, the Hungarian algorithm is used to obtain the appropriate
subchannel. Finally, an optimization mechanism is proposed to the power allocation. Simulation results show that the proposed
algorithm can not only ensure the minimal transmission rate of VUs but also further improve the CUs’ channel capacity under
the premise of guaranteeing the QoS of the CUs.

1. Introduction

Nowadays, vehicle-to-everything (V2X) communication [1],
an important main area of Internet of things (IoT) in the
intelligent transportation systems (ITS), has attracted consid-
erable attention. It is anticipated that there will be 1.5 billion
mobile-connected devices in 2020 [2], including a large num-
ber of IoT devices.

On the other hand, 3GPP is working with the cellular V2X
based on the new radio (NR) of the fifth-generation (5G) cel-
lular mobile communication networks in release 16 [3]. It is
one of typical applications of ultrareliability low-latency com-
munications (uRLLC) in 5G [4] and can extensively provide
enhanced V2X scenarios, such as vehicle platform, advanced
driving, extended sensors, and remote driving [5].

It is expected that the future V2X communication will
offer a wide range of services, such as safety applications,
road traffic management, mobile video streaming, and other
entertainment applications. This poses a greater challenge to
the reasonable allocation of radio resources for V2X commu-
nication, especially to improve the channel capacity on the

premise of ensuring the communication quality of the cellu-
lar users (CUs) [6].

There are two main spectrum sharing modes, namely, the
underlay and the overlay spectrum access [7]. In the underlay
mode, the V2X users (VUs) and the CUs can use the same
licensed spectrum at the same time, but due to simultaneous
access, the VUs inevitably cause the cochannel interference
to the CUs. Therefore, it is necessary to control the interfer-
ence of the VUs to the CUs so that the VUs can access the
licensed spectrum under the condition of guaranteeing the
quality of service (QoS) of the CUs. However, in the overlay
mode, the VUs and the CUs also share the licensed spectrum
at the same time. Different from the underlay mode, the VUs
need the relevant information of the CUs, so as to help the
CUs to send some information to compensate for their inter-
ference to the CUs, and then use the remaining time slots to
transmit their own data.

This paper focuses on the underlay mode. The V2X com-
munication [8] underlaying 5G cellular network means that
the closer VUs can bypass the 5G base station (gNB) and
establish direct communication pairs to each other. The
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VUs can transmit on the cellular spectrum subject to the tol-
erable interference to the CUs. Therefore, the underlaying
V2X communication can not only offload traffic from the
5G cellular infrastructure [9, 10] but also improve the spatial
frequency reuse and energy efficiency.

To handle the ever-increasing demand of user associa-
tions, resource allocation for V2X communication underlay-
ing 5G cellular networks [11] has attracted significant
research and industry interests. In [12], a model for 5G vir-
tualized networks in a heterogeneous cloud infrastructure is
proposed, and resource allocation is formulated as a convex
optimization problem, maximizing the overall system utility
function. Halabian proposed a joint resource allocation solu-
tion that considers a double-sided auction-based distributed
resource allocation (DS-ADRA) method [13]. Li et al. pro-
pose a method to maximize the sum of the proportional fair-
ness functions of all users, while simultaneously taking into
account factors such as the fairness, signal to interference
plus noise ratio (SINR) requirements, and severe interference
to ensure the QoS of users [14]. In [15], a resource allocation
framework is presented for spectrum underlay in cognitive
wireless networks and taking into account both interference
constraints for primary users and quality of service (QoS)
constraints for secondary users. In [16], a low-complexity
algorithm is proposed to solve the nonconvex problem. Can-
didate D2D user equipment (DUE) sets are narrowed down
according to required outage probability constraints, which
are used to construct a simplified bipartite graph and then
the Hungarian algorithm is used to determine the optimal
pairing between D2D links and cellular user equipment
(CUE). Zhang et al. propose a distance-based power control
scheme for D2D communication underlaying uplink cellular
network to achieve the expected performance gain without
generating evident interference to primary CUE [17].

In this paper, our optimization objective is to minimize
the interference to 5G CUs considering the SNR and rate
requirements of VUs. The rest of the paper is organized as
follows. The system model of underlay spectrum access is
described in Section 2. We formulate the interference mini-
mization underlay resource allocation problem of the

described system in Section 3. Section 4 decomposes the pro-
posed resource allocation scheme into subchannel assign-
ment and power allocation and a suboptimal scheme is
proposed. Finally, performance evaluation and conclusion
are provided in Section 5 and Section 6, respectively.

2. System Model

We present the systemmodel of V2X underlay 5G communi-
cation system, where multiple VUs coexist with multiple CUs
in the same cell.

In our scheme, we only focus on the resource allocation
for reusing the cellular uplink radio resources. A centralized
resource allocation architecture is considered, where the
gNB determines the radio resource allocation. As shown in
Figure 1, if one VU (transmitter) has its designated VU
(receiver) within its transmission range, the VU (transmitter)
is allowed to bypass the gNB and communicates directly to
the VU (receiver). This short-range, low-power V2X links
coexist with the CU uplinks. The gNB has the capability of
estimating the channel state information (CSI) of the cellular
uplinks of CUs, whereas the CSI of the V2X links should be
estimated at the VUs, then fed back to the gNB and use the
uplink idle band to transmit the CSI report.

Each subchannel resource is assumed to be occupied by
at most one VU link and one CU uplink. The total uplink
system bandwidth B of CUs is divided into Z subchannels,
and each VU link uses one subchannel. The index sets of
subchannels are Z = f1, 2,⋯, Zg. The bandwidth of each
subchannel is B0 = B/Z. It is supposed that there are L CUs
and K VUs, and the index sets of the CU uplinks and VU
links areL = f1, 2,⋯, Lg and K = f1, 2,⋯, Kg, respectively.

3. Problem Formulation

The sum of the interference caused by VUs to CUs is
expressed as

〠
L

l=1
Il = 〠

K

k=1
〠
Z

z=1
ρk,zI

S
k,z , ð1Þ

CSI report

CS
I r

ep
or

t

gNB

V2X link

V2X
 lin

k

CU uplink

CU uplin
k

CSI report

CS
I r

ep
or

t
I 

gNB

V2X link

V2X
 lin

k

CU uplink

CU uplin
kk

U
u

Figure 1: System model of underlaying V2X communication in 5G cellular network.

2 Wireless Communications and Mobile Computing



where ISk,z denotes the interference power of the VU k to a
certain CU uplink on the subchannel z. ρk,z indicates
whether a VU k occupies the subchannel z, and ρk,z = 1
indicates that the subchannel z is occupied by the VU k;
ρk,z = 0 indicates that the subchannel z is not occupied
by the VU k. Each subchannel can be occupied by only
one VU at most.

The interference that the CUs can tolerate should satisfy

C1 : ISk,z ≤ Ith, ∀k ∈K , z ∈Z , ð2Þ

where Ith is the interference tolerance threshold of the CUs.
To verify the QoS of the VUs, the SINR should satisfy

C2 : SINRS
k,z ≥ ϑthk , ∀k ∈K , z ∈Z , ð3Þ

where ϑthk is the SINR threshold of the VU.
The transmission rate of each VU link should satisfy

C3 : Rk ≥ Rmin, ∀k ∈K , ð4Þ

where Rmin is the minimum transmission rate of the VU.
The power constraint of the VU k should satisfy

C4 : 〠
Z

z=1
ρk,zP

S
k,z ≤ Pk, ∀k ∈K , ð5Þ

where ρk,z can be either 1 or 0 to represent whether the sub-
channel z is occupied by the kth VU or not; Pk is the maxi-
mum transmission power budgets of the VU k.

The optimization goal is to minimize the sum of the
interference caused by the VUs to CUs. According to the
above analysis, the objective function is expressed as

min 〠
K

k=1
〠
Z

z=1
ρk,zI

S
k,z

s:t:C1 ~ C4

C5 : ρk,z ∈ 0, 1f g, ∀k ∈K , z ∈Z

C6 : 〠
K

k=1
ρk,z ≤ 1, ∀z ∈Z ,

ð6Þ

where C5 and C6 indicate that each subchannel is at most
used by one VU.

4. The Proposed Allocation Algorithm

In order to facilitate the solution, we first transform the initial
objective function (6) into an equivalent function. First,
according to the SINR formula

SINRS
k,z =

PS
k,zG

S
k,z

IOl,z
, ð7Þ

where PS
k,z is the transmission power; GS

k,z is the channel
power gain value; IOl,z is the sum of interference and noise
on subchannel z to the CU l.

Next, define Z ′ as the total number of subchannels
actually allocated to K VUs; the index sets of which are
Z ′ = f1, 2,⋯, Z ′g. It is reasonable to assume that the
number of subchannels that the network can provide is
sufficient, that is, Z′ ≤ Z. Z′ can be expressed as

Z ′ = 〠
K

k=1

Rk

B0 log2 1 + SINRS
k

� � , ð8Þ

where SINRS
k is the minimum SINR among the subchan-

nels actually used by the VU k.
We consider that the SINR of the CUs in the systemmust

also be satisfied. If we let β∗ as the minimum SINR threshold
of the CU l, the maximum interference threshold Ith on the
actually allocated subchannel z′ of the CU receiver can be
determined by

Ith =
gP
l,z ′P

P
l,z ′

β∗ −N0B0, ð9Þ

where N0 is the noise power spectral density.
In order to minimize the interference caused by the VUs

to the CUs, when the subchannel allocation is fixed, the SINR
and data transmission rate of the VUs must be as low as pos-
sible. Therefore, the QoS of the VU resource allocation
should take the minimum threshold, that is,

SINRS
k = ϑthk , ð10Þ

Rk = Rmin: ð11Þ
When (10) and (11) are satisfied, the number of subchan-

nelsmk allocated by the gNB to the VU k can be expressed as

mk =
Rmin

B0 log2 1 + ϑthk

� �

2

666

3

777
: ð12Þ

And (8) can be rewritten as

Z ′ = 〠
K

k=1
mk = 〠

K

k=1

Rmin

B0 log2 1 + ϑthk

� � : ð13Þ

The interference constraints and SINR constraints of the
original optimization problem can be expressed as

C1′ :
Io
l,z ′ϑ

th
k

GS
k,z ′

≤ PS
k,z ′ ≤

gP
l,z ′P

P
l,z ′

gS
k,z ′β

∗ : ð14Þ

The power and rate constraints in the original problem
can be represented by C2′ and C3′, respectively.
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C2′ : 〠
K

k=1
〠
Z ′

z ′=1
PS
k,z ′ ≤ PT,

C3′ : 〠
Z ′

z ′=1
ρk,z ′ =

Rmin

B0 log2 1 + ϑthk

� � :

ð15Þ

According to the analysis above, the equivalent form of
the original optimization problem in (6) is expressed as

min 〠
K

k=1
〠
Z ′

z ′=1
ρk,z ′ I

S
k,z ′ 

s:t:C1′ ~ C3′

C4′ :  ρk,z ′ ∈ 0, 1f g, ∀k ∈K , z′ ∈Z ′

C5′ :  〠
K

k=1
ρk,z ′ ≤ 1, ∀z′ ∈Z ′:

ð16Þ

Obviously, the optimization problem proposed in this
paper is a mixed binary integer nonlinear programming
(MBINP) problem. The variables to be solved are integer var-
iable ρk,z ′ and continuous variable P

S
k,z ′ , which are difficult to

solve directly. Therefore, we use a stepwise algorithm for sub-
channel and power allocation. The main process of the algo-
rithm includes three steps. First, the VU transmit power is
initialized; then, when the power is determined, the Hungar-
ian algorithm is used to complete the subchannel allocation;
finally, power allocation is performed, and the initialization
power of the subchannel allocated on the VU is limited
according to the interference constraint condition and the
power constraint condition. If these constraints are not satis-
fied, the VU on the subchannel refuses to share the frequency
spectrum with the CU. The specific process of the algorithm
is described as follows.

4.1. Transmit Power Initialization. Since the optimization
goal is to minimize interference, according to equation IS

k,z ′
= gS

k,z ′P
S
k,z ′ , interference is equal to the channel gain of the

interfering link multiplied by the transmission power, so
the transmission power of the VUs is also required to be
minimal. Under constraint C1′, suppose

Io
l,z ′ϑ

th
k

GS
k,z ′

≤
gP
l,z ′P

P
l,z ′

gS
k,z ′β

∗ , ð17Þ

where gS
k,z is the power gain on the interference link from the

cognitive base station to the receiving end of the CU, gP
l,z ′ is

the power gain of the CU to the VU on the interference link,
and PP

l,z ′ is the transmission power of the CU l on the

subchannel z′.
If (17) holds and constraint condition C2′ is satisfied,

then the minimum transmission power required by the VU
k on the subchannel z′ is expressed as

PS
k,z ′ =

Io
l,z ′ϑ

th
k

GS
k,z ′

: ð18Þ

4.2. Subchannel Allocation. After completing the power ini-
tialization, the optimization problem can be expressed as

min
ρk,z

〠
K

k=1
〠
Z ′

z ′=1
ρk,z ′

gS
k,z ′ I

o
l,z ′ϑ

th
k

GS
k,z ′

s:t:C3′ : 〠
Z ′

z ′=1
ρk,z ′ =

Rmin

B0 log2 1 + ϑthk

� �

C4′ : ρk,z ′ ∈ 0, 1f g, ∀k ∈K , z′ ∈Z ′

C5′ : 〠
K

k=1
ρk,z ′ ≤ 1, ∀z′ ∈Z ′:

ð19Þ

According to equation (19), it can be seen that the opti-
mization problem is a 0-1 assignment integer linear pro-
gramming problem about ρk,z . The Hungarian algorithm
[18] is used here to solve the global optimal solution of the
problem.

4.3. Power Allocation. The Hungarian algorithm is used to
complete the subchannel allocation. However, in order to
perform the optimal power allocation, both the constraint
condition C2′ and condition (17) assumed when initializing
the power need to be reconsidered based on the subchannel
allocation results. Therefore, after each VU has assigned a
subchannel, power detection needs to be performed accord-
ing to the constraints. If the power allocated by the VU sat-
isfies condition (17) and the total transmission power
satisfies the constraint condition C2′, then the power alloca-
tion result is the optimal solution of the original optimization
problem and completes resource allocation; otherwise, the
following VU access control iterative algorithm will be used
to reallocate power.

Step 1. If assumption (17) is not satisfied, it means that the
VU cannot obtain enough transmission power to satisfy its

Table 1: Simulation parameters.

Parameter Value

gNB coverage radius (R) 500m

Number of CUs (L) 4

Number of VUs (K) 2, 4, 8, 16, 32

Subchannel bandwidth (B0) 0.3215MHz

Pathloss factor (α) 4

Noise power spectral density (N0) 4 × 10‐20 W/Hz

Transmission power of CU (PP
l,z) 100mW

Total transmission power of gNB (PT) 2W

SINR of CUs (β∗) 20 dB

SINR of VUs (ϑthk ) [-15 dB, 15 dB]
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SINR requirements under the restriction of the CU interfer-
ence threshold, so the VU must give up access to the shared
spectrum opportunity.

Step 2. On the basis of Step 1, the VU does not give up the
opportunity to access the spectrum, so the VU can choose
to compromise on the data rate requirement and access the
spectrum at a data rate lower than its own requirement.

Step 3. Next, considering constraint condition C2′, the total
transmission power can be obtained based on the initializa-
tion power and subchannel allocation above. If the total
power exceeds the power threshold in constraint condition
C2′, the subchannel allocated to the maximum power is
denied access to the VU. Then, recalculate the power until
the constraint condition C2′ is satisfied, at which point the
power allocation is completed.

5. Performance Evaluation

This section uses MATLAB to simulate and analyze the
above resource allocation algorithms and compares them
with traditional algorithms. The simulation results are the
average of 1,000 Monte Carlo experiments. The simulation
parameters are shown in Table 1. One gNB and multiple
VUs are considered, and all users are randomly distributed
in the covered cell. The slow fading in the system model is
assumed to be multipath Rayleigh fading, pathloss factor α
= 4, and shadow fading standard deviation σXY = 4 dB. It is
also assumed that the angle between the movement direction
of each VU and the horizontal axis of the coordinate system

is a random value uniformly distributed between 0 and 2π.
Simultaneously, the location information and spectrum sens-
ing results of the VUs can be transmitted to the gNB through
dedicated channels. According to [19], the authors propose
that in a mobile scenario and the VUs predict the channel
state information, assuming that the time required for the
VUs to sense once is 1ms, then the time for the VUs to sense
twice is 2ms.

We first analyze the complexity of the algorithm. The
complexity of the proposed resource allocation algorithm is
determined by three steps in Section 3. Due to the small
number of subchannels and VUs, compared with the integer
programming problem in the second step, the complexity of
the initialization power in the first step and the iterative
power allocation in the third step is greatly reduced and
can be ignored. So the complexity of the resource allocation
algorithm mainly depends on the second step of the sub-
channel allocation process. According to [20], the complex-
ity of the Hungarian subchannel allocation algorithm is
OðK3Z ′3Þ.

In order to facilitate the analysis and ensure the fairness
of the comparative analysis, first define the algorithm for
comparison. For the comparison of power minimization
algorithms, we consider the same constraints and solution
algorithms, but change the optimization goal to minimize
the transmission power of VUs, it is expressed as “PM.”
The complexity of PM is also OðK3Z ′3Þ. Meanwhile, the
minimum interference we propose is expressed as “IM.”

Figures 2 and 3 compare the two algorithms, showing the
rate of the CUs, and the performance of the total power
required by the VUs varies with the number of VUs.
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The CU rate obtained by the PM and IM algorithms
increases with the number of VUs, and under the same con-
ditions, the IM algorithm can obtain a larger CU rate in
Figure 2. This is also because when the number of VUs
increases, the subchannels have more opportunities to be
assigned to better channel states and VUs with less interfer-
ence, and when the CUs suffer less interference, the CU rate
will inevitably increase.

Total power of the VUs obtained by the IM and PM algo-
rithms decreases as the number of VUs increases in Figure 3.
When the number of VUs is small, the cognitive base station
total power required by the VUs is large. However, as the
number of VUs increases, subchannels can be allocated to
more suitable VUs, so the required power is naturally
reduced.

Considering Figures 2 and 3 together, it can be seen that
the conclusions obtained by the two figures are basically the
same: the proposed IM algorithm not only guarantees QoS,
power, and interference of VUs but also reduces the inter-
ference to CUs, thus protecting the capacity of CUs and
improving the adaptability of CUs to different business
requirements.

Figures 4 and 5 compare and analyze the rules of the
interference to the CUs and the performance of the total
power required by the VUs with the change of the SINR of
the VUs under two different noise power conditions.

As can be seen from Figure 4, the CU interference
obtained by the IM and PM algorithms increases with the
VU SINR. Compared with PM, IM has the least interference

to the CUs. From Figure 5, we can see the same trend. When
the VU SINR is relatively small, the total power obtained by
IM and PM is small. However, with the increase of the SINR
of the VUs, the total power of IM and PM also increases.
Combining the two graphs shows that when the SINR is
relatively low, the performance of the IM and PM algorithms
is better. As the SINR becomes larger, the VUs require more
power, and the interference to the CUs will also increase. If
the SINR continues to increase, the power required by the
VUs and the interference caused to the CUs will exceed
the threshold value. At the same time, it can be seen that
the larger the noise power, the greater the power required
by the system and the interference to the CUs, and the per-
formance is far worse than under low noise power
conditions.

Finally, Figure 6 compares the performance of the two
algorithms with the change of SINR of VUs. It can be seen
from Figure 6 that the CU rate obtained by the IM and PM
algorithms decreases as the SINR increases, and the CU rate
obtained by the PM algorithm is lower than that in the IM
algorithm. At the same time, the rate of the CUs is kept at
an acceptable low level due to the significant increase in
the rate of the VUs. For the IM and PM algorithms, as the
SINR increases, cognitive base stations need to allocate more
power to VUs to satisfy their requirements. Therefore, the
VUs will inevitably cause greater interference to the CUs.
According to the Shannon channel capacity formula of the
CUs, gradually increasing interference will cause the CU rate
to decrease.
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Combined with Figures 4–6, it can be seen that the per-
formance of IM and PM algorithms is similar with the
increase of SINR of VUs, but IM can have less interference,
which further protects the channel capacity of CUs.

6. Conclusion

In this paper, we propose a resource allocation algorithm to
V2X communication under 5G networks, where VUs and
CUs coexist in 5G cellular networks. Considering the con-
straints of the SINR and the minimal rate and the interfer-
ence threshold requirements of each VU, the power and
subchannel allocation of the VUs is allocated according to
the channel gain of the VUs and the interference of each
VU link to the CUs. The objective function is established
according to the goal of minimizing interference while satis-
fying multiple constraints. We use three stages to solve
MBINP and propose an optimization power allocation
mechanism. Simulation results demonstrate that, compared
with PM and RM algorithms, the proposed resource alloca-
tion algorithm can satisfy the QoS of VUs while minimizing
the interference to CUs and can further protect the channel
capacity of the CUs.
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With the development of 5G, the Internet of Vehicles (IoV) evolves to be one important component of the Internet of Things (IoT),
where vehicles and public infrastructure communicate with each other through a IEEE 802.11p EDCA mechanism to support four
access categories (ACs) to access a channel. Due to the mobility of the vehicles, the network topology is time varying and thus incurs
a dynamic network performance. There are many works on the stationary performance of 802.11p EDCA and some on real-time
performance, but existing work does not consider real-time performance under extreme highway scenario. In this paper, we
consider four ACs defined in the 802.11p EDCA mechanism to evaluate the limit of the real-time network performance in an
extreme highway scenario, i.e., all vehicles keep the minimum safety distance between each other. The performance of the model
has been demonstrated through simulations. It is found that some ACs can meet real-time requirements while others cannot in
the extreme scenario.

1. Introduction

Nowadays, IoT networks are deployed to collect various
information from surrounding systems through the real-
time interaction with environment [1]. As one kind of IoT,
Internet of Vehicles (IoV) enables vehicles and infrastruc-
tures to exchange data through the vehicle-to-vehicle (V2V)
communications and vehicle-to-infrastructure (V2I) com-
munications [2]. With the aid of the emerging 5G technolo-
gies, IOV will develop rapidly [3, 4]. There are many
researches on 5G in the industry and academia [5]; 5G can
be utilized to facilitate low latency, high reliability, and higher
quality communication of IoV [6, 7]. It is promising to over-
come some bottlenecks and thus significantly improve the
network performance of IoV [8].

With the development of IoV, effectiveness and safety
have become the key factors considered by an intelligent
transportation system (ITS) [9]. In the network, each mobile
vehicle is considered a node with a variety of secure/nonse-

cure applications. IEEE 802.11p is a physical layer and
medium access control (MAC) layer standard and has been
widely used in wireless access in vehicular environments
(WAVE) [10]. It adopts an enhanced distributed channel
access (EDCA) mechanism to access a channel. The IEEE
802.11p EDCA mechanism defines four ACs to provision
services of different priorities through setting different
parameters [11].

One of the characteristics of the IoV is dynamic topology
changes. For example, when vehicles are moving on the high-
way, the movement of the vehicles and the drivers’ decision
will cause the network topology to change (not always in a
stationary state). Some analytical models have been put for-
ward in existing performance modeling studies of the
802.11p EDCA mechanism in IoV [12–14], In [12], Han
et al. constructed models to analyze the stationary perfor-
mance of the 802.11p EDCA mechanism. In [13], Zheng
and Wu considered the factors including saturated condition
(vehicles always have data to transmit) and nonsaturated
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condition (vehicle do not always have data to transmit), stan-
dard parameters, backoff counter, internal collision, and
computational complexity to analyze the performance of
the IEEE 802.11p EDCA mechanism in the stationary state.
In [14], Yao et al. used the probability generating function
(PGF) approach to capture the nonstationary performance
of IoV.

As far as we know, most existing works only studied the
stationary performance of the 802.11p EDCA mechanism,
but the vehicular network is in a high-speed environment,
and thus the number of vehicles in the carrier sensing range
of each vehicle is changing all the time, which cause the per-
formance of the 802.11p EDCA mechanism to be changed in
real time. Therefore, the traditional analysis methods were
not suitable for the real situations. In [15], Xu et al. con-
structed models to study the time-varying behaviour of the
802.11p EDCA mechanism in a two-way highway scenario,
but this work only considers two ACs, which does not consist
of the definition of the 802.11p EDCA mechanism. Accord-
ing to the regulations in [16], the vehicles driving on the
highway should follow the 4-second rule, i.e., the time inter-
val between two contiguous vehicles on a common lane pass-
ing through a fixed reference object beside the highway
should be larger in four seconds. Thus, there is a minimum
safety distance between contiguous vehicles. To the best of
our knowledge, there is no work analyzing the limit of the
real-time performance of the 802.11p EDCA mechanism in
the extreme highway scenario, i.e., all vehicles keep the min-
imum safety distance between each other, which motivates us
to conduct this work. In this paper, we consider four ACs and
conduct models to analyze the limit of the real-time perfor-
mance of the 802.11p EDCA mechanism in IoV. Note that
it is challenging to build a model in complex road conditions
and to calculate the performance of the 802.11p EDCA
mechanism considering four ACs.

The rest of this paper is organized as follows. In Section 2,
a review of related work is presented. In Section 3, we
describe the scenario and model IEEE 802.11p EDCA mech-
anism. The analytical model is provided in Section 4. In Sec-
tion 5, numerical results are provided for performance
evaluation and comparison. Finally, Section 6 concludes the
paper.

2. Related Work

In this section, we first review the existing works for the per-
formance analysis of the 802.11 distributed coordination
function (DCF) mechanism, which is the basis of the
802.11p EDCA mechanism; next, we review the related
works on the performance analysis of the 802.11p EDCA
mechanism; and finally, the works about the real-time per-
formance analysis of the 802.11p EDCA mechanism is
reviewed.

There are lots of existing modeling approaches to analyze
the performance of the 802.11 DCF mechanism. In [17],
Bianchi proposed a simple two-dimensional Markov chain
model under the assumption of an ideal channel and finite
number terminals to describe the binary exponential backoff
algorithm and computed the saturated throughput perfor-

mance based on the proposed model. In [18], Ni et al. pro-
posed an analytical model to calculate the throughput
under saturated conditions in both congested and error-
prone channels. In [19], Malone et al. took the 802.11 DCF
mechanism-based network and bursty data traffic into
account to derive a carrier sense multiple access/collision
avoidance (CSMA/CA) model in a nonsaturated environ-
ment and validated the accuracy of the derived model
through simulation. Some works analyzed the broadcast per-
formance of the DCF mechanism in IoV. In [20], Vinel et al.
proposed an analytical D/M/1 queue model to calculate the
message reception probability and mean packet delay in the
802.11 DCF mechanism-based vehicular networks. In [21],
Ma et al. proposed a 1-D Markov chain model to analyze
the broadcast performance of the 802.11a DCF mechanism
and evaluate the packet reception rate (PRR) and packet
delay (PD) of V2V safety-related broadcast services.

In addition to those works, there are some studies about
the analysis of the 802.11p EDCA mechanism. In [12], Han
et al. proposed a three-dimensional Markov chain analytical
model to analyze the 802.11p EDCAmechanism under a sat-
urated network condition. The proposed model is validated
through simulations and is justified to be suitable for both
basic access and the request to send/clear to send (RTS/CST)
access mode, but it does not consider backoff freezing. In
[22], Gallardo et al. proposed a Markovian model to analyze
the performance of the 802.11p EDCA mechanism over the
control channel (CCH) under both saturated and nonsatu-
rated conditions. The model is composed by three Markov
chains, and each chain describes the backoff procedure of
an AC. It can be used to compute the throughput, frame error
rate, and delay of the AC. In [23], Kaabi et al. only considered
one AC and proposed an analytical model to investigate the
performance of the IEEE 802.11p EDCA mechanism for
safety messages in IoV, but they did not analyze the delay.
In [13], Zheng and Wu considered the factors including sat-
urated and nonsaturated condition, standard parameters,
backoff counter, internal collision, and computational com-
plexity and developed two Markov chains to analyze the per-
formance of the IEEE 802.11p EDCA mechanism; the
simulation experiments are conducted to verify the effective-
ness of the derived performance models. However, these
works focus on the stationary performance analysis of the
802.11p EDCA mechanism, which is not realistic in the
dynamic IoV.

As described above, researches on stationary perfor-
mance are mature. There are few works study on the real-
time performance analysis of the IEEE 802.11p EDCA mech-
anism. In [24], Bilstrup et al. analyzed the channel delay of
the 802.11p EDCA mechanism through simulations and
compared with a self-organizing time division multiple
address (TDMA). It is proven that TDMA is more suitable
for the time-sensitive application in IoV. In [14], Xu et al.
proposed a fluid-flow performance model to analyze the
real-time performance of the 802.11p EDCA mechanism.
The proposed model is computationally efficient, generalized
and accurate to calculate the real-time performance of PD
and packet delivery ratio (PDR). However, none of them
considered four ACs to analyze the limit of the real-time
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performance of 802.11p EDCA in the extreme highway sce-
nario, which is the motivation of this work.

3. System Model

In this section, we first describe the extreme highway sce-
nario; then, the 802.11p EDCA mechanism is reviewed
briefly.

3.1. Extreme Highway Scenario. In order to find the perfor-
mance limit of the network, we consider an extreme highway
scenario as shown in Figure 1. Specifically, vehicles are driv-
ing on a one-way four-lane highway, where vehicles driving
on the common lane with the same velocity and the velocities
of the vehicles on the different lane are different. The distance
between any of the contiguous vehicles on the common lane,
i.e., intervehicle distance, is set to the minimum safety dis-
tance according to the 4-second rule. Since the minimum
safety distance is determined by the velocity of vehicles, the
intervehicle distances are different on different lanes. Each
vehicle adopts the IEEE 802.11p protocol to exchange data
packet through wireless communication. The channel access
mechanism of the 802.11p protocol is the EDCAmechanism.
Packets arrive atACm ðm = 0, 1, 2, 3Þ of a vehicle according to
the Poisson process with arrival rate λmðtÞ. In order to inves-
tigate the real-time performance of the 802.11p EDCAmech-
anism for each vehicle in the network, we denote the
investigated vehicle as the target vehicle. As shown in
Figure 1, the red vehicle is the tagged vehicle, and the blue
vehicles are the vehicles within the carrier sensing range of
the target vehicle which can successfully send or receive the
packet from the tagged vehicle. Meanwhile, the black vehicles
are not within the carrier sensing range of the target vehicle
and they cannot communicate with the tagged vehicle. Next,
we review the 802.11 EDCA mechanism briefly.

3.2. IEEE 802.11p EDCA Mechanism. The IEEE 802.11p
EDCA mechanism defines four AC queues to support differ-
ent priorities of services to access a channel [25], i.e., voice
(VO), video (VI), best effort (BE), and background (BK)
[26], where each AC queue has a specific parameter configu-
ration, including the minimum backoff window CWmin,
maximum backoff window CWmax, arbitration interframe
space number AIFSN, and the retransmission limit. When

a packet arrives at the ACm queue of a vehicle, it will be trans-
mitted when the channel status is idle. If the channel is busy,
the vehicle will continue to detect the channel until the chan-
nel keeps idle forAIFS½m�, then start a backoff process, where
AIFS½m� is calculated as

AIFS m½ � = AIFSN m½ � × σ + SIFS, ð1Þ

where SIFS is the short interframe space and σ is a slot time.
The backoff process is described as follows. The conten-

tion window sizeW0
m is first set to CWmin

m + 1 and a value is
randomly selected from ½0,W0

m� as the value of a backoff
counter; then, it would be decreased by one after each idle
slot [27]. If the channel is busy during the backoff process,
the value of the backoff counter will be frozen until the chan-
nel becomes idle again [28]. When the backoff counter is
decreased to 0, the packet will be transmitted. At this time,
the transmission is successful if no AC of other vehicles
and no higher priority AC of the vehicle are transmitting.
Otherwise, a collision occurs. Specifically, an external colli-
sion occurs if at least one AC of other vehicles is transmit-
ting, and an internal collision occurs if at least one other
AC of this vehicle is transmitting. In the condition of a col-
lision, the contention window size is doubled, and a new
backoff process is initiated to retransmit the packet. The
contention window would not be doubled after the number
of retransmission reaches Mm. If the number of retransmis-
sion reaches the retransmission limit Mm + f m, the packet
would be dropped. The contention window of the ACm
queue under the number of retransmission i is given by

Wi
m =

CWmin
m + 1, i = 0,

2iW0
m, 1 ≤ i ≤Mm,

CWmax
m + 1, Mm ≤ i ≤Mm + f m:

8>><
>>: ð2Þ

The access process of 802.11p is shown in Figure 2. Note
that if an internal collision occurs, the packet with the high-
est priority will be transmitted, the contention window of
the lower priority will be doubled, and then a backoff process
is initiated.

Lane1

Lane2

Lane3

Lane4

…

…

…

…

Figure 1: Network scenario in highway.
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4. Analytical Model

In this section, we elaborate our model to analyze the real-
time performance of the 802.11p EDCAmechanism. We first
construct a connectivity metric to denote the connection of
vehicles in the network, and then, we develop models to
derive the real-time performance of the IEEE 802.11p EDCA
mechanism including the mean service time and variance for
the target vehicle. The notations used in this paper are sum-
marized in Table 1.

4.1. Connectivity Metric. There are N vehicles in this sce-
nario, the vehicles are numbered sequentially from lane 4 to
lane 1, and on each lane vehicles are numbered from left to
right, e.g., the number of the leftmost vehicle on lane 4 is 1
and the number of the rightmost vehicle on lane 1 is N .
The coordinate of vehicle l is denoted as (slabs, slord); here, we
set that the coordinate of vehicle 1 as (0,0). Each vehicle
can acquire the coordination of other vehicles through com-
munications; thus, each vehicle can acquire the matrix of the
coordination of N vehicles at time t, i.e.,

S tð Þ =

s1abs tð Þ, s1ord tð Þ� �
s2abs tð Þ, s2ord tð Þ� �

⋮

sNabs tð Þ, sNord tð Þ� �

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
: ð3Þ

If the Euclidean distance of the two vehicles is less than
the carrier sensing range, they are considered to be connected
with each other, i.e., communicate with each other. Each
vehicle can calculate a connectivity metric HðtÞ according
to SðtÞ to denote the connectivity of the vehicles in the net-
work at time t, i.e.,

H tð Þ =

h1,1 tð Þ h1,2 tð Þ ⋯h1,N tð Þ
h2,1 tð Þ h2,2 tð Þ ⋯ h2,N tð Þ
⋮

hN ,1 tð Þ
⋮

hN ,2 tð Þ
⋱

⋯

⋮

hN ,N tð Þ

2
666664

3
777775,

ð4Þ

where hk,lðtÞ denotes whether vehicle k can connect with
vehicle l.

In our scenario, vehicles drive on the same lane with the
same velocity and drive on different lanes with different
velocities. Since the intervehicle distance is related with the
velocity of vehicles, the intervehicle distances of vehicles are
the same on the same lane and are different on different
lanes. Therefore, the connection of the vehicles in the net-
work is changed in real time due to the different velocities
and intervehicle distances on different lanes, thus causing
the matrix HðtÞ to be time varying. Let vehicle k be the target
vehicle in the network, the number of vehicles in the carrier
sensing range of the tagged vehicle k can be calculated
according to HðtÞ, i.e.,

Nk
tr tð Þ = 〠

N

l=1
hk,l tð Þ: ð5Þ

4.2. Real-Time Mean Service Time and Variance. In this
section, we regard access process of the 802.11p EDCA
mechanism as the service process and derive the real-
time performance of the IEEE 802.11p EDCA mechanism
including the mean service time and variance for the tar-
get vehicle k. The mean service time and variance can be
calculated according to the first and second moments of
the probability generating function (PGF) of service time
of ACm for vehicle k, i.e.,

Ek
m =

dPk,m
Ts zð Þ
dz

�����
z=1

, ð6Þ

Dk
m =

d2Pk,m
Ts zð Þ
dz2

+
dPk,m

Ts zð Þ
dz

−
dPk,m

Ts zð Þ
dz

" #2( )�����
z=1

, ð7Þ

where Pk,m
Ts ðzÞ is the PGF of service time and is calculated

according the Markov chain in [29], which is shown as
follows:

DIFS/AIFS

Busy medium
SIFS

PIFS

DIFS

Backoff slots

Contention Window

AIFS [i]

AIFS [j]

Next frame

Defer access

Slot time
Select slot and decrement backoff as

long as medium is idle

Figure 2: IEEE 802.11p EDCA process.
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where TRðzÞ is the PGF of transmission time, Bk
m,iðzÞ is the

PGF of stationary probability of ACm at stage i for vehicle k,
Hk

mðzÞ is the PGF of the average duration that the backoff
counter of ACm for vehicle k is decremented by one, pk,mc ðtÞ
is the internal collision probability ofACm for vehicle k at time
t. According to Equation (8), Pk,m

Ts ðzÞ depends on TRðzÞ, Bk
m,i

ðzÞ, Hk
mðzÞ, and pk,mc ðtÞ, which need to be further derived.

We first derive TRðzÞ. Since the duration of a transmis-
sion is composed of the propagation delay and the duration
occupied by the physical header, MAC header, and packet,
the transmission time T tr can be calculated as

T tr =
PHYH

Rb
+
MACH + E P½ �

Rd
+ δ, ð9Þ

where δ is the propagation delay, PHYH and MACH are the
size of the physical and MAC header, respectively. Assuming
each packet for all ACs has the same size, let E½P� be the
packet size. According to Equation (9), the transmission time
T tr is a constant; thus, the PGF of transmission time T tr is
expressed as

TR zð Þ = zT tr : ð10Þ

Next, we derive Bk
m,iðzÞ. According to the Markov chain

model for backoff instance in [29], Bk
m,iðzÞcan be calculated as

Bk
m,i zð Þ = 1

min Wi
m,Mm

� � 〠
min Wi

m ,Mmð Þ−1

i=0
Hk

m zð Þ
h ii

,

 i ∈ 0,Mm + f mð Þ:
ð11Þ

Since the channel may be idle or busy when the backoff
counter is decremented by one, Hk

m(z) can be calculated as

Hk
m zð Þ = 1 − pk,mbusy tð Þ

h i
zσ + pk,mbusy tð ÞzT tr+AIFS m½ �: ð12Þ

The probability pk,mbusy is channel busy probability of ACm

for vehicle k at time t, i.e., the probability that at least one
AC is transmitting in a time slot, including the probability
that the other ACs of the vehicle k is transmitting and the
probability that the ACs of another vehicle is transmitting.
Considering the priority of different ACs, the channel busy
probability of ACm can be derived according to the following
equation:

pk,mbusy tð Þ = 1 − 1 − τk tð Þ
h iNk

tr tð Þ−1Y3
j=0
j≠m

1 − αkj tð Þ
� �

8>><
>>:

9>>=
>>;

Am+1

:

ð13Þ

The packet will be transmitted when the backoff counter
becomes 0; the internal transmission probability for ACm can
be expressed by αkm,

αk0 tð Þ = bk0,0,0 tð Þ,

αkm tð Þ = 〠
Mm+f m

j=0
bkm,j,0 tð Þ = 1 − pk,mc tð ÞMm+f m+1

1 − pk,mc tð Þ bkm,0,0 tð Þ,

8>><
>>: ð14Þ

where the probability of the highest priority AC is the prob-
ability of the backoff state 0; the internal transmission prob-
ability for other ACs is equal to the sum of all backoff states.

According to the transition probability of the Markov
chain, the probability can be calculated as

Pk,0
Ts zð Þ = TR zð Þ

W0
0

〠
W0

0−1

k=0
Hk

m zð Þ
h ik

,

Pk,m
Ts zð Þ = 1 − pk,mc tð Þ

h i
TR zð Þ 〠

Mm+f m

n=0
pk,mc tð Þ
h in Yn

i=0
Bk
m,i zð Þ

( )
+ pk,mc tð ÞMm+f m+1

YMm+f m

i=0
Bk
m,i zð Þ,m = 1, 2, 3,

8>>>>><
>>>>>:

ð8Þ

bk0,0,0 tð Þ = W0
0 + 1

2 1 − pk,0busy tð Þ
h i +

1 − ρk0 tð Þ
p0a tð Þ

8<
:

9=
;

−1

,

bkm,0,0 tð Þ = 1 − pk,mc tð ÞMm+f m+1

1 − pk,mc tð Þ +
W0

m − 1

2 1 − pk,mbusy tð Þ
h i

8<
: +

W0
mp

k,m
c tð Þ 1 − 2pk,mc tð Þ� �Mm

h i
1 − pk,mbusy tð Þ
h i

1 −mpk,mc tð Þ� � +
mMm−1W0

mp
k,m
c tð ÞMm+1 1 − pk,mc tð Þf m

h i
1 − pk,mbusy tð Þ
h i

1 − pk,mc tð Þ� � +
1 − ρkm tð Þ
pma tð Þ

9=
;

−1

,

8>>>>>>>><
>>>>>>>>:

ð15Þ
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Denote pma ðtÞ as the packet arrival probability of ACm at
time t. Due to the packet arrival process of ACm is a Poisson
process with arrival rate λmðtÞ, thus pma ðtÞ is calculated as

pma tð Þ = 〠
∞

i=1

λm tð Þσ½ �i
K!

e−λm tð Þσ = 1 − e−λm tð Þσ: ð16Þ

As mentioned in the system model, an internal collision
occurs when there are more than two ACs in a vehicle trans-

mitting at the same time. In this case, the AC with the highest
priority is transmitted successfully. Let αkmðtÞ be the trans-
mission probability and pk,mc ðtÞ be the internal collision prob-
ability of ACm for vehicle k at time t, we have

Table 1: Notations used in the model.

Notation Definition

slabs Abscissa of vehicle l

slord Ordinate of vehicle l

S tð Þ Location matrix at time t

hk,l tð Þ Connectivity between vehicle k and vehicle l

H tð Þ Network hearing topology matrix at time t

Nk
tr tð Þ

Number of vehicles in the transmission
range of vehicle k

N Total number of vehicles

CWmax
m Maximum contention window size of ACm

CWmin
m Minimum contention window size of ACm

Wi
m Contention window size of ACm at stage i

Mm + f m Retransmission limit of ACm

Am AIFS differentiation of ACm

Rd Date rate

Rb Basic rate

δ Propagation delay

Ttr Average transmission time

pk,mc tð Þ Internal collision probability of ACm for
vehicle k at time t

τk tð Þ Total transmission probability for vehicle k at time t

pma tð Þ Packet arrival probability of ACm at time t

pk,mbusy tð Þ Channel busy probability at time of ACm for
vehicle k at time t

bkm,0,0 tð Þ Stationary probability of ACm for vehicle k at time t

αkm tð Þ Internal transmission probability of ACm for
vehicle k at time t

TR zð Þ PGF of transmission time

Hk
m zð Þ PGF of the average duration that the backoff

counter of ACm for vehicle k is decremented by one

Bk
m,i zð Þ PGF of stationary probability of ACm at

stage i for vehicle k

σ Slot time

Pk,m
Ts zð Þ PGF of service time of ACm for vehicle k

Ek
m Mean of service time

Dk
m Variance of service time

λm The arrival rate of ACm

Table 2: Parameter values.

Parameters Value

Highway length 3000m

Lane width 3.5m

Transmission range 300m

Speed range 20m/s~30m/s

Vehicle length 3m

Header length of physical layer (PHYH) 48 bits

Header length of MAC layer (MACH) 112 bits

Packet length E P½ � 200 bits

Basic rate (Rb) 1Mbps

Date rate (Rd) 6Mbps

Propagation delay (δ) 2 μs

SIFS 32 μs

Slot time σ 13 μs

CWmin
0 3

CWmin
1 7

CWmin
2 15

CWmin
3 15

CWmax
0 7

CWmax
1 15

CWmax
2 1023

CWmax
3 1023

AIFSN 0½ � 2

AIFSN 1½ � 3

AIFSN 2½ � 6

AIFSN 3½ � 9

0 10 20 30 40 50 60 70
t (second)

16.5

17

17.5

18

18.5

N
tr

19

19.5

Figure 3: Number of vehicles.
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pk,0c tð Þ = 0,

pk,1c tð Þ = αk0 tð Þ,
pk,2c tð Þ = 1 − 1 − αk0 tð Þ

� �
1 − αk1 tð Þ

� �
,

pk,3c tð Þ = 1 − 1 − αk0 tð Þ
� �

1 − αk1 tð Þ
� �

1 − αk2 tð Þ
� �

:

8>>>>>>><
>>>>>>>:

ð17Þ

Since the packet transmission is considered to be success-
ful only when there is no internal collision, and the transmis-
sion probability of a vehicle is the sum of four ACs, the
transmission probability of a vehicle is calculated as

τk tð Þ = αk0 tð Þ 1 − pk,0c tð Þ
� �

+ αk1 tð Þ 1 − pk,1c tð Þ
� �

+ αk2 tð Þ 1 − pk,2c tð Þ
� �

+ αk3 tð Þ 1 − pk,3c tð Þ
� �

:
ð18Þ

By now, we have found all the relationships between ρkm,
pk,mbusy, α

k
m, b

k
m,0,0, p

m
a , p

k,m
c , and τk in Equations (13), (14), (15),

(16), (17) and (18). Since the number of variables is more
than that of the equations, iterative method is used to solve
the system, and thus we can further calculate the mean and
variance of the service time.

(1) Assign initial values to four ρkm

(2) Bring ρkm into Equations (13), (14), (15), (16), (17)
and (18) and solve the other 21 variables

(3) Combining relations Equations (6), (7), (8), (9),(10),
(11) and (12), we obtain the average service time Ek

m

and then calculate ρkm =min ðλmEk
m, 1Þ

(4) Setting an error bound ε, compare the error of the
actual ρkm with ε, if it is less than the error, the itera-
tion is completed, otherwise, go to step (2)
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Figure 4: Mean of service time. (a) Mean of service time of AC0. (b) Mean of service time of AC1. (c) Mean of service time of AC2. (d) Mean of
service time of AC3.
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(5) Calculating the mean and variance of service time
according to Equations (6) and (7).

5. Results and Discussion

In this section, we evaluate the network performance in the
extreme highway scenario with four lanes. The simulation
is conducted on MATLAB R2018a. The distance between
contiguous vehicles is set to be the minimum distance
according to the 4-second rule. As the speed range of the
American highway is from 20m/s to 30m/s, we set the
speeds of the four lanes to be 20m/s, 23m/s, 20m/s, and
30m/s, respectively. The total length of the highway is
3000m and the transmission range is 300m, the values of
802.11p parameters and scenario description are shown in
Table 2.

In order to ensure that the target vehicle is always within
the scope of the scenario, we take the fifth vehicle in the sec-
ond lane as the target vehicle. Each vehicle has four ACs to

broadcast packets. Since the vehicle speed of each lane is dif-
ferent, the relative position of the vehicle is time varying, thus
causing other vehicles to move in/out of the transmission
range of the target vehicle. In this case, the number of vehi-
cles in the carrier sensing range of the target vehicle may
change in real time.

As shown in Figure 3, at first, the number of vehicles in
the transmission range of the target vehicle is 18. About three
seconds later, vehicles in the fast lane which were previously
out of the range move into the transmission range of the tar-
get vehicle, which causes the total number of vehicles increas-
ing immediately. The total number of vehicles keeps for
about four seconds; then, vehicles in the slow lane that were
previously in the transmission range of the target vehicle
move out the transmission range and the number of vehicles
decreases immediately. As described above, the number of
vehicles is changed due to different vehicle speeds in different
lanes and is fluctuated repeatedly according to Equations (3),
(4) and (5).
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Figure 5: Standard deviation of service time. (a) Standard deviation of AC0. (b) Standard deviation of AC1. (c) Standard deviation AC2. (d)
Standard deviation AC3.
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Figures 4 and 5 show the real-time mean and standard
deviation of service time, which is the value calculated by
Equations (6) and (7). The trend of the mean and standard
deviation of service time keeps consistent with the change
of the number of vehicles. The number of vehicles will impact
the probability of backoff block pmbusy , which will further affect

the state probability bkm,0,0, resulting in the change of the
mean and standard deviation of service time. Therefore, the
mean and standard deviation increase with the number of
vehicles increasing. From Figure 4, we can find that the
higher priority AC has less average service time delay than
low priority AC. Moreover, we can see that as the average
delay of AC0, AC1, and AC2 is less than 0.01 s, which is the
minimum delay to ensure safety in IoV [7]. Therefore, AC0,
AC1, and AC2 can meet the real-time requirements, while
AC3 cannot meet the requirements.

6. Conclusion

In this paper, we considered four ACs and proposed models
to investigate the limit of the real-time performance of the
802.11p EDCA mechanism in the extreme highway scenario.
Specifically, we model the real-time network between vehi-
cles, study the connection between vehicles, calculate the
real-time number of vehicles within the carrier sensing range,
and then calculate the real-time performance metrics of the
802.11p EDCA mechanism including mean and variance of
service time. The simulation result is employed to demon-
strate that AC0, AC1, and AC2 are able to meet the real-
time requirement in the extreme highway scenario but AC3
cannot. In the future work, we will study the real-time perfor-
mance modeling of the 802.11p EDCA mechanism in other
scenarios.
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In this paper, we propose an underlay two-way relaying scheme with the successive interference cancellation (SIC) solution in
which two secondary sources transmit simultaneously their data to each other through secondary relays. The proposed scheme
is operated in only two time slots and under an interference constraint of a primary receiver, denoted as the UTW-2TS scheme.
In the UTW-2TS scheme, the secondary relays employ the SIC operation to decode successively the data from received
broadcast signals and then encode these data by two techniques: digital network coding (DNC) enforced by XOR operations
(denoted as the UTW-2TS-DNC protocol) and superposition coding (SC) enforced by power domain additions (denoted as the
UTW-2TS-SC protocol). A selected secondary relay which subjects to maximize decoding capacities and to minimize collection
time of channel state information in two protocols UTW-2TS-DNC and UTW-2TS-SC experiences residual interferences from
imperfect SIC operations. Outage probabilities and throughputs are solved in terms of exact closed-form expressions to evaluate
the system performance of the proposed protocols. Simulation and analysis results provide performance enhancement of the
proposed protocols UTW-2TS-DNC and UTW-2TS-SC owing to increase the number of the cooperative secondary relays, the
interference constraints, and the distances from the secondary network to the primary receiver. The best throughputs are
pointed at optimal interference power allocation coefficients and optimal locations of the selected secondary relay. Considering
the same power consumption, the UTW-2TS-DNC protocol outperforms the UTW-2TS-SC protocol. Finally, the simulation
results are collected to confirm the exact analysis values of the outage probabilities and throughputs.

1. Introduction

In recent years, the radio spectrum has become scarce due to
the increasing bandwidth demand for mobile multimedia
services and the explosive development of next-generation
wireless networks such as wireless sensor networks, Internet
of Things (IoT), and fifth-generation (5G) networks. On
the other hand, the utilization of the licensed frequency spec-
trum versus time and space is low [1]. In this context, cogni-
tive radio was proposed as an effective spectrum sharing
solution in which secondary users (SUs) coexist with primary
users (PUs) [2]. The SUs can operate flexibly and intelligently
in (interweave, overlay, and underlay) protocols to access the
licensed frequency spectra of the PUs as long as quality of

service (QoS) of the primary network is maintained [3, 4].
In the interweave cognitive radio [5], the SUs use spectrum
sensing methods to detect the unoccupied spectra to avoid
interference to the PUs. In an opposite way, the SUs in the
overlay and underlay methods can access the licensed bands
at the same time with the PUs [6–9]. The overlay approach
requires the cooperation between the SUs and the PUs; i.e.,
the secondary transmitters have to combine the data of the
SUs and the PUs and then send the combined data to the
intended secondary and primary receivers [6]. The SUs in
the underlay approach can access the spectra at any time pro-
vided that the interferences affected on the PUs must be
below a tolerable interference level [7–9]. Based on the
required QoS, the PUs can calculate the tolerable interference
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level and send it to the secondary network so that the SUs can
appropriately adjust their transmit powers.

Two-way communication networks have been much
interested in switching data between interactive users in
which many research studies have been launched to enhance
performance [10]. Two-way cooperation solutions investi-
gated in [10] have great attractions owing to increase signif-
icantly spectrum utilization efficiency. The operation of
two-way relaying is to exchange data between users with
the help of other intermediate users as amplify-and-forward
(AF) and decode-and-forward (DF) devices, denoted as
relays. In [11], an optimum relay is selected to decode
received signals from the transmit users, mix these data by
XOR operation, and then broadcast back to both users. The
operation of the optimum relay in [11] is named as digital
network coding (DNC).

1.1. Related Work and Motivation. Proposals for increasing
performance in the underlay two-way relaying networks have
been studied in [12–18]. The authors in [12] combined DNC
and opportunistic relay selection (ORS) to decrease the out-
age performance of the secondary two-way relaying network
under the interference constraint required by the primary
receiver. Moreover, the best relay selection strategy in the
third time slot, which follows a max-min criterion, was pro-
posed in [12] to significantly decrease the system outage
probabilities, as compared with the traditional DNC
approach [12]. By expanding the published work [12], Toan
et al. in [13, 14] analyzed the performance of the underlay
two-way relaying communication systems with the presence
of multiple primary receivers. The authors in [15] evaluated
the outage probabilities and symbol error probabilities of
many primary one-way networks and a secondary two-way
network operating on both the independent and identically
distributed (i.i.d.) and independent but nonidentically dis-
tributed (i.n.i.d.) Nakagami-m fading channels. Imperfect
channel state information (CSI) from the SUs to the PUs
have been included in probability analyses [16]. The
authors exploited both the direct and relaying links with
appropriate diversity combinations in an underlay three-
phase two-way scheme [17]. In [18], the authors considered
an underlay wiretap cognitive two-way relaying network in
which two SUs exchange their messages via multiple sec-
ondary DF relays in the presence of an eavesdropper. In
[18], DNC, ORS, and artificial noises were used to mitigate
eavesdropping attacks. However, above investigations per-
form on three orthogonal time slots, and hence, the band-
width utilization efficiency is only 2/3 (two data per three
time slots). This motivates us to propose new two-way
relaying approaches for the underlay cognitive radio net-
work, where only two time slots are used to obtain the data
rate of 2/2.

In [19], the authors applied successive interference can-
cellation (SIC) technique to sequentially decode signals
received from multiple sources. With SIC, the spectral effi-
ciency of the two-way relaying systems is improved because
the number of time slots decreases. Indeed, SIC is one of
the core technologies in nonorthogonal multiple access
(NOMA) systems which can assign nonorthogonal resources

such as power, time, and code to different users [20]. For the
NOMA systems operating in the power domain, multiple
transmit signals that are allocated with different transmit
powers are merged by the superposition coding (SC) before
they are sent to intended receivers. At each receiver, the sig-
nal with higher transmit power is first decoded, and it is then
removed from the received signal. This process, named SIC,
is repeated until the receiver obtains the desired signal [21].
The authors in [19] pointed out some implementation prob-
lems of the SIC utilization such as complexity and residual
interference after performing interference cancellations.
These issues will lead to lower decoding capacities than
expected ones. In [22], the authors evaluated two-way relay-
ing NOMA systems fully in terms of the outage probability,
outage floor, ergodic capacity, and power allocation. The
system performance of the proposed protocol in [22] out-
performs that of three-time slot two-way relaying systems
with orthogonal multiple access. In addition, we have
applied the SIC scheme with DNC and ORS at the last time
slot (the second time slot) for traditional two-way relaying
networks in [23]. The results obtained in [23] presented
improvements of the system performances as well as band-
width utilization efficiencies, as compared with the corre-
sponding scenarios without using SIC. However, the
previous published works [19, 22, 23] only considered the
conventional wireless networks; i.e., the underlay cognitive
network was not studied.

1.2. Contributions. Motivated by above issues, in this paper,
we propose an underlay two-way relaying scheme with the
SIC solution in which two secondary sources send concur-
rently their data to each other through multiple secondary
relays under an interference constraint of a primary receiver.
The proposed scheme is operated in two time slots, denoted
as the UTW-2TS scheme. In the UTW-2TS scheme, the sec-
ondary relays employ the SIC operation to decode succes-
sively the data from received broadcast signals. The data
carried by the stronger channel gains is decoded firstly and
will be subtracted to detect the remaining data. These
decoded data are encoded by two techniques: the DNC
enforced by XOR operations (denoted as the UTW-2TS-
DNC protocol) and the SC enforced by power domain addi-
tions (denoted as the UTW-2TS-SC protocol). In addition,
because of imperfect operations of the SIC, the secondary
relays experience residual interferences. A secondary relay
is selected in two protocols UTW-2TS-DNC and UTW-
2TS-SC which subjects to maximize decoding capacities
and to minimize collection time of CSI. Outage probabilities
and throughputs are solved in terms of exact closed-form
expressions to evaluate the system performance of the pro-
posed UTW-2TS-DNC and UTW-2TS-SC protocols. These
outage probability and throughput expressions are proved
by doing the Monte Carlo simulations. The contributions of
this paper are cataloged as follows:

(1) Proposing SIC-based underlay two-way relaying cog-
nitive protocols which enhance the data rate, as com-
pared with the corresponding ones without using the
SIC
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(2) Exactly analyzing the outage probabilities and
throughputs of two secondary sources in two opera-
tion protocols UTW-2TS-DNC and UTW-2TS-SC
with the same two-way relaying model in which the
SIC solution in the selected secondary relay is practi-
cally considered in the perfect and imperfect cases

(3) The UTW-2TS-DNC protocol outperforms the
UTW-2TS-SC protocol with the same power
consumption

(4) The proposed UTW-2TS-DNC and UTW-2TS-SC
protocols can achieve the best throughputs at optimal
interference power allocation coefficients and opti-
mal locations of the selected secondary relay. In addi-
tion, we examine the throughputs of the UTW-2TS-
SC protocol versus the changes of the power alloca-
tion coefficients

(5) The system performances in terms of the outage
probabilities and throughputs are improved when
the number of the cooperative secondary relays, the
interference constraints, and the distances from the
secondary nodes to the primary receiver are
increased as well as when the residual interference
powers decrease

1.3. Paper Organization and Notations. This paper is orga-
nized into sections as follows. Section 2 presents a system
model of an underlay two-way relaying scheme with multiple
secondary relays. Section 3 analyzes outage probabilities and
throughputs of the proposed protocols UTW-2TS-DNC and
UTW-2TS-SC. Results and discussions are shown in Section
4. Lastly, Section 5 summarizes contributions.

The notations used in this paper are denoted as follows:
f ϒ ð⋅Þ and Fϒ ð⋅Þ denote, respectively, the probability density
function (PDF) and the cumulative distribution function
(CDF) of a random variable (RV) ϒ ; Pr fΞg denotes the
probability operation of an event Ξ; Ef·g denotes the

expectation operator;
p

M

 !
denotes the binomial coeffi-

cient ð p

M

 !
=M!/p!ðM − pÞ!Þ; ⊕ denotes XOR math

operation; and Γ½u, v� is the upper incomplete Gamma
function.

2. System Model

Figure 1 presents a system model of an underlay two-way
relaying scheme. In this scheme, secondary sources S1 and
S2 own data x1 and x2 (x1 ∈ S1 and x2 ∈ S2), respectively.
The exchange of information is achieved between the S1
and the S2 through a cluster of M intermediate secondary
relays Ri, where i = f1, 2,⋯,Mg [12]. More specifically, the
data x1 of S1 is exchanged with the data x2 of S2. The second-
ary network including S1, S2, and Ri suffers an interference
constraint of a primary receiver (PR), denoted as I. The sec-
ondary relays can perform the SIC technique to decode the

received data-carried signals successively in an interval of a
time slot.

We assume that a direct link between the secondary
sources S1 and S2 does not exist due to the far distance or
deep shadow fading [18, 23, 24]. It is also assumed that the
secondary and primary nodes are installed with a single
antenna, and additive noises at all the receivers are zero-
mean Gaussian random variables (RVs) whose mean is zero,
and variance is σ2.

In Figure 1, hXY and dXY denote the flat-block Rayleigh
fading channel coefficient and the normalized link distance
of link X-Y , respectively, where X, Y ∈ fS1, S2, Ri, PRg.
Because the secondary relays Ri are located in the cluster,
where the secondary relays Ri are close to each other, the
normalized distances can be assumed to be identical, i.e.,
dS1Ri

= dRiS1
= d1, dS2Ri

= dRiS2
= d2, dRiPR = d3, dS1PR = d4,

and dS2PR = d5 [25, 26]. Because jhXY j have Rayleigh distribu-
tions, the channel gains gXY = jhXY j2 are exponential RVs
with the PDFs f gXY ðyÞ = λXYe

−λXYy and the CDFs FgXY
ðyÞ =

1 − e−λXYy , where λXY = dηXY , and η is a path loss exponent
(see [23, 27, 28]). Moreover, we have λS1Ri

= λRiS1
= λ1, λS2Ri

= λRiS2
= λ2, λRiPR = λ3, λS1PR = λ4, and λS2PR = λ5.

In the underlay cognitive radio network, the secondary
network coexisted in the same frequency with the primary
network and satisfies that the interference power at the
primary receiver (PR) is less than or equal the constraint
I [29, 30]. We have the inequality

PS1
gS1PR + PS2

gS2PR ≤ I,

PRi
gRiPR ≤ I, i = 1, 2,⋯,Mf g,

(
ð1Þ

where PS1
, PS2

, and PRi
are transmit powers of the second-

ary source S1, the secondary source S2, and the secondary
relays Ri, respectively.

From (1), the transmit powers of the secondary transmit-
ters can be set as PS1

= α1I/gS1PR , PS2
= α2I/gS2PR, and PRi

=
I/gRiPR, where α1 and α2 are interference power allocation
coefficients, 0 < α1, α2 < 1, and α1 + α2 = 1.

First time slot
Second time slot

M

x x2

Ri

x1

S2S1

PR

h
S
2 PR , d
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2 PR
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,d
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R
iS2

hR iS 1
,dR iS 1

h S 1
PR
, d S 1

PR

hRiPR, dRiPR
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Secondary relays Ri: SIC, DNC, SC

Figure 1: System model of an underlay two-way relaying scheme.
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Comment 1. In practice, the transmit powers PX must be
below a maximum power (denoted by PX,max), where X ∈
fS1, S2, Rig. Therefore, PX should be formulated as PX =
min ðPX,max, uI/gXPRÞ, where u ∈ fα1, α2, 1g. Suppose that
PX,max ≫ I (e.g., the X nodes are near the PR node); hence,
we can approximate PX by PX ≈ uI/gXPR . It is worth noting
that this assumption is used in many published literatures,
i.e., [12, 26, 30–36].

The operation principle of the UTW-2TS schemes
happens in two time slots as follows. In the first time slot,
secondary sources S1 and S2 transmit simultaneously the
data-carried signals x1 and x2, respectively, to all second-
ary relays under interference constraint of the primary
receiver (PR). A selected secondary relay, denoted as Rm,
where m = f1, 2,⋯,Mg, decodes the desired data by
applying the SIC process. In the second time slot (last
time slot), the Rm creates the new data x by the DNC
technique, denoted as the UTW-2TS-DNC protocol, or
by the SC technique, denoted as the UTW-2TS-SC protocol.
The new data will be transmitted back to two secondary
sources S1 and S2. Collection of CSI and system parameters
for decoding data, cancelling interferences, subtracting self-
interference components, and selecting the cooperative relay
are performed by the medium access control (MAC) protocol
as specified in [37].

The secondary sources S1 and S2 transmit simultaneously
the data x1 and x2, respectively, to the secondary relays Ri at
the same time (the first time slot) and the same frequency as
the uplink NOMA operation, where i = f1, 2,⋯,Mg. The
received signal at the Ri is expressed as

yRi
=

ffiffiffiffiffiffi
PS1

q
x1hS1Ri

+
ffiffiffiffiffiffi
PS2

q
x2hS2Ri

+ nRi
, ð2Þ

where Efjx1j2g = Efjx2j2g = 1, and nRi
presents the Gaussian

noises at the secondary relays Ri with the same variance σ2.
The secondary relays Ri can compute the distances dS1Ri

and dS2Ri
by taking coordinate parameters in received

request-to-send (RTS) messages of the secondary sources S1
and S2 in the setup phase [37]. Coordinates of the nodes
can be received from the navigation systems. Hence, the sec-
ondary relays Ri can make decoding decisions of the signals
x1 and x2 in (2) by the SIC technique as follows.

Case 1. (dS1Ri
≤ dS2Ri

or EfgS1Ri
g ≥ EfgS2Ri

g (Ri is closer S1
than S2)).

In this case, the data x1 in (2) is decoded by the secondary
relay Ri firstly whereas a signal

ffiffiffiffiffiffi
PS2

p
x2hS2Ri

containing x2 is
treated as interference. The received signal-to-interference-
plus-noise ratios (SINRs) at the Ri to decode x1 are obtained
from (2) as

γ
1ð Þ
Ri→x1

=
PS1

gS1Ri

PS2
gS2Ri

+ σ2 =
α1QgS1Ri

gS2PR
α2QgS2Ri

gS1PR + gS1PRgS2PR
, ð3Þ

where Q = I/σ2.

In (3), to increase the decoding capacity for the data x1,
decrease the collection of the CSI, and minimize help of the
cooperative secondary relays, we only select one secondary
relay among M secondary relays. Indeed, the selected sec-
ondary relay Rm is obtained as Rm = arg max

i=1,2,⋯,M
gS1Ri

. Then,

the CDF and PDF of the RV gS1Rm
are correspondingly

expressed as ([28], eqs. 7–14)

FgS1Rm
yð Þ = 1 − e−λ1y

� �M
= 〠

M

p=0

p

M

 !
−1ð Þpe−pλ1y, ð4Þ

f gS1Rm
yð Þ =Mλ1e

−λ1y 1 − e−λ1y
� �M−1

: ð5Þ

After decoding x1 successfully, the inference componentffiffiffiffiffiffi
PS1

p
x1hS1Rm

in (2) can be cancelled completely or partly by
the SIC technique in which the transmit power PS1

and the
channel coefficient hS1Rm

were known in the setup phase
[37]. The remaining received SINR at the selected secondary
relay Rm to decode x2 is inferred as

γ
1ð Þ
Rm→x2

=
PS2

gS2Rm

εI rmj j2 + σ2
, ð6Þ

where rm is a residual interference part at the secondary relay
Rm due to the imperfect SIC operations and can be modeled
as an identical complex normal distribution rm ∼ CNð0,ΨÞ
[19] with zero mean and same variance Ψ (Ψ is also the
power of the residual interference part), and hence, gm =
jrmj2 are also exponentially distributed RVs with the PDF
as f gmðyÞ =Ωe−Ωy and the CDF as Fgm

ðyÞ = 1 − e−Ωy ([28],

eqs. 6–68), where Ω = 1/Ψ; ε = 0 and ε = 1 denote perfect
and imperfect interference cancellation at the secondary
relay Rm, respectively.

Substituting PS2
= α2I/gS2PR into (6), γð1ÞRm→x2

is
expressed as

γ
1ð Þ
Rm→x2

=
α2QgS2Rm

gS2PR εQgm + 1ð Þ : ð7Þ

Case 2. (dS1Ri
> dS2Ri

or EfgS1Ri
g < EfgS2Ri

g (Ri is closer S2
than S1)).

Similarly, the secondary relay Ri decodes the data x2
firstly with the interference signal

ffiffiffiffiffiffi
PS1

p
x1hS1Ri

, where i =
f1, 2,⋯,Mg. The SINRs at the Ri for decoding x2 and
x1 are expressed, respectively, as

γ
2ð Þ
Ri→x2

=
PS2

gS2Ri

PS1
gS1Ri

+ σ2
=

α2QgS2Ri
gS1PR

α1QgS1Ri
gS2PR + gS1PRgS2PR

, ð8Þ

γ
2ð Þ
Ri→x1

=
PS1

gS1Ri

εIgi + σ2
=

α1QgS1Ri

gS1PR εQgi + 1ð Þ : ð9Þ
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In the second time slot, if the selected secondary relay
Rm decodes successfully both data x1 and x2 in the first
time slot, the Rm creates a new data x as

x =
x1 ⊕ x2, digital network coding theUTW‐2TS‐DNCprotocolð Þ,ffiffiffiffiffi

β1
p

x1 +
ffiffiffiffiffi
β2

p
x2, superposition coding theUTW‐2TS‐SC protocolð Þ,

(
ð10Þ

where β1 and β2 are power allocation coefficients to data
x1 and x2, respectively, and satisfy conditions as [21]

β1 + β2 = 1, 0 ≤ β1 ≤ 1, 0 ≤ β2 ≤ 1,

β1 ≥ β2, dS1Rm
≤ dS2Rm

Case 1ð Þ,
β1 < β2, dS1Rm

> dS2Rm
Case 2ð Þ:

8>><>>: ð11Þ

We remark that for the UTW-2TS-SC protocol as in (10)
and (11), the selected secondary relay Rm performs the down-
link NOMA operation to allocate powers to data x1 and x2 as
x =

ffiffiffiffiffi
β1

p
x1 +

ffiffiffiffiffi
β2

p
x2 in which x1 and x2 are the desired data of

the secondary sources S2 and S1, respectively [21]. If the Sk is
closer to the Rm, the Rm will allocate the lower power for the
data xl, where k, l = f1, 2g and l ≠ k and vice versa. More spe-
cifically, in Case 1 (dS1Rm

≤ dS2Rm
), the S1 is the nearby user and

the S2 is the distant user. Hence, the Rm uses the lower power
allocation coefficient β2 (β2 ≤ β1) to transmit the data x2 to the
S1 and the higher power allocation coefficient β1 to transmit
the data x1 to the S2. In addition, we note that the secondary
relay Rm in Case 2 is selected by Rm = arg max

i=1,2,⋯,M
gS2Ri

.

The coded data x in (10) will be broadcasted back to two
secondary sources S1 and S2, and then the received signals at
the secondary sources Sk are expressed as

ySk =
ffiffiffiffiffiffiffiffi
PRm

q
xhRmSk

+ nSk

=

ffiffiffiffiffiffiffiffi
PRm

q
hRmSk

x1 ⊕ x2ð Þ + nSk theUTW‐2TS‐DNCprotocolð Þffiffiffiffiffiffiffiffi
PRm

q
hRmSk

ffiffiffiffiffi
β1

p
x1 +

ffiffiffiffiffi
β2

p
x2

� �
+ nSk theUTW‐2TS‐SC protocolð Þ

8><>:
=

ffiffiffiffiffiffiffiffi
PRm

q
hRmSk

x1 ⊕ x2ð Þ + nSk theUTW‐2TS‐DNCprotocolð Þffiffiffiffiffiffiffiffiffiffiffi
βlPRm

q
hRmSk

xl +
ffiffiffiffiffiffiffiffiffiffiffiffi
βkPRm

q
hRmSk

xk + nSk theUTW‐2TS‐SC protocolð Þ:

8><>:
ð12Þ

where nSk presents the Gaussian noises at the secondary
sources Sk with the same variance σ2.

For the UTW-2TS-DNC protocol with x = x1 ⊕ x2 in
(12), the received SINRs at the secondary sources Sk can be
obtained from (12) to take x as

γUTW‐2TS‐DNC
Sk→x =

PRm
hRmSk

�� ��2
σ2

=
QgRmSk

gRmPR
: ð13Þ

The decoding method of the secondary sources Sk to take
the desired data is performed by decoding operations of the
network coding; i.e., the S1 takes the data x2 by XOR opera-

tions of its data x1 with the compressed data x as x1 ⊕ x =
x1 ⊕ x1 ⊕ x2 = x2.

For the UTW-2TS-SC protocol, the received signals at
the secondary sources Sk are shown more clearly as

ySk =
ffiffiffiffiffiffiffiffiffiffiffi
βlPRm

q
hRmSk

xl|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
desired component

+
ffiffiffiffiffiffiffiffiffiffiffiffi
βkPRm

q
hRmSk

xk|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
self ‐interference component

+ nSk : ð14Þ

In (14), the secondary source Sk owns the data xk and
does not decode this data. In addition, the Sk can estimate
the fading channel coefficient hRmSk

from receiving the setup
messages of the selected secondary relay Rm and takes the
system parameters as the transmit power PRm

and the
power allocation coefficient βk during the setup time, where
k = f1, 2g, [37]. Hence, the Sk knows the parameters xk, hRmSk

,
PRm

, and βk, which then can cancel out the self-interference

component
ffiffiffiffiffiffiffiffiffiffiffiffi
βkPRm

q
hRmSk

xk in (14) [38, 39]. The received sig-

nals at the Sk after subtracting the known self-interference
components are obtained as

cySk = ffiffiffiffiffiffiffiffiffiffiffi
βlPRm

q
hRmSk

xl|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
desired component

+ nSk : ð15Þ

The received SINRs at the secondary sources Sk can be
computed to take the desired data xl as

γUTW‐2TS‐SC
Sk→xl

=
PRm

βl hRmSk

�� ��2
σ2 =

QβlgRmSk

gRmPR

: ð16Þ

3. Outage Probability and Throughput Analyses

In this paper, it is assumed that an outage event occurs when
the received SINR is less than a threshold SINR γth [30, 40].
In addition, the data transmission in the secondary network
is fixed to the delay-limited mode in which the secondary
receivers such as the selected secondary relay Rm and the sec-
ondary sources S1 and S2 decode the desired data block by
block without using buffers [30, 40]. Throughput has been
considered to characterize the spectrum utilization of the
communication systems [30, 40, 41] (known as the mean
spectral efficiency) and is related to outage analyses as

TP lð Þ
Z =

1
2

1 −OP lð Þ
Z−S1

� �
Rth +

1
2

1 −OP lð Þ
Z−S2

� �
Rth

=
1
2

2 −OP lð Þ
Z−S1

−OP lð Þ
Z−S2

� �
Rth,

ð17Þ

where 1/2 denotes that the Z protocol operates in the two
time slots, Z ∈ fUTW‐2TS‐DNC, UTW‐2TS‐SCg; Rth is the
threshold data rate and is given by Rth = log2ð1 + γthÞ
(bits/s/Hz) [30, 38, 40, 41]; OPðlÞZ−Sk is the outage probability
at the secondary source Sk in the case l (l, k = f1, 2g) and is
defined as probability that the secondary source Sk cannot
decode successfully the desired data.
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3.1. The UTW-2TS-DNC Protocol

3.1.1. Case 1: dS1Ri
≤ dS2Ri

, i = f1, 2,⋯,Mg. The outage prob-
ability of the secondary source S1 occurs when the secondary
source S1 cannot successfully decode the data x2 of the oppo-
site secondary source S2. Due to the exploitation of the SIC
technique at the selected secondary relay Rm which was set
up in the initial phase, the outage probability of the second-
ary source S1 happens when (1) the Rm fails to decode the
data x1; or (2) the Rm decodes the data x1 successfully but
does not decode the data x2; or (3) the Rm decodes both x1
and x2 successfully, but the S1 cannot decode the DNC-
coded data x to get the desired data x2 in the second time slot.
We express the outage probability of the secondary source S1
by the mathematical expression

OP 1ð Þ
UTW‐2TS‐DNC−S1 = Pr γ

1ð Þ
Rm→x1

< γth

n o
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Φ1

+ Pr γ
1ð Þ
Rm→x1

≥ γth

� �
∩ γ

1ð Þ
Rm→x2

< γth

� �n o
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Φ2

+ Pr γ
1ð Þ
Rm→x1

≥ γth

� �
∩ γ

1ð Þ
Rm→x2

≥ γth

� �n
� ∩ γUTW‐2TS‐DNC

S1→x < γth

� �o
:

ð18Þ

In (18), the probability Φ1 = Pr fγð1ÞRm→x1
< γthg is consid-

ered when the secondary relay Rm fails to decode the data x1
while applying the SIC technique. The probability Φ2 = Pr
fðγð1ÞRm→x1

≥ γthÞ ∩ ðγð1ÞRm→x2
< γthÞg is the decoding error of

the data x2 at the secondary relay Rm. Finally, the probability

Pr fðγð1ÞRm→x1
≥ γthÞ ∩ ðγð1ÞRm→x2

≥ γthÞ ∩ ðγUTW‐2TS‐DNC
S1→x < γthÞg

measures the decoding error of the coded data x at the sec-
ondary source S1. The event γSIC‐DNCS1→x < γth occurs indepen-

dently with the events γð1ÞRm→x1
≥ γth and γð1ÞRm→x2

≥ γth; thus,
we have an equivalent representation of (18) as

OP 1ð Þ
UTW‐2TS‐DNC‐S1 =Φ1 +Φ2 + Pr γ

1ð Þ
Rm→x1

≥ γth

� �
∩ γ

1ð Þ
Rm→x2

≥ γth

� �n o
× Pr γUTW‐2TS‐DNC

S1→x < γth

n o
=Φ1 +Φ2 + Pr γ

1ð Þ
Rm→x1

≥ γth

n o
− Pr γ

1ð Þ
Rm→x1

≥ γth

� �n�
� ∩ γ

1ð Þ
Rm→x2

< γth

� �o�
× Pr γUTW‐2TS‐DNC

S1→x < γth

n o
=Φ1 +Φ2 + 1 − Pr γ

1ð Þ
Rm→x1

< γth

n o�
− Pr γ

1ð Þ
Rm→x1

≥ γth

� �
∩ γ

1ð Þ
Rm→x2

< γth

� �n o�
× Pr γUTW‐2TS‐DNC

S1→x < γth

n o
= Φ1 +Φ2ð Þ 1 − Pr γUTW‐2TS‐DNC

S1→x < γth

n o� �
+ Pr γUTW‐2TS‐DNC

S1→x < γth

n o
:

ð19Þ

To analyze the probabilities Φ1, Φ2, and Pr f
γUTW‐2TS‐DNC
S1→x < γthg, we define GX1Y1/X2Y2

= gX1Y1
/gX2Y2

,
where X1, X2, Y1, Y2 ∈ fS1, S2, Ri, PRg, gX1Y1

≠ gX2Y2
, and

i = f1, 2,⋯,Mg; then, by referring from [30] (eqs. 24–25),
the CDF and PDF of the RV GX1Y1/X2Y2

are obtained as

FGX1Y1/X2Y2
zð Þ = λX1Y1

z

λX2Y2
+ λX1Y1

z
, ð20Þ

f GX1Y1/X2Y2
xð Þ =

dFGX1Y1/X2Y2
xð Þ

dx
=

λX1Y1
λX2Y2

λX2Y2
+ λX1Y1

x
� �2 :

ð21Þ
For the selected secondary relay Rm from the S1‐Ri

links (m, i = f1, 2,⋯,Mg), the CDF of the RV GS1Rm/S1PR
is given as

FGS1Rm /S1PR
zð Þ = Pr GS1Rm/S1PR < z

	 

= Pr

gS1Rm

gS1PR
< z

( )
= Pr gS1Rm

< zgS1PR

n o
=
ð∞
0
f gS1PR

tð Þ × FgS1Rm
ztð Þdt:

ð22Þ

Substituting the CDF of the RV gS1Rm
in (4) and the

PDF of the RVgS1PR into (22), we have a final result as

FGS1Rm /S1PR
zð Þ =

ð∞
0
λ4e

−λ4t 〠
M

p=0

p

M

 !
−1ð Þpe−pλ1ztdt

= λ4 〠
M

p=0

p

M

 !
−1ð Þp

ð∞
0
e−t λ4+pλ1zð Þdt

= λ4 〠
M

p=0

p

M

 !
−1ð Þp

λ4 + pλ1z
:

ð23Þ

The probabilities Φ1 and Φ2 are solved by Lemmas 1
and 2 as follows.

Lemma 1. The probability Φ1 is solved as

Φ1 = 1 + λ2λ4λ5 〠
M

p=1

p

M

 !
−1ð Þp

λ2υ3 pð Þ − λ5υ4 pð Þ

� 1
λ5

−
υ4 pð Þ

λ2υ3 pð Þ − λ5υ4 pð Þ ln λ2υ3 pð Þ
λ5υ4 pð Þ
� �� �

,

ð24Þ

where υ1 = γthα2/α1, υ2 = γth/α1Q, υ3ðpÞ, and υ4ðpÞ are func-
tions versus count variable p and are defined, respectively, as
υ3ðpÞ = λ4 + pλ1υ2 and υ4ðpÞ = pλ1υ1.

Proof. (proven in Appendix A).
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Lemma 2. The probability Φ2 is given in two cases of ε as
follows:

Case ε = 0 (perfect SICs):

Φ2 =
λ2υ5

λ5 + λ2υ5
− λ2λ4λ5 〠

M

p=0

p

M

 !
−1ð Þp

λ2υ3 pð Þ − λ5υ4 pð Þ

× λ2υ5
λ5 λ5 + λ2υ5ð Þ −

υ4 pð Þ
λ2υ3 pð Þ − λ5υ4 pð Þ ln λ5 + λ2υ5ð Þ × υ3 pð Þ

λ5 × υ3 pð Þ + υ5υ4 pð Þð Þ
� �� �

:

ð25Þ

Cas ε = 1 (imperfect SICs):

Φ2 = 1 − λ5e
λ5+λ2υ5ð ÞΩ/λ2υ6Γ 0,

λ5 + λ2υ5ð ÞΩ
λ2υ6

� �
Ω

λ2υ6


− 〠

M

p=0

p

M

 !
−1ð Þp

λ2υ3 pð Þ − λ5υ4 pð Þ
Ωλ4
υ6

+
λ2λ4υ4 pð Þ

λ2υ3 pð Þ − λ5υ4 pð Þ
� ��

− λ2λ4 〠
M

p=0

p

M

 !
−1ð Þp

λ2υ3 pð Þ − λ5υ4 pð Þ 1 −
λ5υ4 pð Þ

λ2υ3 pð Þ − λ5υ4 pð Þ


× ln λ5 + λ2υ5ð Þυ3 pð Þ
λ5 υ3 pð Þ + υ5υ4 pð Þð Þ
� ��

− e υ3 pð Þ+υ5υ4 pð Þð ÞΩ/υ6υ4 pð ÞΓ 0,
υ3 pð Þ + υ5υ4 pð Þð ÞΩ

υ6υ4 pð Þ
� ���

,

ð26Þ

where Γðu, vÞ is the upper incomplete Gamma function
ðΓðu, vÞ = Ð∞v e−t tu−1dtÞ ([42], eq. 8.350.2).

Proof. (see the proof and notations in Appendix B).

The last probability Pr fγUTW‐2TS‐DNC
S1→x < γthg in (19) is

obtained by using formula (13) with k = 1 as

Pr γUTW‐2TS‐DNC
S1→x < γth

n o
= Pr

QgRmS1

gRmPR
< γth

( )

= Pr GRmS1/RmPR <
γth
Q

 �
= FGRmS1/RmPR

γth
Q

� �
=

λ1 γth/Qð Þ
λ3 + λ1 γth/Qð Þ

=
λ1γth

λ3Q + λ1γth
:

ð27Þ

Substituting (27) into (19), the outage probability of
the secondary source S1 is obtained by the closed-form
expression

OP 1ð Þ
UTW‐2TS‐DNC‐S1 =

Φ1 +Φ2ð Þλ3Q + λ1γth
λ3Q + λ1γth

, ð28Þ

where Φ1 and Φ2 are given by closed-form expressions in
Lemmas 1 and 2, respectively.

The secondary source S2 expects to receive the desired
data x1 of the secondary source S1. Hence, the outage proba-
bility of the secondary source S2 occurs when (1) the selected
secondary relay Rm cannot decode the data x1 or (2) the S2
fails to decode the data transmitted by the Rm after the data
x1 is decoded successfully. We formulate the outage probabil-
ity of the secondary source S1 as

OP 1ð Þ
UTW‐2TS‐DNC‐S2 = Pr γ

1ð Þ
Rm→x1

< γth

n o
+ Pr γ

1ð Þ
Rm→x1

≥ γth

� �n
� ∩ γUTW‐2TS‐DNC

S2→x < γth

� �
g:

ð29Þ

In (29), the probability part Pr fðγð1ÞRm→x1
≥ γthÞ ∩ ð

γUTW‐2TS‐DNC
S2→x < γthÞg shows transmission errors of the data

x1 from the selected secondary relay Rm to the desired sec-
ondary source S2. Because the event γUTW‐2TS‐DNC

S2→x < γth
occurs independently, and with the help of (13) with k = 1,
the outage probability of the secondary source S2 is manipu-
lated and solved as

OP 1ð Þ
UTW‐2TS‐DNC‐S2 =Φ1 + Pr γ

1ð Þ
Rm→x1

≥ γth

n o
× Pr γUTW‐2TS‐DNC

S2→x < γth

n o
=Φ1 + 1 −Φ1ð Þ × Pr

QgRmS2

gRmPR
< γth

( )

=Φ1 + 1 −Φ1ð Þ × FGRmS2/RmPR

γth
Q

� �
=Φ1 + 1 −Φ1ð Þ × λ2γth

λ3Q + λ2γth

� �
,

ð30Þ

where Φ1 is given exactly by Lemma 1.
Next, the throughput of the UTW-2TS-DNC protocol as

in (17) is solved in Case 1 (dS1Ri
≤ dS2Ri

) by

TP 1ð Þ
UTW‐2TS‐DNC =

1
2

2 −OP 1ð Þ
UTW‐2TS‐DNC‐S1 −OP 1ð Þ

UTW‐2TS‐DNC‐S2

� �
� log2 1 + γthð Þ

=
log2 1 + γthð Þ

2


2 − 2Φ1 − 1 −Φ1ð Þ

� λ1γth
λ3Q + λ1γth

+
λ2γth

λ3Q + λ2γth

� �
−

λ3QΦ2
λ3Q + λ1γth

�
,

ð31Þ

where Φ1 and Φ2 are taken from Lemmas 1 and 2,
respectively.

3.1.2. Case 2: dS1Ri
> dS2Ri

. In this case, a selected secondary
relay Rm must decode the data x2 firstly. Because the sys-
tem model of the UTW-2TS-DNC protocol in Figure 1 is
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symmetric, we can model the outage probabilities in
Case 1 as functions versus symmetric parameters as

OPð1Þ
UTW‐2TS‐DNC‐S1 ≡OPð1Þ

UTW‐2TS‐DNC‐S1ðλ1, α1, λ2, α2Þ and

OPð1Þ
UTW‐2TS‐DNC‐S2 ≡OPð1Þ

UTW‐2TS‐DNC‐S2ðλ1, α1, λ2, α2Þ. Hence,
in Case 2 (dS1Ri

> dS2Ri
), the outage probability of the second-

ary sources S1 and S2 can be inferred from Case 1 as follows:

OP 2ð Þ
UTW‐2TS‐DNC‐S1 = OP 1ð Þ

UTW‐2TS‐DNC‐S2 λ2, α2, λ1, α1ð Þ, ð32Þ
OP 2ð Þ

UTW‐2TS‐DNC‐S2 = OP 1ð Þ
UTW‐2TS‐DNC‐S1 λ2, α2, λ1, α1ð Þ,

ð33Þ

where OPð1ÞUTW‐2TS‐DNC‐S2ðλ2, α2, λ1, α1Þ and OPð1ÞUTW‐2TS‐DNC‐S1
ðλ2, α2, λ1, α1Þ are closed-form outage probability expressions
of the secondary sources S2 and S1 in Case 1 with replacing
λ1 ↔ λ2 and α1 ↔ α2.

The throughput of the UTW-2TS-DNC protocol as in
(17) is obtained in Case 2 by

TP 2ð Þ
UTW‐2TS‐DNC =

log2 1 + γthð Þ
2

� 2 −OP 2ð Þ
UTW‐2TS‐DNC‐S1 −OP 2ð Þ

UTW‐2TS‐DNC‐S2

� �
,

ð34Þ

where OPð2Þ
UTW‐2TS‐DNC‐S1 and OPð2Þ

UTW‐2TS‐DNC‐S2 are presented
in (32) and (33), respectively.

3.2. The UTW-2TS-SC Protocol.Operation of the UTW-2TS-
SC protocol is different to the UTW-2TS-DNC protocol in
the time slot 2 (the last time slot) with power allocation coef-
ficients β1 and β2 to decoded data x1 and x2. Similar to the
UTW-2TS-DNC protocol for Case 1 (dS1Ri

≤ dS2Ri
) and Case

2 (dS1Ri
> dS2Ri

), the outage probability and corresponding
throughput of the secondary sources S1 and S2 will be
obtained briefly in the next subsections.

3.2.1. Case 1: dS1Ri
≤ dS2Ri

. The decoding operation of the
UTW-2TS-SC protocol is similar to that of the UTW-2TS-
DNC protocol. One difference is that the secondary source
S1 expects to decode the desired data x2 directly from the
received signal yS1 as in (14) where k = 1 and l = 2. Hence,
the outage probability of the secondary source S1 (denoted

as OPð1Þ
UTW‐2TS‐SC‐S1) is expressed in Case 1 (dS1Ri

≤ dS2Ri
) as

OP 1ð Þ
UTW‐2TS‐SC‐S1 = Pr γ

1ð Þ
Rm→x1

< γth

n o
+ Pr γ

1ð Þ
Rm→x1

≥ γth

� �
∩ γ

1ð Þ
Rm→x2

< γth

� �n o
+ Pr γ

1ð Þ
Rm→x1

≥ γth

� �
∩ γ

1ð Þ
Rm→x2

≥ γth

� �n
� ∩ γUTW‐2TS‐SC

S1→x2
< γth

� �o
= Φ1 +Φ2ð Þ × 1 − Pr γUTW‐2TS‐SC

S1→x2
< γth

n o� �
+ Pr γUTW‐2TS‐SC

S1→x2
< γth

n o
,

ð35Þ
where Φ1 and Φ2 are obtained from Lemmas 1 and 2.

In (35), the probability Pr fðγð1ÞRm→x1
≥ γthÞ ∩ ðγð1ÞRm→x2

≥
γthÞ ∩ ðγUTW‐2TS‐SC

S1→x2
< γthÞg directly calculates the decoding

error of the data x2 at the secondary source S1.
Substituting (16) with k = 1 and l = 2 into the probability

Pr fγUTW‐2TS‐SC
S1→x2

< γthg in (35) and performing similarly as
(27), we have a result as

Pr γUTW‐2TS‐SC
S1→x2

< γth

n o
= Pr

Qβ2gRmS1

gRmPR
< γth

( )

= Pr GRmS1/RmPR <
γth
β2Q

 �
= FGRmS1/RmPR

γth
β2Q

� �
=

λ1 γth/ β2Qð Þð Þ
λ3 + λ1 γth/ β2Qð Þð Þ

=
λ1γth

λ3β2Q + λ1γth
:

ð36Þ

Hence, the outage probabilityOPð1Þ
UTW‐2TS‐SC‐S1 is solved in

a closed-form expression with Φ1, Φ2, and Pr fγUTW‐2TS‐SC
S1→x2

< γthg from Lemmas 1 and 2 and (36).
We see that because β2 ≤ 1, then Pr fγUTW‐2TS‐SC

S1→x2
< γthg

≥ Pr fγUTW‐2TS‐DNC
S1→x < γthg which leads to OPð1Þ

UTW‐2TS‐SC‐S1 ≥

OPð1Þ
UTW‐2TS‐DNC‐S1 .
Similarly, the remaining outage probability of the sec-

ondary source S2 is obtained as

OP 1ð Þ
UTW‐2TS‐SC‐S2 = Pr γ

1ð Þ
Rm→x1

< γth

n o
+ Pr γ

1ð Þ
Rm→x1

≥ γth

� �n
� ∩ γUTW‐2TS‐SC

S2→x1
< γth

� �o
=Φ1 + 1 −Φ1ð Þ × λ2γth

λ3β1Q + λ2γth

� �
:

ð37Þ

Then, the throughput of the UTW-2TS-SC protocol is
solved in Case 1 (dS1Ri

≤ dS2Ri
) by

TP 1ð Þ
UTW‐2TS‐SC =

1
2

2 −OP 1ð Þ
UTW‐2TS‐SC‐S1 −OP 1ð Þ

UTW‐2TS‐SC‐S2

� �
� log2 1 + γthð Þ

=
log2 1 + γthð Þ

2


2 − 2Φ1 − 1 −Φ1ð Þ

� λ1γth
λ3β2Q + λ1γth

+
λ2γth

λ3β2Q + λ2γth

� �
−

λ3β2QΦ2
λ3β2Q + λ1γth

�
:

ð38Þ

3.2.2. Case 2: dS1Ri
> dS2Ri

. We can also model the outage
probabilities in Case 1 as functions versus parameters as
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OPð1Þ
UTW‐2TS‐SC‐S1ðλ1, α1, β1, λ2, α2, β2Þ and OPð1Þ

UTW‐2TS‐SC‐S2ð
λ1, α1, β1, λ2, α2, β2Þ. Because of the symmetry model of the
UTW-2TS-SC protocol in Figure 1, the outage probability
of the secondary sources S1 and S2 in Case 2 can be concluded
from Case 1 as follows:

OP 2ð Þ
UTW‐2TS‐SC‐S1 = OP 1ð Þ

UTW‐2TS‐SC‐S2 λ2, α2, β2, λ1, α1, β1ð Þ,
ð39Þ

OP 2ð Þ
UTW‐2TS‐SC‐S2 = OP 1ð Þ

UTW‐2TS‐SC‐S1 λ2, α2, β2, λ1, α1, β1ð Þ,
ð40Þ

where OPð1Þ
UTW‐2TS‐SC‐S2ðλ2, α2, β2, λ1, α1, β1Þ and

OPð1Þ
UTW‐2TS‐SC‐S1ðλ2, α2, β2, λ1, α1, β1Þ are closed-form outage

probability expressions of the secondary sources S2 and S1 in
Case 1 with replacing λ1 ↔ λ2, α1 ↔ α2, and β1 ↔ β2.

The corresponding throughput of the UTW-2TS-SC pro-
tocol is obtained in Case 2 as

TP 2ð Þ
UTW‐2TS‐SC =

log2 1 + γthð Þ
2

� 2 −OP 2ð Þ
UTW‐2TS‐SC‐S1 −OP 2ð Þ

UTW‐2TS‐SC‐S2

� �
,

ð41Þ

where OPð2Þ
UTW‐2TS‐SC‐S1 and OPð2Þ

UTW‐2TS‐SC‐S2 are given in (39)
and (40), respectively.

4. Results and Discussions

This section presents analysis and simulation results in terms
of outage probabilities and throughputs of the protocols
UTW-2TS-DNC and UTW-2TS-SC in the two-dimensional
plane. These proposed protocols are considered in two cases
of perfect SICs (ε = 0, denoted by pSIC) and imperfect SICs
(ε = 1, denoted by ipSIC). The simulation results are per-
formed by the Monte Carlo method to validate the analysis
ones which are shown from exact closed-form expressions.
Coordinates of the nodes S1, S2, PR, and the cluster with M
secondary relay Ri are set as S1ð0, 0Þ, S2ð1, 0Þ, PRðxPR, yPRÞ,
and RiðxR, yRÞ, where 0 < xR < 1 and i = f1, 2,⋯,Mg. The
normalized distances are calculated from the coordinates

as d1 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2R + y2R

p
, d2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 − xRÞ2 + y2R

q
, d3 =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxPR − xRÞ2 + ðyPR − yRÞ2
q

, d4 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2PR + y2PR

p
, and d5 =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1 − xPRÞ2 + y2PR

q
. It is assumed that the threshold SINR

and the path loss exponent are fixed by γth = 3 and η = 3,
and Q (dB) on the x-axis is defined as Q = 10 × log10ðI/σ2Þ
(dB). Markers denote simulated results, and solid lines pres-
ent analyzed ones.

Figure 2 shows the outage probabilities of the secondary
sources S1 and S2 in the protocols UTW-2TS-DNC and
UTW-2TS-SC versus Q (dB) when xR = 0:3, yR = 0, xPR =
yPR = 0:5, Ψ = 0 ðdBÞ, M = 3, and interference allocation
coefficients α1 = α2 = 0:5 [19, 30]. The normalized distances
are calculated as d1 = 0:3, d2 = 0:7, d3 = 0:54, d4 = 0:71, and
d5 = 0:71; hence, the results are presented following Case 1
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Figure 2: Outage probabilities of the secondary sources S1 and S2 versus Q (dB) when α1 = α2 = 0:5, β1 = 0:7, β2 = 1 − β1 = 0:3, Ψ = 0 (dB),
xR = 0:3, yR = 0, xPR = yPR = 0:5, and M = 3.
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(dS1Ri
≤ dS2Ri

). The power allocation coefficients β1 and β2 at
the selected secondary relay are suitably set as β1 = 0:7 and
β2 = 1 − β1 = 0:3. We note that the power allocation coeffi-
cients β1 and β2 to carry the desired data x1 and x2 from
the selected relay to the S2 and S1, respectively. Simulated
results are performed from equations (18) and (29) by mak-
ing RVs in (3), (7), and (13), whereas exact theory values are
calculated by closed-form expressions in (28) and (30) for the
secondary sources S1 and S2, respectively. From Figure 2,
some findings are watched as follows. Firstly, the outage
probabilities of the secondary source S1 and S2 in both proto-
cols with the perfect SICs and imperfect SICs decrease when
the interference constraint parameters Q increase. Secondly,
the system performances of the secondary source S1 with
the perfect SICs are always better than those with the imper-
fect SICs. We note that the outage probabilities of the second-
ary source S2 in both protocols are not affected by SIC
operations, and thus, the system performances of the second-
ary source S2 with the perfect SICs and the imperfect SICs are
identical (markers and solid line are merged in Figure 2).
Thirdly, in this case, the outage probabilities of the secondary
source S2 are almost smaller than those of the secondary
source S1. Finally, the results (solid lines) from the theory
expressions of the outage probabilities are exact to the Monte
Carlo simulations. These findings can be reasoned that the
received SINRs in (3) and (7) to decode the data x1 and x2
declined by more interferences from transmittance of the
data-carried signal x2, affecting of the residual interference
signal and interference constraints as in (1). In addition, with

large values of Q, the transmit powers of the nodes S1, S2, and
Rm increase as in (1) which correspond to large SINRs to
decode the data x1, x2, and x as in (3), (7), (13), and (16),
where m = f1, 2,⋯,Mg.

Figure 3 compares the throughputs of the UTW-2TS-
DNC and UTW-2TS-SC protocols versus Q (dB) when xR
= 0:3, yR = 0, xPR = yPR = 0:5, Ψ = 0 (dB), α1 = α2 = 0:5, β1
= 0:7, β2 = 1 − β1 = 0:3, and the number of intermediate sec-
ondary relays is set as M ∈ f3, 12g. Exact throughput curves
of the UTW-2TS-DNC and UTW-2TS-SC protocols are
obtained by theoretic analyses in (31) and (38). Simulation
markers are carried out by (17) with separate outage proba-
bilities for each protocol. From Figure 3, the throughputs of
the UTW-2TS-DNC protocol are larger than those of the
UTW-2TS-SC protocol with all the cases of SICs and M. In
addition, the throughputs of both protocols increase when
the UTW-2TS systems use more secondary relays (M is
increased). These contributions are based on observations
from SINRs (13) and (16). With 0 ≤ β1 and β2 ≤ 1, the SINRs
in (13) of the UTW-2TW-DNC protocol are always larger
than those in (16) of the UTW-2TW-SC protocol. Further-
more, with more cooperative secondary relays, the diversity
capacity of both protocols will be increased by the relay selec-
tion methods.

Figure 4 presents the throughputs of the protocols UTW-
2TS-DNC and UTW-2TS-SC versus α1 when Q = 10 (dB),
β1 = 0:7, β2 = 1 − β1 = 0:3, Ψ = −5 (dB), xR = 0:3, yR = 0, xPR
= yPR = 0:5, M = 3, and α2 can be set as α2 = 1 − α1. In
Figure 4, the throughputs of the protocols UTW-2TS-DNC
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Figure 3: Throughputs of the protocols UTW-2TS-DNC and UTW-2TS-SC versus Q (dB) when α1 = α2 = 0:5, β1 = 0:7, β2 = 1 − β1 = 0:3,
Ψ = 0 (dB), xR = 0:3, yR = 0, xPR = yPR = 0:5, and M = f3, 12g.
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and UTW-2TS-SC achieve the large values at an approximate
interference power allocation coefficient α1 ≈ 0:6 for both
cases (perfect SICs and imperfect SICs). The value α1 ≈ 0:6
is to balance constraints such as interferences from the sec-
ondary network to the primary network, locations of the sec-
ondary relays, and perfect/imperfect SIC operations.

Figure 5 shows the throughputs of the protocols
UTW-2TS-DNC and UTW-2TS-SC versus β1 when Q =
10 (dB), α1 = 0:6, α2 = 1 − α1 = 0:4, Ψ = −5 (dB), xR = 0:3,
yR = 0, xPR = yPR = 0:5, M = 3, and β2 is changed as β2 =

1 − β1. As observed from Figure 5, the UTW-2TS-DNC
protocol is not affected by the power allocation coefficients
β1 and β2, and the UTW-2TS-SC protocol reaches the
largest throughputs at approximate values β1 = 0:7 and
β1 = 0:8 corresponding to perfect SICs and imperfect SICs,
respectively. These values β1 = 0:7 and β1 = 0:8 are to
equalize the SINR qualities between two hops from the
selected secondary relay to the secondary sources.

Figure 6 shows the throughputs of the protocols UTW-
2TS-DNC and UTW-2TS-SC versus α1 and β1 in the three-
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Figure 4: Throughputs of the protocols UTW-2TS-DNC and UTW-2TS-SC versus α1 when Q = 10 (dB), β1 = 0:7, β2 = 1 − β1 = 0:3, Ψ = −5
(dB), xR = 0:3, yR = 0, xPR = yPR = 0:5, M = 3, and α2 = 1 − α1.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
𝛽1

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Th
ro

ug
hp

ut
 (b

its
/s

/H
z)

UTW‑2TS‑DNC, ipSIC
UTW‑2TS‑SC, ipSIC

UTW‑2TS‑DNC, pSIC
UTW‑2TS‑SC, pSIC
Exact theory

Figure 5: Throughputs of the protocols UTW-2TS-DNC and UTW-2TS-SC versus β1 when Q = 10 (dB), α1 = 0:6, α2 = 1 − α1 = 0:4, Ψ = −5
(dB), xR = 0:3, yR = 0, xPR = yPR = 0:5, M = 3, and β2 = 1 − β1.
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dimensional plane when Q = 10 (dB), Ψ = −5 (dB), xR = 0:3,
yR = 0, xPR = yPR = 0:5, M = 3, and α2 and β2 are set as α2 =
1 − α1 and β2 = 1 − β1. The value ranges of α1 and β1 are
established between 0.1 and 0.9. The results from Figure 6
confirm the contributions from Figures 4 and 5.

Figure 7 presents the throughputs of the protocols UTW-
2TS-DNC and UTW-2TS-SC versus xR when Q = 10 (dB),
α1 = α2 = 0:5, β1 = β2 = 0:5, Ψ = −5 (dB), xPR = yPR = 0:5, M
= 3, and yR is fixed as yR = 0. In this simulation, the normal-
ized distances d4 and d5 are fixed at the same value 0.7 and
the remaining normalized distances d1, d2, and d3 are chan-
ged from 0.1 to 0.9 for d1, 0.9 to 0.1 for d2 (the distance d2 has
a reverse change versus the distance d1), and 0.64 to 0.5 and
back to 0.64 for d3. From Figure 7, these proposed protocols
UTW-2TS-DNC and UTW-2TS-SC achieve the largest
throughputs at asymmetric locations of the selected second-
ary relay as xR ≈ 0:2 ðd1 = 0:2, d2 = 0:8Þ and xR ≈ 0:8 ðd1 =
0:8, d2 = 0:2Þ because of decoding the received data sequen-
tially (SIC operations). In addition, at the symmetric location
xR = 0:5 ðd1 = d2 = 0:5Þ, the throughputs of both protocols
again have the lowest values.

Figure 8 presents the throughputs of the protocols UTW-
2TS-DNC and UTW-2TS-SC versus yPR when Q = 10 (dB),
α1 = α2 = 0:5, β1 = 0:7, β2 = 1 − β1 = 0:3, Ψ = −5 (dB), xR =
0:3, yR = 0, M = 3, and xPR is fixed at xPR = 0:5. In this case,
the normalized distances d1 and d2 are fixed to 0.3 and 0.7,
respectively, and the primary receiver (PR) is moving farther
the secondary network characterized by changing the nor-
malized distances d3, d4, and d5 from 0.22 to 0.92 for d3
and from 0.51 to 1.03 for d4 and d5. As shown in Figure 8,
the throughputs of the protocols UTW-2TS-DNC and
UTW-2TS-SC are enhanced when the value of yPR increases
because of low influence of the interference constraint to the
sources and relays in the secondary network. Therefore, the
secondary sources and relays can transmit with the maxi-

mum power, and interference cancelling and decoding
capacity at the secondary relays and the secondary sources
increase.

Figure 9 presents the throughputs of the protocols UTW-
2TS-DNC and UTW-2TS-SC versus the residual interference
powers Ψ when Q = 10 (dB), α1 = α2 = 0:5, β1 = 0:7, β2 = 1
− β1 = 0:3, xR = 0:3, yR = 0, xPR = yPR = 0:5, andM = 3. Con-
sidering the case of the imperfect SICs for both protocols, the
throughput performances decrease when the residual inter-
ference powers increase. Furthermore, the throughputs of
the protocols UTW-2TS-DNC and UTW-2TS-SC in the
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perfect SICs are upper limitations (expectations) of the ones
in the imperfect SICs when Ψ→ −∞ (dB).

5. Conclusions

In this paper, we proposed and analyzed the underlay two-
way relaying scheme with two secondary sources and multi-
ple secondary relays, known as the UTW-2TS scheme. The
UTW-2TS scheme with the SIC solution operated in only
two time slots and under an interference constraint of the
primary receiver. The secondary relays decode successively
the data transmitted by two secondary sources and then
encode these data by two techniques: the DNC enforced by
XOR operations (known as the UTW-2TS-DNC protocol)
and the SC enforced by power domain additions (known as
the UTW-2TS-SC protocol). A selected secondary relay
which subjects to maximize the decoding capacities and to
minimize the collection time of CSI in the proposed proto-
cols UTW-2TS-DNC and UTW-2TS-SC suffered the resid-
ual interferences from the imperfect SIC operations. Exact
outage probabilities and throughputs were derived to evalu-
ate the system performance of the proposed UTW-2TS-
DNC and UTW-2TS-SC protocols. Simulation and analysis
results provided discoveries of the performance improve-
ments by increasing of the number of the cooperative sec-
ondary relays, the interference constraints, and the
distances from the secondary network to the primary
receiver. In addition, the proposed UTW-2TS-DNC and
UTW-2TS-SC protocols achieved the best throughputs at
optimal interference power allocation coefficients and opti-
mal locations of the selected secondary relay. Considering
the same power consumption, the UTW-2TS-DNC protocol
performed better than the UTW-2TS-SC protocol. Finally,
the analysis results of the outage probabilities and through-
puts were validated by the Monte Carlo simulations.

Appendix

A. Proof of Lemma 1

Substituting (3) into the formula ofΦ1 as in (18), we have the
expression

Φ1 = Pr
α1QgS1Rm

gS2PR
α2QgS2Rm

gS1PR + gS1PRgS2PR
< γth

( )

= Pr
gS1Rm

gS1PR
<
γth α2QgS2Rm

+ gS2PR
� �

α1QgS2PR

8<:
9=;

= Pr GS1Rm/S1PR <
γthα2
α1|ffl{zffl}
υ1

GS2Rm/S2PR +
γth
α1Q|{z}
υ2

8>>><>>>:
9>>>=>>>;

=
ð∞
0
f GS2Rm /S2PR

yð Þ × FGS1Rm /S1PR
υ1y + υ2ð Þdy:

ðA:1Þ

From (23), we infer the CDF and the corresponding PDF
of the RV GS2Rm/S2PR as

FGS2Rm /S2PR
zð Þ = λ5 〠

1

p=0

0

1

 !
−1ð Þp

λ5 + pλ2z
= λ5 −

1
λ5 + λ2z

=
λ2z

λ5 + λ2z
,

ðA:2Þ

f GS2Rm/S2PR
zð Þ =

∂FGS2Rm /S2PR
zð Þ

∂z
=

λ2λ5
λ5 + λ2zð Þ2 :

ðA:3Þ

Substituting (23) and (A.3) into (A.1), we have the equiv-
alent formula:

Φ1 =
ð∞
0

λ2λ5
λ5 + λ2yð Þ2 λ4 〠

M

p=0

p

M

 !
−1ð Þp

λ4 + pλ1 υ1y + υ2ð Þ dy

= λ2λ4λ5 〠
M

p=0

p

M

 !
−1ð Þp

ð∞
0

dy

λ4 + pλ1υ2 + pλ1υ1yð Þ λ5 + λ2yð Þ2
:

ðA:4Þ

By performing variable transformations for the integral
in (A.4) as t = 1/ðλ5 + λ2yÞ and y = υ4ðpÞ + ðλ2υ3ðpÞ − λ5
υ4ðpÞÞt, where υ3ðpÞ = λ4 + pλ1υ2 and υ4ðpÞ = pλ1υ1,
Lemma 1 is proven completely.

B. Proof of Lemma 2

Substituting (3) and (6) into the formula of Φ2 as in (18), the
probability Φ2 is expressed as

Φ2 = Pr
α1QgS1Rm

gS2PR

α2QgS2Rm
gS1PR + gS1PRgS2PR

≥ γth

 !
∩

PS2
gS2Rm

εI rmj j2 + σ2
< γth

� �( )

= Pr GS1Rm/S1PR ≥ υ1GS2Rm/S2PR + υ2
� �

∩ GS2Rm/S2PR <
γth
α2Q|{z}
υ5

+ ε
γth
α2|{z}
υ6

gm

0BBB@
1CCCA

8>>><>>>:
9>>>=>>>;:

ðB:1Þ

In (B.1), we consider two cases of perfect SICs ðε = 0Þ and
imperfect SICs ðε = 1Þ to solve the following:

Case ε = 0: formula (B.1) is expressed and manipulated as

Φ2 = Pr GS1Rm/S1PR ≥ υ1GS2Rm/S2PR + υ2
� �

∩ GS2Rm/S2PR < υ5
� �	 


=
ðυ5
0
f GS2Rm/S2PR

yð Þ × 1 − FGS1Rm/S1PR
υ1y + υ2ð Þ

� �
dy

= FGS2Rm/S2PR
υ5ð Þ −

ðυ5
0
f GS2Rm/S2PR

yð Þ × FGS1Rm /S1PR
υ1y + υ2ð Þdy,

ðB:2Þ

where FGS2Rm /S2PR
ðυ5Þ is the CDF of the RV GS2Rm/S2PR at a

value υ5 = γth/ðα2QÞ (see (A.2)).
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By using the PDF of the RV GS2Rm/S2PR as in (A.3) and the
CDF of the RV GS1Rm/S1PR as in (23), formula (B.2) is rewrit-
ten as

Φ2 = FGS2Rm /S2PR
υ5ð Þ − λ2λ4λ5 〠

M

p=0

p

M

 !
−1ð Þp

ðυ5
0

� dy

λ4 + pλ1υ2 + pλ1υ1yð Þ λ5 + λ2yð Þ2 :
ðB:3Þ

Solving (B.3) also by variable transformations as in (A.4),
Φ2 is presented as (25) in Lemma 2.

Case ε = 1: formula (B.1) is performed as
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Using the result of (B.2) for the inner integral of (B.4) and
the PDF of RV gm, we have the next result:

We solve sequentially the integrals I1, I2, and I3 in (B.5)
as
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where Γðu, vÞ is the upper incomplete Gamma function
([42], eq. 8.350.2).

Substituting (B.6), (B.7), and (B.8) into (B.5), the proba-
bility Φ2 is analyzed for the case ε = 1 as (26) in Lemma 2.
Hence, the lemma is proven completely.
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This paper investigates the joint effects of in-phase and quadrature-phase imbalance (IQI) and imperfect successive interference
cancellation (ipSIC) on the cooperative Internet of Things (IoT) nonorthogonal multiple access (NOMA) networks where the
Nakagami-m fading channel is taken into account. The closed-form expressions of outage probability for the far and near IoT
devices are derived to evaluate the outage behaviors. For deeper insights of the performance of the considered system, the
approximate outage probability and diversity order in high signal-to-noise ratio (SNR) regime are obtained. In addition, we also
analyze the throughput and energy efficiency to characterize the performance of the considered system. The simulation results
demonstrate that, compared with IQI, ipSIC has a greater impact on the outage performance for the near-IoT-device of the
considered system. Furthermore, we also find that the outage probabilities of IoT devices can be minimized by selecting a
specific power allocation scheme.

1. Introduction

With the development of Internet of Things (IoT), tradi-
tional orthogonal multiple access (OMA) can no longer
afford massive connections due to its low spectrum utiliza-
tion [1]. The proposals of massive multiple-input multiple-
output (MIMO) [2], small cell networks (SCNs) [3], millime-
ter wave (mmWave) [4], nonorthogonal multiple access
(NOMA) [5], and some other 5G-related technologies have
made it possible to implement the IoT [6]. Among these
technologies, NOMA has been accepted by the Third Gener-
ation Partnership Project (3GPP) due to the fact that it can
serve multiple devices simultaneously without neglecting
fairness [7]. Traditional OMA is required to use orthogonal
resources to support multiple devices, while relying on the
power multiplexing of NOMA IoT can serve a large number
of various devices in the same time/frequency domain [8, 9].
Furthermore, the physical layer security performance of
NOMA systems outperforms the OMA system and improves
the security rate of the system greatly [10]. In addition, to
ensure the fairness among devices, different power signals

are transmitted according to the channel state information
(CSI) between the transmitter (TX) and receiver (RX), and
the successive interference cancellation (SIC) is adopted at
the RX to eliminate interdevice interference [11, 12].

To further enhance the robustness and expand coverage,
cooperative relay communication has been introduced into
NOMA systems [13–17]. In [13], cooperative relay was taken
into account in the NOMA systems, and it has been proved
that the proposed scheme can reduce the outage probability
and increase the diversity gain of the systems. In order to
improve the spectral efficiency, the authors of [14] proposed
a new cooperative NOMA transmission scheme in the cogni-
tive radio systems and derived the exact closed-form expres-
sions for outage probability. The outage performance of
cooperative NOMA amplify-and-forward (AF) and decode-
and-forward (DF) system with a single user was studied in
[15], and the results showed that the relay in AF protocol
outperforms the relay in DF protocol. In [16], the outage
probability of cooperative NOMA system over Rayleigh
channels was analyzed where the near user acted as a DF
relay. Particularly, the cooperative NOMA network in the
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IoT was proposed in [17]; the average throughput and the
diversity order were analyzed to characterize the system. In
[18], the authors proposed a cooperative NOMA scheme in
which the near user acts as a DF relay and the analytical
expression of intercept probability was derived to evaluate
the system. All of the above studies showed that the cooper-
ative NOMA can improve the system performance. As the
core technology of NOMA, SIC has well performance on sig-
nal detection, while at the expense of the complexity of RX
[19]. To this end, a host of works has drawn attention to
imperfect SIC (ipSIC) ([20–23] and references therein).
Authors in [20] proposed a more practical network in which
ipSIC was considered in the cooperative NOMA system, and
the closed-form expressions of the outage probability were
derived. In [21], the authors presented the closed-form
expressions of outage probability and ergodic sum rate of
the cooperative AF NOMA over Nakagami-m channels by
considering ipSIC in the network. In addition, the effects of
ipSIC on the two-way and cognitive radio NOMA system
were studied in [22, 23], respectively. All of these articles
are instructive for the practical NOMA systems.

The aforementioned works mainly focused on the perfect
radio frequency (RF) which is overidealistic. In practice,
in-phase and quadrature-phase imbalance (IQI) inevitably
occurs due to component mismatch or manufacturing
process problems [24]. Although the influence of IQI can
be mitigated by compensation algorithms and correction
algorithms, it cannot be completely eliminated due to the dif-
ferent forms of noise [25–28]. The authors in [29] have dem-
onstrated that IQI has negative effects on the NOMA systems
and cannot be ignored. To solve this problem, authors in [30]
studied the impact of IQI on the two-way cooperative AF
relay systems and derived the closed-form and asymptotic
expressions for the outage probability. The effects of TX
IQI, RX IQI, and joint TX/RX IQI on the outage performance
of the single-hop NOMA system were compared in [31]. The
performance of cooperative NOMA system with IQI at the
relay was analyzed by deriving closed-form expressions for
the outage probability [32]. Recently, the impact of IQI on
the cooperative NOMA DF network over Rayleigh channels
has been considered in [33], while the influence of IQI on
the source node was not taken into account. Moreover, the
direct link between the source and the far user was not con-
sidered in [33].

Motivated by the previous discussion, in this paper, we
discuss the effect of IQI on the cooperative IoT NOMA AF
relaying system over Nakagami-m fading channels, and
ipSIC is taken into account as well. In the considered system,
the source node can communicate with the destination nodes
with the aid of an AF relay or directly. To demonstrate the
performance of the considered system, the exact analytical
expressions of the outage probability are derived. In order
to gain more insights, asymptotic analyses and diversity
orders are calculated. Finally, the throughput and energy effi-
ciency are also performed. The main contributions of this
paper are summarized as follows:

(i) The exact outage probability expressions of the near-
IoT-device and far-IoT-device of the considered sys-

tem are derived by considering IQI at source, relay,
and IoT devices; meanwhile, ipSIC is taken into
account

(ii) In order to obtain more insights, the asymptotic out-
age performance is analyzed. For more intuitive
evaluation of the considered system performance,
the diversity order is further obtained

(iii) Finally, we deduce the throughput and energy effi-
ciency of the considered network. The results con-
firm that (1) the system throughput will increase
when the signal-to-noise ratio (SNR) is increasing,
while approaches to a fixed value in the high SNR
regime; (2) the energy efficiency will increase all
the time in the ideal conditions, while in the non-
ideal conditions, the energy efficiency will reach the
upper bound due to the existence of IQI and ipSIC

The rest of this paper is organized as follows. Section 2
describes the cooperative IoT NOMA systems with IQI and
ipSIC; Section 3 discusses the exact and asymptotic outage
performance, the diversity order, the system throughput,
and the energy efficiency. The numerical results are pre-
sented in Section 4 before we conclude the paper in Section 5.

1.1. Notation. In this paper, E½·� denotes the expectation oper-
ator; f Xð·Þ and FXð·Þ are the probability density function
(PDF) and the cumulative distribution function (CDF) of a
random variable X, respectively; Γð·Þ is the Gamma function;
Pr ð·Þ represents the probability of a random variable; Kvð·Þ
symbolizes the vth-order modified Bessel function of the sec-
ond kind, and ≜ stands for the definition operator.

2. System Model

As can be seen from Figure 1, we consider a single-carrier
cooperative IoT NOMA network, which consists of one
source S, one AF relay R, and multiple IoT devices. In the
considered system, it is infeasible to study all devices due to
the extremely high complexity. Therefore, under normal cir-
cumstances, all devices are divided into multiple clusters and
OMA is used for the intercluster while NOMA is utilized
within clusters (In this paper, we only study the devices in
the same cluster.). In one cluster, the devices are classified
into two groups, namely, the far-IoT -device Df and the
near-IoT-device Dn (The near-IoT-device and the far-IoT-
device are distinguished by the geographic locations of the
devices away from the source node, and this case of the

�e near-IoT-device

�e first time slot
�e second time slot

R h
RD

n

h
SD

f

h
SD

fh
SR

S

h
SD

n

�e far-IoT-device

Figure 1: System model of cooperative IoT NOMA networks.
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two-user downlink NOMA system has been widely consid-
ered in existing works, e.g., see Ref. [34–36].). It is assumed
that all nodes are equipped with a single antenna and work
in the half-duplex mode. The channel coefficients and chan-
nel gains between source and relay, source and destinations,
and relay and destinations are denoted as hSR, hSDn

, hSDf
,

hRDf
, hRDn

and ρSR, ρSDn
, ρSDf

, ρRDf
, ρRDn

, respectively. With-

out loss of generality, the channel gains between source and
M destinations are sorted as ρSD1

≤ ρSD2
≤⋯≤ρSDM

.

2.1. Signal Transmission. The communication procedure is
divided into two time slots. In the first time slot, S transmits
signals yS =

ffiffiffiffiffiffiffiffiffi
a1PS

p
x1 +

ffiffiffiffiffiffiffiffiffi
a2PS

p
x2 to R,Df , andDn, where PS is

the transmit power of S, x1 and x2 are the desired signals of
Df and Dn, satisfying with E½jx1j2� =E½jx2j2� = 1, and a1 and
a2 are the power allocation coefficients with a1 + a2 = 1 and
a1 > a2. Thus, in the first time slot, the received signals at
R, Df , and Dn can be expressed as (The subscripts S, R,
Df , and Dn in μt , νt , μr , and νr represent IQIs caused by
source, relay, the far-IoT-device, and the near-IoT-device,
respectively.)

ySR = μrR hSR μtS yS + νtS y
∗
S

� �
+ n0

h i
+ νrR × hSR μtS yS + νtS y

∗
S

� �
+ n0

h i∗
,

ySDf
= μrDf

hSDf
μtS yS + νtS y

∗
S

� �
+ n0

h i
+ νrDf

× hSDf
μtS yS + νtS y

∗
S

� �
+ n0

h i∗
,

ySDn
= μrDn

hSDn
μtS yS + νtS y

∗
S

� �
+ n0

h i
+ νrDn

× hSDn
μtS yS + νtS y

∗
S

� �
+ n0

h i∗
,

ð1Þ

where n0 ∼CN ð0,N0Þ denotes the additive white Gaussian
noise (AWGN), μr , νr and μt , νt are the IQI coefficients
caused by the RX and TX which can be expressed as

μt =
1
2 1 + ζt exp jϕtð Þð Þ,

νt =
1
2 1 − ζt exp −jϕtð Þð Þ,

μr =
1
2 1 + ζr exp −jϕrð Þð Þ,

νr =
1
2 1 − ζr exp jϕrð Þð Þ,

ð2Þ

where ζt and ζr are the amplitude mismatch levels caused by
TX and RX, while ϕt and ϕr are the phase mismatch levels
and j =

ffiffiffiffiffiffi
−1

p
denotes the unit of imaginary. Furthermore,

the TX/RX image rejection ratio (IRR) is expressed as

IRRt/r =
μt/r
�� ��2
νt/rj j2 : ð3Þ

According to the NOMA protocol, the received signal-to-
interference-plus-noise ratio (SINR) for Df and Dn to
decoded x1 is expressed as

γSDf
=

Af ρSDf
a1γ1

a2ρSDf
Af γ1 + ρSDf

Bf γ1 + Cf
, ð4Þ

γSDn→ f
=

AnρSDn
a1γ1

a2ρSDn
Anγ1 + ρSDn

Bnγ1 + Cn
, ð5Þ

where Af = μ2rDf
μ2tS + ν2rDf

ν2tS , An = μ2rDn
μ2tS + ν2rDn

ν2tS , Bf = μ2rDf

ν2tS + ν2rDf
μ2tS , Bn = μ2rDn

ν2tS + ν2rDn
μ2tS , Cf = μ2rDf

+ ν2rDf
, Cn =

μ2rDn
+ ν2rDn

, and γ1 = PS/N0 denotes the transmit SNR caused

by S. Based on the ipSIC, the received SINR of Dn to decoded
x2 can be expressed as

γSDn
=

a2AnρSDn
γ1

a2BnρSDn
γ1 + a1gSDn

Anγ1 + Cn
, ð6Þ

where gSDn
∼CN ð0, ερSDn

Þ and ε ∈ ð0, 1� is the parameter of
ipSIC which follows the Gaussian distribution [37]. Note
that in this system the value of ε cannot take the value of
1, because the network is completely out of the NOMA
scheme when ε = 1, which is clearly contradictory to the con-
sidered system.

In the second time slot, the relay amplifies and forwards
the received signals to the IoT devices. Thus, the received sig-
nals at Df and Dn can be expressed as

yRDf
= μrDf

hRDf
μtR GySRð Þ + νtR Gy∗SRð Þ
� �

+ n0
h i

+ νrDf
hRDf

μtR GySRð Þ + νtR Gy∗SRð Þ
� �

+ n0
h i∗

,

yRDn
= μrDn

hRDn
μtR GySRð Þ + νtR Gy∗SRð Þ
� �

+ n0
h i

+ νrDn
hRDn

μtR GySRð Þ + νtR Gy∗SRð Þ
� �

+ n0
h i∗

,

ð7Þ

where G =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PR/ðQðPSρSR +N0ÞÞ

p
represents the amplifying

gain factor and PR is the transmit power by R and Q =
ðjμtR j

2 + jνtR j
2ÞðjμrR j

2 + jνrR j
2Þ. The received SINRs for Df

to decode x1 and for Dn to decode x1 and x2 are expressed as

γRDf
=

a1Ef ρSRρRDf
γ1γ2

a2Ef + J f
� �

ρSRρRDf
γ1γ2 + T f ρSRγ1 + Lf ρRDf

γ2 + T f

,

ð8Þ

γRDn→ f
=

a1EnρSRρRDn
γ1γ2

a2En + Jnð ÞρSRρRDn
γ1γ2 + TnρSRγ1 + LnρRDn

γ2 + Tn
,

ð9Þ

3Wireless Communications and Mobile Computing



γRDn
=

a2EnρSRρRDn
γ1γ2

a2 Jn + a1εEnð ÞρSRρRDn
γ1γ2 + LnρRDn

γ2 + TnρSRγ1 + Tn
,

ð10Þ
where γ1 = PR/N0 represents the transmit SNR caused by
R, Ef = ðμ2rRμ2tS + ν2rRν

2
tS
Þðμ2rDf

μ2tR+ν
2
rDf

ν2tRÞ + ðμ2rRν2tS + μ2tSν
2
rR
Þ

ðμ2rDf
ν2tR + μ2tRν

2
rDf

Þ, En = ðμ2rRμ2tS + ν2rRν
2
tS
Þðμ2rDnμ

2
tR
+ ν2rDn

ν2tRÞ
+ ðμ2rRν2tS+μ2tSν2rRÞðμ2rDnν

2
tR
+ μ2tRν

2
rDn

Þ, J f = ðμ2rRν2tS + μ2tS × ν2rRÞ
ðμ2rDf

μ2tR + ν2rDf
ν2tRÞ + ðμ2rDf

ν2tR + μ2tRν
2
rDf

Þðμ2rRμ2tS+ν2rRν2tSÞ, Jn =
ðμ2rRν2tS + μ2tSν

2
rR
Þðμ2rDnμ

2
tR
+ ν2rDn

× ν2tRÞ + ðμ2rDnν
2
tR
+ μ2tRν

2
rDn

Þ
ðμ2rRμ2tS + ν2rRν

2
tS
Þ, Lf = 2μ2rDf

μ2tR + 2μ2rDf
ν2tR + 2ν2rDf

μ2tR + 2ν2rDf

ν2tR , Ln = 2μ2rDnμ
2
tR
+ 2μ2rDnν

2
tR
+ 2ν2rDnμ

2
tR
+ 2ν2rDnν

2
tR
, T f =QCf ,

and T f = CnQ.

2.2. Fading Channels. Assume that all the channel gains fol-
low Nakagami-m distribution; thus, the PDF and CDF of ρi
can be expressed as [38]

f ρi xð Þ = xαi−1

Γ αið Þβαi
i

e−x/βi , ð11Þ

Fρi
xð Þ = 1 − 〠

αi−1

gi=0

e−x/βi

gi!

x
βi

� 	gi
, ð12Þ

where αi denotes the multipath fading parameter while βi
represents the control spread parameter. By utilizing the
order statistics, the PDF and CDF of the m-th devices’ chan-
nel gain ρm can be expressed as

f ρm xð Þ = M!

m − 1ð Þ! M −mð Þ! Fρi
xð Þ

h im−1

× f ρi xð Þ 1 − Fρi
xð Þ

h iM−m
,

ð13Þ

Fρm
xð Þ = M!

m − 1ð Þ! M −mð Þ! 〠
M−m

z=0

M −m

z

 !

× −1ð Þz
m + z

Fρi
xð Þ

h im+z
,

ð14Þ

where M denotes the total numbers of IoT devices.

3. Outage Probability Analysis

In this section, the outage performances ofDf andDn are dis-
cussed. We first analyze the considered system by deriving
the exact expressions of the outage probability and then for-
mulate the asymptotic analysis in the high SNR. In addition,
the throughput of the considered system is also explored.

3.1. Exact Outage Probability. For Df , the outage event will
occur when Df fails to decode the expected signal x1 trans-

mitted from S and R. Therefore, the outage probability of
Df can be expressed as

P
Df
out = Pr γSDf

< γthf

� �
Pr γRDf

< γthf

� �
, ð15Þ

where γthf is the target threshold at Df . The closed-form
expression of outage probability of Df under IQI and ipSIC
is provided in the following theorem.

Theorem 1. The exact outage probability expression of Df in
the presence of IQI and ipSIC is expressed as

P
Df
out = bf 〠

M−f

z=0

M − f

z

 !
−1ð Þz
f + z

� 1 − e
−θ/βSDf 〠

αSDf
−1

g5=0

1
g5

× θ

βSDf

 !g5
2
4

3
5f+z

� 1 −
2

Γ αRDf

� �
β
αRDf

RDf

〠
αSR−1

g1=0
〠

αRDf
−1

t1=0
〠
g1

t2=0

1
g1!

2
64
×

g1

g2

 !
αRDf

− 1

t1

 !

� βSRγ1T f

� �−g1− t1−t2+1/2ð Þφg1+αRDf
− t1+t2+1/2ð Þ

× T f + Lf γ2φ
� � t1+t2+1ð Þ/2ð Þβ t1−t2+1ð Þ/2

RDf
Lf γ2
� �g1−t2

× e
− φ/βRDf

� �
− Lf γ2φ/βSRT f γ1ð Þ

� Kt1−t2+1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T f + Lf γ2φ
� �

φ

βSRβRDf
T f γ1

vuut
0
@

1
A
3
5,

ð16Þ

where f denotes the f -th device (the far device), bf ≜M!/ð f
− 1Þ!ðM − f Þ!, θ ≜ Cf γthf /½a1Af γ1 − ða1Af + Bf Þγ1γthf � with
Af a1 > ða1Af + Bf Þγthf , and φ ≜ T f γthf /½a1Ef γ2−ða2Ef + J f Þ
γ2γthf � with a1Ef > ða2Ef + J f Þγthf .

Proof. See Appendix A.
For Dn, the outage event will occur when Dn fails to

decode either the signals x1 or x2 transmitted from S or R.
Therefore, the outage probability of Dn can be expressed as

PDn
out = 1 − Pr γSDn→ f

> γthf , γSDn
> γthn

� �h i
s

× 1 − Pr γRDn→ f
> γthf , γRDn

> γthn

� �h i
,

ð17Þ

where γthn is the target threshold at Dn. The closed-form
expression of outage probability of Dn under IQI and ipSIC
is provided in the following theorem.

4 Wireless Communications and Mobile Computing



Theorem 2. The exact outage probability expression of Dn in
the presence of IQI and ipSIC is expressed as

PDn
out = bn 〠

M−n

z=0

M − n

z

 !
−1ð Þz
n + z

� 1 − 〠
αSDn−1

g4=0

1
g4!

e−ξ/βSDn × ξ

βSDn

 !g4
" #n+z

� 1 −
2

αRDn
β
αRDn
RDn

〠
αSR−1

g1=0
〠

αRDn−1

q1=0
〠
g1

q2=0

1
g1!

"

×
g1

q2

 !
αRDn

− 1

q1

 !

� βSRγ1Tnð Þ−g1− q1−q2+1ð Þ/2ð Þτg1+αRDn− q1+q2+1ð Þ/2ð Þ

× Tn + Lnγ2τð Þ q1+q2+1ð Þ/2β q1−q2+1ð Þ/2
RDn

Lnγ2ð Þg1−q2

× e− τ/βRDnð Þ− Lnγ2τ/βSRTnγ1ð Þ

� Kq1−q2+1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tn + Lnγ2τð Þτ
βSRβRDn

T f γ1

s !#
,

ð18Þ

where n denotes the n-th device (the near device) and bn ≜
M!/ðn − 1Þ!ðM − nÞ!, ξ ≜max ðξ1, ξ2Þ, ξ1 ≜ Cf γthf /½a1Anγ1 −
ða1An + BnÞγ1γthf �, ξ2 ≜ Cnγthn/½a2Anγ1 − γ1γthnða2Bn + a1ε
AnÞ�Bn + a1εAnÞ�, τ =max ðτ1, τ2Þ, τ1 ≜ Tnγ1γthf /½a1Enγ2 −
ða2En + JnÞγ2γthf �, and τ2 ≜ Tnγthn/½a2Enγ2−ða2Jn + a1εEnÞ
γ2γthn�.

Proof. See Appendix B.

Remark 3. From Theorems 1 and 2, we can observe that the
outage probabilities of Df and Dn are determined by IQI
parameters, the performance of SIC, fading parameters, and
distortion noise. Meanwhile, it is worth noting that when
ςt = ςr = 1, ϕt = ϕr = 0∘, and ε = 0 are all satisfied, the consid-
ered system reduces to ideal conditions.

3.2. Asymptotic Outage Probability. In this subsection, the
asymptotic outage probabilities of Df and Dn are analyzed
to obtain more insights on the outage behavior of the con-
sidered system. The asymptotic CDF of the channel gain ρi
in the case of ordering and nonordering can be expressed
as [39]

f∞ρi xð Þ = xαi

αi!β
αi
i

, ð19Þ

F∞
ρi

xð Þ = M!

M −mð Þ!m!

1
αi

� 	m x
βi

� 	mαi

: ð20Þ

The asymptotic expressions of outage probabilities of
Df and Dn are described in the following corollaries.

Corollary 4. The asymptotic closed form of outage probability
of Df in the high SNR regime is expressed as

P
Df ,∞
out = b∞f

1
αSDf

!

 !f
θ

βSDf

 !αSDf
f

× φ′αSR

αSR!β
αSR
SR

+ φ″αRDf

αRDf
!β

αRDf

RDf

0
@

1
A,

ð21Þ

where b∞f =M!/½ f !ðM − f Þ!�, φ′ = Lf γthf /½a1Ef γ1 − ða2Ef +
J f Þγ1γthf �Ef γ1 − ða2Ef + J f Þγ1γthf �, and φ″ = T f γthf /½a1γ2Ef

− ða2Ef + J f Þγ2γthf �.

Proof. See Appendix C.

Corollary 5. The asymptotic closed form of outage probability
of Dn in the high SNR regime is expressed as

PDn ,∞
out = b∞n

1
αRDn

!

 !n
ξ

βRDn

 !nαSDn

× τ′αSR

αSR!β
αSR
SR

+ τ″αRDn

αRDn
!β

αRDn
RDn

 !
,

ð22Þ

where b∞n =M!/½n!ðM − nÞ!�, τ′ =max ðτ1′ ,τ2′Þ, τ″ =max
ðτ1″, τ2″Þ, τ1′ ≜ Lnγthf /½a1Enγ1 − γ1γthf ða2En + JnÞ�, τ1″ ≜ Tn

γthf /½a1Enγ2 − γ2γthf ða2En + JnÞ�, τ2′ ≜ Lnγthn/½a2Enγ1−a2Jn
γthnγ1�, and τ2″ ≜ Tnγthn/½a2Enγ2 − a2Jnγthnγ2�.

Proof. See Appendix D.

Remark 6. The results of Corollaries 4 and 5 show the effects
of channel fading parameters, IQI parameters, the perfor-
mance of SIC, and distortion noise on asymptotic outage per-
formances ofDf andDn. In addition, we can also observe that
the asymptotic outage probability is related to the order of
user arrangement directly.

3.3. Diversity Order. The diversity order can reflect the trend
of the outage probability intuitively. To this end, the diversity
order of the considered system is explored in this subsection.
The diversity order is defined as [40]

d = − lim
γ→∞

log P
Dm,∞
out

� �
log γ , ð23Þ

where P
Dm,∞
out denotes asymptotic outage probability of m‐th

device and γ ∈ ½γ1, γ2� represents the transmitted SNR.

Corollary 7. Based on (23), the diversity orders of Df and Dn

in ideal conditions (ςt = ςr = 1, ϕt = ϕr = 0∘, and ε = 0) and
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nonideal conditions (ςt , ςr ≠ 1, ϕt , ϕr ≠ 0∘, and ε ≠ 0) can be
written as

didf = dnidf =min f αSDf
αSR, f αSDf

αRDf

� �
,

didn = dnidn =min nαSDn
αSR, nαSDn

αRDn

� �
:

ð24Þ

Remark 8. The results show that the diversity order of Df is
the minimum of f αSDf

αSR and f αSDf
αRDf

, which indicates

that the diversity order of Df is relative to αSDf
, αSR, αRDf

,

and f , while the value is affected by the multipath fading
parameters αSR and αRDf

of S⟶ R and R⟶Df . Similarly,

the diversity order of Dn is the minimum of nαSDn
αSR and n

αSDn
αRDn

, which is related to αSDn
, αSR, αRDn

, and n, and the
final value is jointly determined by αSR and αRDn

. The results
also show that the outage probabilities of Df and Dn of the
considered system will always decrease with the increase of
SNR. In addition, we can also observe that although the out-
age probabilities of IoT devices in ideal and nonideal condi-
tions are different, the trends are the same due to the
diversity orders.

3.4. Throughput Analysis. The system throughput is another
measure of system performance, which is the number of sig-
nals transmitted per unit of time successfully. Thus, the sys-
tem throughput is formulated as [41]

T = 〠
M

m=1
1 − PDm

out
� �

Rthm, ð25Þ

where PDm
out is the outage probability of Dm which can be

obtained from (16) and (18), Rthm = ð1/2Þ log ð1 + γthmÞ
denotes the target rate ofDm, and 1/2 represents that the com-
munication transmit process is divided into two time slots.

3.5. Energy Efficiency. To further evaluate the performance of
the considered system, the energy efficiency is analyzed in
this subsection. Energy efficiency refers to the useful signals
that IoT devices received for each unit of energy consumed
by S. Hence, the energy efficiency of the considered system
can be expressed as [42]

ηee =
T
PEE

, ð26Þ

where PEE = PS + PR + PC denotes total energy consumption
and PC is the fixed energy consumption which is caused by
transmitter and the IoT devices and T is the system through-
put which can be obtained from (25).

4. Numerical Results

In this section, the correctness of analytical results in Sec-
tion 3 is demonstrated by some computer simulations.
Unless otherwise noted, the simulation parameters are pro-
vided in Table 1.

Figure 2 shows the outage probabilities of IoT devices
versus transmit SNR in ideal conditions (ςt = ςr = 1, ϕt =
ϕr = 0∘, and ε = 0) and nonideal conditions (ςt = ςr = 1:2,
ϕt = ϕr = 10∘, and ε = 0:01) with a1 = 0:8 and a2 = 0:2. The
perfect coincidence of the theoretical analysis value and the
Monte Carlo simulation value curves in Figure 2 verifies
our derivations in (16), (18), (21), and (22). From Figure 2,
we can observe that the gaps caused by ideal and nonideal
conditions of Dn are larger than those of Df . The reason for
this phenomenon can be explained by the fact that ipSIC
has no impact on Df . As can also be seen from Figure 2,
the curves of different IoT devices are almost parallel in the
high SNR region. Meanwhile, we also notice that the outage
probability of the far-IoT-device outperforms that of the
near-IoT-device, because of the large power allocation factor.
Additionally, the results also show that the outage perfor-
mance of the considered system can be greatly prompted by
improving the transmitting SNR.

Figure 3 illustrates the outage probabilities of the IoT
devices versus IRR in perfect I/Q and IQI conditions with
IRRt = IRRr , SNR = 15 dB, ε = 0:01, and a1 = 0:8 and a2 =
0:2 for power allocation. As can be seen from Figure 3, with
the increase of IRR, the outage performances of devices Df

and Dn improve continuously, and when IRR > 32 dB, the

Table 1: Simulation parameters.

Parameters Value Parameters Value

αi 2 βi 1

n 2 f 1

γthf 1.5 γthn 3

M 2 N0 1

PC 0.1W
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Figure 2: Outage probability of IoT devices versus transmit SNR in
different conditions.
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outage probabilities of the devices almost coincide with those
of the ideal IQ matching. In addition, in terms of the gaps
between the perfect IQmatching and IQI curves in the figure,
IQI has different effects on the outage performances of differ-
ent IoT devices in the considered NOMA system. Further-
more, we can also observe that the outage performance of
the far-IoT-device is better than that of the near device,
which is due to the more power allocation obtained by the
far device.

Figure 4 plots the variations of outage probabilities of the
IoT devices with the increase of SNR in the presence of differ-
ent nonideal factors with a1 = 0:8 and a2 = 0:2. In the simula-

tion, we assume three cases: (1) only IQI (ςt = ςr ≠ 1:05,
ϕt = ϕr ≠ 9∘, and ε = 0), (2) only ipSIC (ςt = ςr = 1, ϕt = ϕr =
0∘, and ε = 0:05), and (3) both IQI and ipSIC (ςt = ςr = 1:05,
ε = 0:05, and ϕt = ϕr = 9∘). The reason for setting the nonideal
factors in this way is to ensure that the level of IQmismatch is
at the same extent as the level of ipSIC. For the near-IoT-
device Dn, the case of only IQI outperforms the case of only
ipSIC in the outage performance which indicates that ipSIC
has a severe negative impact on the considered system. Inter-
estingly, the curves of only IQI and both ipSIC and IQI are
coincident, since in the NOMA system, the outage perfor-
mance of Df is not affected by SIC.

As a further development, Figure 5 presents the outage
performances of IoT devices versus ε with SNR = 15 dB. For
nonideal conditions, we set ςt = ςr = 1:2 and ϕt = ϕr = 10∘. It
can be observed from Figure 5 that, for the far-IoT-device
Df , the outage probabilities in either ideal or nonideal condi-
tions will not change with the variation of ε, which is due to
the fact that the outage performance of Df is independent of
the performance of SIC, while for Dn the outage probability
almost increases linearly with the increase of ε. This indicates
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Figure 3: Outage probability of IoT devices versus IRR in different
conditions.
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Figure 4: Outage probability of IoT devices versus SNR under
different nonideal factors.
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that SIC is vital in the outage performance of Dn. From
Figure 5, we can also see that when ε = 0, there are gaps
between the outage probabilities of ideal and nonideal con-
ditions, which is due to the existence of IQI in the consid-
ered system. It is worth noting that although we have
mentioned ε ∈ ½0, 1Þ in Section 2, the maximum value of ε
here is taken as 0.1. The reason is that a2An > ða2Bn + a1ε
AnÞγthn and a2En > ða2 Jn + a1εEnÞγthn are all needed to be
satisfied from (18). Thus, when ε = 0:1, the outage probabil-
ity of Dn is almost 1.

Figure 6 analyzes the impact of amplitude and phase mis-
match levels on the outage probabilities versus SNR for dif-

ferent IoT devices with SNR = 15 dB, ε = 0:01, and a1 = 0:7
and a2 = 0:3 for power allocation. For simplicity, in this sim-
ulation, we set gtS = gtR

= grR = grD
and ϕtS = ϕtR = ϕrR = ϕrD .

As can be seen from Figure 6, when 0:6 < g < 1, the outage
probabilities decrease with the increase of g; however, when
1 < g < 1:3, the opposite phenomenon appears. This can be
explained that when the amplitude mismatch levels are closer
to 1, the system is closer to the ideal conditions. Another
observation is that the outage performances of IoT devices
deteriorate with the increase of ϕ, and when the phase mis-
match levels reach to about 20∘, the considered system turns
meaningless due to the high outage probability.

Figure 7 investigates the outage probabilities of IoT
devices versus power allocation a1 with SNR = 15 dB in ideal
conditions and nonideal conditions for ςt = ςr = 1:2, ϕt = ϕr
= 10∘, and ε = 0:01. The outage probability of Dn first
decreases and then increases with the increase of a1, and
when a1 is about 0.68, the outage probability of Dn reaches
the minimum. This can be deciphered that when 0:5 < a1 <
0:6, the considered network is always in an off-line state
due to the insufficient power level for Df , and when 0:6 <
a1 < 0:68, the considered system begins to perform NOMA;
after that, the outage performance of Dn begins to deteriorate
as the power allocation to Dn decreases. Unlike Dn, the out-
age probability of Df keeps decreasing as the power allocated
to it increases.

Figure 8 shows the exact and asymptotic system through-
put versus SNR. In this simulation, we set ςt = ςr = 1:3, ϕt =
ϕr = 15∘, and ε = 0:05 for nonideal factors and a1 = 0:7 and
a2 = 0:3 for power allocation. When the SNR is lower than
5dB, the throughput of the considered system is almost 0
due to the high outage probability. And the system through-
put tends to be a fixed value in the high SNR regime. This is
because when the SNR is large enough, the outage probabil-
ities of IoT devices are almost close to 0. It is worth
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mentioning that there exists an intersection between the
green curve (only IQI in the considered system) and the
black curve (only ipSIC in the considered system), which
indicates that in the case of low SNR, IQI has a greater
impact on the system throughput, while ipSIC will have a
more severe impact on the considered system in the mod-
erate and high SNR region. From Figure 8, we can also find
that these nonideal factors play a negative role in the con-
sidered system.

In Figure 9, the energy efficiency of the considered sys-
tem versus SNR is plotted. From the figure, we can see
that in both ideal and nonideal conditions, the energy effi-
ciency of the considered system first increases and then
decreases, which is due to the fact that when the SNR is
low, most of the transmission power is used for signal trans-
mission. From the figure, we can also observe that the energy
efficiency of the system which is only affected by IQI is
higher than that only affected by ipSIC. This indicates that
compared with IQI, the energy efficiency of the considered
system is more dependent on the performance of SIC. In
addition, we can also observe that when SNR > 20 dB,
the energy efficiencies of the considered system in the four
cases are almost identical. Finally, we can also conclude
that the overall performance of the system cannot be
improved by simply increasing the SNR in practical com-
munication networks.

5. Conclusion

In this paper, the performance of cooperative AF IoT NOMA
system in the presence of IQI and ipSIC is studied. The exact
and asymptotic outage probability expressions are derived to
evaluate the considered system. Furthermore, the diversity
order in the high SNR region, the system throughput, and
the energy efficiency are also presented. The results show that
IQI and ipSIC play negative roles in the considered system
performance and the outage performance of the considered
system will be greatly improved with the increase of SNR.
Compared with IQI, identical degree of ipSIC plays a greater
impact on the outage performance. Particularly, tuning the
power allocation scheme properly can improve the outage
performances of the IoT devices. The results also show that,
according to the inherent characteristics of the NOMA
scheme, the outage probability of the far-IoT-device is inde-
pendent of the SIC performance. In addition, the simulation
results of the system throughput and the energy efficiency
show that the system performance cannot be improved by
simply improving the SNR.

Appendix

A. Proof of Theorem 1

By substituting (4) and (8) into (15), the outage probability of
Df is rewritten as

Utilizing the PDF and CDF in (11)–(14), I1 and I2 can be
further expressed as

I1 = Pr ρSDf
< θ

� �
= bf 〠

M−f

z=0

M − f

z

 !
−1ð Þz
f + z

� 1 − 〠
αSDf

−1

g5=0

1
g5

e
−θ/βSDf

θ

βSDf

 !g5
#f+z

,

2
4 ðA:2Þ

I2 = 1 − Pr ρRDf
> φ, ρSR >

T f + Lf γ2ρ2
� �

φ

ρ2 − φð ÞT f γ1

 !

=
ð∞
φ

f ρRDf
yð Þdy

ð∞
T f +Lf γ2ρ2ð Þφ/ y−φð ÞT f γ1

f ρSR xð Þdx

= 1 − 2
Γ αRDf

� �
β
αRDf

RDf

〠
αSR−1

g1=0
〠

αRDf
−1

t1=0
〠
g1

t2=0

1
g1!

αRDf
− 1

t1

 !

×
g1

g2

 !
1

βSRγ1T f

 !g1+ t1−t2+1ð Þ/2ð Þ

� φg1+αRDf
− t1+t2+1ð Þ/2 Lf γ2

� �g1−t2
× T f + Lf γ2φ
� � t1+t2+1ð Þ/2β t1−t2+1ð Þ/2

RDf
e
− φ/βRDf

� �
− Lf γ2φ/βSRT f γ1ð Þ

× Kt1−t2+1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T f + Lf γ2φ
� �

φ

βSRβRDf
T f γ1

vuut
0
@

1
A:

ðA:3Þ

Combining (A.2) and (A.3) with (A.1), the outage proba-
bility of Df can be obtained.

P
Df
out = Pr

a1Af ρSDf
γ1

a2ρSDf
Af γ1 + ρSDf

Bf γ1 + Cf
< γthf

 !
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I1

× Pr
a1Ef ρSRρRDf

γ1γ2

a2Ef + J f
� �

ρSRρRDf
γ1γ2 + T f ρSRγ1 + Lf ρRDf

γ2 + T f

< γthf

 !
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I2

:

ðA:1Þ
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B. Proof of Theorem 2

By substituting (5), (6), (9), and (10) into (17), the outage
probability of Dn is rewritten as

Utilizing the PDF and CDF in (11)–(14), I3 and I4 can be
further expressed as

I3 = 1 − Pr ρSDn
< ξ

� �
= bn 〠

M−n

z=0

M − n

z

 !
−1ð Þz
n + z

� 1 − 〠
αSDn−1

g4=0

1
g4!

e−ξ/βSDn
ξ

βSDn

 !g4
#n+z"

,
ðB:2Þ

I4 = 1 − Pr ρRDn
> τ, ρSR >

Tn + Lnγ2ρRDn

� �
τ

ρRDn
− τ

� �
Tnγ1

0
@

1
A

=
ð∞
τ

f ρRDn
yð Þdy

ð∞
Tn+Lnγ2yð Þτ/ y−τð ÞTnγ

f ρSR xð Þdx

= 1 − 2
αRDn

β
αRDn
RDn

〠
αSR−1

g1=0
〠

αRDn−1

q1=0
〠
g1

q2=0

1
g1!

αRDn
− 1

q1

 !
g1

q2

 !

× 1
βSRγ1Tn

� 	g1+ q1−q2+1ð Þ/2
τg1+αRDn− q1+q2+1ð Þ/2β q1−q2+1ð Þ/2

RDn

× Tn + Lnγ2τð Þ q1+q2+1ð Þ/2 Lnγ2ð Þg1−q2e− τ/βRDnð Þ− Lnγ2τ/βSRTnγ1ð Þ

× Kq1−q2+1 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tn + Lnγ2τð Þτ
βSRβRDn

T f γ1

s !
:

ðB:3Þ
Combining (B.2) and (B.3) with (B.1), the outage proba-

bility of Dn can be obtained.

C. Proof of Corollary 1

Based on (A.1), the asymptotic outage probability of Df can
be expressed as

P
Df ,∞
out = I∞1 I∞2 : ðC:1Þ

Utilizing the asymptotic CDF in (19), I∞1 can be further
expressed as

I∞1 = Pr ρSDn
< θ

� �
≈ b∞f

1
αSDf

!

 !f
θ

βSDf

 !αSDf
f

: ðC:2Þ

Using the inequality xy/ðx + y + 1Þ <min ðx, yÞ [43] and
the asymptotic CDF in (20), I∞2 can be further expressed as

I∞2 = 1 − Pr
ρSRγ1 Lf ρRDf

γ2/T f

� �
ρSRγ1 + Lf ρRDf

γ2/T f

� �
+ 1

0
@

>
Lf γthf

a1Ef − a2Ef + J f
� �

γthf

1
A

≈ 1 − Pr ρSR > φ′, ρRDf
> φ″

� �
≈ FρSR

φ′
� �

+ FρRDf
φ″
� �

≈
φ′αSR

αSR!β
αSR
SR

+ φ″αRDf

αRDf
!β

αRDf

RDf

:

ðC:3Þ

Substituting (C.2) and (C.3) into (C.1), the asymptotic
outage probability of Df can be obtained.

D. Proof of Corollary 2

Based on (B.1), the asymptotic outage probability of Dn can
be expressed as

P
Dn,∞
out = I∞3 I∞4 : ðD:1Þ

Similar to (C.2) and (C.3), I∞3 and I∞4 can be further
expressed as

P
Df
out = 1 − Pr γSDn→ f

> γthf , γSDn
> γthn

� �h i
1 − Pr γRDn→ f

> γthf , γRDn
> γthn

� �h i
= 1 − Pr

AnρSDn
a1γ1

a2An + Bnð ÞρSDn
γ1 + Cn

> γthf ,
a2AnρSDn

γ1
a2Bn + a1εAnð ÞρSDn

γ1 + Cn
> γthn

 !" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

I3

× 1 − Pr
a1EnρSRρRDn

γ1γ2
a2En + Jnð ÞρSRρRDn

γ1γ2 + TnρSRγ1 + LnρRDn
γ2 + Tn

> γthf ,
 "

a2EnρSRρRDn
γ1γ2

a2 Jn + a1εEnð ÞρSRρRDn
γ1γ2 + LnρRDn

γ2 + TnρSRγ1 + Tn
> γthn

!#
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Substituting (D.2) and (D.3) into (D.1), the asymptotic

outage probability of Dn can be obtained.
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Spectrum sensing is one of the key technologies in the field of cognitive radio, which has been widely studied. Among all the sensing
methods, energy detection is the most popular because of its simplicity and no requirement of any prior knowledge of the signal. In
the case of low signal-to-noise ratio (SNR), the traditional double-threshold energy detection method employs fixed thresholds and
there is no detection result when the energy is between high and low thresholds, which leads to poor detection performance such as
lower detection probability and longer spectrum sensing time. To address these problems, we proposed an adaptive double-
threshold cooperative spectrum sensing algorithm based on history energy detection. In each sensing period, we calculate the
weighting coefficient of thresholds according to the SNR of all cognitive nodes; thus, the upper and lower thresholds can be
adjusted adaptively. Furthermore, in a single cognitive node, once the current energy is within the high and low thresholds, we
utilize the average energy of history sensing times to rejudge. To ensure the real-time performance, if the average history energy
is still between two thresholds, the single-threshold method will be used for the end decision. Finally, the fusion center
aggregates the detection results of each node and obtains the final cooperative conclusion through “or” criteria. Theoretical
analysis and simulation results show that the algorithm proposed in this paper improved detection performance significantly
compared with the other four different double-threshold algorithms.

1. Introduction

With the popularization of mobile Internet and the Internet
of things, the demand for spectrum resources increases
dramatically. The spectrum fragmentation and existing fixed
allocation strategies result in low utilization of available
spectrum resources [1]. Therefore, a new communication
paradigm is required to exploit the available wireless spec-
trum opportunistically. The cognitive radio technology is
an effective solution to improve the utilization of spectrum
resources, and the spectrum sensing is the core technology
of cognitive radio [2]. In the cognitive radio network, the
second user (SU) actively detects whether a primary user
(PU) exists in the licensed spectrum; if a PU does not exist
in a specific frequency band, then the SU can utilize these
spectrum holes. As long as a PU appears, the SU should free
up the spectrum immediately to reduce the interference to
the PU. Therefore, the spectrum sensing algorithm should

be reliable and fast [3]. Among the common spectrum
sensing techniques, energy detection is widely used due to
its flexibility and low complexity. It is a blind detection
method that belongs to noncoherent detection of signals with
the advantage that the detection process does not acquire the
prior information of the signal, and there is no limitation on
the signal type [4]. Nevertheless, its performance is easily
affected by the uncertainty of the noise power. In the case
of relatively low SNR, when the difference between noise
and signal energy is not distinct, single-threshold detection
methods are easy to cause SUs to perceive the existence of a
PU incorrectly, which will reduce the detection probability
of the entire system. There are some methods [5, 6] that
optimized the single threshold and history-based method as
[7] named three-event ED (3EED), which decides in one
sensing event, considering also the event immediately before
and the one immediately after it, which all lead to improving
the energy detection performance-based single threshold.
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Furthermore, to overcome the weakness of single-threshold
detection, a lot of double-threshold detection schemes
[8–19] are proposed to improve the performance of the
system to a certain extent. Nowadays, many new methods
are continuously proposed for energy detection in spec-
trum sensing. For example, in [20, 21], a triple-threshold
energy detection method is proposed to improve the spec-
trum sensing efficiency as well as addressing the small-
scale primary users which are unreliable in cognitive radio
systems. Under the framework of random matrix theory,
Zhao et al. [22] firstly proposed two enhanced detection
algorithms based on the maximum eigenvalue and energy
of the signal to achieve performance improvement. In [23],
a dynamic matching-based spectrum detection scheme is
proposed, which can detect sensing data, reduce the impact
of malicious data, and make final sensing results more
accurate with dynamic threshold setting and data matching,
especially in the mobile scenario. Utilizing kennel function-
based support vector machine (SVM), a spectrum mapping
scheme is proposed in [24] and a boundary CR user search-
ing algorithm is adopted to improve the performance of this
scheme. The machine learning methods are all utilized in
[25, 26] to improve the spectrum sensing performance.
Article [27] is aimed at improving CR spectrum sensing
by utilizing techniques such as real-valued FFT, Sparse Fast
Fourier Transform, and collaborative spectrum sensing.
Similar works can be found in the domain of nonorthogonal
multiple access for cooperative and noncooperative wireless
networks [28–32].

1.1. Related Works. In this paper, we focus on the double-
threshold energy detection methods. The traditional double-
threshold spectrum sensing method compares the energy
value with two fixed decision thresholds. If the energy is
greater than the higher threshold, it indicates that the PU
exists. If it is less than the lower threshold, it is determined
that the PU does not exist. And if it is within the high and
low thresholds, the decision is not made temporarily. A
weighted-cooperative double-threshold spectrum sensing
scheme and two adaptive double-threshold energy methods
are proposed in [10–12], respectively, to improve the
performance of energy detection. However, the double-
threshold methods mentioned above are all no-decision
when the energy is between the high and low thresholds.
To address this problem, a memory-based energy detection
method is presented in [13] by using memory sticks to
improve the performance with the cost of delay in second-
ary devices’ communication. Moreover, in [14–16], the cor-
relation coefficient of received signals, the two-state Markov
chain model, and the historical sensing data are employed,
respectively, to determine a result in case the energy lies
between the two thresholds. In [17], when the energy is
between two thresholds, the result of the previous sensing
time is used as the result of this time, and if there is also
no result in the previous time, then wait for the result of
the next sensing time to update the current time until gen-
erating a result. Considering the cooperation of multiple
SUs, in [18], the fusion center receives relevant information
of all nodes and makes a global decision based on “OR”

rules. Cooperative spectrum sensing along with a double-
threshold detection method is also proposed in [19], which
utilized the history test statistic to compare with the high
and low thresholds. If the test statistic is still within two
thresholds, then increase the number of history energy to
compare again until a result can be generated. It deserves
to be mentioned that not all history-based methods can
cope with this problem.

To sum up, the threshold value of many double-
threshold detection algorithms is fixed and inflexible, and
there is usually no decision when the detected energy is
between the upper and lower thresholds. Moreover, methods
based on historical energy information often have higher
complexity and poor real-time performance. According to
the above shortcomings, we propose an adaptive double-
threshold cooperative spectrum sensing algorithm based on
history energy detection.

1.2. Main Contributions. The main contributions of this
paper are as follows:

(1) We proposed an adaptive double-threshold cooper-
ative spectrum sensing algorithm based on history
energy detection, which excellent performance is
verified by simulation especially in the case of
low SNR

(2) Based on the traditional double-threshold detection,
plus in the weighted coefficient obtaining from SNR
values of SUs, the two decision thresholds are
adjusted adaptively to improve the performance of
energy detection

(3) To ensure the real-time performance, utilizing the
average energy of history sensing times to complete
subsequent judgment when the detected energy is
between the high and the low threshold, and if the
average history energy is still between two thresholds,
the single-threshold method will be utilized as the
end decision to guarantee that there will be at most
only two rounds of detection, thereby enhancing the
low complexity

(4) We derivated the exact closed-form expressions of
the detection probability, the false alarm probability,
and the missed detection probability base on the
proposed scheme, respectively

The remainder of the paper is organized as follows. In
Section 2, we briefly review the principle of energy detection
and describe the traditional double-threshold method in the
AWGN model. Moreover, the cooperative spectrum sensing
method applied in this paper is introduced. In Section 3, we
propose a novel adaptive double-threshold cooperative spec-
trum sensing algorithm based on history energy detection
and present the scheme in detail. In Section 4, we derive the
exact closed-form expressions of the detection probability,
the false alarm probability, and the missed detection prob-
ability in our proposed scheme. In Section 5, the perfor-
mances of the proposed method are shown with the
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simulation and analysis. Finally, the conclusion of this
paper is given in Section 6.

2. System Model

2.1. Principle of Energy Detection. The principle of energy
detection technology is to determine whether a signal exists
based on the power of the received signal. The specific
method is to sum the energy of the signal after a series of
changes in a certain range to obtain the power of the signal
and then compare the obtained power value with the decision
threshold to determine whether there is a user.

At present, although energy detection through the fre-
quency domain will add additional calculation time due to
FFT, nowadays FFT is widely used, its overhead on the detec-
tion time can be ignored, and it does not need to provide cor-
responding detection channels for each high-performance
filter, so the implementation is more flexible, and it is more
widely used in energy detection algorithms. The schematic
diagram of energy detection based on the frequency domain
is shown in Figure 1.

The radio frequency signal enters the receiving end of the
energy detection, and after filtering, A/D conversion, and
FFT conversion, the square sum is determined as the decision
statistics and then sent to the threshold mechanism for
judgment.

The energy detection algorithm establishes a model based
on the statistical value of the signal energy received by the
cognitive user, which can be represented by

Y nð Þ =
ω nð Þ,
s nð Þ + ω nð Þ,

(
H 0,
H 1,

ð1Þ

where sðnÞ is the PU signal, ωðnÞ is the channel noise, YðnÞ is
the signal received by the cognitive node, H 0 indicates that
the channel is idle, and H 1 indicates that the channel is
occupied by the PU. Then, the energy statistics value E can
be expressed as

E = 1
N
〠
n

i=1
Y nð Þ½ �2, ð2Þ

where N presents the number of detection sampling points.

2.2. Traditional Double-Threshold Energy Detection Method.
The basic idea of the double-threshold energy detection

method is to make a decision by comparing the statistical
energy value of the sampled signal with the decision thresh-
old value, assuming λH and λL as the high and low decision
thresholds, respectively. The decision rules are as follows:

H 0,
H 1,
No decison,

8>><
>>:

E ≤ λL,
E ≥ λH ,
else:

ð3Þ

Assuming that the channel environment is AWGN,
when the number of sampling points is large, the energy
statistics can approximately obey the Gaussian distribution
[33] shown in

H 0 : E ~N Nσ2
ω, 2Nσ4ω

� �
,

H 1 : E ~N N σ2s + σ2ω
� �

, 2N σ2s + σ2ω
� �2� �

,

8<
: ð4Þ

where σ2ω is the noise variance and σ2s is the average power
of the main user signal, and the corresponding detection
probability P d , the false alarm probability P f , and the
missed detection probability P m can be obtained from
equation (4), respectively:

P d =P E > λH H 1jf g =Q
λH −N σ2

s + σ2ω
� �

ffiffiffiffiffiffi
2N

p
σ2
s + σ2

ωð Þ

 !
, ð5Þ

P f =P E > λH H 0jf g =Q
λH −Nσ2ωffiffiffiffiffiffi

2N
p

σ2ω

 !
, ð6Þ

P m =P E < λL H 1jf g = 1 −Q
λL −N σ2s + σ2

ω

� �
ffiffiffiffiffiffi
2N

p
σ2s + σ2ωð Þ

 !
: ð7Þ

In formulas (5), (6), and (7), Q is the standard Gauss
complementary cumulative distribution function. The detec-
tion probability P d is the probability of correct decision
when a PU exists, i.e., the stateH 1. And the false alarm prob-
ability P f is the probability of determining PU existence
when the channel is idle actually, i.e., the state H 0 when
the channel is idle, while the missed probability P m is
the probability of wrong decision when a PU exists, i.e.,
the state H 1.

AWGN noise

Signal Bandpass
filter

∑
H0 or H1

y(t)
A/D

FFT�reshold
comparison

Figure 1: System model.

3Wireless Communications and Mobile Computing



In the case of low SNR, when the false alarm probability
P f and the missed detection probability P m are determined,
from (6) and (7), the double threshold can be expressed in the
following form:

λH =
ffiffiffiffiffiffi
2N

p
Q−1 P f

� �
+N

h i
σ2ω, ð8Þ

λL = N −
ffiffiffiffiffiffi
2N

p
Q−1 P mð Þ

h i
σ2s + σ2ω
� �

: ð9Þ
2.3. Cooperative Spectrum Sensing. In the actual communica-
tion environment, factors such as multipath fading and
shadowing of buildings are inevitable, which will lead to a
high probability of misjudgment of the licensed frequency
band in a specific area for a single node. In this case, utilizing
cooperative spectrum sensing technology can minimize the
effects of multipath and shadow fading, thereby improving
the detection performance of the algorithm. The centralized
cooperative network coordinates the information of cogni-
tive users through a control center, which is called a fusion
center. First, each cognitive user employs the single-node
spectrum sensing method to perform local spectrum sensing
and then sends the results to the fusion center. Finally, the
fusion center analyzes the aggregated information and makes
a decision based on certain judgment criteria to complete a
spectrum sensing process.

Different from the distributed cooperative scheme, which
requires users to communicate with each other, the central-
ized cooperative scheme mainly utilizes the fusion center to
make decisions, and each cognitive user is independent of
each other. For the entire system, adding a new cognitive user
requires only adding one communication link from the user
to the fusion center, which is more flexible and simple.
Therefore, the centralized cooperative scheme is the most
suitable for cooperative spectrum sensing. Furthermore, the
quality of its decision result is closely related to the fusion
algorithm of the fusion center. But this is not the focus of this
study. We employ a simple “or” criterion for multiuser
cooperation in the fusion center, that is, the fusion center
performs an “or” operation on all the received decision
results from SUs. As long as the cognitive result of a cognitive
SU is 1, the channel is determined to be occupied. Only when
all the sensing results are 0, the fusion center determines the
channel is idle and available.

3. Proposed Energy Detection Algorithm

The traditional double-threshold detection algorithm can
solve the problem that the single-threshold detection algo-
rithm is easily affected by noise and also can reduce the false
alarm probability and the missed alarm probability. How-
ever, when the energy value is between the high and low
thresholds, this sensing time is invalid, and the existence of
the PU cannot be determined. Many methods improve the
detection accuracy by optimizing the high and low thresh-
olds, such as weighted double-threshold methods and adap-
tive double-threshold methods, but the case of no decision
result during one sensing period still exists. To solve this
problem, another type of method performs spectrum sensing

multiple times until a decision can be made, which can make
every sensing period have a decision. However, these
methods increase the length of one spectrum sensing period,
which further reduces the opportunity for SU to access idle
frequency bands.

In this case, we proposed a new spectrum sensing algo-
rithm based on historical energy to solve the problem that
there is no detection result when the energy statistic value is
in the middle threshold. At the same time, our scheme can
reduce detection time relatively and improve detection accu-
racy effectively by adjusting the double-threshold adaptively.

Figure 2 is the proposed algorithm detection flowchart
of a single node at one sensing period. Considering the
energy of the signal will not change too much in a short
period, we calculate the average energy value in the recent
limited sensing periods as the history energy. So we set a
queue with the length ofM to save the history energy of past
M sensing periods. In one sensing period at the single cog-
nitive node, if the current energy is between the double
thresholds, we will calculate the average energy of past M
sensing periods from the history queue to substitute the
current energy value and start the second round detection.
Furthermore, if the average energy is still between two
thresholds, we will calculate the single threshold and make
the final decision by comparing the average energy with it.
Therefore, there would be a decision at every sensing period
in our scheme.

The pseudocode for our proposed algorithm has been
described in Algorithm 1. To eliminate the differences
between cognitive SUs, it is assumed that the parameters of
each cognitive node are the same within a certain period.

(1) According to formulas (8) and (9), the high and low
threshold of single SU is calculated by the false alarm
probability, the missed detection probability, the var-
iance of noise, and the received signal. At this time,
the decision threshold of each user is the same. Next,
each cognitive SU sends the SNR value of the received
signal to the fusion center to calculate the weight fac-
tor of each user, as shown in formula (10):

ξi =
SNRi

1/L∑L
i=1SNRi

, ð10Þ

where ξi is the weight factor of the i-th cognitive user,
L is the number of cognitive SUs, and SNRi is the
signal-to-noise ratio of each cognitive user’s received
signal. Thus, every cognitive SU can adaptively adjust
their own decision threshold through the weight fac-
tor calculated by formula (10) to improve the credi-
bility, namely,

λLi =
λL
ξi
, ð11Þ

λHi
= λH

ξi
ð12Þ
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Figure 2: Flow chart of energy detection algorithm.

(2) Each cognitive SU obtains the energy statistical
value E through formula (2) and updates the history
energy queue simultaneously. Then, the SU com-
pares the current energy E with its decision thresh-
old. If it is higher than λHi

, it is determined that
there is a primary user. And if it is lower than λLi ,
it is determined that the channel is idle. In case it
is between λLi and λHi

, the average value of the his-
tory energy queue is taken as the current energy
and start the next round of detection. Meanwhile,
the “Flag” is set to 1, it means the first round of
detection is over

(3) Next, in the second round, which is identified by
the value of “Flag” being equal to 1, if the average
history energy is also between λLi and λHi

, then
calculate the single threshold λSi , which is used to

compare with the average energy to make the final
decision

(4) At last, each cognitive SU sends its own decision
result to the fusion center which would use the “or”
criterion to make the final decision, that is, as long
as one cognitive node detects a signal, it is deter-
mined that there is a PU. Therefore, we can get the
detection probability P d and false alarm probability
P f as follows:

P d = 1 −
YL
i=1

1 −P dið Þ, ð13Þ

P f = 1 −
YL
i=1

1 −P f i

� �
, ð14Þ

5Wireless Communications and Mobile Computing



where P di and P f i is the detection probability and
false alarm probability of the i-th cognitive SU,
respectively

4. Theory Performance of the Algorithm

In this section, we derive the probability of detection, false
alarm, and missed detection in the proposed algorithm,
respectively.

According to the flow description in Section 3, there
are three situations to determine the existence of the pri-
mary user:

(1) The current energy value is greater than λHi
in the

first round of detection procedure

(2) When the current energy in the first round is between
λLi and λHi

, the average history energy calculated in
the second round exceeds the upper threshold

(3) When the current energy of the first round and the
average history energy of the second round are both
within λLi and λHi

, the average history energy is
greater than the calculated single threshold λSi

Hence, the detection alarm probability of single node is
given by

P di = P Ei ≥ λHi
H1j� �

+ P λLi < Ei < λHi H1jf g
∗ P �Ei ≥ λHi H1j� �

+ P λLi < �Ei < λHi H1j� ��
∗ P �Ei ≥ λSi H1j� �Þ,

ð15Þ

where λSi is the single threshold, which can be expressed as

λSi =
ffiffiffiffiffiffi
2N

p
Q−1 P f

� �
+N

h i
σ2
ω: ð16Þ

Then, every part of formula (15) is derivated as follows.
From (6), we can get

P Ei ≥ λHi H 1jf g =Q
λHi −N σ2si + σ2ωi

� �
ffiffiffiffiffiffi
2N

p
σ2si + σ2

ωi

� �
0
@

1
A, ð17Þ

P Ei ≥ λLi H 1jf g =Q
λLi −N σ2si + σ2ωi

� �
ffiffiffiffiffiffi
2N

p
σ2si + σ2ωi

� �
0
@

1
A, ð18Þ

P λLi < Ei < λHi H 1jf g = 1 −P Ei ≥ λHi H 1jf g
−P Ei < λLi H 1jf g

= 1 −P Ei ≥ λHi H 1jf g
− 1 −P Ei ≥ λLi H 1jf gð Þ

=Q
λLi −N σ2si + σ2

ωi

� �
ffiffiffiffiffiffi
2N

p
σ2
si
+ σ2ωi

� �
0
@

1
A

−Q
λHi −N σ2si + σ2ωi

� �
ffiffiffiffiffiffi
2N

p
σ2
si
+ σ2ωi

� �
0
@

1
A:

ð19Þ

Similar to (4), according to the properties of the Gaussian
distribution, once the number of sampling points is suffi-
cient, the mean value of the past M sensing history energy
also obeys the Gaussian distribution, which is expressed
exactly as follows:

H 0 : �E ~N
N
M

〠
M−1

j=0
σ2ω j

,
ffiffiffiffiffiffi
2N

p

M
〠
M−1

j=0
σ2ω j

 !2 !
,

H 1 : �E ~N
N
M

〠
M−1

j=0
σ2sj + σ2ω j

� �
,

ffiffiffiffiffiffi
2N

p

M
〠
M−1

j=0
σ2sj + σ2ω j

� � !2 !
:

8>>>>>><
>>>>>>:

ð20Þ

Then, we can get the remaining part of (15):

P �Ei ≥ λHi H 1j� �
=Q

λHi − N/Mð Þ∑M−1
j=0 σ2

si j
+ σ2ωi j

� �
ffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2si j + σ2ωi j

� �
0
@

1
A,

ð21Þ

Input: P f , Queue, P f

Output: Ri ∈ fH0,H1g
1: procedure SINGLE NODE ENERGY DETECTION
2: Flag ⟵0
3: Calculate Ei,λHi

,λLi
4: Queue ( M)⟵Ei
5: top:
6: if Ei ≥ λHi

then
7: Ri ⟵H 1
8: else
9: if Ei ≤ λLi then
10: Ri ⟵H0
11: else
12: if Flag= 0 then
13: Calculate �Ei
14: end if
15: if Flag= 0 then
16: Flag ⟵1, Ei ⟵ �Ei
17: goto top
18: else
19: Calculate λSi
20: if �Ei ≥ λSi then
21: Ri ⟵H1
22: else
23: Ri ⟵H0
24: end if
25: end if
26: end if
27: end if
28: return Ri
29: end procedure

Algorithm 1: Adaptive double-threshold spectrum sensing algo-
rithm of single node i based on history energy detection.

6 Wireless Communications and Mobile Computing



P �Ei ≥ λLi H 1j� �
=Q

λLi − N/Mð Þ∑M−1
j=0 σ2si j + σ2

ωi j

� �
ffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2sij + σ2
ωi j

� �
0
@

1
A,

ð22Þ

P λLi < �Ei < λHi H 1j� �
= 1 −P �Ei ≥ λHi H 1j� �

−P �Ei < λLi H 1j� �
= 1 −P �Ei ≥ λHi H 1j� �

− 1 −P �Ei ≥ λLi H 1j� �� �
=Q

λLi − N/Mð Þ∑M−1
j=0 σ2

si j
+ σ2ωi j

� �
ffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2
si j
+ σ2ωi j

� �
0
@

1
A

−Q
λHi − N/Mð Þ∑M−1

j=0 σ2
si j
+ σ2ωi j

� �
ffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2si j + σ2ωi j

� �
0
@

1
A,

ð23Þ

P �Ei ≥ λSi H 1j� �
=Q

λSi − N/Mð Þ∑M−1
j=0 σ2si j + σ2

ωi j

� �
ffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2si j + σ2ωi j

� �
0
@

1
A:

ð24Þ
Substituting equations (16), (18), (20), (22), and (23) into

equation (14), the detailed expression for the detection prob-
ability is shown in

P di =Q
λHi −N σ2si + σ2

ωi

� �
ffiffiffiffiffiffi
2N

p
σ2
si
+ σ2ωi

� �
0
@

1
A

+ Q
λLi −N σ2si + σ2

ωi

� �
ffiffiffiffiffiffi
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0
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1
A
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� �
0
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∗ Q
λHi − N/Mð Þ∑M−1

j=0 σ2
si j
+ σ2ωi j

� �
ffiffiffiffiffiffi
2N

p
/M
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j=0 σ2si j + σ2ωi j

� �
0
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1
A
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:

+ Q
λLi − N/Mð Þ∑M−1

j=0 σ2sij + σ2
ωi j

� �
ffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2
sij
+ σ2ωi j

� �
0
@
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A
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−Q
λHi − N/Mð Þ∑M−1

j=0 σ2sij + σ2ωi j
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p
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0
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ð25Þ

In a similar way, the false alarm probability of the pro-
posed algorithm is as follows:

P f i = P Ei ≥ λHi H0jf g
+ P λLi < Ei < λHi H0jf g P �Ei ≥ λHi

H0j� ��
+ P λLi < �Ei < λHi H0j� �

∗ P �Ei ≥ λSi H0j� ��
:

ð26Þ

Then, every part of formula (26) is derivated as follows.
From (6), we can get

P Ei ≥ λHi H 0jf g =Q
λHi −Nσ2ωiffiffiffiffiffiffi

2N
p

σ2
ωi

 !
, ð27Þ

P Ei ≥ λLi H 0jf g =Q
λLi −Nσ2ωiffiffiffiffiffiffi

2N
p

σ2
ωi

 !
, ð28Þ

P λLi < Ei < λHi H 0jf g
= 1 −P Ei ≥ λHi H 0jf g −P Ei < λLi H 0jf g
= 1 −P Ei ≥ λHi H 0jf g − 1 −P Ei ≥ λLi H 0jf gð Þ

=Q
λLi −Nσ2ωiffiffiffiffiffiffi

2N
p

σ2
ωi

 !
−Q

λHi −Nσ2ωiffiffiffiffiffiffi
2N

p
σ2ωi

 !
,

ð29Þ

P �Ei ≥ λHi H 0j� �
=Q

λHi − N/Mð Þ∑M−1
j=0 σ2

ωi jffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σ2ωi j

0
@

1
A, ð30Þ

P �Ei ≥ λLi H 0j� �
=Q

λLi − N/Mð Þ∑M−1
j=0 σ2

ωi jffiffiffiffiffiffi
2N

p
/M

� �
∑M−1

j=0 σωi j

0
@

1
A, ð31Þ

P λLi < �Ei < λHi H 0j� �
= 1 −P �Ei ≥ λHi H 0j� �

−P �Ei < λLi H 0j� �
= 1 −P �Ei ≥ λHi H 0j� �

− 1 −P �Ei ≥ λLi H 0j� �� �
=Q

λLi − N/Mð Þ∑M−1
j=0 σ2ωi jffiffiffiffiffiffi

2N
p

/M
� �

∑M−1
j=0 σ2

ωi j

0
@

1
A

−Q
λHi − N/Mð Þ∑M−1

j=0 σ2
ωi jffiffiffiffiffiffi

2N
p

/M
� �

∑M−1
j=0 σ2ωi j

0
@

1
A,

ð32Þ

P �Ei ≥ λSi H 0j� �
=Q

λSi − N/Mð Þ∑M−1
j=0 σ2ωi jffiffiffiffiffiffi

2N
p

/M
� �

∑M−1
j=0 σ2

ωi j

0
@

1
A: ð33Þ
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Substituting equations (26), (28), (29), (31), and (32) into
equation (26), the detailed expression for the detection prob-
ability is obtained in

P f i =Q
λHi −Nσ2

ωiffiffiffiffiffiffi
2N

p
σ2
ωi

 !

+ Q
λLi −Nσ2

ωiffiffiffiffiffiffi
2N

p
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ωi

 !
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p

σ2
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 !" #

∗ Q
λHi − N/Mð Þ∑M−1

j=0 σ2ωi jffiffiffiffiffiffi
2N

p
/M
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:

+ Q
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j=0 σ2
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9=
;:

ð34Þ

Meanwhile, the missed detection probability can be cal-
culated from the detection probability as

P mi = P Ei < λLi H1jf g + P λLi < Ei < λHi H1jf g
∗ P �Ei < λLi H1j� �

+ P λLi < �Ei < λHi H1j� ��
∗ P �Ei < λSi H1j� ��

= 1 − P Ei ≥ λLi H1jf g + P λLi < Ei < λHi H1jf g
∗ 1 − P �Ei ≥ λLi H1j� �

+ P λLi < �Ei < λHi H1j� �	
∗ 1 − P �Ei ≥ λSi H1j� �� �


:

ð35Þ

Substituting equations (18), (19), (22), (23), and (24) into
equation (26), the detailed expression for the missed detec-
tion probability is obtained in

P mi = 1 −Q
λLi −N σ2ωs
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5. Simulation Results

In this section, to evaluate the performance of the proposed
history-based adaptive double-threshold energy detection
algorithm (HBADT-ED), we present numerical results and
compare with the traditional double-threshold energy detec-
tion algorithm (TDT-ED) in [10], the weighted double-
threshold energy detection method (WDT-ED) modified
from [11], the adaptive double-threshold energy detection
scheme (ADT-ED) in [17], and the three consecutive time
double-threshold energy detection method (TCTDT-ED)
improved based on [7], respectively. On the basis of the orig-
inal weighted coefficient of [11], the algorithm WDT-ED
added the ratio of the current user SNR value to the average
SNR value to increase the accuracy of the thresholds. And the
TCTDT-ED scheme utilized the double threshold the same
in TDT-ED to replace the single threshold in [7].

In the following simulations, we assume that the SNR
range of the received signal is from -20 dB to 10dB in the
AWGN channel. The number of sampling N = 150, and the
variance of noise σω is set to be 1. We also assume that all
the SUs use the “or” criterion to make the final decision in
the fusion center and the number of SUs L = 5. In the pro-
posed algorithm, we set the false alarm probability P f =
0:05 and the missed detection probability P m = 0:01. More-
over, the size of history energy queue M = 5 [34]. All the
simulation results are obtained by averaging 105 Monte Carlo
independent experiments in MATLAB.

First, we investigate the impact of different SNR condi-
tions of the received signal on the detection probability Pd .
It can be seen from Figure 3 that the proposed algorithm
has the most obvious advantages than other methods. When
the SNR grows to -9 dB, the detection probability of the pro-
posed algorithm (HBADT-ED) in this paper is close to 1,
while for the three consecutive time double-threshold energy
detection method (TCTDT-ED) and the adaptive double-
threshold energy detection scheme (ADT-ED), the SNR
value is required to reach -7 dB and -5 dB, respectively, and
for the traditional double-threshold algorithm (TDT-ED)
and weighted double-threshold algorithm (WDT-ED), the
SNR value needs to grow to 2 dB to keep the detection prob-
ability close to 1.

Among these methods, our proposed HBADT-ED
scheme has the highest value of detection probability and
the most slowly rising with increasing SNR value. Even when
the SNR is low to -20 dB, the detection probability is very
high. Although the double threshold is fixed in the TCTDT
method, because the energy both before and after current
sensing time is taken into account, it gets the second-best
performance. The ADT-ED algorithm uses the average SNR
value of all SUs to adjust the decision threshold of every user
adaptively; it performs better than the WDT-ED and TDT-
ED distinctly. The WDT-ED only improves the detection
results according to the weight factors but does not deal with
the decision threshold; therefore, as the SNR value increases,
the advantage of the WDT-ED over the TDT-ED becomes
smaller and smaller.

Figure 4 is a comparison of the detection probability of
each algorithm with the number of cooperative detective
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SUs changed to 10 under the same false alarm probability
compared with Figure 3. Because the signal is affected by
multipath effect and shadow fading in the actual transmis-
sion scenario, the SNR of each cognitive user must be
different. Considering the “or” strategy adopted for the coop-
erative decision, using more cognitive nodes can effectively
overcome the environmental impact and improve the detec-
tion performance of the system. As expected, the detection
probabilities of all algorithms have been improved, and the
overall performance comparison is consistent with Figure 3.

Figures 5 and 6 show the change of detection probabili-
ties of five methods with false alarm probability under SNR
= −15 dB and SNR = −10 dB, respectively. The higher the
SNR is, the higher the detection probability is. When the

SNR is determined, the detection probability P d goes up
with the increase of false alarm probability. Moreover, under
the same false alarm probability, the HBADT-ED algorithm
proposed in this paper performs better than the other four
methods, which can ensure a higher detection probability
under the condition of lower false alarm probability. And
the detection probability can approach 1 under a particularly
small false alarm probability.

Figures 7 and 8 show the comparison of the number of
cooperative nodes required as the detection probability of
each algorithm is close to 1 when the SNR is -15 dB and
-10 dB, respectively. Comparing Figures 7 and 8, it can be
seen that the higher the SNR value, the fewer cognitive nodes
required by the same algorithm. The algorithm HBADT-ED
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Figure 4: Probability of detection ðP dÞ vs. SNR (dB) for L = 10,
P f=0.05.
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Figure 5: Probability of detection ðP dÞ vs. probability of false alarm
detection ðP f Þ for SNR = −15 dB.
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proposed in this paper only needs 11 (SNR = −15 dB) and 6
(SNR = −10 dB) cognitive nodes to make the detection
probability close to 1. Moreover, the performance ranking
of the five algorithms is consistent with the analysis from
Figure 3. As a conclusion, the algorithm with good perfor-
mance only needs fewer sensing nodes to achieve the
expected detection probability, so the complexity of the
system can be greatly simplified.

Furthermore, we observe the effect of the missed detec-
tion probability on the performance of the proposed algo-
rithm. Figure 9 shows that no matter the value of SNR is,
the probability of detection P d always decreases with the
increase of the missed detection probabilityP m. Meanwhile,

the decline degree of the detection probability becomes
smaller and smaller with the increase of the SNR value grad-
ually. For example, when P m increases from 0.05 to 0.55, the
value ofP d drops by 0.11 as SNR = −20 dB, while it decreases
by 0.06 as SNR = −10 dB. Thus, we can conclude that the
lower the value of SNR, the greater the effect on the perfor-
mance byP m. We also find that at any P m value, when the
value of SNR is greater than -10db, the rise degree of P d
value decreases. This means when the SNR reach to a certain
value, the effect on the performance by SNR will be a little
decline. The reason is that when the SNR reaches a certain
value, the probability of detection of each node will already
be very close to 1, so even when the SNR increases continu-
ously, the rise of the probability of detection will slow down.

At last, we also examine the impact of different sampling
number N on the performance of the proposed algorithm.
From Figure 10, it can be seen that no matter what is the
value of SNR with the restraint, when the sampling number
N grows up, the probability of detection P d always increases
except when it has already reached 1. Moreover, the improve-
ment extent of the detection probability gets smaller and
smaller with the growth of the SNR value. For example, when
$ N $ increases from 100 to 500, the value of P d is up by 0.17
under SNR = −20 dB and grows 0.6 under SNR = −10 dB.
Therefore, it can be summarized that as the SNR is lower,
the sampling number N would have a larger impact on the
detection performance. Finally, the same reason as in
Figure 9, at any fixed value of N , when the value of SNR
reaches a certain value, the effect on the performance by
SNR will be a little decline.

6. Conclusion

In this paper, based on history energy detection, an adap-
tive double-threshold energy detection cooperative spec-
trum sensing algorithm is proposed. The values of the
double threshold are optimized adaptively according to
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Figure 7: Probability of detection ðP dÞ vs. the number of nodes (L)
for SNR = −15 dB.
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the weighting coefficient calculating by the SNR value of
SUs. In the single cognitive node sensing process, when
the detected energy is between the high and low thresh-
olds, we utilize the average energy of history sensing times
to complete subsequent judgment, which ensures that
there must be an accurate decision in this situation of each
sensing period. At last, the fusion center aggregates the
detection results of each SU and obtains the final cooper-
ative conclusion through the “or” criteria. In addition, we
derivate the exact closed-form expressions of the detection
probability, the false alarm probability, and the missed
detection probability base on the proposed scheme, respec-
tively. Compared with the TDT-ED, WDT-ED, ADT-ED,
and TCTDT-ED algorithms, the simulation result shows
that the performance of the proposed HBADT-ED algorithm
is the best especially in the case of low SNR. Moreover, the
low complexity of the proposed algorithm ensured real-
time performance simultaneously. In the future, we will pay
more attention to the research of spectrum sensing methods
under Rayleigh or other channel conditions which are closer
to the actual situation.
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Unmanned aerial vehicles, with their inherent fine attributes, such as flexibility, mobility, and autonomy, play an increasingly
important role in the Internet of Things (IoT). Airborne infrared and visible image fusion, which constitutes an important data
basis for the perception layer of IoT, has been widely used in various fields such as electric power inspection, military
reconnaissance, emergency rescue, and traffic management. However, traditional infrared and visible image fusion methods
suffer from weak detail resolution. In order to better preserve useful information from source images and produce a more
informative image for human observation or unmanned aerial vehicle vision tasks, a novel fusion method based on discrete
cosine transform (DCT) and anisotropic diffusion is proposed. First, the infrared and visible images are denoised by using DCT.
Second, anisotropic diffusion is applied to the denoised infrared and visible images to obtain the detail and base layers. Third,
the base layers are fused by using weighted averaging, and the detail layers are fused by using the Karhunen–Loeve transform,
respectively. Finally, the fused image is reconstructed through the linear superposition of the base layer and detail layer.
Compared with six other typical fusion methods, the proposed approach shows better fusion performance in both objective and
subjective evaluations.

1. Introduction

Internet of Things (IoT) has attracted extensive attention in
academics and industry ever since it was first proposed. IoT
aims at integrating various technologies, such as body
domain network systems, device-to-device (D2D) communi-
cation, and unmanned aerial vehicles (UAVs) and satellite
networks, to provide a wide range of services in any location
by using any network. This makes it highly useful for various
civil and military applications. In recent years, however, the
proliferation of intelligent devices used in IoT has given rise
to massive amounts of data, which brings its own set of chal-
lenges to the smooth functioning of the wireless communica-
tion network. However, the emergence of the fifth-generation
(5G) wireless communication technology has provided an
effective solution to this problem. Many scholars are commit-
ted to the study of key 5G characteristics such as quality-of-

service (QoS) and connectivity [1, 2]. With the development
of UAV technology and 5G wireless systems, the application
field of IoT has expanded further [3–5]. Due to their charac-
teristics of dynamic deployment, convenient configuration,
and high autonomy, UAVs play an extremely important role
in IoT. As some wireless devices suffer from limited trans-
mission ranges, UAVs can be used as wireless relays to
improve the network connection and extend the coverage
of the wireless network. Meanwhile, due to their adjustable
flight altitude and mobility, UAVs can easily and efficiently
collect data from the users of IoT on the ground. At present,
there exists an intelligent UAVmanagement platform, which
can operate several UAVs at the same time through various
terminal devices. It is capable of customizing flight routes
as needed and obtaining the required user data. Intelligent
transportation systems (ITS) can use UAVs for traffic moni-
toring and law enforcement. UAVs can also be used as base
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stations in the air to improve wireless network capacity. In
5G IoT, UAV wireless communication systems will play an
increasingly important role [6, 7].

The perception layer, which is the basic layer of IoT, con-
sists of different sensors. The UAVs collect the data of IoT
users by means of airborne IoT devices, including infrared
(IR) cameras and visible (VI) light cameras [8]. One of the
key technologies affecting the reliability of the perception
layer is the accurate acquisition of multisource signals and
reliable fusion of data. In recent years, heterogeneous image
fusion has become an important topic regarding the percep-
tion layer of IoT. IR and visible light sensors are the two most
commonly used types of sensors. IR images taken by an IR
sensor are usually less affected by adverse weather condi-
tions such as bright sunlight and smog [9]. However, IR
images lack sufficient details of the scene and have a lower
spatial resolution than VI images. In contrast, VI images
contain more detailed scene information, but are easily
affected by illumination variation. IR and VI image fusion
could produce a composite image, which is more interpret-
able to both human and machine perception. The goal of
image fusion is to combine images obtained by different
types of image sensors to generate an informative image.
The fused image would be more consistent with the human
visual perception system than the source image individu-
ally. It can be convenient for subsequent processing or
decision-making. Nowadays, the image fusion technique is
widely used in such fields as military reconnaissance [10],
traffic management [11], medical treatment [12], and
remote sensing [13, 14].

In recent decades, a variety of IR and VI image fusion
approaches have been investigated. In general, based on the
different levels of image representation, fusion methods
could be classified into three categories: pixel-level, feature-
level, and decision-level [15]. Pixel-level fusion, conducted
on raw source images, usually generates more accurate,
richer, and reliable details compared with other fusion
methods. Feature-level image fusion first extracts various fea-
tures (including colour, shape, and edge) from the multi-
source information of different sensors. Subsequently, the
feature information obtained from multiple sensors is ana-
lysed and processed synthetically. Although this method
could reduce the amount of data and retain most of the infor-
mation, some details of the image are still lost. Decision-level
fusion is used to fuse the recognition results of multiple sen-
sors to make a global optimal decision on the basis of each
sensor independently, thus, completing the decision or classi-
fication. Decision-level fusion has the advantage of good real-
time performance, self-adaptability, and strong anti-
interference; however, the fault-tolerance ability of the deci-
sion function directly affects the fusion classification perfor-
mance. In this study, we focus on the pixel-level fusion
method.

The remainder of this paper is organised as follows. In
Section 2, we introduce related works and the motivation
behind the present work. The proposed fusion method is
described in Section 3. Experimental results on public data-
sets are covered in Section 4. The conclusions of this study
are presented in Section 5.

2. Related Works

In general, the pixel-level fusion approach can be divided
into two categories: space-based fusion methods and the
transform domain technique. Space-based fusion methods
usually address the fusion issue via pixel grayscale or pixel
gradient. Although these methods are simple and effective,
they easily lose spatial details [16]. Liu et al. [17] observed
that this type of method is more suitable to fusion tasks of
the same type of images. The transform domain technique
usually takes the transform coefficient as the feature for
image fusion. The fused image is obtained by the fusion
and reconstruction of the transform coefficients. The image
fusion method based on multiscale transformation has been
widely investigated because of its compatibility with human
visual perception. In recent years, a variety of fusion methods
based on multiscale transform have been proposed, such as
low-pass pyramid (RP) [18], gradient pyramid (GP) [19],
nonsubsampled contourlet transform (NSCT) [20], discrete
wavelet transform (DWT) [21], and dual-tree complex wave-
let transform (DTCWT) [22]. However, image fusion
methods based on multiscale transform are usually complex
and suffer from long processing time and energy consump-
tion issues, which limit their application.

Due to the aforementioned reasons, many researchers
implemented image fusion methods by using discrete cosine
transform (DCT). In [23], the authors pointed out that image
fusion methods based on DCT were efficient due to their fast
speed and low complexity. Cao et al. [24] proposed a multi-
focus image fusion algorithm based on spatial frequency in
the DCT domain. The experimental results showed that it
could improve the quality of the output image visually.
Amin-Naji and Aghagolzadeh et al. [25] employed the corre-
lation coefficient in the DCT domain for multifocus image
fusion, proving that the proposed method could improve
image quality and stability in noisy images. In order to pro-
vide better visual effects, Jin et al. [26] proposed a heteroge-
neous image fusion method by combining DSWT, DCT,
and LSF. Jin et al. proved that the proposed method was
superior to the conventional multiscale method. Although
image fusion methods based on DCT have achieved superior
performance, the fused results show undesirable side effects
such as blocking artifacts [27]. While performing DCT, the
image is usually required to be divided into small blocks
prior, which causes discontinuities between adjacent blocks
in the image. In order to address this problem, several filter-
ing techniques have been proposed, such as weighted least
square filter [28], bilateral filter [29], and anisotropic diffu-
sion filter [30]. Xie andWang [31] pointed out that the aniso-
tropic diffusion processing of images could retain the image
edge contour information. Compared with other fusion
methods based on filtering, image fusion based on aniso-
tropic diffusion could retain more edge profiles. It preferably
suppresses noise and obtains better visual evaluation. How-
ever, most of the proposed methods for anisotropic diffusion
models are based on the diffusion equation itself, ignoring the
image’s own feature information, which may lead to loss or
blurring of image details (textures, weak edges, etc.). Inspired
by the above research, a heterogeneous image fusion method
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based on DCT and anisotropic diffusion is proposed. The
advantages of the proposed method mainly lie in the follow-
ing three aspects:

(1) Due to the use of DCT transform, the fusion algo-
rithm proposed in this paper shows good denoising
ability

(2) The final fusion images show satisfactory detail
resolution

(3) The proposed algorithm is easy to implement, and
the real-time performance is very good, which is suit-
able for real-time requirements

3. Proposed Fusion Method

In this section, the operation mechanism of the proposed
algorithm is described in detail. The proposed image fusion
framework can be divided into three components, as shown
in Figure 1. In the first step, in order to eliminate the noise
in the original images, DCT and inverse discrete cosine trans-
form are performed on the IR and VI images, respectively. In
the second step, anisotropic diffusion is adopted to
decompose IR and VI images to obtain the detail and base
layers. In the third step, base layers are fused by using the
weighted averaging, and detail layers are fused by using the
Karhunen–Loeve transformation. Finally, the fused base
and detail layers are linearly superimposed to obtain the final
fusion result.

3.1. DCT. As an effective transform tool, DCT can transform
the image information from the time domain to the fre-
quency domain so as to effectively reduce the spatial redun-
dancy of the image. In this study, the 2D DCT of an N ×N

image block f ði, jÞ is defined as follows [32]:

F u, vð Þ = 2
N
c uð Þc vð Þ 〠

N−1

i=0
〠
N−1

j=0
f i, jð Þ cos 2i + 1ð Þπu

2N

� �

× cos
2j + 1ð Þπv

2N

� �
, where u, v = 0, 1,⋯N − 1,

ð1Þ

where f ði, jÞ denotes the ði, jÞ‐th image pixel value in the spa-
tial domain and Fðu, vÞ denotes the ði, jÞ‐th DCT coefficient
in the frequency domain; cðkÞ is a multiplication factor,
defined as follows:

c kð Þ =
1ffiffiffi
2

p , if u = 0,

1 if u ≠ 0:

8><
>: ð2Þ

Similarly, the 2D inverse discrete cosine transform
(IDCT) is defined as:

f i, jð Þ = 2
N

〠
N−1

u=0
〠
N−1

v=0
c uð Þc vð ÞF u, vð Þ cos 2i + 1ð Þπu

2N

� �

× cos
2j + 1ð Þπv

2N

� �
, where i, j = 0, 1,⋯N − 1:

ð3Þ

When performing the DCT transform, most of the image
information is concentrated on the DC coefficient and low-
frequency spectrum nearby. Therefore, the coefficient close
to 0 is deleted, and the coefficient containing the main infor-
mation of the image is reserved for inverse transformation.
The influence of noise can be effectively removed without
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Figure 1: Flowchart of the proposed method framework.
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causing image distortion. In this study, if the coefficient
obtained by the DCT transformation is less than 0.1, we set
the coefficient as 0. The results of denoising by DCT are
shown in Figure 2.

3.2. Anisotropic Diffusion. In computer vision, anisotropic
diffusion is widely used to reduce noise while preserving
image details. The model of anisotropic diffusion of an image
I can be represented as follows [33]:

It = c x, y, tð ÞΔI + ∇c ⋅ ∇I, ð4Þ

where cðx, y, tÞis rate of diffusion, ∇and Δ are used to repre-
sent the gradient operator and the Laplacian operator,
respectively, and t is time. Then, the equation (4) can be dis-
cretized as:

It+1i,j = Iti, j + λ cN ⋅ΩNI
t
i,j + cS ⋅ΩSI

t
i,j + cE ⋅ΩEI

t
i,j + cW ⋅ΩWIti,j

h i
:

ð5Þ

In (5), It+1i,j is an image with coarse resolution at t + 1
scale. λ denotes a stability constant satisfying 0 ≤ λ ≤ 1/4.
The local image gradients along the north, south, east, and
west directions are represented as:

ΩNIi,j = Ii−1,j − Ii,j,

ΩSIi,j = Ii+1,j − Ii,j,

ΩEIi,j = Ii,j+1 − Ii,j,

ΩWIi,j = Ii,j−1 − Ii,j:

8>>>>><
>>>>>:

ð6Þ

Similarly, the conduction coefficients along the four
directions of north, south, east, and west can be defined as:

ctNi, j
= g ∇Ið Þti+1/2,j

��� ���� �
= g ΩNI

t
i,j

��� ���� �
,

ctSi, j = g ∇Ið Þti−1/2,j
��� ���� �

= g ΩSI
t
i,j

��� ���� �
,

ctEi, j
= g ∇Ið Þti,j+1/2

��� ���� �
= g ΩEI

t
i,j

��� ���� �
,

ctWi, j
= g ∇Ið Þti,j−1/2

��� ���� �
= g ΩWIti,j

��� ���� �
:

8>>>>>>>>>><
>>>>>>>>>>:

ð7Þ

In (7), gð·Þ is a decreasing function. In order to maintain
smoothing and edge preservation, in this paper, we choose
gð·Þ as:

g ∇Ið Þ =
1 −

∇Ik kð Þ2
T2

" #2

, ∇Ik kð Þ2 ≤ T2,

0, ∇Ik kð Þ2 > T2,

8>><
>>: ð8Þ

where T is an edge magnitude parameter.
Let IIRðx, yÞ and IVIðx, yÞ be IR and VI images, respec-

tively, which have been coregistered. Anisotropic diffusion
for an image Iis denoted as ADðIÞ. The base layers IBIRðx, yÞ

and IBVIðx, yÞ are obtained after performing anisotropic diffu-
sion processes on IIRðx, yÞ and IVIðx, yÞ, respectively, which
are represented by:

IBIR x, yð Þ = AD IIR x, yð Þð Þ,
IBVI x, yð Þ = AD IVI x, yð Þð Þ:

(
ð9Þ

Then, the detail layers IDIRðx, yÞ and IDVIðx, yÞ are obtained
by subtracting the base layers from the respective source
images, which are shown in (10).

IDIR x, yð Þ = IIR x, yð Þ‐IBIR x, yð Þ,
IDVI x, yð Þ = IVI x, yð Þ‐IBVI x, yð Þ:

(
ð10Þ

The results obtained by the anisotropic diffusion of IR
image and VI image are shown in Figure 3.

3.3. Construction and Fusion

3.3.1. Base Layer Fusion. The weighted average is adopted to
fuse the base layers of IR and VI images. The fused base layer
IBF is calculated by:

IBF = ω1I
B
IR x, yð Þ + ω2I

B
VI x, yð Þ, ð11Þ

where ω1 and ω2are normalized weighted coefficients, set
to 0.5 in this paper.

3.3.2. Detail Layer Fusion. KL-transform can make the new
sample set approximate to the original sample set distribu-
tion with minimum mean square error, and it eliminates
the correlation between the original features. We use KL-
transform to fuse the detail layers of IR and VI images. Let
IDIRðx, yÞ and IDVIðx, yÞ be detail layers of the IR and VI images,
respectively. The fused process based on KL-transform is
described as follows.

Step 1. Arrange IDIRðx, yÞ and IDVIðx, yÞ as column vectors of a
matrix, denoted as X.

Step 2. Calculate the autocorrelation matrix C of X.

Step 3. Calculate the eigenvalues λ1 matrix λ2, and eigenvec-
tors μ1 = ½μ1ð1Þ μ1ð2Þ�T and μ2 = ½μ2ð1Þμ2ð2Þ�T of C.

Step 4. Calculate the uncorrelated coefficients K1 and K2 cor-
responding to the largest eigenvalue λmax, which is defined as:

λmax = max λ1, λ2ð Þ: ð12Þ

The eigenvector corresponding to λmax is denoted as μmax
. And, K1 and K2 are given by:

K1 = λmax 1ð Þ/〠
i

λmax ið Þ,

K2 = λmax 2ð Þ/〠
i

λmax ið Þ:

8>><
>>: ð13Þ
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Figure 2: Results of denoising by DCT. (a) IR image. (b) VI image. (c) DCT coefficient matrix of the IR image. (d) DCT coefficient matrix of
the VI image. (e) IR image after IDCT. (f) VI image after IDCT.
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Step 5. The fused detail layer IDF is calculated using:

IDF = K1I
D
IR x, yð Þ + K2I

D
VI x, yð Þ: ð14Þ

3.3.3. Reconstruction. In this study, the final fused image is
obtained by the linear superposition of IBF and IDF , as shown
in equation (14).

IF = IBF + IDF : ð15Þ

4. Experiment

In this section, the coregistered IR and VI images from the
TNO image fusion dataset are used to evaluate our algorithm.
This database provides a large number of coregistered infra-
red and visible images. All the experiments are implemented

(a) (b)

(c) (d)

(e) (f)

Figure 3: (a) IR image. (b) VI image. (c) Detail layer of the IR image. (d) Detail layer of the VI image. (e) Base layer of the IR image. (f) Base
layer of the VI image.
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in MATLAB 2019a on 1.8GHz Intel(R) Core(TM) i7 CPU
with 8GB RAM. The proposed method is compared with
six typical fusion methods: multiscale singular value repre-
sentation (MSVD) [34], discrete harmonic wavelet transform
(DCHWT) [35], discrete wavelet transform (DWT) [21],
two-scale fusion (TS) [36], dual-tree complex wavelet trans-
form (DTCWT) [22], and curvelet transform (CVT) [37].
In order to verify the advantages of the proposed method,
the experimental verification is divided into two parts. Sub-
jective evaluation results of the fused image are shown in
the first part. In the second part, we compare the objective
evaluation results of the proposed algorithm with six com-
parison algorithms. The six pairs of coregistered source
images used in this experiment are depicted in Figure 4.

4.1. Subjective Evaluation. The fusion results obtained by the
proposed method and six compared methods are shown in
Figure 5. The fusion experimental results from pair 1 to pair
6 are represented from top to bottom, respectively.

In order to show a better comparison, the details in the
fused images are highlighted with red boxes. As can be seen
from Figure 5, our method preserves more detail information
and contains less artificial noise in the red window. The image
details in fused images obtained by MSVD, DWT, and TS are
blurred, which are clearly seen from the first three pairs of the
experiment. Compared with the above three fusion methods,
the fusion results based on DCHWT preserve more detail
information, while showing obvious VI artifacts in them
(clearly visible in the last pair of the experiment). The fused
images obtained by DTCWT, CVT, and the proposed method
could preserve more detail information. Compared with
DTCWT and CVT fusion methods, the fusion results of the
proposed algorithm look more natural. In the next section,
several different objective quality metrics are evaluated to
demonstrate the advantages of the proposed method.

4.2. Objective Evaluation. In order to verify the advantages of
the proposed method, cross entropy (CE) [38], mutual infor-
mation (MI) [39], the average gradient (AG) [39], relative

standard deviation (RSD) [39], mean gradient (MG) [39],
and running time are used as objective evaluation metrics.
CE represents the cross entropy between the fused image
and the source image. The smaller the cross entropy, the
smaller the difference between the images. MI represents
the calculation of mutual information between the fused
image and the source image. The larger the value of MI, the
higher the similarity between the two images. Calculating
the average gradient of the image involves calculating the def-
inition of the image, which reflects the expressive ability of
the image to the detail contrast. RSD represents the relative
standard deviation of the source image and the fused image,
which reflects the degree of deviation from the true value.
The smaller the relative standard deviation, the higher the
fusion accuracy. The mean gradient represents the definition
of the fused image. It refers to the clarity of each detail
shadow and its boundary on the image. The objective evalu-
ation results of the 6 pairs of the experiment in the “Subjec-
tive Evaluation” section are shown in Tables 1–3, and the
best results are highlighted in bold.

The comparison results of the objective evaluation
indexes of the first two pairs of experiments are given in
Table 1. As seen from Table 1, the proposed method outper-
forms other fusion methods in terms of all metrics except for
CE. Although the CE value of the proposed method is not the
minimum value, it is very close to the minimum.

The comparison results of objective evaluation indexes of
the third and fourth pairs of the experiment are shown in
Table 2. As can be seen from Table 2, the fusion result of
the proposed algorithm in this paper contains more informa-
tion. The proposed method outperforms other methods as
regards AG, RSD, MG, and running time. The CE values of
the proposed method in the third pair of the experiment
are very close to the best values produced by MSVD. In the
fourth pair of the experiment, all fusion quality indexes of
image fusion generated by the proposed method are the best.

The comparison results of the objective evaluation
indexes of the last two pairs of the experiment are given in
Table 3. As can be seen from Table 3, MI, RSD, MG, and

(a) IR images

(b) VI images

Figure 4: Source images used in the experiment.
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running time values of the proposed method are clearly bet-
ter than that of the other six compared methods. The CE
values and AG values of the proposed method in the last
two pairs of the experiment are close to the best values
separately.

As can be seen from Tables 1–3, MI, RSD, MG, and run-
ning time for the proposed method are better than those
obtained for other fusion methods. Although the CE value
and the AG values of the proposed method are not the best,
they are very close to the best. The proposed fusion method

(a) (b) (c) (d) (e) (f) (g)

Figure 5: Comparison of the fusion results of various methods. (a) Proposed method; (b) MSVD; (c) DWT; (d) TS; (e) DCHWT; (f)
DTCWT; (g) CVT.

Table 1: Objective evaluation results of the first and the second pair of fusion images.

Method
Pair 1 Pair 2

CE MI AG RSD MG Time CE MI AG RSD MG Time

Proposed 0.3214 0.1573 4.8756 0.2504 5.7140 0.7371 0.4494 0.3736 4.4364 0.0234 5.5580 0.7742

MSVD 0.5391 0.1384 2.8604 0.5931 3.4728 2.8533 0.8568 0.2637 3.0245 0.1651 3.9973 2.3541

DWT 0.4817 0.1342 3.4970 0.3698 4.2660 32.3347 0.4454 0.2662 2.9412 0.1340 3.9847 21.9847

TS 0.5264 0.1028 3.5827 0.4832 3.9747 1.9536 0.9366 0.2065 2.8596 0.3254 3.3589 0.9680

DCHWT 0.5510 0.0985 4.4494 0.4986 5.0204 5.4881 0.3876 0.2673 3.7730 0.4195 4.6367 5.4581

DTCWT 0.2203 0.1201 4.9425 0.3500 5.6020 0.7506 0.4819 0.2120 4.0197 0.2122 4.9407 0.8207

CVT 0.2456 0.1186 4.9845 0.3488 5.6325 1.5946 0.4815 0.2123 4.0254 0.2123 4.9427 1.3500
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in this paper can guarantee high fusion accuracy and a satis-
factory real-time performance, which is suitable for real-time
requirements.

5. Conclusions

Data fusion, which is a key technology in IoT, can effectively
reduce the amount of data in the communication network
and thus reduce the energy loss. In this article, we focused
on the fusion of the IR image and the VI image and proposed
a novel heterogeneous fusion approach. Considering that
DCT has shown good denoising ability and anisotropic diffu-
sion has shown satisfactory detail resolution, we fused the
two algorithms through effective fusion strategies. Experi-
mental results show that the proposed method can achieve
better performance compared with other six state-of-the-art
fusion approaches as regards both subjective and objective
indexes.

However, IR and VI images in this experiment are all cor-
egistered. The actual multisource data may be unregistered.
In the future, we will focus on unregistered image fusion.
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This paper analyzed the development of data mining and the development of the fifth generation (5G) for the Internet of Things
(IoT) and uses a deep learning method for stock forecasting. In order to solve the problems such as low accuracy and training
complexity caused by complicated data in stock model forecasting, we proposed a forecasting method based on the feature
selection (FS) and Long Short-Term Memory (LSTM) algorithm to predict the closing price of stock. Considering its future
potential application, this paper takes 4 stock data from the Shenzhen Component Index as an example and constructs the
feature set for prediction based on 17 technical indexes which are commonly used in stock market. The optimal feature set is
decided via FS to reduce the dimension of data and the training complexity. The LSTM algorithm is used to forecast closing
price of stock. The empirical results show that compared with the LSTM model, the FS-LSTM combination model improves the
accuracy of prediction and reduces the error between the real value and the forecast value in stock price prediction.

1. Introduction

The wide application of information technology gives rise to
the increase in data flow and the number of intelligent termi-
nals. As a result, the fifth-generation (5G) mobile services
come into being. According to global telecom operators, 5G
communication technology will be officially commercialized
around 2020 [1]. Owing to the fast transmission network,
the emergence of the 5G network will promote the innovation
and development of the Internet of Things (IoT) technology.
The 5G network is identified as a core contributing factor in
meeting the growing needs for the future IoT services, includ-
ing high data rate, multiple-device attachment, and low delay
service [2]. As 5Gmobile communication network technology
can provide users with sufficient network communication, it
can greatly improve the network communication speed and
quality, making the network data transmission changes
more reliable.

With its great adaptability, IoT technology can be
applied to different scenarios, such as construction domain
[3], smart cities environments [4], smart communities [5],

and other areas of society, bringing much convenience for
people. The utility of IoT technology requires massive
information connection and high-speed network commu-
nication. The emergence of the 5G network can promote
the innovation and development of IoT technology. 5G
has the advantages of fast data convey rate, strong robust-
ness, wide transmission range, and good security [6].
Thus, the application of 5G wireless systems can effectively
improve the communication quality of the IoT, making
the IoT technology more powerful. 5G is the basic access
technology for IoT utilization [7]. What is more, the use
of 5G communication network infrastructure can also
reduce the cost of IoT construction and investment, conse-
quently improving the efficiency of IoT construction. The
integration of the 5G mobile communication network
and IoT enables the IoT to make full use of the advan-
tages of the 5G mobile communication network and
enhance its own advantages.

With the increasing exploitation of the IoT, the advan-
tages of big data technology have gradually become promi-
nent. Big data involves many key technologies, including
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collection, storage, management, analysis, and mining. Big
data usually relate to the use of predictive analytics, patral
behavior research, or some other sophisticated data analysis
tool, which can extract the valuable information from the
massive data. 5G networks deal with big data at low cost.
Besides, characteristics of 5G include low latency, high reli-
ability, easy-to-update data, region spread, and improved
mobile broadband [8]. The era of big data has aroused wide-
spread interest in in-depth learning in different research
fields. The deep integration with AI, cloud computing, big
data, and deep learning is one of the important development
directions of 5G.

Our contributions in this paper can be highlighted as
follows:

(1) The development trend of 5G, IoT, and data mining
and the influence of deep learning on data mining
technology of IoT are analyzed

(2) A stock trend prediction method based on the fea-
ture selection (FS) and Long Short-Term Memory
(LSTM) prediction model FS-LSTM to predict stock
prices are put forth. First, we use the Tushare finan-
cial data package to obtain stock data. Then, the
optimal feature set is selected to reduce the dimen-
sionality of data. After that, the stock price is fore-
casted and the forecasting results are analyzed

(3) The application of 5G and IoT in stock forecasting is
analyzed in aspects of data storage, efficiency, and
processing speed

This paper falls into 6 parts. Section 2 describes some
basic relevant algorithms related to the proposed idea. In
Section 3, we illustrated in detail the design and implemen-
tation of the proposed prediction algorithm. The applica-
tion of 5G and IoT in stock forecasting is analyzed in
Section 4. Section 5 discusses the experimental results of
our proposed FS-LSTM. Section 6 is the summary of the
whole paper.

2. Related Work

2.1. The Integration Development of 5G, IoT, and Deep
Learning. 5G is aimed at providing super ultralow delay
technological schemes as well as fiber-like access data trans-
mission speed, to connect over 100 billion facilities and
deliver accordant experience across multiplex scenarios with
improved capability and spend efficiency [9]. 5G mobile
communication technology improves customer experience
and system safety of communication technology, so it has
been widely used in all walks of life [10]. A 5G-enabled IoT
is devised to convey both 5G and IoT information and at
the same time to reduce the whole IoT power consumption
while maintaining 5G and IoT transmission rates steady
[11]. 5G-enabled emotion-aware linked healthcare big data
was designed. The proposed method will greatly promote
5G-based individualized and corresponding emotion-aware
medical services [12]. With the development and populariza-
tion of 5G technology and IoT, new data mining algorithms
were boosted [13]. Big data, IoT, and 5G are closely related
to each other, for big data stems from the application of
IoT technology.

5G will prove to be the mainstay of IoT, providing full
links to all “things,” surmounting place restrictions on
time-space, and bringing about comprehensive, service-cus-
tomized, and user-centric interconnections [14]. The rela-
tionship between 5G, IoT, and deep learning is shown in
Figure 1. As shown in Figure 1, the entire system of the IoT
constitutes three layers, namely, the perceptual layer, the
transport layer, and the application layer. 5G communication
provides technical support for network layer transmission. In
the big data era, not all massive data are valuable. What is
more important is to mine useful data via the deep learning
algorithm. Among them, large data analysis methods based
on deep learning have been developed more rapidly.

The development of 5G communication technology and
IoT enables the application of the neural network and deep
learning. IoT is extensively used in various fields, such as
intelligent logistics, smart healthcare, pilotless driving,

Application layer

Cloud computing

Network layer

Perceptual layer

Internet of things

5G
communication

Data
collection

Data
storage

Data
analysis

Data mining

Deep learning

Figure 1: The relationship between 5G, IoT, and deep learning.
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industrial automation, and global positioning system (GPS)
data aggregation [15]. Based on 5G communication agree-
ments and data interchange criterion, with the convergence
of the IoT and artificial intelligence (AI), the smart network
performs much better communicating ability. To build an
efficient intrusion detection system over big data, literature
[16] proposed a classification algorithm based on data cluster-
ing and data reduction. IoT, as an expansion of Internet appli-
cations, is in a great stage of development. To cut down the
resource expenditure with a reasonable implementation plan-
ning, an IoT-based smart energy consumption controlling and
energy supervisory method has been proposed by investigat-
ing the energy use of a house [17]. Literature [18] designed a
refreshing pattern, 5G Intelligent Internet of Things (5G I-
IoT), to handle big data and promote communication chan-
nels effectively. IoT is a catalyst for the generation of big data
because big data originates from the application of IoT. The
use of IoT gives birth to large amount of data which contains
significant information. The fast development of IoT and big
data is owing to 5G communication.

2.2. Research on Stock Forecasting. As an important part of
capital market construction, the change of stock market is
of extraordinary significance to national macroeconomic
development, financial institutions, and individuals. The
high instability and nondeterminacy of stock price make it
a difficult matter in the domain of finance and data mining.
Thus, forecasting stock prices in order to avoid the invest-
ment risk to the greatest extent and improve the investment
returns becomes the latest research focus.

Traditional forecasting methods have the limitations to
balance the randomness and regularity of controlling price
changes [19]. In recent years, the artificial neural network
(ANN) has achieved remarkable results in the field of artifi-
cial intelligence algorithm whose predictive analysis capabil-
ity has greatly promoted the application of technologies like
big data. So stock forecasting methods based on ANN and
related technologies have been widely studied, which make
up for the shortcomings of traditional forecasting techniques
and increase the reliability and accuracy of stock forecasting
[20]. Literature [21] implements an LSTM model on time
series trend forecasting problems, and the results outperform
that of the conventional autoregression models. Moreover,
some portfolio models have been applied to stock trend pre-
diction. They all achieved good results. Literature [22] com-
bines price prediction based on historical and real-time
data along with news analysis, and LSTM was used for pre-
dicting; this approach incorporated into the existing strate-
gies will encourage quant traders to invest and maximize
their profit. In literature [23], a deep learning method for
stock price prediction was proposed. In this literature, a total
of 14 different deep learning models were presented and all
stocks in the Standard & Poor’s (S&P) BSE-BANKEX index
were evaluated.

3. Stock Prediction Algorithms

3.1. Feature Selection. Machine learning is a process of data
processing and model training. Data processing includes fea-

ture extraction and feature representation. In model training,
there are a set of processes such as training strategy, training
model, and algorithm correlation. A good prediction model
is closely related to feature selection and feature representa-
tion. The method of feature selection is to select a subset from
the original feature data set to reduce the number of attri-
butes in the feature data set. The purpose of feature selection
is to increase the accuracy of prediction, to design an efficient
prediction model, and to have a better understanding and
interpretation of the model as well.

Optimal feature subset selection was performed using a
correlation coefficient and feature importance ranking. The
correlation coefficient is a quantity that studies the degree
of linear correlation between variables. It is usually expressed
by the letter r, which is shown in

r X, Yð Þ = cov X, Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var X½ � var Y½ �p ð1Þ

cov X, Yð Þ = ∑n
i=1 xi − �xð Þ yi − �yð Þ

n − 1
ð2Þ

where cov ðX, YÞ is the covariance of X and Y , var ½X� is the
variance of X, and var ½Y �is the variance of Y . rðX, YÞ is a
quantity that can characterize the degree of a close linear
relationship between X and Y . If X and Y are not related,
rðX, YÞ = 0. It is generally considered that there is no lin-
ear relationship between X and Y . If rðX, YÞ ≤ 1, it is gen-
erally considered that there is a linear relationship between
X and Y . The closer the value of rðX, YÞ is to 1, the more
linear the two variables are. For each pair of highly corre-
lated features, one of them is identified and removed.

3.2. LSTM Network. LSTM is a special type of recurrent neu-
ral network (RNN). It solves the problem of gradient explo-
sion and gradient disappearance in the process of long-
sequence RNN training. When the number of network layers
increases, the perception ability of the following nodes to the
front nodes becomes weak and the phenomenon that the pre-
vious information will be forgotten over time appears. LSTM
adds memory units to each neuron unit of the hidden layer
on the basis of ordinary RNN, so that the memory informa-
tion on time series can be controlled. The schematic diagram
of memory units of LSTM is shown in Figure 2. Ct−1 and ht−1
represent the state of the memory unit at the last moment; Ct
and ht represent the state of the hidden layer, respectively.

Each time the input gate it , the forget gate f t , and the out-
put gate ot are passed between the units, the memory and
forgetting of the previous information and the current infor-
mation can be controlled.

The calculation formulas of the forget gate f t , the input
gate it , and the output gate otare defined in

f t = σ Wxf xt +Whf ht−1 + bf
� �

,

it = σ Wxixt +Whiht−1 + bið Þ,
ot = σ Wxoxt +Whoht−1 + boð Þ:

ð3Þ
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Among them, σ is the sigmoid activation function, xt is
the input at time t, Wxf is the weight matrix from the input
x to the forget gate f t , Whf is the weight matrix from the
hidden layer state to the forgetting gate, and bf is the linear
bias of the forgetting gate. Wxi is the weight matrix from
the input x to the input gate, Whi is the weight matrix from
the hidden state to the input gate, and bi is the linear bias
of the input gate. Wxo is the weight matrix from the input
to the output gate, Who is the weight matrix from the hid-
den state to the output gate, and bo is the linear bias of the
output gate.

The state value of t time memory unit ct consists of two
parts: one is the state value of the memory unit at the previ-
ous time ct−1 and the other is the input gate waiting for
update information c~t , which is controlled by the input gate
and the forgetting gate, respectively. The current state of
the memory unit ct can be obtained by calculating the follow-
ing formula:

c
~
t = tanh Wxcxt +Whcht−1 + bcð Þ,

ct = it ∗ c
~
t + f t ∗ ct−1:

ð4Þ

Among them, Wxc is the weight matrix from input X to
the memory unit, Whc is the weight matrix from the hidden
layer to the memory unit, and bc is the linear bias of the
memory unit.

Finally, the current state of the hidden layer ht is deter-
mined by the state of the output gate ot and the current stor-
age unit ct . The calculation formula is shown in

ht = ot ∗ tanh ctð Þ: ð5Þ

4. Application of 5G and IoT in
Stock Forecasting

IoT technology has penetrated into people’s production and
life. With IoT technology, different types of data are
exchanged and communicated through sensor nodes. Under

the continuous development of IoT technology, IoT-based
stock forecasting will become a new trend. It proves that it
is feasible to mine useful information from stock historical
data for stock prediction. The combination of 5G and IoT
will promote the rapid development of stock forecasting
industry. The application of 5G and IoT in stock forecasting
is mainly reflected in the following aspects:

(1) In order to carry out data mining, data must be stored
first. Unlike previous data storage methods, IoT
stores scattered data in different network nodes to
form virtual storage. Distributed storage makes it
possible to exchange and share data between different
regions and networks

(2) With the development of IoT, traditional methods
will be replaced for it is hard to meet the require-
ments of data management and processing. The inte-
gration of 5G communication and IoT can build a
secure, fast, and reliable transmission channel, there-
fore improving the time and efficiency of stock
forecasting

(3) The IoT and 5G will continuously promote the
automation of the stock forecasting system. By push-
ing relevant content to users’ mobile apps or other
communication platforms, users can get the latest
and most relevantly firsthand information at the
fastest speed

5. Empirical Analysis

5.1. Data Preprocessing. From the Shenzhen Component
Index market, this paper chooses the transaction data of Ping
An Bank, Shenzhen Component Index, Petrochemical
Machinery, and Jidian Shares from December 2, 2016, to
May 31, 2019, as experimental subjects. The original data in
this paper are all derived from the Tushare financial data
package, which contains 608 trading days of transaction
information. The first 90% data is selected as the training
set and the last 10% data as the test set.

Owing to the characteristics of intuition, concreteness,
and easy application when judging the trend of stock mar-
ket, technical indicators are widely used in stock market
forecasting and analysis. Different technical indicators have
their own scope of application and constraints. In the pro-
cess of stock trend feature representation, a single techni-
cal index cannot guarantee the comprehensiveness and
accuracy of the feature representation. Therefore, selecting
several representative and easy-to-quantify technical indi-
cators can improve the complementarity of data and the
accuracy of feature representation. This paper constructs
a feature set for forecasting based on 17 technical indica-
tors (MA, CCI, ADX, RSI, ROC, AROONOSC, MOM,
ATR, OSC, OBV, BOP, ULTOSC, MFI, ATR, K%, BETA,
and CR) commonly used in stock market. These indicators
comprehensively reflect the information of stock trend
change and can include most of the influencing factors
of stock trend forecasting. The final optimal feature subset
is MA, RSI, CCI, K%, and CR, which can summarize most

tanh

tanh

Ct–1

ht

Ct

ot
itft

𝜎 𝜎𝜎

htht–1

Figure 2: LSTM memory unit structure diagram.
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of the information of the original data. The expression of
MA, RSI, CCI, K%, and CR is shown in

MA= 〠
n

i=1

Cn

n
,

RSI = 100 − 100
1 + ∑n−1

i=0 Upt−1
/n

� �� �
/ ∑n−1

i=0 Dwt−i
/n

� � ,

CCI = Mt − SMt−1
0:015Dt

,

K% = ∑n
i=1 2Ki−1 + RSVið Þ

3 ,

CR = ∑n−1
i=0 Hi −Mið Þ

∑n−1
i=0 Mi − Lið Þ

× 100,

ð6Þ

where n denotes n day and Cn denotes the sum of n day
closing prices. Upt

is the increase of the first day compared
with the previous day. Dwt

is the decline of the first day
compared with the previous day. Mt is the average of
the highest, lowest, and closing prices. Ht and Lt indicate
the highest and lowest price of t day, respectively.

The selected data are used to construct the feature set.
As the calculation methods of each index are different,
the feature set constructed according to the technical
index presents different range of values, of which the
range varies greatly. The huge quantity difference will
lead to the complexity of parameter optimization of the
algorithm model, making it easy to overfit, which will
have a negative impact on the final prediction results.
Therefore, this paper uses formula (7) to normalize the
feature quantities and convert each dimension feature
component to ½−1, 1�.

xd =
vd − vd min

vd max − vd min
: ð7Þ

In the formula, vd min is the minimum value of the d
-dimensional eigenvalue and vd max is the maximum value
of the d-dimensional eigenvalue.

5.2. Stock Price Forecast. In order to test the effectiveness of
the proposed method, the optimal feature subset is taken
as input variable, the input time span is 30 days, and the
opening price of the day is taken as output variable. The
model consists of four layers: one LSTM layer and three
dense layers. When training the LSTM model, dropout
parameters and regular terms are added to avoid overfit-
ting. The stock price of the test set is predicted by the
trained model, and the traditional LSTM prediction model
was compared. Mean absolute error (MAE), mean square
error (MSE), and root mean square error (RMSE) were
used as evaluation indexes to evaluate the validity of the

model. The formulas for calculating the three evaluation
indexes are shown in

MAE = 1
N
〠
N

i=1
yi − ŷij j,

MSE = 1
N
〠
N

i=1
yi − ŷið Þ2,

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N
〠
N

i=1
yi − ŷið Þ2

vuut :

ð8Þ

Among them, Yi and Ŷ i represent the true value and
the predicted value, respectively.

The predicted results of these four stocks are shown in
Figures 3–6, and the error analysis is shown in Tables 1 and
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Figure 3: Prediction result of Shenzhen Zhenye (Group).
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Figure 4: Prediction result of Ping An Bank.
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2. From Figures 3–6, it can be seen that the model can accu-
rately predict the overall trend of four stock prices with dif-
ferent market capitalization scales. The predicted value of
the FS-LSTM model is closer to the real value, indicating a
better overall fitting effect. As can be seen from Tables 1
and 2, the prediction error of the FS-LSTM model is smaller

compared with that of the traditional LSTMmodel. Compar-
atively, the prediction effect of the Shenzhen Component
Index is the best which is attributed to the small stock price
volatility. Using this model, the overall trend of stocks with
different market values can also be accurately predicted,
proving that the model can not only predict the stock price
but also reliably predict the stock price of different scales,
demonstrating its generalization and reliability. The applica-
tion of the FS-LSTMmodel in stock forecasting can fully ana-
lyze the original data of stock and improve the forecasting
accuracy of stock price. The experiment shows that the
combination model has obvious advantages in dealing with
data with many indexes and complex noise.

6. Conclusion

Firstly, this paper analyzes the impact of 5G development on
the IoT. The integration of 5G, IoT, and deep learning is a
new development trend. 5G and IoT have many advantages
in stock forecasting. Then, this paper presents a FS-LSTM
combination model based on feature selection and LSTM
prediction for stock trend prediction. The optimal feature
subset for stock trend prediction is obtained through feature
selection. The prediction effect of the optimal feature subset
is verified by the test set. The experimental results show that
the forecasting model proposed in this paper is superior to
the traditional LSTM forecasting model in terms of forecast-
ing effect. Using this method, the best feature subset for
forecasting can be found and the impact of redundant infor-
mation on stock trend forecasting can be reduced. As a result,
the accuracy of forecasting is improved. Finally, the applica-
tion of 5G and IoT in stock forecasting is analyzed.

Stock market is a complex and dynamic system. The
shortcoming of this work is that this paper is only based on
technical indicators and does not consider other factors.
The future work involves including newly developed com-
puting models. The future work also involves minimizing
computation time of FS-LSTM. It is concluded that 5G,
IoT, and stock forecasting will be more closely linked in
the future.

Data Availability

The research data used to support the findings of this
study have been deposited in the Tushare repository
(http://tushare.org/).
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Figure 5: Prediction result of Sinopec Oilfield Equipment
Corporation.
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Figure 6: Prediction result of Jilin Electric Power.

Table 1: Stock prediction error table (LSTM).

Stock
name

Sinopec Oilfield
Equipment
Corporation

Jilin
Electric
Power

Ping An
Bank

Shenzhen
Zhenye
(Group)

MSE 0.260 0.023 0.190 0.052

MAE 0.423 0.113 0.388 0.184

RMSE 0.510 0.152 0.437 0.229

Table 2: Stock prediction error table (FS-LSTM).

Stock
name

Sinopec Oilfield
Equipment
Corporation

Jilin
Electric
Power

Ping An
Bank

Shenzhen
Zhenye
(Group)

MSE 0.123 0.016 0.052 0.033

MAE 0.280 0.093 0.179 0.143

RMSE 0.351 0.012 0.230 0.182
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A filter bank multicarrier (FBMC) with offset quadrature amplitude modulation (OQAM) (FBMC/OQAM) is considered to be one
of the physical layer technologies in future communication systems, and it is also a wireless transmission technology that supports
the applications of Internet of Things (IoT). However, efficient channel parameter estimation is one of the difficulties in realization
of highly available FBMC systems. In this paper, the Bayesian compressive sensing (BCS) channel estimation approach for
FBMC/OQAM systems is investigated and the performance in a multiple-input multiple-output (MIMO) scenario is also
analyzed. An iterative fast Bayesian matching pursuit algorithm is proposed for high channel estimation. Bayesian channel
estimation is first presented by exploring the prior statistical information of a sparse channel model. It is indicated that the BCS
channel estimation scheme can effectively estimate the channel impulse response. Then, a modified FBMP algorithm is
proposed by optimizing the iterative termination conditions. The simulation results indicate that the proposed method provides
better mean square error (MSE) and bit error rate (BER) performance than conventional compressive sensing methods.

1. Introduction

To date, the application of mobile communication systems in
the field of Internet of Things (IoT) is not in-depth [1, 2].
Although Fourth Generation (4G) has greatly improved the
network speed, there is still much room for improvement
in network reliability and latency. Fifth Generation (5G) sys-
tems [3–8] are now being deployed which can well meet the
demands of IoT, such as low latency, high reliability network,
and large bandwidth. The full opening of the 5G era is accel-
erating the application and popularization of IoT, artificial
intelligence (AI), and other technologies [9–12]. However,
the development of IoT requires suitable infrastructure
[13, 14] including sensors for data acquisition and wireless
communication technology. Currently, multicarrier modula-
tion has beenwidely used inwireless communication systems.
The filter bank multicarrier (FBMC) with offset quadrature

amplitude modulation (OQAM), denoted as FBMC/OQAM,
has captured significant attention [15, 16], due to its potential
as an option to orthogonal frequency division multiplexing
(OFDM). Although the ThirdGeneration Partnership Project
(3GPP) has indicated thatfilteredOFDMwill be utilized in 5G
systems, interest in FBMC for future mobile communication
systems has not declined [17, 18].

FBMC technology employs a good time-frequency proto-
type filter, which has many features such as low spectral side
lobes, high spectrum efficiency, and robustness to frequency
offset [19]. However, the nonstrict orthogonality of the
system leads to the existence of imaginary interference. This
interference can be mitigated during channel estimation
(CE), but this requires that the channel coefficients be esti-
mated in the complex domain. Interference reduction is chal-
lenging in FBMC systems, particularly when multiple-input
multiple-output (MIMO) communications are involved.
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There has been significant effort to overcome this problem,
and both preamble-based [20–27] and compressive sensing-
(CS-) based approaches have been proposed [28–33].

Numerous preamble-based schemes have been proposed
for CE. The interference approximation method (IAM) [20]
and interference cancellation method (ICM) [21] are two
well-known algorithms for interference mitigation. They
reduce the imaginary interference or exploit this interference
to improve CE performance. Combined with these methods,
a novel preamble structure for FBMC systems was proposed
in [22]. Because more channel coefficients need to be deter-
mined, CE in MIMO systems is more complicated than in
single-input single-output (SISO) systems. In addition, imag-
inary interference from multiple antennas makes CE in
MIMO-FBMC systems difficult. Thus, there has been signif-
icant research on CE for MIMO systems. In [23], IAM
preamble variants were investigated and the characteristic
due to the extension to MIMO systems was studied. An opti-
mized preamble for a frequency division multiplexing
MIMO system was proposed in [24]. In [25], an interference
elimination MIMO preamble structure was proposed to
improve CE performance. In addition, an efficient sequence
design for a MIMO-FBMC system was proposed in [26].
However, the use of a preamble reduces spectrum efficiency,
and it is difficult to remove the intrinsic interference. There is
consensus [27] that preamble-based CE for MIMO systems
is inefficient.

Many works had been devoted to improve the CE perfor-
mance in FBMC systems. In [34], the authors proposed a
blind CE method by utilizing spatial diversity to introduce
data redundancy. However, the method could not provide
satisfactory CE performance. By utilizing the sparse channel
characteristics, the CS approach is explored to promote the
CE performance. Most works [35–37] were reported on CE
in OFDM systems. Only few studies can be found for FBMC
systems. In [28], a traditional orthogonal matching pursuit
(OMP) method was utilized for CE. The results obtained
showed that compared with the traditional preamble struc-
ture scheme, this approach could significantly improve the
CE performance. In [29], a sparse adaptive CS algorithm
was put forward for high CE. This algorithm is based on
the compressive sampling matching pursuit (CoSaMP)
and sparsity adaptive matching pursuit (SAMP) methods.
Besides, a scattered pilot CE method based on CS for FBMC
was proposed in [30] by utilizing thewireless channel sparsity.
In [31], the authors developed two distinctive compressive
sensing algorithms to estimate channel frequency response
in FBMC systems. Simulations verified the superiority of the
two algorithms. In [32], an effective CS-based CE method
was given for MIMO systems. A sparse adaptive scheme for
CE in MIMO systems was proposed in [33]. However, no
work has been reported on Bayesian compressive sensing
(BCS) for CE in FBMC systems. As a special CS method,
BCS, which utilizes statistical information of sparse channels
as prior knowledge, can achieve better recovery effect than
traditional CS methods in many applications [38, 39].

Motivated by those above, in this paper, we explore the
statistical information of sparse channels for CE. The main
contributions of this paper are listed as follows:

(1) Based on Bayesian CS approach, we propose an
iterative fast Bayesian matching pursuit approach
for high channel estimation in FBMC and its MIMO
scenario. As far as we know, the Bayesian approach
for high CE in FBMC systems has not yet been
investigated

(2) To evaluate the performance of the proposed
Bayesian approach, well-known CS methods and
the least square (LS) method are utilized for compar-
ison. Moreover, mean square error (MSE) and bit
error rate (BER) are adopted to assess the CE perfor-
mance. Simulations verify that the Bayesian approach
can offer better both MSE and BER performance than
other well-known CS approaches

The rest of this paper is organized as follows. Section 2
presents the system model, including FBMC and MIMO-
FBMC systems. Section 3 reviews the CS-based channel esti-
mation method. In Section 4, a fast Bayesian matching pur-
suit channel estimation approach is proposed. In Section 5,
the simulation comparisons are carried out and the results
are analyzed. Finally, Section 6 gives the conclusions.

2. System Model

2.1. FBMC System. The FBMC signal can be expressed as

s tð Þ = 〠
N−1

m=0
〠
n

dm,ngm,n tð Þ, ð1Þ

where N denotes the number of subcarriers, gm,nðtÞ repre-
sents the time-frequency prototype filter, and dm,n represents
the real-valued OQAM symbol. The ð:Þm,n, in whichm repre-
sents the subcarrier index and n represents the symbol time
index, denotes the ðm, nÞth frequency-time (FT) point.

The filter functions gm,n are orthogonal in the real
domain with

R gm,n gm0,n0

���D En o
=R 〠

t

gm,n tð Þg∗m0,n0 tð Þ
( )

= δm,m0
δn,n0 ,

ð2Þ

whereRð⋅Þ represents the real part of a complex number and
δ is the Kronecker delta function with δm,m0

= 1, if m =m0
and δm,m0

= 0. Note that even without channel distortion,
there is still imaginary intercarrier interference at the out-
put of the filter bank. The weight of the interference is
given by

gh im0,n0
m,n = −j gm,n gm0,n0

���D E
, ð3Þ

where hgm,njgm0,n0i denotes an imaginary term for ðm, nÞ
≠ ðm0, n0Þ. The values of interference weights can be
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calculated based on the prototype filter g, and thus, for
all m, the interference weights are given by

−1ð Þmε 0 − −1ð Þmε,
−1ð Þmδ −β −1ð Þmδ,

− −1ð Þmγ dm,n −1ð Þmγ,
−1ð Þmδ β −1ð Þmδ,
−1ð Þmε 0 − −1ð Þmε:

ð4Þ

Generally, β, γ > δ. In simulation, γ = 0:5004, β = 0:3183,
δ = 0:2501, and ε = 0 for the design of g.

Then, the received signal is given by

r tð Þ = 〠
K−1

k

s t − kð Þh tð Þ +w tð Þ, ð5Þ

where K is the number of channel taps, wðtÞ is the additive
white Gaussian noise (AWGN), and hðtÞ is the time domain
impulse response of the multipath channel. The channel can
be described as

h tð Þ = 〠
K−1

k=0
ak tð Þδ τ − τkð Þ, ð6Þ

where akðtÞ denotes the complex amplitude of the kth path,
δð⋅Þ is the Kronecker delta, and τk represents the delay of
the kth path. It is assumed that it is a complex Gaussian pro-
cess of wide-sensing stationary (WSS), and the channel paths
are independent. Assuming that the length of channel
impulse response is L, and the channel h = ½h0, h1,⋯hL−1�T .
2.2. MIMO-FBMC System. For a Nt ×NrðNt ≤NrÞ spatial
multiplexing MIMO system, the baseband signal on the nt
th branch can be expressed as

snt tð Þ = 〠
N−1

m=0
〠
n

dntm,ngm,n tð Þ, ð7Þ

where nt = ½1, 2,⋯,Nt� and dntm,n is the real-valued FBMC/-
OQAM symbol on the ntth transmit antenna conveyed by
subcarrier m during symbol time n. N is the number of
subcarriers, and

gm,n tð Þ = g t − nτ0ð Þei2πmF0tejϕm,n , ð8Þ

where gðtÞ is a symmetric real-valued pulse filter, F0 is the
subcarrier spacing with F0 = 1/T0 = 1/2τ0, and ϕm,n is an
additional phase term. T0 is the OFDM symbol duration,
and τ0 denotes the time offset between the real and imaginary
parts of an FBMC/OQAM symbol.

The received signal can be expressed as

rnr tð Þ = 〠
Nt

nt=1
〠
N−1

m=0
〠
n

Hnr ,nt
m,n tð Þdntm,ngm,n tð Þ + ηnr tð Þ, ð9Þ

with

Hnr ,nt
m,n tð Þ =

ðτmax

0
hnr ,ntm,n t, τð Þe−2jπmF0τdτ, ð10Þ

where hnr ,ntm,n ðt, τÞ denotes the channel impulse response; nr
and nt denote the receive and transmit antennas, respec-
tively; ηnr ðtÞ is the channel noise; andHnr ,nt

m,n ðtÞ is the complex
channel response at time t. We assume a slowly varying
channel, so we omit t for brevity giving Hnr ,nt

m,n ðtÞ =Hnr ,nt
m,n .

3. CS-Based Channel Estimation

Classical CS theory indicated that a K-spare signal h could be
stably reestablished as

y =Φh +w, ð11Þ

with the precondition that Φ should meet the Restricted
Isometry Property (RIP), Φ is a matrix with M rows and N
columns, M≪N , and w is noise.

Equation (5) in matrix form can be expressed as

R = XH +W, ð12Þ

with R = ½rð0Þ, rð1Þ,⋯, rðN − 1Þ�T , X = diag ðxð0Þ, xð1Þ,⋯,
xðN − 1ÞÞ, W represents a N ×N dimension noise matrix
with zero mean and σ2 variance, andH = FNLh is the channel
frequency response, with FNL being an L-row discrete
Fourier transform matrix, and L denotes the channel length.

Let P be the number of pilot signals and φ the P ×N pilot
matrix with φ = ðes1 , es2 ,⋯, esPÞ. For the Nc subcarriers, φ is
used to select the position of the pilot, and siði = 1, 2,⋯, PÞ
represents the position of the ith pilot. Then, equation (12)
can be written as follows:

RP = XPFph +WP, ð13Þ

where RP denotes the LS estimation channel value, RP = φR,
and WP = φW. XP denotes a diagonal matrix, with XP =
φXφT , and the diagonal elements are pilot values, FP = φFNL.

Convert (13) to

RP = Fh +WP , ð14Þ

where F = XPFP, RP and F are available during transmis-
sion, and h represents the multipath channel impulse
response. Then, the CS recovery algorithm can be used
to recover h.
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Similarly, in MIMO systems, the CS method is also based
on the above analysis. The received signal in (7) can be
written as

Rnr = XntHnr ,nt + ηnr , ð15Þ

where Hnr ,nt is the channel frequency response given by
Hnr ,nt = FNLh

nr ,nt , Xnt = diag ðx1ð0Þ, x2ð1Þ,⋯, xnt ðN − 1ÞÞ,
Rnr = ½r1ð0Þ, r2ð1Þ,⋯, rnr ðN − 1Þ�T , FNL is the N × L discrete
Fourier transform matrix, and ηnr is an N ×N noise matrix
with zero mean and variance σ2.

Letting P be the number of pilot signals, equation (15)
can be rewritten as

Rnr
P = Xnt

P Fph
nr ,nt + ηP, ð16Þ

where Rnr
P = φRnr is the received pilot signals, Rnr

P is the LS
estimated channel values, ηP = φηnr , Xnt

P is a diagonal matrix
with Xnt

P = φXntφT , and the pilot values are FP = φFNL.
Equation (16) can be expressed as

Rnr
P = Fhnr ,nt + ηP , ð17Þ

where F = Xnt
P Fp and h

nr ,nt is the channel impulse response. If

Rnr
P and F are available, then hnr ,nt can be employed in the CS

reconstruction algorithm.
Considering all receive antennas, equation (17) can be

written as

R = Xh + η, ð18Þ

where X = INr
⊗ ½diag ðx1ÞFNL, diag ðx2ÞFNL,⋯, diag ðxNt Þ

FNL�, R = ½ðR1ÞTðR2ÞT ⋯ ðRNr
0 ÞT �

T
, η = ½ðη1ÞT ðη2ÞT ⋯

ðηNr ÞT �T ,

h =

h1,1 h1,2 ⋯ h1,Nt

h2,1 h2,2 ⋯ h2,Nt

⋮ ⋮ ⋱ ⋮

hNr ,1 hNr ,2 ⋯ hNr ,Nt

2
666664

3
777775: ð19Þ

4. Proposed Bayesian Matching Pursuit Method

It is considered that h is a Gaussian mixture process, the
parametric vector z is introduced to reflect the sparsity of h,
and the position of nonzero elements is the same as that of
h. h½n� is defined as the nth element of vector h, and z½n�
∈ f0, 1g is used to express whether h½n� is a nonzero ele-
ment, since h½n� is a Gaussian process with a mean of 0
and a variance of σ2:

h n½ � z n½ � = qf gj ~ CN 0, σ2
q

� �
, ð20Þ

where z½n� = 0, σ2
0 ≜ 0, h½n� = 0, z½n� = 1, h½n� ≠ 0, and

pðz½n� = 1Þ = p1 and pðz½n� = 0Þ = 1 − p1.

The vector form of equation (20) can be expressed as
follows:

h z ~ CN 0, Rzzð Þj , ð21Þ

with Rzz = EfzzHg.
Using Bayesian rule,

p y, h zjð Þ = p y, h, zð Þ
p zð Þ = p y zj , hð Þp h zjð Þ = p y hjð Þp h zjð Þ,

ð22Þ

if h is given, z can be completely determined, then pðyjz, hÞ
= pðyjh, zÞ = pðyjhÞ.

y
h

" #
zj =

y zj
h zj

" #
~ CN 0,

φ zð Þ ΦRzz

RzzΦ
H Rzz

" # !
, ð23Þ

where φðzÞ ≜ΦRzzΦ
H + σ2nIM.

According to the description of the above model, the
selection of the support set for h can be simplified to the
selection of the support set for z. Using the Bayesian rule,
the posterior probability could be written as

p z yjð Þ = p y zjð Þp zð Þ
∑z ′∈Λp y z′

��� �
p z′
��� � , ð24Þ

where Λ ∈ f0, 1gL. pðzjyÞ can be obtained by solving pðyjzÞ
pðzÞ; considering that Λ has a relatively large value, it is still
difficult to solve pðyjzÞpðzÞ. If one can find a smaller set Λ∗

to approximate Λ, the amount of calculation could be
reduced. In order to choose Λ∗, we first take the logarithm
of pðyjzÞpðzÞ,

v zð Þ ≜ ln p y zjð Þp zð Þ = ln p y zjð Þ + ln
YL
n=1

p znð Þ

= ln p y zjð Þ + zk k0 ln p1 + N − zk k0
� �

ln 1 − p1ð Þ,
ð25Þ

where ln pðyjzÞ = −ðL/2Þ ln 2π − ð1/2Þ ln det ðφðzÞÞ − ð1/2Þ
yHφðzÞ−1y and vðzÞ is the selection criterion for Λ∗. Then,
an effective way is taken to estimate z by utilizing vðzÞ, and
we call this method as the fast Bayesian matching pursuit
(FBMP) [32].

More specifically, suppose zn means that the vector is
the same as the vector z except for the nth element, with
zn½n� = 1, z½n� = 0. Then, calculate the gain of vðznÞ, with
ΔnðznÞ = vðznÞ − vðzÞ. According to (23), φð0Þ = σ2

nIM .
Notice the initialization state of z; when z = 0, vð0Þ = −ðL/2Þ
ln 2π −M ln σn − ð1/2σ2nÞkyk22 + L ln ð1 − p1Þ. In order to
get the gain of vðznÞ, we first calculate

φ znð Þ =ΦRznznΦ
H + σ2nIM =Φ Rzz +Að ÞΦH + σ2

nIM
= φ zð Þ + σ21ΦnΦ

H
n ,

ð26Þ
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where A is an L × L matrix; it has zero elements except for
A½n, n�, and A½n, n� = σ2zn = σ2

1. Φn represents the nth column
of matrix Φ. Then, according to the principle of matrix
transpose

φ znð Þ−1 = φ zð Þ−1 − φ zð Þ−1Φn ΦH
n φ zð Þ−1Φn + σ−21

� �−1
ΦH

n φ zð Þ−1:
ð27Þ

Define that bn ≜ φðzÞ−1Φn and βn ≜ σ21ð1 + σ21Φ
H
n bnÞ−1.

Then, equation (27) can be rewritten as

φ znð Þ−1 = φ zð Þ−1 − βnbnbHn : ð28Þ

Through calculation, we can finally get that

Δn znð Þ = v znð Þ − v zð Þ = 1
2 ln βn

σ2
1

� �
+ 1
2βn yHbn

�� ��2 + ln p1
1 − p1

,

ð29Þ

where ΔnðznÞ is the gain of z after changing at the nth
position.

According to the above method, the main support set Λ∗

can be found. The steps of the algorithm are shown below:
Initialization: Ω =∅, z = 0, Rzz = 0, and vð0Þ. Use (23) to

obtain φðzÞ, and use (26) to initialize bn, n = 1, 2,⋯, L,
and βn.

First, starting with z = 0, use (29) to calculate ΔnðznÞ,
n = 1 : L, find the location element with the largest
vðznÞ = vð0Þ + ΔnðznÞ, n = 1 : L, and record it as nð1Þ; add it
to the set Ω =Ω ∪ fnð1Þg, then update Ψ = f1, 2,⋯, Lg/Ω.

Then, update bn and βn, use (29) to calculate ΔnðznÞ,
n = 1 : L, find the location element with the largest
vðznÞ = vðzÞ + ΔnðznÞ, n = 1 : L, and record it as nð2Þ.

Until the number of elements in the selection Ω reaches

K
_
, set K

_
to be slightly greater than the expected position of

nonzero elements, with Efkzk0g = Lp1. Therefore, the
probability that the actual sparsity is greater than the esti-

mated sparsity K
_

is lower, and P0 = pðkzk0 > K
_Þ = ð1/2Þ erfc

ððK_ − Lp1Þ/
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Np1ð1 − p1Þ

p Þ; K
_

could be calculated

asK
_
= ½erfc−1ð2p0Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Lp1ð1 − p1Þ

p
+ Lp1�.

In the proposed algorithm, by giving the value of P0, use

the above formula to calculate K
_
, until the number of ele-

ments in Ω reaches K
_
. By optimizing the number of loops,

the iteration will be stopped until the requirements are met.
After estimating the parameter vector z, the estimated

channel is given as

h
_
=〠

Λ∗

E h yj , zf gp z yjð Þ, ð30Þ

where fhjy, zg = RzzΦ
HΦðznÞ−1y. Figure 1 shows the flow-

chart of the proposed algorithm.

5. Simulation Results

In this section, we consider FBMC systems using N = 512
subcarriers. A square root-raised cosine filter is adopted for
the pulse filter. The LS approach adopts the IAM preamble
structure. The length of the channel is L = 240, the number
of nonzero elements K = 6, K is also expressed as sparsity,
and set P0 = 0:01. It is clearly that p1 = 0:025. The number
of iterations is 5. MSE and BER are used to evaluate the CE
performance. Conventional LS, OMP, and regularized OMP
(ROMP) methods are used to compare with the proposed
method, where the OMP and ROMP are the two well-
known CS recovery algorithms.

Figures 2 and 3 give the MSE and BER with five methods
for a SISO-FBMC system. These results show that the pro-
posed scheme outperforms the other four schemes in terms
of both the MSE and BER. The CS-based approaches pro-
vide significant MSE performance improvement over the

Until the number of elements in the
selection reaches K and set K to be

slightly greater than the expected position of
non−zero elements

Initializaiton

By giving the value of P0, use the above
formula to calculate K; we can estimate

the parameter vector Z

Obtain 𝜑 Z, bn, and 𝛽n

Start with Z = 0, calculate 𝛥n(Zn), find the location
element with the largest V(Zn), record it

Update bn and 𝛽n

Finally, the estimated channel is given as

⁎vh = p (z|y)h|y, zE

Figure 1: The flowchart of the proposed algorithm.
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conventional LS method. Due to the change of iteration
conditions, the proposed method is significantly better than
the conventional FBMP method.

Figure 2 depicts the MSE performance curves for five
channel estimation methods. The results show that our pro-
posed algorithm exhibits a better MSE performance than
the other four methods. The conventional FBMP method
outperforms the LS method but is worse than the traditional

CS method. The MSE performance for CE can be signifi-
cantly improved by the proposed method.

In Figure 3, the BER performance curves for five channel
estimation methods are given. It is obvious that the proposed
method gives the best BER values among the five methods.
More specifically, our proposed approach improves the
BER performance of the OMP, ROMP, and FBMP by 0.5,
0.8, and 1.2 dB, respectively, when BER = 10−1 is considered.

101

100

10−1

10−2

0 2 4 6
SNR (dB)

8 10 12

LS
OMP
ROMP

FBMP
Proposed

M
SE

Figure 2: MSE with five methods for a SISO system.
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Figure 3: BER with five methods for a SISO system.
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We also study the CE performance of a MIMO-FBMC
system. Figures 4 and 5 give the MSE and BER of the five
methods for a 2 × 2 MIMO-FBMC system. Compared with
the SISO system, the performance of all methods in the
MIMO system is decreased. And these results also demon-
strate that the proposed method outperforms the other four
schemes in terms of both the MSE and BER in a MIMO case.

Figure 4 gives the MSE performance curves for five chan-
nel estimation methods in a MIMO case. Compared with the

performance in Figure 2, the OMPmethod offers slightly bet-
ter MSE values than the FBMPmethod in Figure 4. The error
floor of the CS-based approaches is due to the inherent inter-
ference from the MIMO-FBMC system.

Figure 5 shows that the CS approach outperforms the
conventional LS scheme in terms of the BER, and the
proposed method provides the best performance. More
specifically, the proposed approach improves the BER
performance of the OMP, ROMP, and FBMP by 1.1,
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Figure 4: MSE with five methods for a 2 × 2 MIMO system.
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Figure 5: BER with five methods for a 2 × 2 MIMO system.
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2.6, and 3.6 dB, respectively, when BER = 10−1 is considered.
The BER performance improvement of the proposed method
in a MIMO system is better than that in a SISO system.

6. Conclusions

In this paper, we had studied the FBMP algorithm for chan-
nel estimation. A modified FBMP algorithm was proposed by
optimizing the iterative termination conditions for FBMC
sparse channel estimation. The proposed algorithm was
compared with the LS, OMP, ROMP, and FBMP methods.
The simulation results obtained showed that our proposed
approach achieved better MSE and BER performance than
LS and the other well-known CS-based approaches. How-
ever, the shortcoming is that the computational complexity
of the proposed method is increased. In the future, low-
complexity Bayesian sparse CE approach for FBMC systems
will be studied.
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In this study, we investigated the nonorthogonal multiple access (NOMA) for visible light communication (VLC) Internet of
Things (IoT) networks and provided a promising system design for 5G and beyond 5G applications. Specifically, we studied the
capacity region of a practical uplink NOMA for multiple IoT devices with discrete and continuous inputs, respectively. For
discrete inputs, we proposed an entropy approximation method to approach the channel capacity and obtain the discrete inner
and outer bounds. For the continuous inputs, we derived the inner and outer bounds in closed forms. Based on these results, we
further investigated the optimal receiver beamforming design for the multiple access channel (MAC) of VLC IoT networks to
maximize the minimum uplink rate under receiver power constraints. By exploiting the structure of the achievable rate
expressions, we showed that the optimal beamformers are the generalized eigenvectors corresponding to the largest generalized
eigenvalues. Numerical results show the tightness of the proposed capacity regions and the superiority of the proposed
beamformers for VLC IoT networks.

1. Introduction

As the wireless data traffic exponentially increased in 5G,
traditional radio frequency- (RF-) based Internet of Things
(IoT) network suffers from a limited data rate and network
capacity due to the shortage of RF spectra and massive IoT
devices. With its vast unlicensed bandwidth, visible light
communication (VLC) is a promising complementary solu-
tion to meet the growing wireless traffic demands for IoT net-
works [1, 2]. By exploiting the widespread deployment of the
light-emitting diodes (LEDs) as transmitters, VLC has
attracted an increasing interest due to its dual functionality:
communication and illumination [3–5]. Besides a wider
spectrum, VLC has other inherent advantages such as high
spatial reuse, high energy efficiency, no electromagnetic radi-
ation, and inherent security [6, 7].

Thus far, traditional IoT networks have generally utilized
orthogonal multiple access (OMA) techniques such as fre-
quency division multiple access (FDMA) and time division

multiple access (TDMA). In OMA, the resources are allo-
cated orthogonally to multiple users, and it cannot provide
sufficient resource reuse. In contrast, the nonorthogonal
multiple access (NOMA) technique exploits the power
domain for multiple access and is able to serve multiple users
at the same time frequency-code resource [8–10], which has
recently been included into the 3GPP long-term evolution
advanced standard [11–13] and is widely recognized as a
promising candidate for the MAC scheme in 5G-enabled
IoT applications.

Recently, uplink NOMA has received significant research
attention [14–20]. Based on the theory of the Poisson cluster
process, the authors in [14] have provided a framework to
analyze the rate coverage probability. In [15], the optimal
user pairing was investigated for various uplink NOMA
scenarios. In [16], the joint subchannel assignment and
power allocation problem were investigated. In [17], an inter-
ference balance power control scheme was derived. By using
stochastic geometry, a signal alignment-based framework
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was developed in [18] for both multiple-input, multiple-out-
put- (MIMO-) NOMA downlink and uplink transmissions.
In [19], a theoretical framework was proposed to analyze
the outage probability and the average achievable rate in
NOMA downlink and uplink multicell wireless systems. In
[20], a phase predistorted joint detection method was pro-
posed to reduce the bit error ratio (BER) for uplink NOMA
in VLC systems. Most of the aforementioned research works
focused on the RF uplink NOMA [14–19], while the VLC
uplink NOMA is not well discussed [20]. Until now, the
achievable rate expression of VLC uplink NOMA is still
unknown, which makes it great difficult to undertake the
optimal NOMA beamforming design for VLC IoT networks.

Different from the RF communications, VLC generally
adopts intensity modulation and direct detection (IM/DD),
where the messages are modulated to the intensity of the sig-
nals. Therefore, the transmitted VLC signals are real and
nonnegative, which differ from the RF complex-valued sig-
nals. Additionally, due to the eye safety standards and phys-
ical limitations, both the peak and average amplitudes of
VLC signals are restricted. Hence, the classic Shannon capac-
ity formula with Gaussian input [21] cannot quantify the
capacity of VLC IoT networks.

This study is aimed at providing a solution to the above-
mentioned issues in the area of VLC IoT networks. First, we
investigated the capacity region of MAC in VLC IoT net-
works. Then, we further studied the optimal beamforming
design in a practical NOMA uplink. The main contributions
of this study are summarized as follows:

(i) Due to the peak optical power constraint, the opti-
mal input is discrete [22]. Thus, we supposed that
the input follows a discrete distribution and develops
both the inner and outer bounds of the capacity
region of uplink NOMA in VLC IoT networks. Spe-
cifically, finding the capacity region was formulated
as an entropy maximization problem which is a
mixed discrete optimization problem. To overcome
the challenge, we proposed an entropy maximiza-
tion approximation method and obtained the capac-
ity bounds

(ii) Based on the continuous inputs, a closed-form
expression for the achievable rate of uplink NOMA
of VLC IoT networks is presented. Specifically, with
the continuous inputs, the channel capacity of uplink
NOMA in VLC IoT networks can be approximated as
a differential entropymaximization problem. The cor-
responding optimal continuous distributions were
ABG distributions, and we obtained both the inner
and outer bounds in closed forms. To the best of
our knowledge, the proposed inner and outer
bounds are the first theoretical bounds of the chan-
nel capacity region for uplink NOMA of VLC IoT
networks

(iii) Finally, based on the obtained results of NOMA, we
further studied the optimal receiver beamforming
design for VLC IoT. Specifically, we first extended
the ABG inner bound to a single-input, multiple-

output (SIMO) uplink NOMA case and then maxi-
mized the minimum uplink rate of multiple users
under receiver power constraints. By exploiting the
structure of the achievable rate expression, we equiv-
alently reformulated this problem as a generalized
eigenvalue maximization problem, and the optimal
beamformers are the generalized eigenvectors corre-
sponding to the largest generalized eigenvalues

The rest of this paper is organized as follows. In Section 2,
the capacity regions of the discrete and continuous distribu-
tion for uplink NOMA of VLC IoT networks are presented.
In Section 3, the achievable rate of multi-LED and optimal
beamforming design derived for uplink NOMA of VLC IoT
networks is described. In Section 4, the simulation results of
the capacity regions and optimal beamforming design in
NOMAVLC IoT networks are presented. Finally, the conclu-
sions are presented in Section 5.

2. Capacity Region of Uplink NOMA for VLC
IOT Networks

As shown in Figure 1, N single-LED users (IoT devices)
simultaneously transmit its own information to a single-PD
base station (BS) over the same channel. Let si be the message
of the ith user, where jsij ≤ Ai, Efsig = 0, and Efs2i g = εi.

The transmitted signal of the ith user is given by

xi =
ffiffiffiffi
pi

p
si + bi, ð1Þ

where pi is the transmit power of the ith user and bi is the
direct current (DC) bias of the ith user. To ensure that the
transmitted signal is nonnegative, the DC bias needs to sat-
isfy bi ≥

ffiffiffiffi
pi

p
Ai.

As the received signal power is dominated by the power
from the line-of-sight (LOS) link [23, 24], the diffuse link
can be neglected. Thus, the channel gain between user i and
the BS is given by [25]

gi =
m + 1ð ÞAR

2πd2κ
cosm ϕkð Þ cos ψkð Þ, if ψkj j ≤ ψFOV ;

0, otherwise,

8><
>:

ð2Þ

where m is the Lambertian index of the LED, which depends
on the semiangle ϕ1/2 by m = − log 2/ðlog ðcos ðϕ1/2ÞÞÞ; di
denotes the distance between user i and the receiver; ϕ is
the angle of irradiance; ψi is the angle of incidence; ψFOV is
the field of vision (FOV) semiangle of the receiver; and AR
denotes the effective area of the PD.

The received signal at the BS is given by

y = 〠
N

i=1
gi

ffiffiffiffi
pi

p
si + bið Þ + z, ð3Þ

where z ∼N ð0, σ2Þ represents the sum of contributions from
the shot noise and the thermal noise [26, 27]. At the BS, the
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multiple received signals may cause interference to each
other. To mitigate the interference, the BS applies SIC
to decode and remove the partial interference. Without
the loss of generality, we assume that the terms
fg2

i εigNi=1 satisfy a descending order, i.e., g21ε1 ≥ g22ε2≥⋯≥
g2NεN . The BS adopts the SIC technique to decode the
received signals in a descending order [28–31], i.e., from
s1 to sN . Specifically, when the BS decodes si, it first
decodes the signal intended for user sk with the order k
≤ i and then subtracts it from y.

Thus far, the capacity region of uplink NOMA for VLC
IoT networks has been an open problem, which is a major
barrier for signal processing in VLC IoT networks. To over-
come the challenge, we derived both the inner and outer
bounds of the channel capacity region for uplink NOMA of
VLC IoT networks.

2.1. Capacity Region with Discrete Inputs. As in the previous
section, we assumed that the signal si is a discrete random
variable with Mi real values fai,mg1≤m≤Mi

.

Specifically, the signal si satisfies

Pr si = ai,m
� �

= pi,m,m = 1,⋯,Mi, ð4aÞ

E sif g = 〠
Mi

m=1
pi,mai,m = 0, ð4bÞ

E s2i
� �

= 〠
Mi

m=1
pi,ma

2
i,m = εi, ð4cÞ

〠
Mi

m=1
pi,m = 1,−Ai ≤ ai,m ≤ Ai, k = 1,⋯,Mi, ð4dÞ

where ai,m denotes themth point for signal si and pi,m denotes
the corresponding probability.

2.1.1. Inner Bound with Discrete Inputs. Let Ri denote the
capacity of user i, where 1 ≤ i ≤N , the capacity of Ri can be

written as

Ri = max
P sið Þf g

I y ; si s1,⋯, si−1jð Þ,

= max
P sið Þf g

h y s1,⋯, si−1jð Þ − h y s1,⋯, sijð Þ,

= max
P sið Þf g

h 〠
N

k=i
gk

ffiffiffiffiffi
pk

p
sk + z

 !
− h 〠

N

j=i+1
gj

ffiffiffiffi
pj

p
sj + z

 !
,

≥ max
P sið Þf g

1
2 log2 〠

N

k=i
22h ŷkð Þ −

1
2 log22πe 〠

N

j=i+1
g2
j pjεj + σ2

 !
,

ð5Þ

where ŷk = gk
ffiffiffiffiffi
pk

p
sk + ẑk, ∑K

k=iẑk = z, due to the entropy
power inequality (EPI) [21] and hðQÞ ≤ 1/2 log 2πe var ðQÞ
for a random variable with variance, var ðQÞ.

Based on (5), the discrete inner bound uplink NOMA of
VLC can be obtained by maximizing the entropy hðŷiÞ, i.e.,

h ŷið Þ = −
ð∞
−∞

f Ŷi
yð Þ log2 f Ŷ i

yð Þdy: ð6Þ

As the noise ẑk,i follows the Gaussian distribution with
zero mean and σ2/K variance, the probability density func-
tion (PDF) f YðyÞ is given by

f Ŷ i
yð Þ =

ffiffiffiffi
K

p
ffiffiffiffiffiffiffiffi
2πσ

p 〠
Mi

m=1
pi,me

−K y−gi
ffiffiffi
pi

p ai,mð Þ2/2σ2 : ð7Þ

Thus, the entropy hðŷiÞmaximization problem is given by

min
Mi , ai,mf g, pi,mf g

 
ð∞
−∞

f Ŷ i
yð Þ log2 f Ŷ i

yð Þdy

s:t:  4að Þ, 4bð Þ, 4cð Þ, 4dð Þ:
ð8Þ

Problem (8) is a mixed discrete and nonconvex problem
that is generally difficult to solve.

To handle Problem (8), we first defined some vectors
as follows:

ai ≜ ai,1,⋯, ai,Mi½ �T ,
pi ≜ pi,1,⋯, pi,Mi

� �T ,
qi ≜

ffiffiffiffi
K

p
ffiffiffiffiffiffiffiffi
2πσ

p e−K y−gi
ffiffiffi
pi

p ai,1ð Þ2/2σ2 ,⋯, e−K y−gi
ffiffiffi
pi

p ai ,Mið Þ2/2σ2
h iT

:

ð9Þ

Based on the above mentioned definitions in (9), we

User 1

BS

User N

S1

p1 b

b

gN

g1
y

SN

pN

Figure 1: Schematic of an uplink NOMA of VLC IoT network.
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reformulated Problem (8) as

min
Miai ,pi

ð∞
−∞

piqi log2piqidy,

s:t: pTi ai = 0,
pTi ai ⊙ aið Þ = εi,

pTi 1Mi = 1,
pi ≥ 0,

ð10Þ

where ⊙ denotes the Hadamard product. Note that given
both Mi and ai, Problem (10), is convex with respect to pi,
which can be solved efficiently using the available interior-
point algorithms [32, 33].

Without the loss of generality, we assumed the space
among theMi points fai,mgMi

m=1 is equally placed in the range
of ½−Ai, Ai�, i.e.,

ai,m = 2Ai

Mi − 1 mi − 1ð Þ − Ai: ð11Þ

Note that when Mi is larger than the optimal values M∗
i ,

redundant points exist in fai,mgMi
m=1. However, the effects of

the redundant points can be eliminated by optimizing the
PDF pi. Thus, for a sufficiently large Mi, the maximum
entropy hðŷiÞ can be approximated by solving Problem (10)
under condition (11). In summary, the proposed entropy
hðŷiÞ approximation method is listed in Algorithm 1.

Let h∗ðŷiÞ denote the entropy hðŷiÞ computed by Algo-
rithm 1. Substituting h∗ðŷiÞ to, we obtained the discrete inner
bound of NOMA VLC as

Ri ≥
1
2 log2

∑N
k=122h

∗ ŷkð Þ

2πe ∑N
j=i+1g

2
j pjεj + σ2

� � : ð12Þ

Let ℛinner
dis denote the achievable rate region of NOMA

VLC IoT networks bounded by (12), which is given by

ℛinner
dis ≜

r1,⋯,rN ri ∈ℝ,j

ri ≥
1
2 log2

∑N
k=i22h

∗ ŷkð Þ

2πe ∑N
j=i+1g

2
j pjσ

2
� � ,

i = 1,⋯,N:

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

ð13Þ

2.1.2. Outer Bound with Discrete Inputs. In this subsection,
the outer bound of the channel capacity region of the NOMA
VLC IoT network with discrete input is proposed. The upper
bound of the achievable rate Ri is given by

Ri = max
P sið Þf g

h 〠
N

k=i
gk

ffiffiffiffiffi
pk

p
sk + z

 !
− h 〠

N

j=i+1
gj

ffiffiffiffi
pj

p
sj + z

 !
, ð14aÞ

≤
1
2 log22πe var 〠

N

k=i
gk

ffiffiffiffiffi
pk

p
sk + z

 !
− max

f sið Þf g
1
2 log2 〠

N

j=i+1
22h ŷið Þ,

ð14bÞ

= 1
2 log2

2πeσ2 + 2πe∑N
k=ig

2
kpkεk

∑N
j=i+122h ŷ jð Þ , ð14cÞ

where the inequality (14a) follows the EPI [21] and hðxÞ ≤ 1
/2 log 2πe var ðxÞ and h∗ðŷiÞ is calculated by Algorithm
ℛouter

dis denotes the channel capacity region of NOMA VLC
IoT networks bounded, which is given by

ℛouter
dis ≜

r1,⋯,rN ri ∈ℝ,j

ri ≤
1
2 log2

2πeσ2 + 2πe∑N
j=ig

2
j pjεj

∑N
k=i+122h

∗ ŷkð Þ ,

i = 1,⋯,N:

8>>>><
>>>>:

9>>>>=
>>>>;

ð15Þ

2.2. Capacity Region with Continuous Inputs. Although the
discrete inner and outer bounds are obtained, they are not
in closed-forms, which is the main obstacle in determining
the capacity region. To this end, we assumed that the input
signal si follows a continuous distribution and derived the
ABG inner bound of NOMA VLC IoT networks in closed-
form expressions.

2.2.1. ABG Inner Bound. Let f ðsiÞ denote the pdf of si which
satisfies the following peak optical power (Equation (16a)),
average optical power (Equation (16b)), and electrical power
constraints (Equation (16c)), i.e.,

ðAi

−Ai

f sið Þdsi = 1, ð16aÞ

ðAi

−Ai

si f sið Þdsi = 0, ð16bÞ

ðAi

−Ai

s2i f sið Þdsi = εi: ð16cÞ

Then, for 1 ≤ i ≤N , the lower bound of the achievable
rate, Ri, is given by

Ri = max
f sið Þf g

I y ; si s1,⋯, si−1jð Þ, ð17aÞ

= max
P sið Þf g

h 〠
N

k=i
gk

ffiffiffiffiffi
pk

p
sk + z

 !
− h 〠

N

j=i+1
gj

ffiffiffiffi
pj

p
sj + z

 !
,

ð17bÞ
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≥max
f sið Þf g

1
2 log2 〠

N

k=i
22h skð Þ+log2g2kpk + 22h zð Þ

 !

−
1
2 log22πe var 〠

N

j=i+1
gj

ffiffiffiffi
pj

p
sj + z

 !
,

ð17cÞ

= 1
2 log2

∑N
k=ipkg

2
ke

1+2 αk+γkεkð Þ + 2πσ2

2π∑N
j=i+1pjg

2
j εj + 2πσ2

, ð17dÞ

where the inequality (17c) is true due to the EPI [21]
and hðQÞ ≤ 1/2 log 2πe var ðQÞ for a random variable with
variance, var ðQÞ. The equality (17d) holds because the cor-
responding input distribution (termed ABG distribution)
[34] maximizes the differential entropy and is given by

f i sið Þ = e−1−αi−βisi−γis
2
i , −Ai ≤ si ≤ Ai ;

0, otherwise,

(
ð18Þ

where the parameters αi, βi, and γi are the solutions of the
following equations:

Ti Aið Þ − Ti −Aið Þ = e1+αi ,

βi eAi βi−γiAið Þ − e1+αi − e−Ai βi+γiAið Þ
� �

= 0,

eAi βi−γiAið Þ βi − 2γiAið Þe−2Aiβi − βi − 2γiAi

� �
+ β2

i + 2γi
	 


e1+αi

= 4γ2i εie1+αi,

ð19Þ

Ti Xð Þ = ffiffiffi
π

p eβ
2
i /4γi erf βi + 2γiX/2

ffiffiffiffi
γi

p	 

2 ffiffiffiffi

γi
p : ð20Þ

For k =N , the upper bound Rk is given by

RN = 1
2 log2 1 + pNg

2
Ne

1+2 αN+γNεNð Þ

2πσ2
� �

ð21Þ

Let ℛinner
con denote the achievable rate region of NOMA

VLC, which is given by

ℛinner
con ≜

r1,⋯, rK ri ∈ℝ,j

ri ≥
1
2 log2

∑N
k=ipkg

2
ke

1+2 αk+γkεkð Þ + 2πσ2

2π∑N
j=i+1pjg

2
j εj + 2πσ2

,

i = 1,⋯, K:

8>>>><
>>>>:

9>>>>=
>>>>;

ð22Þ

2.2.2. ABG Outer Bound. Finally, we developed the ABG
outer bound of uplink NOMA of VLC IoT networks in
closed-form expressions for the continuous input. The
upper bound of the maximum achievable rate, Ri, is given by

Ri = max
f sið Þf g

h 〠
N

k=i
gk

ffiffiffiffiffi
pk

p
sk + z

 !
− h 〠

N

j=i+1
gj

ffiffiffiffi
pj

p
sj + z

 !
,

ð23aÞ

≤
1
2 log22πe var 〠

N

k=i
gk

ffiffiffiffiffi
pk

p
sk + z

 !

− max
f sið Þf g

1
2 log2 〠

N

j=i+1
22h sjð Þ+log2g2j pj + 22h zð Þ

 !
,

ð23bÞ

= 1
2 log2

2πσ2 + 2π∑N
k=ig

2
kpkεk

∑N
j=i+1pjg

2
j e

1+2 α j+γ jε jð Þ + 2πσ2
, ð23cÞ

where the inequality (23b) follows the EPI [21] and
hðQÞ ≤ 1/2 log 2πe var ðxÞ and theequality (23c)holdsbecause
si follows the ABG distribution [34].

Let ℛouter
con denote the channel capacity region of NOMA

VLC IoT networks bounded by (23c), which is given by

ℛouter
con ≜

r1,⋯, rN ri ∈ℝ,j

ri ≤
1
2 log2

2πσ2 + 2π∑N
j=ig

2
j pjεj

∑N
k=i+1pkg

2
ke

1+2 αk+γkεkð Þ
j + 2πσ2

,

i = 1,⋯, K

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
:

ð24Þ

3. Optimal Beamforming Design for Uplink
NOMA of VLC IOT Networks

In this section, we further considered a single-input,
multiple-output (SIMO) uplink NOMA for a VLC IoT net-
work as illustrated in Figure 2, which includes N single

1 initialization: Set n = 0, h0 = 0; set c1 as the stopping parameter, choose Mi ≥ 2;
2 let n = n + 1, and compute ai according to (11);
3 compute the entropy hn = hðŷiÞ by solving Problem (10);
4 if jhn − hn − 1j ≤ c1, stop, and output hn; otherwise, Mi =Mi + 1, and go to step 2.

Algorithm 1. Entropy hðŷiÞ approximation method.
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LED users (IoT devices) and a L PDs BS. Let si denote the
transmitted message from user i, where the definition of si
is similar to that in the previous SISO scenario. Thus, the
received signal at BS can be expressed as

y = 〠
N

k=1
gk

ffiffiffiffiffi
pk

p
sk + z, ð25Þ

where gi ∈ℝL×1 denotes the channel vector between user i
and BS, piεi ≥ 0 is the transmitted power of user i, and
z ∼N ð0, σ2IÞ represents the additive white Gaussian noise
vector.

For message si, the BS invokes a linear receive beamformer
wi ∈ℝL to the received signals y as follows:

ŷi =wT
i y = 〠

N

k=1
wT

i gk
ffiffiffiffiffi
pk

p
sk +wT

i z, i = 1,⋯,N: ð26Þ

Without the loss of generality, we assumed that the terms

fkgTi
ffiffiffiffiffiffiffi
piεi

p kgNi=1 satisfy a descending order, i.e., kgT1
ffiffiffiffiffiffiffiffi
p1ε1

p k ≥ k
gT2

ffiffiffiffiffiffiffiffi
p2ε2

p k≥⋯≥kgTN
ffiffiffiffiffiffiffiffiffiffi
pNεN

p k. Then, the BS adopts the SIC tech-
nique to decode the received signals in a descending order [35],
i.e., from s1 to sN . Specifically, let Ri denote the achievable rate
of decoding message si, 1 ≤ i ≤N.

When 1 ≤ i <N , Ri is given by

Ri = max
f sið Þf g

I ŷ ; si s1,⋯, si−1jð Þ, ð27aÞ

= max
f sið Þf g

h ŷ s1,⋯, si−1jð Þ − h ŷ s1,⋯, sijð Þ, ð27bÞ

= max
f sið Þf g

h 〠
N

j=i
wT

i g j
ffiffiffiffi
pj

p
sj +wT

i z
 !

− h 〠
N

m=i+1
wT

k gm
ffiffiffiffiffiffi
pm

p
sm + wT

i z
 !

,
ð27cÞ

≥max
f sið Þf g

1
2 log2 〠

N

j=i
22h sjð Þ + log2 wT

i g j
 2pj + 22h wT

i zð Þ
 !

−
1
2 log22πe var 〠

N

m=i+1
wT

i gm
 2 + pmsm + wik k2σ2

 !
,

ð27dÞ

= 1
2 log2

∑N
j=i wT

i gj
 2pje1+2 α j+γ jε jð Þ + 2π wik k2σ2

2π∑N
m=i+1 wT

i gm
 2pmεm + 2π wik k2σ2

,
ð27eÞ

where the inequality (27d) holds due to the EPI [21] and
hðQÞ ≤ ð1/2Þ log 2πe var ðQÞ for a random variable with
variance, var ðQÞ. The equality (27e) holds because the cor-
responding input distribution (termed ABG distribution)
[34] maximizes the differential entropy. For k =N , RN is
given by

RN = 1
2 log2 1 + wT

NgN
 2pNe1+2 αN+γN εNð Þ

2πσ2

 !
: ð28Þ

Therefore, for 1 ≤ i ≤N , the expression of the lower
bound Ri can be expressed as

Ri =
1
2 log2

∑N
j=i wT

i gj
 2pje1+2 α j+γ jε jð Þ + 2π wik k2σ2

2πΓi∑
N
m=i+1 wT

i gm
 2pmεm + 2π wik k2σ2

, ð29Þ

where Γi is an indicator function as follows:

Γi ≜
1, ∀i ≠N ,
0, i =N:

(
ð30Þ

Based on the explicit achievable rate expression in (29),
we investigated the optimal receiver beamformers’ design to
maximize the minimum achievable rates which satisfies the

Figure 2: Schematic of SIMO NOMA of a VLC IoT network.
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Figure 3: Outer and inner bounds of the capacity region for MAC NOMA in VLC IoT networks with (a) φ = 3, (b) φ = 6, and (c) φ = 8,
respectively.
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power constraints as follows:

max
wi

1
2 log2

∑N
j=i wT

i gj
 2pje1+2 α j+γ jε jð Þ + 2π wik k2σ2

2πΓi∑
N
m=i+1 wT

i gm
 2pmεm + 2π wik k2σ2

s:t: wik k2 ≤ 1, 1 ≤ i ≤N:

ð31Þ

Note that Problem (31) is nonconvex which is hard to
solve. To deal with this difficulty, we first define some var-
iables as follows:

p̂i =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pie1

+2 αi+γiεið Þ
q

,

Gi ≜ 0,⋯, p̂igi,⋯, p̂NgN½ �,
�Gi ≜ 2π 0,⋯, Γi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pi+1εi+1

p gi,⋯, Γi
ffiffiffiffiffiffiffiffiffiffi
pNεN

p gN½ �,
c ≜ 2πσ2:

ð32Þ

With the introduced variables in (32), we can equiva-
lently rewrite Problem (31) to a concise form as follows:

max
wi

1
2 log2

wT
i GiGT

i wi + cwT
i wi

wT
i
�Gi
�GT
i wi + cwT

i wi

 !
,

s:t: wik k2 ≤ 1, 1 ≤ i ≤N ,

ð33Þ

which is a quadratically constrained quadratic problem
(QCQP). As the logarithmic function ismonotonically increas-
ing, Problem (33) can be further reformulated as follows:

max
wi

wT
i GiGT

i + cI
	 


wi

wT
i GiGT

i + cI
	 


wi

s:t: wik k2 ≤ 1, 1 ≤ i ≤N:

ð34Þ

Let λi,max denote the largest generalized eigenvalue of

matrix Ai and matrix Bi, where Ai ≜GiGT
i + cI and Bi ≜ �Gi

�GT
i + cI.
Furthermore, let wi,max denote the generalized eigenvec-

tor corresponding to the largest eigenvalue λi,max, which
satisfies Aiwi,max = λi,maxBiwi,max. Thus, for the NOMA
VLC uplink, the optimal beamformer wi of Problem (34)
is given by

wopt
i = wi,max

wi,max
�� �� , ð35Þ

and the maximum achievable rate of message si is log2λi,max.

4. Numerical Results

In this section, the performance of the capacity region and
the optimal beamforming design for uplink NOMA in VLC
IoT networks are evaluated using numerical results.

In the following, we present the performance of the dis-
crete inner and outer bounds and the ABG inner and outer

bounds of the capacity region for the MAC NOMA in VLC
IoT networks. Assume that g1 = 1, g2 = 1/2, A ≜ A1 = A2,
and ε ≜ ε1 = ε2. Let φ ≜ A2/ε denote the amplitude-to-
variance ratio, and define SNR as ≜ ε/σ2. Moreover, both
the uniform inner and outer bounds of the capacity region
of MAC NOMA of VLC IoT networks are also presented
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Figure 4: Sum rates r1 + r2 (bits/sec/Hz) of the discrete inner and
outer bounds, ABG inner and outer bounds, and uniform inner
and outer bounds versus SNR(dB) with φ = 6.
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for comparison, where the input signals follow a uniform
distribution [36–38].

Figures 3(a)–3(c) show the inner and outer bounds for
the channel capacity region of uplink NOMA in VLC IoT
networks with SNR = 10 dB, φ = 3, 6, and 8, respectively.
Figure 3(a) shows that the ABG inner bound is identical to
the uniform inner bound. A similar case is observed for the
outer bound; this is because the ABG has a uniform distribu-
tion for φ = 3. Moreover, the inner bound with discrete
inputs is larger than the ABG inner bound, while the outer
bound with discrete inputs cannot dominate the ABG outer
bound. Figures 3(b) and 3(c) show that the inner bound with
discrete inputs is the highest among the three types of inner
bounds, while the ABG outer bound is the lowest among
the three types of outer bounds for φ = 6 and 8. Comparing
Figures 3(a)–3(c), it can be seen that as the value of φ
increases, the gap between the inner boundwith discrete input
and the ABG inner bound decreases, and the gap between the
ABG inner bound and the ABG outer bound also decreases.

Figure 4 compares the sum rates r1 + r2 (bits/sec/Hz) of
the discrete inner and outer bounds, the ABG inner and outer
bounds, and the uniform and inner bounds against SNR(dB)
with ϕ = 6. As shown in Figure 4, the sum rate of each bound
increases as the SNR gets larger, and the ABG inner bound is
higher than those with the discrete inputs and the uniform
inner bound, while the ABG outer bound is lower than the
one with discrete inputs and the uniform outer bound. Addi-
tionally, we can observe that the gap between the proposed
ABG inner bound and ABG outer bound increases as the
SNR increases.

Figure 5 shows the achievable rates of three users with
respect to the transmit power. We can see that the rate of
each user increases as the rate of the transmit power
increases. Furthermore, the rate for each user of the pro-
posed method is larger than that of the users of the
non-SIC methods.

5. Conclusions

In this paper, we investigated the NOMA transmission for
VLC IoT networks. Specifically, the channel capacity region
of the practical NOMA VLC IoT networks was established
with discrete and continuous inputs, respectively. To the best
of our knowledge, the proposed inner and outer bounds are
the first theoretical bounds of the channel capacity region
for uplink NOMA of VLC IoT networks. Furthermore, we
developed the optimal receiver NOMA beamforming design
for VLC IoT networks and showed that the optimal beamfor-
mers are the generalized eigenvectors corresponding to the
largest generalized eigenvalues.
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Network performance is of great importance for processing Internet of Things (IoT) applications in the fifth-generation (5G)
communication system. With the increasing number of the devices, how network services should be provided with better
performances is becoming a pressing issue. The static resource allocation of wireless networks is becoming a bottleneck for the
emerging IoT applications. As a potential solution, network virtualization is considered a promising approach to enhancing the
network performance and solving the bottleneck issue. In this paper, the problem of wireless network virtualization is
investigated where one wireless infrastructure provider (WIP), mobile virtual network operators (MVNOs), and IoT devices
coexist. In the system model under consideration, with the help of a software-defined network (SDN) controller, the WIP can
divide and reconfigure its radio frequency bands to radio frequency slices. Then, two MVNOs, MVNO1 and MVNO2, can lease
these frequency slices from the WIP and then provide IoT network services to IoT users under competition. We apply a two-
stage Stackelberg game to investigate and analyze the relationship between the two MVNOs and IoT users, where MVNO1 and
MVNO2 firstly try to maximize their profits by setting the optimal network service prices. Then, IoT users make decisions on
which network service they should select according to the performances and prices of network services. Two competition cases
between MVNO1 and MVNO2 are considered, namely, Stackelberg game (SG) where MVNO1 is the leader whose price of
network service is set firstly and MVNO2 is the follower whose network service price is set later and noncooperative strategic
game (NSG) under which the service prices of MVNO1 and MVNO2 are simultaneously set. Each IoT user decides whether and
which MVNO to select on the basis of the network service prices and qualities. The numerical results are provided to show the
effectiveness of our game model and the proposed solution method.

1. Introduction

With the technologies of the Internet of Things (IoT) grow-
ing rapidly, more and more IoT devices will be connected
in the fifth-generation (5G) communication networks. It
was predicted that smart objects would reach with the num-
ber 50 billion by 2020 [1]. In recent years, we have witnessed
a wide adoption of IoT in many areas, such as health care,
landslide detection, and environmental monitoring [2–4].
As shown in Figure 1, the number of connected things by
the Internet had been over the population of people by the
end of the year 2008 [5]. The radio frequency (RF) spectrum
has become crowded due to the rapid increase in the number
of IoT devices [7]. Furthermore, the demand from IoT

devices for wireless data services is growing exponentially
in recent years. From a recent report released by Cisco, in
the year of 2021, the number of global mobile data traffic will
reach 49 exabytes per month [8, 9], and part of these data
traffic may be generated by unmanned aerial vehicle (UAV)
[10]. The wireless spectrum is the scarce and precious radio
resource in the 5G communication networks [11]. In general,
the government statically allocates the licensed spectrum
resource. Recent studies have shown that the static spectrum
allocation scheme cannot handle the data generated by these
smart devices [12, 13]. The paradox that IoT devices are in a
great need for wireless network services and the spectrum has
not been fully utilized indicates that the current static spec-
trum resource allocation policy has some shortcomings.
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Traditionally, the Internet service providers adopted
middleboxes to provide network services to users, which is
inflexible and results in high Capital Expenses (CAPEX)
and Operating Expenses (OPEX) [14]. Fortunately, a SDN
and Network Function Virtualization (NFV) have appeared
to address these problems. By using the technology of NFV,
Virtual Network Functions (VNFs) can replace the middle-
boxes in traditional networks. The SDN is one of the most
important technologies in the 5G commutation systems,
and it is considered an emerging paradigm for applications
in the IoT [15–18]. In the SDN, with the help of an OpenFlow
protocol and SDN controller, the wireless infrastructure pro-
viders (WIPs) could programmatically divide and reconfig-
ure their radio frequency bands to frequency slices, and the
mobile virtual network operators (MVNOs) can lease these
frequency slices from the WIPs in order to provide virtual
network services in a fine-grained way [12, 16]. It should be
pointed out that the WIP can also adopt NFV to provide vir-
tual network services.

Today, MVNOs have received successful operations in
many countries, such as the Google-Fi project. In Japan, IIJ-
mio and LINE MOBILE are two MVNOs. They lease radio
frequency slices from DOCOMO, which is one of the three
WIPs in Japan, to provide network services. The market of
global virtual operators is expected to grow with an annual
rate of 7.4% and will reach 75.25 billion US $ by 2023 [19].
Although a lot of existing works have studied the network
provision of MVNOs, many of them put more focus on the
technical aspects, like energy-efficient spectrum allocation
protocols for end users [20]. In this paper, we study from
the economic perspective of wireless networks’ network ser-
vice provision. Besides, unlike the previous works that simply
analyze homogeneous IoT users, in which all the IoT users
are of the same valuation for the wireless network services,
in our study, IoT users are divided into different types
according to their different tastes for the wireless network
service quality, which is more realistic than the previous
works. For example, the IoT users might have stricter
requirements for the latency in the applications of vehicular
communications [17, 21] [22].

This study investigates IoT network service selection
from two MVNOs leasing radio frequency slices from the
WIP and compete for the users of IoT devices, aiming to
maximize their profits. The interaction of the MVNOs and
IoT users is modelled as a Stackelberg game with two stages,

where the two MVNOs set network service price strategies
firstly aiming to get their maximized profits, and each IoT
user will determine which MVNO it will select service from
according to the network service prices and qualities, as
Figure 2 illustrates. As far as the competition between the
two MVNOs is considered, we analyze two cases: (1) Stackel-
berg game (SG) case where MVNO1 acts firstly to set the net-
work service price, and then, MVNO2 sets the network
service price, and (2) noncooperative strategic game (NSG),
also called simultaneous-play game, under which the two
MVNOs set the network service prices at the same time.
The SG case means that an MVNO will enter an IoT network
service market whose incumbent MVNO has better service
quality, and the NSG case is that two MVNOs with different
qualities of services offer network services at the same time.

The contributions that this study mainly made are sum-
marized as follows:

(i) We study network service selection from two
MVNOs, who lease radio frequency slices from
WIP and compete to maximize their profits by pro-
viding network services. IoT users choose to buy ser-
vices from one of the two MVNOs based on their
offered IoT network service prices and qualities

(ii) The interaction of the two MVNOs and the IoT
users is modelled by using the Stackelberg game with
two stages, which can be analyzed and solved by
leveraging the backward induction method

(iii) We studied and analyzed two competition cases
between the two MVNOs, which are known as SG
and NSG, respectively. A unique equilibrium for
each case is proved to be obtained

2020

2003
2010

2015

During 2008, the number of things
connected to the Internet exceeds
the number of people on earth

By 2020, there will be
50 billion things

Figure 1: The prediction of the number of “things” [5, 6].

MVNO1 and MVNO2 compete to
set the prices of wireless network
services to maximize their profits

Each IoT user makes its
network service selection

from one of the two MVNOs

Figure 2: Two-level structure between MVNOs and IoT users.
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(iv) Numerical results are provided to verify the analysis
the system models proposed in this paper. Specifi-
cally, several parameters are considered to show
their impacts on the profits, prices, and service
demands of MVNO1 and MVNO2

The rest of this paper is structured as follows. The related
work is reviewed and discussed in Section 2. The system
model is introduced in Section 3. Service selection is analyzed
in Section 3.1. We conduct numerical results and present our
analysis results in Section 3.2. Section 4 gives the conclusions
of this paper and shows several future research directions.

2. Related Work

Game theory-based techniques have been widely adopted for
managing resources in wireless communication networks
and cloud computing systems. In a femtocell communication
system with two service providers, the authors explored the
problem of spectrum sharing scheme decisions from the
viewpoint of an entrant service provider [23]. As the IoT
users exhibit different valuations for IoT data services, Li
et al. investigated price and service selection in IoT data ser-
vice market, where two service providers buy raw data from a
data owner to provision data services to the end users [24].
As the increase in mobile data traffic may cause service qual-
ity, a mixed pricing model combined with usage-based and
fixed free pricing is proposed in [25] to solve this problem.
In [26], the authors studied opportunistic computation off-
loading in the cloud-enabled IOV by proposing a scheme
based on a two-stage Stackelberg game. In [27], Li et al. stud-
ied pricing and service selection in mobile cloud architecture,
under which the edge cloud and public cloud coexist. They
also proposed a two-stage Stackelberg game-based approach
to analyze the interactions of the service providers and the
mobile users. In [28], the authors analyzed the prioritized
sharing between a value MVNO and multiple MNOs. In
[29], Wang et al. studied virtual resource management in
the virtualized networks with ultradense small cells by using
the hierarchical game.

The study of spectrum resource allocation for IoT and
IoT service pricing has received a great deal of amount of
attention in the past few years. In [30], Ejaz and Ibnkahla
proposed a spectrum resource allocation scheme for IoT
under the cognitive 5G communication systems. An optimi-
zation problem was formulated to solve the spectrum sensing
and allocation problem. In [31], Ansere et al. studied energy-
efficient spectrum allocation in the cognitive radio network
systems. They proposed two dynamic spectrum algorithms
to improve the efficiency of the network systems. In [1], a
business model including WSNs, multiple service providers,
and the end users was presented and analyzed by Guijarro
et al. The service providers buy the sensed data from the
owners of Wireless Sensor Networks (WSNs) and provide
services to the end users in a competitive oligopoly IoT data
service market. In [32], Ghosh and Sarkar studied IoT service
provision in a monopoly IoT market that consists of IoT ser-
vice provider (IoTSP), wireless service provider (WSP), and
cloud service provider (CSP). Three kinds of interactions

are analyzed among these providers. The authors in [33]
studied how the MVNOs should make pricing decisions
when others’ inventory information is known or unknown.
For the known case, they proposed an optimal pricing
scheme for maximizing the revenue of each other. For the
unknown case, a distributed coalition formation algorithm
is developed to maximize each MVNO’s revenue. In [34], a
market-oriented model was proposed for IoT service deliv-
ery. A multileader multifollower Stackelberg game-based
approach was proposed to study and analyze the relationship
between the IoT service provider and users. In [35], the
authors studied two service providers provisioning WSN-
based services under competition.

Spectrum resource management in cognitive radio net-
works (CRNs) has been extensively studied by using game
theory. The related works on price competitions in CRNs
can be divided into two categories. The first category consists
of a competition between the primary network operator who
is the licensed spectrum owner and the secondary network
operator who has no spectrum license. The second category
is the competition between secondary operators who lease
the spectrum from the spectrum holder to offer network ser-
vices to secondary users. A spectrum sharing-method was
proposed to set the appropriate price in [36] to maximize
users’ throughput and the profit of operators. Duan et al.
studied price competition and spectrum leasing between
two MVNOs in a secondary spectrum market [13]. They
assumed that the two secondary operators set prices simulta-
neously to serve a number of SUs. Tran et al. first studied
spectrum access control—based on price in a CRN, where
two secondary operators use shared-use and exclusive-use
DSA paradigms, respectively, to set prices simultaneously to
provision services to delay-sensitive SUs via pricing strategies
[37]. However, the costs of spectrum leasing are overlooked
and channel quality is not thoroughly analyzed in these
works. In [38], the authors studied duopoly service pricing
competition in the secondary spectrum market, in which
two MVNOs offer network services to the SUs under a com-
petitive environment. However, they only considered one
competition case.

Based on the above analysis of previous works on net-
work service provision under competition, it can be obvi-
ously found that many of them only considered either one
competition scenario or the revenues of MVNOs ignoring
the operating costs, such as the leasing cost of a radio fre-
quency slice. Although [39] studied two competition scenar-
ios, the spectrum leasing costs and users’ different valuations
on network services are not considered.

The system model that this paper analyzed is mainly
motivated by [12, 40, 41]. In [12], the authors studied the
virtualization of the wireless network to create MVNOs
who offer IoT network services to IoT users using the
leased frequency slices from WIPs. They formulated a
three-layer game where the interactions among WIPs,
MVNOs, and IoT users are investigated. In [40], the
authors proposed a spectrum access scheme based on price
to solve the problem of duopoly competition in a secondary
spectrum market, in which two MVNOs lease idle spec-
trums whose channel qualities are different from the
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spectrum owner. In [41], Zhao et al. also studied the duopoly
competition in a secondary spectrum market and analyzed
the selection dynamics of SUs by using evolutionary game
theory. Our study differs from the two previous works in
the following aspects. First, the above works only considered
one competition scenario, which is the simultaneous-play
game scenario. Second, [40] assumed that the secondary
users must choose network service from one of the operators,
which is not valid in practice, as IoT users might refuse to
subscribe to services from any of them if their obtained util-
ities are negative [37, 42]. Although [41] considered the prac-
tical case that some users might refuse to use networks
services, the operating costs of the two MVNOs were not
considered. Besides, different from [12] that considered a
three-layer game among IPs, MVNOs, and IoT users, we
mainly focus the two-layer game between two MVNOs and
IoT users. Specifically, we analyzed two practical competition
cases between the two MVNOs.

3. System Model

In this section, the system model is presented consisting of
one WIP, two MVNOs, and a number of IoT users, as illus-
trated in Figure 3. Under the help of the SDN controller
[12, 15–18], the WIP can divide and reconfigure its radio fre-
quency band into slices. These radio frequency slices are of
different qualities caused by different interference levels, as
can be shown in Figure 4. The two MVNOs, denoted by
MVNO1 and MVNO2, respectively, lease radio frequency
slices from one WIP and provide network services to a num-
ber of IoTs. We assume that each IoT user has one device.
Therefore, we use IoT users and IoT devices interchangeably
throughout the paper. The system model of this paper is
mainly inspired by [12] but is extended to consider two com-
petition scenarios. Different from [12] that studied three-
layer game among WIP, MVNOs, and IoT users, the only
two-layer game betweenMVNOs and IoT users is considered
in this study. We assume that each IoT user purchases one
slice and has its preference when choosing network service.

We suppose that the slice with higher network quality
denoted as C1 is leased to MVNO1, and the one with lower
quality denoted as C2 is leased to MVNO2. The channel qual-
ity Ci is expressed as

Ci = B log2 1 + ρ

Ii

� �
, ð1Þ

where B, ρ, and Ii, respectively, denote bandwidth, the
received power of the SU, and the channel interference.

3.1. IoT Users’Model. To represent IoT users’ different val-
uations of the network service, these users are divided into
different types according to their tastes for the network
service qualities. Suppose that the type of IoT user k is
denoted by using the parameter αk, whose value has uni-
form distribution in the range [0, 1] whose probability dis-
tribution function (PDF) is f ð·Þ and cumulative
distribution function (CDF) is Fð·Þ. One of the main rea-
sons for the assumption of the uniform distribution is just
for convenience. It should be noted that other forms of
distribution can also be adopted without affecting our
analysis results. The parameter of αk reflects this IoT
user’s preference for network service quality, and a higher
value of αk means this IoT user has a higher preference
for network service quality. For a type αk IoT user that
selects service from MVNOi, its utility function is given
as [12, 40, 41]

Ui,k = αkCi − pi, i = 1, 2, ð2Þ

where Ci and pi denote the network service quality and
price, respectively.

3.2. MVNOs’ Model. Assume that there are two network ser-
vice operators, denoted as MVNO1 and MVNO2, competing
to attract a standard number of IoT users. The objective of
the MVNOs is to set optimal network service prices p1 and
p2, respectively, to maximize their profits. For an MVNOi, i
= f1, 2g, its profit is denoted as the revenue it can obtain
minus the cost of leasing radio frequency slices from the
WIP, which is given as

πi = pi − μið Þ, i = 1, 2, ð3Þ

where μi and Di are the operating cost including radio fre-
quency slice leasing cost and user demands of MVNOi,
respectively.

MVNO1
MVNO2

IoT devices

WIP

SDN controller

Figure 3: System model.

MVNO2

High-quality Used spectrum Low-quality

Spectrum pool

MVNO1

Figure 4: Radio frequency slices with two kinds of qualities.

4 Wireless Communications and Mobile Computing



For ease of analysis, we summarize the notations of this
paper in Table 1.

4. Price and Service Selection

In this section, we analyze price and service selection in a
wireless network service market where two MVNOs compete
for IoT users through the set of optimal prices of their net-
work services to have maximized profits. The relationship
between MOVNOs and IoT users can be characterized by
using the Stackelberg game with two stages, and it is solved
by making use of the technique of backward induction [43,
44]. We first analyze the network service selection of IoT
users in stage II and then analyze how the network service
prices are determined in stage I.

For the service selection and price from the two MVNOs,
we consider two cases: (1) the Stackelberg game (SG) case
where one MVNO sets network service price firstly and the
other one sets later and (2) noncooperative strategic game
(NSG) [43, 45], also known as simultaneous-play game,
where the network service prices are simultaneously set by
the two MVNOs. The SG case means that an entrant
MVNO who plans to offer network service competes with
an incumbent MVNO whose quality of network service is
better, and the NSG case means that two MVNOs whose
network service prices and qualities are different compete
simultaneously.

4.1. IoT Users’Demand Decision. Based on the prices and ser-
vice qualities of the two MVNOs, each of the IoT users will
make a network service demand decision to buy network
service from one of the two MVNOs or neither. We
denote the demands of IoT users for network services
from MVNO1and MVNO2 as D1ðp1, p2Þ and D2ðp1, p2Þ,

respectively. Two critical types of IoT users denoted as α1
and α2 are considered, such that

U1,k = α1C1 − p1 = 0, ð4Þ

U2,k = α2C2 − p2 = 0: ð5Þ
From Equations (4) and (5), we get

α1 =
p1
C1

, ð6Þ

α2 =
p2
C2

: ð7Þ

We also denote an indifferent IoT user by α ~ such that
U1,k =U2,k; that is,

α ~ C1 − p1 = α ~ C2 − p2: ð8Þ

Then, from Equation (8), α~ is calculated as

α ~ = p1 − p2
C1 − C2

: ð9Þ

IoT users are assumed to be self-interested, which means
that they choose service access fromMVNOi (i = 1, 2) if their
utilities are not only positive but also higher than the other
one. Therefore, the following results can be obtained.

Proposition 1. An IoT user with type αk will choose network
services according to the following conditions:

(i) It chooses service from MVNO1 if U1,kðαk, p1Þ >U2,k
ðαk, p2Þ and U1,kðαk, p1Þ > 0, requiring αk < α~ and
αk<α1

(ii) It chooses service from MVNO2 if U2,k(αk, p2)>U1,k(αk,
p1), and U2,k(αk, p2)>0, requiring α

~ < αk < α2

(iii) It chooses no service if U1,kðαk, p1Þ < 0 and U2,kðαk,
p2Þ < 0, requiring αk > α1 and αk > α2

According to the results of Proposition 1, the service
demand decisions of IoT users from MVNO1 and MVNO2
are, respectively, given as

D1 = F1 αð Þ =
ð1
max α1,α~f g

f αð Þdα, ð10Þ

D2 = F2 αð Þ =
ðα~
α2

f αð Þdα: ð11Þ

From Equations (10) and (11), the following proposition
can be obtained.

Proposition 2. For network service prices (p1, p2), a unique
pair of equilibrium demands De

1 and De
2 exist at MVNO1

and MVNO2, respectively:

Table 1: Summary of notations.

Notation Description

i i ∈ 1, 2f g, which is a MVNO set

k Subscript of a mobile user

pi The network service price of MVNOi, for i = 1, 2
Di The demands of IoT users for services from MVNOi

Ci The network service quality of MVNOi

pi
s The equilibrium price of MVNOi in SG scenario

pi
n The equilibrium price of MVNOi in NSG scenario

πi
s The profit of MVNOi in SG scenario

πi
n The profit of MVNOi in NSG scenario

αk IoT user k’s preference for network service quality

f ·ð Þ PDF of IoT users’ type

F ·ð Þ CDF of IoT users’ preference parameter

μi The operating cost of MVNOi

αi The marginal IoT type

α~ The marginal type

Ui,k The utility that type αk IoT user gets from MVNOi
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(1) If α2 > α1, then α1 > α ~ and α2 > α ~ . We have
F1ðαÞ = 0 and F2ðα2Þ = Fðα2Þ

(2) If α1 > α2, then α ~ >α1 and α ~ >α2. We have F1ðαÞ
= 1 − Fðα ~Þ and F2ðα2Þ = Fðα2Þ − Fðα ~Þ

(3) This corresponds to the case that MVNO1 and
MVNO2 coexist to offer network services. Therefore,
the demands for network services from MVNO1 and
MVNO2 in equilibrium are, respectively, given as

D1 = 1 − F1 αð Þ = 1 −
p1 − p2
C1 − C2

, ð12Þ

D2 = F2 α ~ð Þ − F2 αð Þ = p1 − p2
C1 − C2

−
p2
C2

: ð13Þ

4.2. Two Competition Cases. After the network service
demands of IoT users are given, the two MVNOs will
compete to get their maximized profits through setting
optimal network service prices. Therefore, the profits of
the two MVNOs can be, respectively, expressed as

π1 = p1 − μ1ð ÞD1 p1, p2ð Þ = p1 − μ1ð Þ 1 − p1 − p2
C1 − C2

� �
, ð14Þ

π2 = p2 − μ2ð ÞD2 p1, p2ð Þ = p2 − μ2ð Þ p1 − p2
C1 − C2

−
p2
C2

� �
:

ð15Þ

The competition of the two MVNOs can be modelled
and analyzed by using the one-shot game, which is formu-
lated as follows:

Players: MVNO1 and MVNO2
Strategies: prices pi > 0, i = 1, 2
Payoff: profits πi, i = 1, 2

4.3. Stackelberg Game (SG) Case. In this case, the competition
of the two MVNOs is modelled and analyzed by using the
Stackelberg game (SG), where MVNO1 is the leader, whereas
MVNO2 is the follower. MVNO1moves firstly to set the opti-
mal network service price to get the maximized profit by
anticipating the choice on p2 of MVNO2.

The problem that maximizes the profit of MVNO1 is
expressed as follows.

Problem 3.

max π1 = p1 − μ1ð ÞD1 p1, p2ð Þ,
p1 ≥ 0

ð16Þ

where D1ðp1, p2Þ is given by Equation (10).

After getting MVNO1’s price p1, MVNO2 tries to solve
the following profit optimization problem to get its price p2.

Problem 4.

max π2 = p2 − μ2ð ÞD2 p1, p2ð Þ,
p2 ≥ 0,

ð17Þ

where D2ðp1, p2Þ is given in Equation (11).

From solving Problem 3 and Problem 4 sequentially,
Proposition 5 is obtained, and the proof is shown in Appen-
dix A.

Proposition 5. A unique pair of the price (ps1, ps2) is obtained
in equilibrium in the SG case.

According to the results of Proposition 5, Corollary 6 can
be obtained.

Corollary 6. In the SG case, the profits that MVNO1 and
MVONO2 get are, respectively, expressed as

πs
1 = ps1 − μ1ð ÞDs

1, ð18Þ

πs
2 = ps2 − μ1ð ÞDs

2: ð19Þ

4.4. Noncooperative Strategic Game (NSG) Case. Noncooper-
ative strategic game (NSG), which is also known as
simultaneous-play game [46], is the case that MVNO1 and
MVNO2 simultaneously set their service prices in order to
get their maximized profits.

The problem that tries to solve the maximized profit of
MVNO1 is expressed as follows.

Problem 7.

max π1 = p1 − μ1ð ÞD1 p1, p2ð Þ,
p1 ≥ 0,

ð20Þ

where D1ðp1, p2Þ is shown in Equation (10).

The problem that tries to solve the maximized profit of
MVNO2 is expressed as follows.

Problem 8.

max π2 = p2 − μ2ð ÞD2 p1, p2ð Þ,
p2 ≥ 0,

ð21Þ

where D2ðp1, p2Þ is shown in Equation (11).

From solving Problem 7 and Problem 8 jointly, the fol-
lowing results are obtained; the proof is given in Appendix B.

Proposition 9. In the NSG case, a unique price pair (p1
n, p2n)

exists in equilibrium.
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According to Proposition 9, Corollary 10 is obtained.

πn
1 = pn1 − μ1ð ÞDn

1 , ð22Þ

πn
2 = pn2 − μ1ð ÞDn

2 : ð23Þ
Corollary 10. In SG case, the profits that MVNO1 and
MVONO2 get are, respectively, expressed as

5. Numerical Results

This section provides numerical results to verify the analysis
presented in the prior sections. We consider an IoT environ-
ment with two MVNOs who lease radio frequency slices
from a WIP and provision network services to a number of
IoT users under two competition cases. Specifically, we ana-
lyze the sensitivity of network service prices and profits in
equilibrium with respect to different parameters, like the
quality of slice and cost coefficient. We assume μi = βCi, for
i = 1, 2, where β is the cost coefficient. Unless otherwise
specified, the set of parameter values is mainly referred
to as [12, 40] β = 0:2, 0:1 ≤ C2 ≤ C1 ≤ 3 (bps). We use the
tool of MATLAB to develop the simulation environment.

5.1. Impact of Slice Quality. First, we analyze how the quality
of radio frequency slice impacts the network service prices,
IoT user demands, and profits of the two MVNOs in equilib-
rium under the two competition cases.

Figure 5 shows the impact of slice quality C1 on the net-
work prices of MVNO1 in equilibrium under the two compe-
tition cases, where C2 is fixed as 0.3. Figure 6 shows the
impact of slice quality C2 on network prices of MVNO2 in
equilibrium under two competition cases, where C1 is fixed
as 3. The cost efficient β is set as 0.2 in the two figures. From
Figures 5 and 6, it can be observed that, in equilibrium, the
network service prices that MVNO1 and MVNO2 get are
higher in the NSG competition case than those in the SG
competition case. Figures 5 and 6 suggest that MVNOs can
achieve higher network service prices with respect to their
qualities of leased frequency slice increasing. From the two
figures, it can also be observed that MVNO1 can get higher
network prices than MVNO2 in equilibrium under the two
competition cases due to its leased quality of frequency slice
which is higher.

Figures 7 and 8, respectively, show the profits of MVNO1
and MVNO2 versus slice qualities C1 and C2 in the SG sce-
nario. We set β as 0.2 in the two figures, C2 = 0:3 in
Figure 7 and C1 = 3 in Figure 8. From Figure 7, it can be
found that the profits of MVNO1 and MVNO2 will increase
if the better slice quality of MVNO1C1 is leased from WIP.
It can be found from this figure that the obtained profit of
MVNO2 is larger than that of MVNO1. This is because
MVNO1 has a higher operating cost. From Figure 8, it can
be observed that the profit of MVNO1 increases while the
profit of MVNO2 first increases then decreases with respect
to the increase in radio frequency quality C2 increasing.

Figures 9 and 10 show, respectively, the profits that
MVNO1 and MVNO2 obtain versus the slice qualities C1
and C2 in NSG case. We set β as 0.2 in the two figures, C2 =

0:3 in Figure 9 and C1 = 3 in Figure 10. Figure 9 shows that
the profits of MVNO1 and MVNO2 decrease with the slice
quality of MVNO1 increasing. Although the slice quality of
MVNO1 increases, the profit of this MVNO decreases, due
to the reason that less IoT users choose MVNO1 for the higher
network price, which can be observed from Figure 5. From
Figure 10, it can be observed that the profit of MVNO2
increases if it leases better slice quality from the WIP, as more
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Figure 5: The equilibrium network price of MVNO1 versus slice
quality C1 in two cases.
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Figure 6: The equilibrium network price of MVNO2 versus slice
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Figure 7: The profits of MVNO1 and MVNO2 versus slice quality
C1 in the SG case.
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IoT users will choose the service from MVNO2, which can be
found in Figure 6.

5.2. Impact of Operating Cost. This part analyzes how the
operating cost impacts the network service prices and profits
of MVNO1 and MVNO2 in equilibrium under the two com-
petition cases. Figures 11 and 12 show the profits of the two
MVNOs versus cost coefficient β, respectively, under the
SG and NSG cases with C1 = 2 and C2 = 0:7. Figure 11

illustrates that with the cost coefficient β increasing, unlike
MVNO2 whose profit increases, the profit of MVNO1
under the SG case decreases indicating that MVNO2 bene-
fits more from this competition case when the cost coeffi-
cient β increases. The profit of MVNO2 will be larger
than that of MVNO1 with the increase of β. Figure 12 indi-
cates that, in the NSG case, the profits of the MVNO1 and
MVNO2 decrease with respect to the increasing cost coeffi-
cient β. A higher value of cost coefficient means that the
two MVNOs should afford more operating costs.

6. Conclusions and Future Works

This paper has studied a two-layer game in an IoT network
service environment aiming to get the maximized MVNOs’
profits by taking IoT users’ heterogeneous tastes for the ser-
vice qualities into account.We investigated and analyzed net-
work service pricing competition of MVNO1 andMVNO2 by
using NSG and SG, respectively, and a unique equilibrium is
obtained in each game case. The numerical results show that,
in equilibrium, MVNO1 and MVNO2 can charge their net-
work services with higher prices if they leased better slice
qualities from the WIP, and they charge higher network ser-
vice prices in the SG case than in the NSG case. The numer-
ical results also indicated that IoT users are not prone to pay
to use network services even if the two MVNOs provide
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Figure 8: The profits of MVNO1 and MVNO2 versus slice quality
C2 in the SG case.
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Figure 9: The profits of MVNO1 and MVNO2 versus slice quality
C1 in the NSG case.
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Figure 11: The profits of MVNO1 and MVNO2 versus cost
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network services with better slice qualities. We got the con-
clusion that with the increase in operating cost, the profit of
MVNO1 decreased in the two competition cases while the
profit of MVNO2 increases in the SG case and decreases in
the NSG case.

Several research directions still remained to be further
studied as future works. First, the duopoly competition sce-
nario can be extended to the oligopoly one where multiple
MVNOs exist provisioning network services. For the oligop-
oly case where there are more than two MVNOs, we can
apply the model in [47]. Second, we can investigate and ana-
lyze the three-layer game by incorporating the interaction
between the WIP and the two MVNOs. Third, the MVNOs
can improve their profits through price differentiation, i.e.,
charging network service with different prices according to
the different types of IoT users.

Appendix

A. Proof of Proposition 5

Given the network service price of MVNO1, by setting the
first derivative of π2 concerning p2 to zero,

∂π2
∂p2

= C1p1 − 2C1p2 + C1μ2
C2 C1 − C2ð Þ = 0: ðA:1Þ

From Equation (A.1), p2 is calculated as

p2 =
C2p1 + C1μ2

2C1
: ðA:2Þ

After substituting Equation (A.1) into Equation (14), π1
is calculated as

π1 = p1 − μ1ð Þ 1 − 2C1p1 − C2p1 − C1μ2
2C1 C1 − C2ð Þ

� �
: ðA:3Þ

Equation (A.3) is convex; therefore, by setting the deriv-
ative of π2 with respect to p2 to zero,

∂π1
∂p1

= 1 − 4C1p1 − 2C2p1 − C1μ2 + C2μ1
2C1 C1 − C2ð Þ = 0: ðA:4Þ

From Equation (A.4), the best response of MVNO1 is

ps1 =
2C1 C1 − C2ð Þ + 2μ1C1 + C1μ2 − C2μ1

2 2C1 − C2ð Þ : ðA:5Þ

By substituting Equation (A.5) into Equation (A.2), the
best response of MVNO2 is

ps2 =
C2 2C1 C1 − C2ð Þ + 2μ1C1 + C1μ2 − C2μ1½ �

4C1 2C1 − C2ð Þ + μ2
2 :

ðA:6Þ

Accordingly, by, respectively, substituting Equations
(A.5) and (A.6) into Equations (12) and (13), the service

demands from MVNO1 and MVNO2 in the SG case are
denoted, respectively, as

Ds
1 =

2C1 C1 − C2ð Þ − 2μ1C1 + C1μ2 + C2μ1
4C1 C1 − C2ð Þ , ðA:7Þ

Ds
2 =

2C1 C1 − C2ð Þ − 2μ1C1 + C1μ2 + C2μ1
4 2C1 − C2ð Þ C1 − C2ð Þ : ðA:8Þ

B. Proof of Proposition 9

The objective function for Problem 3 is easily proved as
convex; hence, by setting the derivative of π1 with respect
to p1 to zero,

∂π1
∂p1

= 1 − 2p1 − p2 − μ1
C1 − C2

= 0: ðB:1Þ

From Equation (B.1), p1 is calculated as

p1 =
C1 − C2 + p2 + μ1

2 : ðB:2Þ

Similarly, by setting the derivative of π2 with respect to
p2 to zero,

∂π2
∂p2

= C1p1 − 2C1p2 + C1μ2
C2 C1 − C2ð Þ = 0: ðB:3Þ

From Equation (B.2), p2 is calculated as

p2 =
p1C2 + C1μ2

2C1
: ðB:4Þ

By solving Equations (B.2) and (B.4), the optimal ser-
vice prices of MVNO1 and MVNO2 are, respectively,
denoted as

pn1 =
2C1 C1 − C2ð Þ + C1 2μ1 + μ2ð Þ

4C1 − C2
, ðB:5Þ

pn2 =
C1C2 − C2

2 + C2μ1 + 2μ2C1
4C1 − C2

: ðB:6Þ

Accordingly, by, respectively, substituting Equations
(B.5) and (B.6) into Equations (12) and (13), the service
demands from MVNO1 and MVNO2 in NSG case are,
respectively, denoted as

Dn
1 =

2C1 C1 − C2ð Þ − 2μ1C1 + C1μ2 + C2μ1
4C1 − C2ð Þ C1 − C2ð Þ , ðB:7Þ

Dn
2 =

C1 μ2 C2 − 2C1ð Þ + C2 μ1 + C1 − C2ð Þ½ �
C2 4C1 − C2ð Þ C1 − C2ð Þ : ðB:8Þ
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In this paper, we investigate the performance of the non-orthogonal multiple access (NOMA) system with incremental relaying,
where the relay is employed with amplify-and-forward (AF) or decode-and-forward (DF) protocols. To characterize the outage
behaviors of the incremental cooperative NOMA (ICN) system, new closed-form expressions of both exact and asymptotic
outage probability for two users are derived. In addition, the performance of the conventional cooperative NOMA (CCN)
system is analyzed as a benchmark for the the purpose of comparison. We confirm that the outage performance of the distant
user is enhanced when ICN system is employed. Numerical results are presented to demonstrate that (1) the near user of the
ICN system achieves better outage behavior than that of the CCN system in the low signal-to-noise ratio (SNR) region; (2) the
outage performance of distant user for the DF-based ICN system is superior to that of the AF-based ICN system when the
system works in cooperative NOMA transmission mode; and (3) in the low SNR, the throughput of the ICN system is higher
than that of the CCN system.

1. Introduction

With the rapid development of the Internet of Things (IoT),
spectrum efficiency becomes a key factor in guaranteeing
the quality of service (QoS) of IoT applications. Nonortho-
gonal multiple access (NOMA) (NOMA schemes can be
classified into two categories, namely, power-domain NOMA
and code-domain NOMA. In this paper, we focus on power-
domain NOMA and use NOMA to represent power-domain
NOMA.) technology has been a revolutionary multiple
access technology to enhance spectrum efficiency, user access
ability, and user fairness [1–3]. Compared with the previous
orthogonal multiple access technology (OMA), i.e., time divi-
sion multiple access and frequency division multiple access,
the key characteristic of NOMA is that multiuser signals
are multiplexed in the same time/frequency/code resources
with different power factors. Superposition coding and suc-
cessive interference cancellation (SIC) has been used at the
transmitter and receivers [4], respectively. The NOMA
schemes has been proved to achieve higher spectral efficiency
and system throughput in large-scale heterogeneous data
traffic [5–7].

The initial research focused on the point-to-point down-
link NOMA system extensively [8–10]. The outage behavior
and ergodic rate of NOMA users were investigated where
the users were deployed randomly [8]. In addition, the
authors of [9] have researched the performance of a down-
link single-cell NOMA network when assuming imperfect
channel state information (CSI) and second-order statistics.
Furthermore, the authors in [10] consider the scenario that
each user only feedback one bit of its CSI to a base station
(BS) and analyzed the outage performance. Apart from these
researches, there are a lot of studies on improving the secrecy
performance of multiple users [11, 12], where the external
and internal eavesdropping scenarios have been considered.

Up to now, NOMA has been extended to cooperative
communication systems [13, 14], as the higher diversity
and extended coverage can be obtained in wireless networks.
The authors have analyzed the outage performance of
NOMA system with decode and forward (DF) relay employ-
ing full-duplex (FD) and half-duplex (HD) mode, where the
near user was selected as a relay to deliver information and
improve transmission reliability of distance users [15].
Inspired by this, simultaneous wireless information and
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power transfer have been applied to cooperative NOMA
from the perspective of enhancing spectrum efficiency and
energy efficiency [16, 17]; the main feature is that the user
relay harvests energy from BS. Especially, the system perfor-
mance of [16] was comprehensively analyzed with consider-
ing DF and amplify-and-forward (AF) protocols. Moreover,
cooperative NOMA schemes with dedicated relays have been
widely investigated. The authors of [18, 19] have investigated
the cooperative NOMA systems with dedicated AF relays,
and it was proved that the performance of the NOMA system
is obviously superior to that of the cooperative NOMA.
Additionally, the performance of the cooperative NOMA
system with dedicated DF relay has been researched by eval-
uating outage probability and sum rate over Nakagami-
m fading [20]. The authors of [21] have researched a unified
framework for hybrid satellite/unmanned aerial vehicle
(UAV) terrestrial NOMA networks, where satellite commu-
nicated with ground users with the aid of a DF-UAV relay.
In [22], the CSI was available in the cooperative NOMA sys-
tem to determine the decoding order of cell-edge users data,
where the outage behaviors have been analyzed under con-
sidering DF and AF relaying protocols. To further improve
spectral efficiency, the FD mode has been employed in coop-
erative NOMA systems. The outage probability and ergodic
rate of two-way relay NOMA system have been investigated
[23]. In addition, the performance of FD cooperative NOMA
systems in the presence of in-phase and quadrature-phase
imbalance and imperfect SIC is analyzed and evaluated
[24]. Furthermore, the authors have researched relay selec-
tion schemes to take advantages of space diversity and
enhance spectral efficiency in cooperative NOMA systems
[25, 26]. Very recently, the impact of residual transceiver
hardware impairments on cooperative NOMA networks
has been investigated in [27], which has also been researched
in satellite-terrestrial cooperative NOMA networks [28] and
two-way multiple relay NOMA networks [29].

The conventional cooperative NOMA (CCN) system
described above can enhance the spectral efficiency, whether
cooperative NOMA system employs the HD or FD. How-
ever, there are still some problems in the CCN system. On
the one hand, the HD relay in the CCN system leads to a
decline in spectral efficiency, as the HD relay needs half of
the communication time to forward information compared
to noncooperative NOMA networks. On the other hand,
the existence of loop interference (LI) in the CCN system
with FD relay will seriously affect the diversity gain. Recall
that the the incremental relaying (IR) protocol [30] is widely
adopted in conventional cooperative networks, since it can
achieve higher spectral efficiency by introducing a negligible
one-bit-feedback overhead. Specifically, the IR protocol
invokes a relay for cooperation only when the source to des-
tination channel gain is below a predetermined threshold.
Driven by this, the performance of cooperative systems with
IR protocol has been investigated in NOMA systems [31, 32],
which has the higher throughput compared to the conven-
tional cooperative communications.

1.1. Motivation and Contributions. While the aforemen-
tioned research on cooperative NOMA and user relay

NOMA systems with IR protocol has laid a solid foundation
for understanding the IR protocol [31–33], the incremental
cooperative NOMA (ICN) system is still under exploration.
It is worth pointing out that, from a practical perspective,
the NOMA communication networks can be employed to
support IoT scenarios, especially when two NOMA users
are classified into two types by their quality of service
(QoS) [25], i.e., the nearby user and distant user. The nearby
user requires a high targeted rate and can be served opportu-
nistically; e.g., it is to download video files or perform some
background tasks and so on. The distant user should be
served quickly for a small packet with a lower target date rate,
as a further example, which is as a medical sensor to send the
pivotal safety information containing such as pulse and heart
rates in a few bytes. Hence, it is important to further enhance
the communication reliability of the distant user in the
NOMA systems. Moreover, there are some issues in cooper-
ative systems, i.e., HD relay systems restrict the enhancement
of spectral efficiency, while the LI of FD relay seriously affects
the diversity gain. Motivated by these, we specifically con-
sider a cooperative NOMA system with IR protocol (i.e.,
ICN system), where the dedicated relay is used when source
to weak user channel gain is below the predetermined thresh-
old. More specifically, the performance of our proposed sys-
tem is characterized when AF and DF protocols are
implemented at the relay, respectively. The main contribu-
tions of our paper are summarized as follows:

(1) We derive the outage probability expressions of two
users for AF-based ICN system. To get further
insights, the asymptotic outage probability of two
users is derived. Based on the analytical results, we
acquire the diversity orders of two users for AF-
based ICN system. We confirm that the use of the
ICN system is able to improve the outage perfor-
mance of the distant user

(2) We also investigate the outage behaviors of the DF-
based ICN system. We further derive the closed-
form and asymptotic expressions of outage probabil-
ity for two users. Additionally, we obtain the diversity
orders of two users. The distant user in the DF-based
ICN system is capable of achieving better outage
behavior than that of the CCN system

(3) We confirm that the near user of ICN system
achieves better outage behavior than that of the
CCN system in the low signal-to-noise ratio (SNR)
region. The outage performance of distant user for
DF-based NOMA system is superior to that of the
AF-based NOMA system. Furthermore, better sys-
tem throughput of the ICN system is achieved in
the low SNR region over delay-limited transmission

1.2. Organization. The rest of this paper is organized as fol-
lows. In Section 2, the model of the ICN system is presented.
In Section 3, the outage behaviors of two users for AF-based
ICN system are investigated. Furthermore, the outage behav-
iors of two users for DF-based ICN system are studied in Sec-
tion 4. In Section 5, numerical results are provided for
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performance evaluation and comparison. Finally, Section 6
concludes the paper.

2. System Model

2.1. Network Description. Consider a downlink cooperative
NOMA network including one BS, one relay R and two users,
i.e., the nearby user D1 and distant user D2, as shown in
Figure 1. Moreover, the AF and DF protocols are considered
at R. The relay employs HD mode and all nodes in the net-
work have a single antenna. All wireless channels in the
scenario considered are assumed to be independent nonse-
lective block Rayleigh fading and are disturbed by additive
white Gaussian noise with mean power σ2. h1,b~CNð0,
Ω1,bÞ, h2,b~CNð0,Ω2,bÞ, and hr,b~CNð0,Ωr,bÞ denote the
complex channel coefficient of BS⟶D1, BS⟶D2, and B
S⟶ R, respectively. Similarly, hr,1~CNð0,Ωr,1Þ and hr,2~C
Nð0,Ωr,2Þ are the complex channel coefficient of R⟶D1
and R⟶D2, respectively. In addition, we assume d1,b, dr,b,
and d2,b denote the distance from BS to D1, R, and D2,
respectively; dr,1 and dr,2 are the distance from R to D1 and
D2, respectively. Without loss of generality, assuming that
d1,b > dr,b > d2,b and Ω1,b >Ωr,b >Ω2,b. In the next subsec-
tion, the ICN system and communication process will be
introduced in detail.

2.2. ICN System. The transmission process of the ICN system
is described as follows. At the beginning of each transmission
block, BS broadcasts a pilot signal to D1, R, and D2. Based on
the received pilot signal, D2 performs channel estimation of
h2,b and compares with a predefined threshold. If D2 judges
that it can correctly decode its desired information through
direct transmission, it feedbacks 1-bit positive acknowledge-
ment to BS and R. After receiving the positive feedback, BS
adopts a direct NOMA transmission mode, i.e., it sends the
superimposed signal directly to D1 and D2 within the whole
transmission block. If D2 observes that it is unable to decode
its desired message without cooperation, it feedbacks 1-bit
negative acknowledge to BS and R. Upon hearing the nega-
tive feedback, BS adopts a cooperative NOMA transmission
mode, i.e., BS broadcasts the superimposed signal in the first
half of the transmission block, and then R forwards the
superimposed signal to the two users in the second half of
the transmission block. Different from ICN system, the
transmission block of CCN system is divided into two phases
with equal duration. During the first phase, BS sends the
superimposed signal to D1, D2, and R; then, R will forward
it to users in the second phase. Obviously, the ICN system
is an adaptive system, which can adaptively switch between
the direct NOMA transmission mode and cooperative
NOMA transmission mode based on the 1-bit indicator.

2.3. Signal Model

2.3.1. Direct NOMA TransmissionMode. In the first time slot,
BS broadcasts the superposed signal

ffiffiffiffiffiffiffiffiffi
a1Ps

p
x1 +

ffiffiffiffiffiffiffiffiffi
a2Ps

p
x2 to

D1, D2, and R according to NOMA principle, where x1 and
x2 are the unit power signals for D1 and D2, respectively.
The corresponding power allocation coefficients of D1 and

D2 are a1 and a2, respectively. Specially, we assume that
a1 ≤ a2 with a1 + a2 = 1 to ensure better user fairness and
QoS requirements between the users, which is also consistent
with many existing NOMA contributions [6]. Therefore, the
received signal at D1, D2, and R can be given by

y1 =
ffiffiffiffiffiffiffiffiffi
a1Ps

p
h1,bx1 +

ffiffiffiffiffiffiffiffiffi
a2Ps

p
h1,bx2 + ω1, ð1Þ

y2 =
ffiffiffiffiffiffiffiffiffi
a1Ps

p
h2,bx1 +

ffiffiffiffiffiffiffiffiffi
a2Ps

p
h2,bx2 + ω2, ð2Þ

yr =
ffiffiffiffiffiffiffiffiffi
a1Ps

p
hr,bx1 +

ffiffiffiffiffiffiffiffiffi
a2Ps

p
hr,bx2 + ωr , ð3Þ

respectively; where Ps represents normalized transmission
power of BS. ω1, ω2, and ωr denote the Gaussian noise with
zero mean and variance σ2 at D1, D2, and R, respectively.

The SIC scheme is first employed at D1 to detect the sig-
nal x2 of D2. Hence, the received signal-to-interference-plus-
noise ratio (SINR) at D1 to detect x2 is given by

γ1,2 =
a2ρs h1,b

�� ��2
a1ρs h1,b

�� ��2 + 1
, ð4Þ

where ρs = Ps/σ2 is the transmit SNR of the link between BS
and users and R. After decoding the message of D2 and sub-
tracting it, D1 is further to detect its own information with
the following SNR:

γ1 = a1ρs h1,b
�� ��2: ð5Þ

The received SINR at D2 to detect its own message is
given by

γ2 =
a2ρs h2,b

�� ��2
a1ρs h2,b

�� ��2 + 1
: ð6Þ

2.3.2. Cooperative NOMA Transmission Mode. In coopera-
tive NOMA transmission mode, the entire transmission

D2

D1

User2

User1

R

BS

Direct NOMA transmission
Cooperative NOMA transmission

hr, 2

hr,1

hr

h2

h1

Figure 1: An illustration of cooperative NOMA system with IR
protocol.
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block consists of two phases with equal duration. In the first
phase, the received signal and SINR at D1, D2, and R is the
same as described in direct NOMA transmission mode.
Then, in the second phase, R forwards the received signal yr
to users with transmit power Pr , which is assumed Pr = Ps.
Specially, the observations from the BS and the relaying node
are combined at the users with selection combining. More
importantly, as the relay is employed with AF and DF modes,
the transmission process for AF and DF protocols will be
explained in the next part in detail, respectively.

(1) Amplify-and-Forward. For AF case, R amplifies and for-
wards its received signals to D1 and D2 in the second time
slot. Therefore, the observation at D1 and D2 in the second
phase can be given as

yAF1 =Ghr,1yr + n1, ð7Þ

yAF2 =Ghr,2yr + n2, ð8Þ

respectively, whereG =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pr/ðPsjhr,bj2 + σ2Þ

q
is the amplifying

factor of the AF relay. Similarly, the received SINR at D1 to
detect x2 with SIC scheme is given by

γAF1,2 =
a2ρs hr,b

�� ��2 hr,1�� ��2
a1ρs hr,b

�� ��2 hr,1�� ��2 + hr,1
�� ��2 + hr,b

�� ��2 + 1/ρsð Þ
, ð9Þ

After decoding the message ofD2 and subtracting it,D1 is
further to detect its own information with the following SNR:

γAF1 =
a1ρs hr,b

�� ��2 hr,1�� ��2
hr,1
�� ��2 + hr,b

�� ��2 + 1/ρsð Þ
: ð10Þ

The received SINR at D2 to detect its own message is
given by

γAF2 =
a2ρs hr,b

�� ��2 hr,2�� ��2
a1ρs hr,b

�� ��2 hr,2�� ��2 + hr,2
�� ��2 + hr,b

�� ��2 + 1/ρsð Þ
: ð11Þ

(2) Decode-and-Forward. For simplicity, assuming that R is
capable of decoding the two NOMA users information,
therefore, the observation at D1 and D2 in the second slot
can be expressed as

yDF1 =
ffiffiffiffiffiffiffiffiffi
a1Pr

p
hr,1x1 +

ffiffiffiffiffiffiffiffiffi
a2Pr

p
hr,1x2 + n1, ð12Þ

yDF2 =
ffiffiffiffiffiffiffiffiffi
a1Pr

p
hr,2x1 +

ffiffiffiffiffiffiffiffiffi
a2Pr

p
hr,2x2 + n2, ð13Þ

respectively, where n1 and n2 are the AWGN at D1 and D2
with zero mean and variance σ2.

By using SIC scheme, the received SINR atD1 to detect x2
is given by

γDF1,2 =
a2ρs hr,1

�� ��2
a1ρs hr,1

�� ��2 + 1
: ð14Þ

Then,D1 further detects its own information with the fol-
lowing SINR:

γDF1 = a1ρs hr,1
�� ��2: ð15Þ

The received SINR at D2 to detect its own message is
given by

γDF2 =
a2ρs hr,2

�� ��2
a1ρs hr,2

�� ��2 + 1
: ð16Þ

3. Outage Performance Evaluation for AF-Based
NOMA System

In this section, the outage behaviors are characterized for AF-
based ICN and CCN systems, which are detailed in the
following.

3.1. Outage Performance Analysis of ICN System. In this sub-
section, the outage behaviors of the AF-based ICN system are
investigated.

3.1.1. Outage Probability of D1. According to the ICN proto-
col, the outage probability of D1 can be expressed as

PICN
1,AF = Pr γ2 ≥ γth2ð Þ 1 − Pr γ1,2 ≥ γth2, γ1 ≥ γth1

� �� �
+ Pr γ2 < γth2ð ÞPCNT

1,AF ,
ð17Þ

where Prðγ2 ≥ γth2Þ represents the system works in the
direct NOMA transmission mode, and Prðγ2 < γth2Þ indi-
cates that the system works in the cooperative NOMA
transmission mode. In addition, γth1 = 2R1 − 1 and γth2 =
2R2 − 1 are the decoding threshold under direct NOMA
transmission mode with R1 and R2 being the target rate
of D1 and D2. Besides, P

CNT
1,AF is the outage probability of

D1 with AF relay in the cooperative NOMA transmission
mode, which can be given as

PCNT
1,AF = 1 − Pr γ1,2 ≥ γth2′ , γ1 ≥ γth1′

� 	h i
× 1 − Pr γAF1,2 ≥ γth2′ , γAF1 ≥ γth1′

� 	h i
,

ð18Þ
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where γth1′ = 22R1 − 1 and γth2′ = 22R2 − 1 are the decoding
threshold with R1 and R2 being the target rate of D1 and
D2 in cooperative NOMA transmission mode.

The following theorem provides the outage probability of
D1 in the AF-based ICN system.

Theorem 1. The closed-form expression of outage probability
for D1 in the AF-based ICN system is given as

PICN
1,AF =

1 − e−τ/Ω2,b e−θ/Ω1,b − 1 − e−τ/Ω2,b
� �

× e−θ′/Ω1,b + 1 − e−θ′/Ω1,b
� 	

e−θ′/Ωr,b−θ′/Ωr,1
h

×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4θ′ ρsθ′ + 1
� 	
ρsΩr,1Ωr,b

vuut
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4θ′ ρsθ′ + 1
� 	
ρsΩr,1Ωr,b

vuut0B@
1
CA
3
75

1 − e−τ/Ω2,b e−θ/Ω1,b , γth2 <
a2
a1

≤ γth2′

1, 0 <
a2
a1

≤ γth2,

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

,
a2
a1

> γth2′ ,

ð19Þ

where τ = γth2/ðρsða2 − a1γth2ÞÞ, σ = γth1/a1ρs, and θ =max
ðτ, σÞ; τ′ = γth2′ /ðρsða2 − a1γth2′ ÞÞ, σ′ = γth1′ /a1ρs, and θ′ =
max ðτ′, σ′Þ. K1ð·Þ is the first-order modified Bessel function
of the second kind.

Proof. See Appendix A.

3.1.2. Outage Probability of D2. Based on the ICN protocol,
the outage event cannot occur when γ2 ≥ γth2. Hence, the
outage event can only occur in cooperative NOMA transmis-
sion mode, i.e., the information of D2 failed to be successfully
decoded in the first and second phases when γ2 < γth2. The
outage probability of D2 in AF-based NOMA system can be
expressed as

PICN
2,AF = Pr γ2 < γth2, γ2 < γth2′ , γAF2 < γth2′

� 	
: ð20Þ

As γth2 < γth2′ , (20) can be further rewritten as

PICN
2,AF = Pr γ2 < γth2, γ

AF
2 < γth2′

� 	
: ð21Þ

Similar to the proof process of Theorem 1, the following
theorem provides the outage probability of D2 in the AF-
based ICN system.

Theorem 2. The closed-form expression of outage probability
for D2 in the AF-based ICN system is given as

PICN
2,AF =

1 − e−τ/Ω2,b
� �

1 − e−τ′/Ωr,b e−τ′/Ωr,2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4τ′ ρsτ′ + 1
� 	
ρsΩr,2Ωr,b

vuut2
64

× K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4τ′ ρsτ′ + 1
� 	
ρsΩr,2Ωr,b

vuut0B@
1
CA
3
75, a2

a1
> γth2′

1 − e−τ/Ω2,b
� �

, γth2 <
a2
a1

≤ γth2′

1, 0 <
a2
a1

≤ γth2,

8>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>:

:

ð22Þ

Proof. See Appendix B.

From the above derivations, it is obvious that PICN
1,AF and

PICN
2,AF are both equal to one when 0 < a2/a1 ≤ γth2. Thus, in

the following, we only focus on the remaining region, i.e.,
a2/a1 > γth2.

3.1.3. Diversity Analysis. To gain more insights, the outage
probability in high SNR region is investigated in this section,
and the diversity order achieved by the users can be obtained
based on the above analytical results. The diversity order [26]
is defined as

d = − lim
ρ→∞

log P ρð Þð Þ
log ρ

: ð23Þ

(1) Diversity Order of D1. When ρ⟶∞, according to
K1ðxÞ ≈ 1/x and e−x ≈ 1 − xðx⟶ 0Þ, we can derive the
asymptotic outage probability of D1 for the AF-based ICN
system in the following corollary.

Corollary 3. The asymptotic outage probability of D1 in the
AF-based ICN system is given as

PICN ,∞
1,AF =

θ

Ω1,b
+

τ

Ω2,b

θ′
Ω1,b

θ′
Ωr,b

+
θ′
Ωr,1

 !
,
a2
a1

> γth2′

τ

Ω2,b
+

θ

Ω1,b
−

τθ

Ω1,bΩ2,b
, γth2 <

a2
a1

≤ γth2′ :

8>>>>>><
>>>>>>:

ð24Þ

Substituting (24) into (23), we can obtain the diversity
order of D1 in the AF-based ICN system as

dICN1,AF = 1, ð25Þ
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Remark 4. The diversity order of D1 is one, which is obtained
with direct link. It indicates that the performance of D1
mainly depends on the direct link in the AF-base NOMA
ICN system.

(2) Diversity Order of D2. Similarly, we can derive the asymp-
totic outage probability ofD2 for the AF-based ICN system in
the following corollary.

Corollary 5. The closed-form expression of outage probability
for D2 in the AF-based ICN system is given as

PICN ,∞
2,AF =

τ

Ω2,b

τ′
Ωr,b

+
τ′
Ωr,2

 !
,
a2
a1

> γth2′

τ

Ω2,b
, γth2 <

a2
a1

≤ γth2′ :

8>>>>><
>>>>>:

ð26Þ

Substituting (26) into (23), we can obtain the diversity
order of D2 in the AF-based ICN system as

dICN2,AF =

2,
a2
a1

> γth2′

1, γth2 <
a2
a1

≤ γth2′ ,

8>>>><
>>>>:

ð27Þ

where (26) and (27) are also derived on the condition of
a2/a1 > γth2.

Remark 6.When a2/a1 > γth2′ , the diversity order of D2 is two,
which is obtained with direct link and relaying link. When
γth2 < a2/a1 ≤ γth2′ , the diversity order of D2 is one, which is
obtained with direct link.

3.1.4. Throughput Analysis. In this section, the throughput
will be considered in delay-limited transmission for AF-
based ICN system. In our considered system, the BS trans-
mits information at a constant rate, which is subject to the
effect of outage probability due to wireless fading channels.
The system throughput for AF-based ICN system is given as

RICN
AF = 1 − PICN

1,AF
� �

R1 + 1 − PICN
2,AF

� �
R2, ð28Þ

where PICN
1,AF ang PICN

2,AF are obtained from (19) and (22),
respectively.

3.2. Outage Performance Analysis with CCN Protocol. In this
subsection, the outage behaviors of the AF-based CCN sys-
tem are investigated, which will be served as a benchmark
for the outage performance employing ICN protocol.

3.2.1. Outage Probability of D1. According to the CCN proto-
col, the expression of the outage probability for D1 is the
same with (18). Hence, the closed-form expression of outage
probability for D1 in the AF-based NOMA system with CCN
protocol is given as

PCCN
1,AF = 1 − e−θ′/Ω1,b

� 	"
1 − e−θ′/Ωr,b−θ′/Ωr,1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4θ′ ρsθ′ + 1
� 	
ρsΩr,1Ωr,b

vuut

× K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4θ′ ρsθ′ + 1
� 	
ρsΩr,1Ωr,b

vuut0B@
1
CA
#
,

ð29Þ

where (29) is derived on the condition of a2/a1 > γth2′ , other-
wise PCCN

1,AF = 1.
Comparing (17) and (18) or (19) and (29), it is impossible

to judge directly that the performance of D1 for the ICN
system is better than that of the CCN system. However,
the derivation results can be used for simulation verifica-
tion and comparison.

3.2.2. Outage Probability of D2. According to the CCN proto-
col, the expression of the outage probability for D2 can be
given as

PCCN
2,AF = Pr γ2 < γth2′

� 	
Pr γAF2 < γth2′
� 	

: ð30Þ

The closed-form expression of outage probability for
D2 in the AF-based NOMA system with CCN protocol
is given as

PCCN
2,AF = 1 − e−τ′/Ω2,b

� 	"
1 − e−τ′/Ωr,be−τ′/Ωr,2

×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4τ′ ρsτ′ + 1
� 	

ρsΩr,2Ωr,b

vuut
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4τ′ ρsτ′ + 1
� 	

ρsΩr,2Ωr,b

vuut0B@
1
CA
#
,

ð31Þ

where (30) is also derived on the condition of a2/a1 > γth2′ ,
otherwise PCCN

2,AF = 1.

Remark 7. It is obvious that PICN2,AF < PCCN2,AF , i.e., the outage
behavior ofD2 in the cooperative NOMA system is enhanced
by employing ICN protocol.

Proof. See Appendix C.

3.2.3. Diversity Analysis

(1) Diversity Order of D1. When ρ⟶∞, based on K1ðxÞ
≈ 1/x and e−x ≈ 1 − xðx⟶ 0Þ, the asymptotic outage proba-
bility of D1 for the AF-based CCN system is given as

6 Wireless Communications and Mobile Computing



PCCN,∞
1,AF =

θ′
Ω1,b

θ′
Ωr,b

+
θ′
Ωr,1

 !
: ð32Þ

Substituting (32) into (23), we can obtain dCCN1,AF = 2.

(2) Diversity Order of D2. Similarly, the asymptotic outage
probability of D2 for the AF-based CCN system can be
obtained as

PCCN,∞
2,AF =

τ′
Ω2,b

τ′
Ωr,b

+
τ′
Ωr,2

 !
: ð33Þ

Substituting (33) into (23), we can obtain dCCN2,AF = 2. It is
noting that (32) and (33) are derived on the condition of a2
/a1 > γth2′ . One observation is that D1 of CCN system can
obtain higher diversity order than that of ICN system.
Another observation is that D2 of CCN and ICN systems
obtains the same diversity order.

3.2.4. Throughput Analysis. Similarly, the throughput in
delay-limited transmission for AF-based CCN system is
given by

RCCN
AF = 1 − PCCN

1,AF
� �

R1 + 1 − PCCN
2,AF

� �
R2: ð34Þ

where PCCN
1,AF and PCCN

1,AF are obtained from (29) and (31),
respectively.

4. Outage Performance Evaluation for DF-
Based NOMA System

In this section, the outage behaviors are characterized for DF-
based ICN and CCN systems, which are detailed in the
following.

4.1. Outage Performance Analysis with ICN Protocol. In this
subsection, the outage behaviors of the DF-based ICN system
are investigated.

4.1.1. Outage Probability of D1. According to the ICN proto-
col, the outage probability of D1 can be expressed as

PICN
1,DF = Pr γ2 ≥ γth2ð Þ 1 − Pr γ1,2 ≥ γth2, γ1 ≥ γth1

� �� �
+ Pr γ2 < γth2ð ÞPCNT

1,DF ,
ð35Þ

where PCNT
1,DF is the outage probability of D1 in the CNT mode,

which can be given as

PCNT
1,DF = 1 − Pr γ1,2 ≥ γth2′ , γ1 ≥ γth1′

� 	h i
× 1 − Pr γDF1,2 ≥ γth2′ , γDF1 ≥ γth1′

� 	h i
:

ð36Þ

Referring to the proof process of Theorem 1, the follow-
ing theorem provides the outage probability of D1 in the
DF-based ICN system.

Theorem 8. The closed-form expression of outage probability
for D1 in the DF-based ICN system is given as

PICN
1,DF =

1 − e−τ/Ω2,b e−θ/Ω1,b − 1 − e−τ/Ω2,b
� �

× e−θ′/Ω1,b + e−θ′/Ωr,1 1 − e−θ′/Ω1,b
� 	� 	

,
a2
a1

> γth2′

1 − e−τ/Ω2,b e−θ/Ω1,b , γth2 <
a2
a1

≤ γth2′

1, 0 <
a2
a1

≤ γth2:

8>>>>>>>>>><
>>>>>>>>>>:

:

ð37Þ

4.1.2. Outage Probability of D2. Similar to the case of AF-
based NOMA system, the outage probability of D2 can be
expressed as

PICN
2,DF = Pr γ2 < γth2, γ2 < γth2′ , γDF

2 < γth2′
� 	

: ð38Þ

As γth2 < γth2′ , (39) can be further rewritten as

PICN
2,DF = Pr γ2 < γth2, γ

DF
2 < γth2′

� 	
: ð39Þ

Similarly, referring to the proof process of Theorem 2, the
following theorem provides the outage probability of D2 in
the DF-based ICN system.

Theorem 9. The closed-form expression of outage probability
for D2 in the DF-based ICN system is given as

PICN
2,DF =

1 − e−τ/Ω2,b
� �

1 − e−τ′/Ωr,2
� 	

,
a2
a1

> γth2′

1 − e−τ/Ω2,b , γth2 <
a2
a1

≤ γth2′

1, 0 <
a2
a1

≤ γth2

8>>>>>>>>><
>>>>>>>>>:

: ð40Þ

Similar to the AF-based ICN system, we only focus on the
remaining region a2/a1 > γth2 in the following.

4.1.3. Diversity Analysis. Similarly, the outage probability in
high SNR region is investigated in this section, and the diver-
sity order achieved by the users can be obtained based on the
above analytical results.
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(1) Diversity Order of D1. When ρ⟶∞, according to
e−x ≈ 1 − xðx⟶ 0Þ, we can derive the asymptotic outage
probability of D1 for the DF-based ICN system in the follow-
ing corollary.

Corollary 10. The asymptotic outage probability of D1 in the
DF-based ICN system is given as

PICN ,∞
1,DF =

τ

Ω2,b
+

θ

Ω1,b
−

τθ

Ω1,bΩ2,b

−
τ

Ω2,b
1 −

θ′2

Ω1,bΩr,1

" #
,
a2
a1

> γth2′

τ

Ω2,b
+

θ

Ω1,b
−

τ

Ω2,b

θ

Ω1,b
, γth2 <

a2
a1

≤ γth2′

8>>>>>>>>>>><
>>>>>>>>>>>:

: ð41Þ

Substituting (41) into (23), we can obtain the diversity
order of D1 in the DF-based ICN system as

dICN1,DF = 1, ð42Þ

Remark 11. The diversity order of D1 in DF-based ICN sys-
tem is one, which is the same as the diversity order of D1 in
AF-based ICN system.

(2) Diversity Order of D2. Similarly, we can derive the asymp-
totic outage probability ofD2 for the DF-based ICN system in
the following corollary.

Corollary 12. The closed-form expression of outage probabil-
ity for D2 in the DF-based ICN system is given as

PICN ,∞
2,DF =

ττ′
Ωr,2Ω2,b

,
a2
a1

> γth2′

τ

Ω2,b
, γth2 <

a2
a1

≤ γth2′

8>>>>><
>>>>>:

: ð43Þ

Substituting (43) into (23), we can obtain the diversity
order of D2 in the DF-based ICN system as

dICN2,DF =

2,
a2
a1

> γth2′

1, γth2 <
a2
a1

≤ γth2′

8>>>><
>>>>:

: ð44Þ

Remark 13. The diversity order ofD2 in DF-based ICN system
is the same as the diversity order in AF-based ICN system.

4.1.4. Throughput Analysis. Similarly, the throughput is
considered in delay-limited transmission for DF-based ICN
system, which can be given as

RICN
DF = 1 − PICN

1,DF
� �

R1 + 1 − PICN
2,DF

� �
R2, ð45Þ

where PICN
1,DF and PICN

2,DF are obtained from (37) and (40),
respectively.

4.2. Outage Performance Analysis with CCN Protocol. As a
benchmark for the outage behaviors of ICN system, the out-
age behaviors of the DF-based CCN system are investigated.

4.2.1. Outage Probability of D1. According to the description
of the CCN system, the expression of the outage probability
for D1 is the same with (36). Hence, the closed-form expres-
sion of outage probability for D1 in the DF-based CCN sys-
tem is given as

PCCN
1,DF = 1 − e−θ′/Ω1,b − e−θ′/Ωr,1 + e−θ′/Ω1,b e−θ′/Ωr,1 , ð46Þ

where (46) is derived on the condition of a2/a1 > γth2′ , other-
wise PCCN

1,DF = 1.

4.2.2. Outage Probability of D2. According to the CCN proto-
col, the expression of the outage probability for D2 can be
given as

PCCN
2,DF = Pr γ2 < γth2′

� 	
Pr γDF2 < γth2′
� 	

: ð47Þ

The closed-form expression of outage probability for D2
in the DF-based CCN system is given as

PCCN
2,DF = 1 − e−τ′/Ω2,b

� 	
1 − e−τ′/Ωr,2
� 	

, ð48Þ

where (48) is also derived on the condition of a2/a1 > γth2′ ,
otherwise, PCCN

2,DF = 1. Similar to AF-based NOMA system, it
is obvious that the outage behavior ofD2 for ICN system out-
performs CCN system.

4.2.3. Diversity Analysis

(1) Diversity Order of D1. When ρ⟶∞, based on e−x ≈
1 − xðx⟶ 0Þ, the asymptotic outage probability of D1 for
the DF-based CCN system is given as

PCCN,∞
1,DF ≈

θ′2

Ω1,bΩr,1
: ð49Þ

Substituting (49) into (23), we can obtain dCCN1,DF = 2.

(2) Diversity Order of D2. Similarly, the asymptotic outage
probability of D2 for the DF-based CCN system can be
obtained as

PCCN,∞
2,DF ≈

τ′2

Ω2,bΩr,2
: ð50Þ
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Substituting (50) into (23), we can obtain dCCN2,DF = 2, where
(49) and (50) are also derived on the condition of a2/a1 > γth2′ ,
otherwise, PCCN

2,DF = 1. It is obvious that the diversity orders of
two uses for DF-based ICN and CCN systems are the same as
that of the AF-based ICN and CCN systems, respectively.

Remark 14. When γth2 < a2/a1 ≤ γth2′ , the outage behavior of
two users for AF-based ICN system is the same as the DF-
based ICN system, as the two users for AF-/DF-based ICN
systems works in direct NOMA transmission mode. Further-
more, the outage behavior of two users for ICN system is
superior to that of the CCN system when γth2 < a2/a1 ≤ γth2′ ,
as the outage probability of two users for CCN system is
one under the condition of γth2 < a2/a1 ≤ γth2′ .

4.2.4. Throughput Analysis. Similarly, the throughput in
delay-limited transmission for DF-based system with CCN
protocol is given by

RCCN
DF = 1 − PCCN

1,DF
� �

R1 + 1 − PCCN
2,DF

� �
R2: ð51Þ

where PCCN
1,DF and PCCN

2,DF are obtained from (46) and (48),
respectively.

5. Numerical Results

In this section, simulation results are provided to evaluate the
outage performance of users for AF/DF-based NOMA sys-
tems. Monte Carlo simulation parameters used in this section
are given as follows. The power allocation coefficients [15] of
D1 and D2 are a1 = 0:2 and a2 = 0:8 (In this paper, the power
allocation factor is taken fixed value, optimizing the power
allocation factor is capable of further improving the system
secrecy performance, which motivates us to investigate opti-
mal power allocation algorithms in our future work.), respec-
tively. Additionally, the target rate [25] of D1 and D2 are
R1 = 1:5 BPCU and R2 = 0:5 BPCU, respectively, where
BPCU is an abbreviation for bit per channel use. We assume
Ωi,j = ðdi,j/d0Þ−α [34], in which di,j denotes the distance
between i and j, d0 is a reference distance, and α is a path loss
exponent. The parameters correspond to d1,b = 50 m, d2,b =
85 m, dr,b = dr,1 = dr,2 = 63 m for d0 = 40 m, and α = 3. Espe-
cially, α is the path loss exponent usually satisfying 2 ≤ α ≤ 6.
To ensure the validity of numerical results, the numerical
results of the outage probability with different path loss expo-
nent are also presented in the following. Apart from the per-
formance of AF/DF-based ICN system, the performance of
CCN system is also considered as a benchmark for compari-
son, where the total communication process is completed in
two slots. The BS sends information x1 and x2 to relay R in
the first slot. In the second slot, R forwards the information
x1 and x2 to D1 and D2, respectively. The above parameters
are set on the general condition of a2/a1 > γth2′ , as the outage
probability of the two users for the CCN system is one when
a2/a1 ≤ γth2′ . The following simulation results are first given
on the general condition of a2/a1 > γth2′ .

Figures 2 and 3 plot the outage probability of two users
versus SNR for AF-based and DF-based ICN/CCN system,
respectively. The black and blue curves represent the outage
performance for ICN and CCN systems, respectively. In
these two figures, the exact theoretical curves of D1 and D2
for AF- and DF-based ICN system are plotted according to
(19), (22) and (37), (40), respectively. Obviously, the Monte
Carlo simulation verifies the accuracy of our derivation. In
addition, the blue curves of D1 and D2 for AF- and DF-
based CCN system are plotted according to (29), (31) and
(46), (48), respectively; which served as a benchmark for
comparison. It is shown that the outage performance of D2
for ICN system outperforms CCN system, which verifies
the conclusion in Remark 7. We can observed that D1 of
the ICN system is able to achieve better outage performance
in the low SNR region, since the possibility that the relay does
not participate in communication is greater in high SNR.
Besides, the red simulation curves represent the outage prob-
ability ofD1 andD2 for cooperative NOMA systems, which is
also used as a benchmark. We can observe that the outage
behaviors of the cooperative NOMA system outperform
NOMA systems. Furthermore, the asymptotic outage proba-
bility curves ofD1 andD2 for AF- and DF-based ICN systems
are plotted according to (24), (26) and (41), (43), respectively.
As can be observed from the figures, the asymptotic curves
approximate the exact curves well in the high SNR region.

Figure 4 plots the outage probability of two users versus
SNR for ICN systems with different targeted data rates.
One can observe that the outage probability of D1 becomes
worse with increasing R1. The reason is that the threshold
for decoding increases as R1 increases. However, the outage
behaviors of D1 are hardly affected by R2 adjustment. This
phenomenon can be explained as that D2 should be quickly
connected with a low data rate, while D1 should be served
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Figure 2: The outage probability versus transmit SNR for AF-based
NOMA system with a1 = 0:2, a2 = 0:8, R1 = 1:5 BPCU, R2 = 0:5
BPCU, and α = 3.
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opportunistically according to the definition of the coopera-
tive NOMA, i.e., D2 is easy to be successfully decoded. There-
fore, the outage performance of D1 can successfully decode
the information ofD2, and it will not be affected by R2 adjust-
ment. Besides, the outage behaviors of D2 deteriorates as R2
increases, but it does not depend on changes in R1, which
verifies the derivation in (22) and (40). This is due to the fact
that the information of D1 is not decoded and is regarded as
noise when D2 decoding its own message. Another observa-

tion is that the outage performance of D2 for DF protocol
is better than that of AF protocol. Because the signal x1,
which is considered as noise, is amplified while the AF relay
amplifies the useful signal x2; i.e., the enhancement of inter-
ference affects the decoding performance of the relay link
between relay and D2. The reason is that when the useful sig-
nal x2 is amplified by AF relay, the signal x1 as the noise sig-
nal is also amplified; i.e., the interference affects the decoding
performance of D2 with relaying link (the link between R
and D2).

Figure 5 plots the outage probability of two users versus
SNR for ICN system with different power allocation coeffi-
cients. The black, red, and blue solid curves represent the out-
age probability of two users with a1 = 0:4, a1 = 0:2, and
a1 = 0:1, respectively. The figure shows that the outage
behavior of D1 deteriorates with the decrease of a1. More-
over, the outage performance of D2 is improved with the
decrease of a1 (i.e., the increase of a2). Obviously, each user’s
performance will become better as the increase of the trans-
mission power allocated to each user. In summary, the
dynamic power allocation factor affects the outage behavior
of two users. This phenomenon indicates that it is significant
to select beneficial system parameters. Especially in NOMA
communication systems, when users are generally classified
into the nearby users and distant users by their quality of ser-
vice, where the nearby users require a high date rate, and the
distant users may only require a predetermined low data rate.
Without loss of generality, it is best to assign a higher power
to the distance user in order to ensure the higher priority
(higher communication reliability) of the distance user.

As a further development, Figure 6 plots the outage prob-
ability of two users versus SNR for ICN system with different

User2
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Figure 3: The outage probability versus transmit SNR for DF-based
NOMA system with a1 = 0:2, a2 = 0:8, R1 = 1:5 BPCU, R2 = 0:5
BPCU, and α = 3.
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Figure 5: The outage probability versus transmit SNR for ICN
system with different power allocation coefficients, R1 = 1:5 BPCU,
R2 = 0:5 BPCU, and α = 3.
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Figure 4: The outage probability versus transmit SNR for ICN
system with different target rates, a1 = 0:2, a2 = 0:8, and α = 3.
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path loss exponent. The black, red, and blue solid curves rep-
resent the outage probability of two users with α = 2, α = 3,
and α = 4, respectively. It is obvious that the performance of
two users for the ICN system is strongly affected by the path
loss exponent. As shown in Figure 6, the performance of the
ICN system deteriorates as the path loss exponent increases.
However, it is worth noting that the curves with different
path loss exponent have the same slopes, which verifies the
conclusions in Remark 4, Remark 6, Remark 11, and Remark
13, i.e., the diversity orders of D1 are one, and the diversity
orders of D2 are two under the condition of a2/a1 > γth2′ .

Figure 7 plots the outage probability of two users versus
SNR for ICN system with different distance dr,b. One can
observe that the outage behavior of D1 is hardly affected by
the distance between BS and relay. This is mainly due to
the performance of near user D1 which mainly depends on
the direct link (the link between BS and D1) when a2/a1 >
γth2′ . We also can observe that the outage behavior of D2 for
AF relaying case deteriorates as the distance dr,b becomes

larger. The reason is that Efjhr,bj2g becomes smaller when
the dr,b becomes larger, which leads to the received SINR at
D2 with relaying link decrease in AF relaying case according
to (11). In contrast, the performance of D2 for DF relaying
case is almost unchanged, which verifies the derivation in
equation (40). The reason is that we have assumed the relay
is capable of decoding the two users’s information success-
fully for simplicity.

Figure 8 plots the system throughput versus SNR in delay-
limited transmission mode for ICN and CCN systems, which
are plotted according to (28), (34), (45), and (51), respectively.
We can observe that the throughput of the ICN system is
higher than that of the CCN system in low SNR region, since

the outage performance of the users for the ICN system is bet-
ter than that of the CCN system. It is noting that this superior-
ity is more pronounced at low SNR. Another observation is
that throughput ceilings exist in the ICN and CCN systems
in the high SNR region. The reason is that the outage probabil-
ity tends zero, and the throughput almost depends on the tar-
get data rate in the high SNR region.

The above simulation results are under general condi-
tion a2/a1 > γth2′ . To verify the accuracy of the analysis under
special condition γth2 < a2/a1 ≤ γth2′ , the power allocation
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Figure 6: The outage probability versus transmit SNR for ICN
system with different path loss exponent, a1 = 0:2, a2 = 0:8, R1 =
1:5 BPCU, and R2 = 0:5 BPCU.
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Figure 7: The outage probability versus transmit SNR for ICN
system with different distance dr,b, a1 = 0:2, a2 = 0:8, R1 = 1:5
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coefficients of D1 and D2 are reset to a1 = 0:4 and a2 = 0:6,
respectively. Simultaneously, the target rates of D1 and D2
are reset to R1 = 1:5 BPCU and R2 = 1 BPCU, respectively.
The remaining parameters are unchanged. Figure 9 plots
the outage probability of two users versus SNR for AF-/DF-
based ICN and CCN systems when γth2 < a2/a1 ≤ γth2′ . As
the conclusion in Remark 14, the outage behavior of two
users for AF-based ICN system is the same as the DF-based
ICN system. The black and red curves represent the outage
performance for ICN and CCN systems, respectively. As
can be observed from the figures, the Monte Carlo simulation
verifies the accuracy of our derivation. One can observe that
the asymptotic curves approximate the exact curves well in
the high SNR region. It is worth noting that the curves have
the same slopes, which verifies the conclusions in Remark
4, Remark 6, Remark 11, and Remark 13, i.e., the diversity
order of D1 for ICN system is one, and the diversity order
of D2 for ICN system under the condition of γth2 < a2/a1 ≤
γth2′ is also one. Obviously, when γth2 < a2/a1 ≤ γth2′ , the out-
age behavior of two users for ICN system is superior to that
of CCN system, as the outage probability of two users for
CCN system is one, which verifies the conclusions in
Remark 14. Similarly, the system throughput in delay-
limited transmission mode for ICN system is also higher
than that of the CCN system when γth2 < a2/a1 ≤ γth2′ . The
rest of the performance analysis, which is similar to the per-
formance analysis under general condition a2/a1 > γth2′ , will
not be discussed.

6. Conclusion

In this paper, the ICN system has investigated insightfully.
The outage behavior of the proposed system has been charac-

terized based on AF and DF relaying, respectively. New
closed form expressions of outage probability for two users
have been derived. Based on the analytical results, the diver-
sity orders achieved by the nearby and distant users were
obtained. Additionally, the performance of the CCN system
has also been analyzed, which has been served as a bench-
mark for the purpose of comparison. Numerical results have
verified that the distant user of the ICN system achieved
better outage behavior than that of CCN system. The
nearby user for the ICN system was capable of achieving
better performance than that of CCN system in the low
SNR region, and the outage performance of distant user for
DF-based ICN system was superior to AF-based ICN system,
when the system worked in cooperative NOMA transmission
mode. Furthermore, the throughput of the ICN system was
higher than that of CCN system in the low SNR region.

Appendix

A. Proof of Theorem 1

The expression (17) can be rewritten as

PICN
1,AF = 1 − Pr γ2 ≥ γth2ð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Q1

Pr γ1,2 ≥ γth2, γ1 ≥ γth1
� �|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Q2

− Pr γ2 < γth2ð Þ 1 − PCCN
1,AF

� �
:

ðA:1Þ

Combining (6) and Q1, Q1 can be rewritten as

Q1 = Pr
a2ρs h2,b

�� ��2
a1ρs h2,b

�� ��2 + 1
≥ γth2

 !

= Pr h2,b
�� ��2 ≥ γth2

ρs a2 − a1γth2ð Þ
� �

= e−τ/Ω2,b ,

ðA:2Þ

where τ = γth2/ðρsða2 − a1γth2ÞÞ with a2 > a1γth2. Note that
(A.2) is derived on the condition of a2 > a1γth2, otherwise,
Q1 = 0.

Similarly, combining (4), (5), and Q2,Q2 can be rewritten
as

Q2 = Pr
a2ρs h1,b

�� ��2
a1ρs h1,b

�� ��2 + 1
≥ γth2, a1ρs h1,b

�� ��2 ≥ γth1

 !

= Pr h1,b
�� ��2 ≥ γth2

ρs a2 − a1γth2ð Þ , h1,b
�� ��2 ≥ γth1

a1ρs

� �
= e−θ/Ω1,b ,

ðA:3Þ

where θ =max ðτ, σÞ and σ = γth1/a1ρs with a2 > a1γth2. Note
that (A.3) is derived on the condition of a2 > a1γth2, other-
wise, Q2 = 0.
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Figure 9: The outage probability versus transmit SNR for AF-/DF-
based ICN and CCN systems with a1 = 0:4, a2 = 0:6, R1 = 1:5 BPCU,
R2 = 1 BPCU, and α = 3.
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Then, we derive the closed-form expression of PCCN
1,AF , i.e.,

the closed-form expression of (18), which can be rewritten as

PCCN
1,AF = 1 − Pr γ1,2 ≥ γth2′ , γ1 ≥ γth1′

� 	
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Q3

2
664

3
775

× 1 − Pr γAF1,2 ≥ γth2′ , γAF1 ≥ γth1′
� 	

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Q4

2
664

3
775:

ðA:4Þ

Combining (4), (5), and Q3, applying some algebraic
manipulations, Q3 can be rewritten as

Q3 = Pr
a2ρs h1,b

�� ��2
a1ρs h1,b

�� ��2 + 1
≥ γth2′ , a1ρs h1,b

�� ��2 ≥ γth1′
 !

= Pr h1:bj j2 ≥ γth2′
ρs a2 − a1γth2′
� 	 , h1,b�� ��2 ≥ γth1′

a1ρs

0
@

1
A

= e−θ′/Ω1,b ,

ðA:5Þ

where θ′ =max ðτ′, σ′Þ and τ′ = γth2′ /ðρsða2 − a1γth2′ ÞÞ, σ′ =
γth1′ /a1ρs with a2 > a1γth2′ . Note that (A.3) is derived on the
condition of a2 > a1γth2′ , otherwise, Q3 = 0.

Similarly, Combining (9), (10), and Q4, Q4 can be rewrit-
ten as

Q4 = Pr
 

a2ρs hr,b
�� ��2 hr,1�� ��2

a1ρs hr,b
�� ��2 hr,1�� ��2 + hr,1

�� ��2 + hr,b
�� ��2 + 1/ρsð Þ

≥ γth2′ ,
a1ρs hr,b

�� ��2 hr,1�� ��2
hr,1
�� ��2 + hr,b

�� ��2 + 1/ρsð Þ
≥ γth1′

!

= Pr hr,1
�� ��2 ≥ θ′ ρs hr,b

�� ��2 + 1
� 	

ρs hr,b
�� ��2 − θ′
� 	 , hr,b

�� ��2 ≥ θ′
0
@

1
A

=
ð∞
0

1
Ωr,b

e−x+θ′/Ωr,b e−θ
′ ρs x+θ′ð Þ+1ð Þ/xρsΩr,1dx

= e−θ′/Ωr,b−θ′/Ωr,1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4θ′ ρsθ′ + 1
� 	
ρsΩr,1Ωr,b

vuut
K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4θ′ ρsθ′ + 1
� 	
ρsΩr,1Ωr,b

vuut0B@
1
CA,

ðA:6Þ

where (A.6) is derived according to ([35], Eq.(3.324.1)), it is
noting that (A.5) is derived on the condition of a2 > a1γth2′ ,
otherwise, Q4 = 0.

Substituting (A.2), (A.3), (A.4), and (A.5) into (A.1), we
can obtain (19). The proof is completed.

B. Proof of Theorem 2

We can rewrite (21) as

PICN
2,AF = Pr γAF2 < γth2′

� 	
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

Λ1

Pr γ2 < γth2ð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
Λ2

: ðB:1Þ

Substituting (11) into Λ1, after some algebraic manipula-
tions, Λ1 can be rewritten as

Λ1 = Pr hr,b
�� ��2 < τ′
� 	

+ Pr hr,2
�� ��2 < τ′ ρs hr,b

�� ��2 + 1
� 	

ρs hr,b
�� ��2 − τ′
� 	 , hr,b

�� ��2 ≥ τ′
0
@

1
A

= 1 − e−τ′/Ωr,b
� 	

+
ð∞
τ′

1
Ωr,b

e−y/Ωr,bdy

−
ð∞
τ′

1
Ωr,b

e−y/Ωr,b e−τ
′ ρsy+1ð Þ/ρs y−τ′ð ÞΩr,2dy

= 1 − e−τ′/Ωr,b e−τ′/Ωr,2
1

Ωr,b

ð∞
0
e−x/Ωr,b e−τ

′ ρsτ′+1ð Þ/ρsxΩr,2dy

= 1 − e−τ′/Ωr,b e−τ′/Ωr,2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4τ′ ρsτ′ + 1
� 	

ρsΩr,2Ωr,b

vuut

× K1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4τ′ ρsτ′ + 1
� 	

ρsΩr,2Ωr,b

vuut0B@
1
CA,

ðB:2Þ

where ((B.2) is derived according to ([35], Eq.(3.324.1)), it is
noting that (B.2) is derived on the condition of a2 > a1γth2′ ,
otherwise, Λ1 = 1.

Substituting (6) into Λ2, the closed-form expression of
Λ2 can be given as

Λ2 = 1 − e−τ/Ω2,b : ðB:3Þ

Note that (B.3) is derived on the condition of a2 > a1γth2,
otherwise, Λ2 = 1.

Substituting (B.2) and (B.3) into (B.1), we can obtain
(22). The proof is completed.

C. Proof of Remark 7

We have obtain the outage probability of D2 for AF-based
ICN system as shown in (21), which can be rewritten as

PICN
2,AF = Pr γ2 < γth2ð ÞPr γAF2 < γth2′

� 	
: ðC:1Þ

Since γth2 = 2R2 − 1, γth2′ = 22R2 − 1, and R2 > 0, we can
obtain

γth2 < γth2′ : ðC:2Þ
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And we can further obtain that

Pr γ2 < γth2ð Þ < Pr γ2 < γth2′
� 	

: ðC:3Þ

According to (C.3), compared to (C.1) and the outage
probability PCCN

2,AF in (31), we can obtain PICN
2,AF < PCCN

2,AF . The
proof is completed.
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