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Tis article has been retracted by Hindawi, as publisher,
following an investigation undertaken by the publisher [1].
Tis investigation has uncovered evidence of systematic
manipulation of the publication and peer-review process.
We cannot, therefore, vouch for the reliability or integrity of
this article.

Please note that this notice is intended solely to alert
readers that the peer-review process of this article has been
compromised.

Wiley and Hindawi regret that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our Research Integrity and Research
Publishing teams and anonymous and named external re-
searchers and research integrity experts for contributing to
this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.
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fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] S. AlJubayrin, M. Sarfraz, S. A. Ghauri, M. R. Amirzada, and
T. Mezgebo Kebedew, “Artifcial Bee Colony Based Gabor
Parameters Optimizer (ABC-GPO) for Modulation Classif-
cation,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 9464633, 9 pages, 2022.

Hindawi
Computational Intelligence and Neuroscience
Volume 2023, Article ID 9848575, 1 page
https://doi.org/10.1155/2023/9848575

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9848575
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Machine Learning Techniques for Antimicrobial Resistance
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cited.

Aim. Due to the growing availability of genomic datasets, machine learning models have shown impressive diagnostic potential in
identifying emerging and reemerging pathogens. Tis study aims to use machine learning techniques to develop and compare
a model for predicting bacterial resistance to a panel of 12 classes of antibiotics using whole genome sequence (WGS) data of
Pseudomonas aeruginosa. Method. A machine learning technique called Random Forest (RF) and BioWeka was used for
classifcation accuracy assessment and logistic regression (LR) for statistical analysis. Results. Our results show 44.66% of isolates
were resistant to twelve antimicrobial agents and 55.33% were sensitive. Te mean classifcation accuracy was obtained ≥98% for
BioWeka and ≥96 for RF on these families of antimicrobials. Where ampicillin was 99.31% and 94.00%, amoxicillin was 99.02%
and 95.21%, meropenem was 98.27% and 96.63%, cefepime was 99.73% and 98.34%, fosfomycin was 96.44% and 99.23%,
ceftazidime was 98.63% and 94.31%, chloramphenicol was 98.71% and 96.00%, erythromycin was 95.76% and 97.63%, tetracycline
was 99.27% and 98.25%, gentamycin was 98.00% and 97.30%, butirosin was 99.57% and 98.03%, and ciprofoxacin was 96.17% and
98.97% with 10-fold-cross validation. In addition, out of twelve, eight drugs have found no false-positive and false-negative
bacterial strains. Conclusion. Te ability to accurately detect antibiotic resistance could help clinicians make educated decisions
about empiric therapy based on the local antibiotic resistance pattern. Moreover, infection prevention may have major con-
sequences if such prescribing practices become widespread for human health.

1. Introduction

Antimicrobial resistance (AMR) is one of the leading public
health concerns of the 21st century, which hinders the ability
to efectively treat and prevent a wide variety of bacterial,
viral, and fungal infections [1]. AMR occurs when micro-
organisms (bacteria, viruses, fungi, and parasites) evolve and
lose their sensitivity to existing treatments, making in-
fections more challenging to treat and raising the risk of

disease transmission, severe illness, and death [2]. Te rapid
global spread of multi- and pan-resistant bacteria, also
known as “superbugs,” is particularly concerning because
these bacteria cause infections that cannot be treated with
current antimicrobial medicines like antibiotics [3]. At least
1.27 million people died from AMR-related cases in 2019,
according to the CDC (https://www.cdc.gov/drugresistance/
biggest-threats.html). Over 2.8 million people in the
United States year contract AMR, and over 35,000 people die
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directly [4]. Te most common multidrug-resistant bacteria
globally are Escherichia coli, Enterococcus faecium, Strepto-
coccus, Klebsiella, and Pseudomonas aeruginosa, and they are
responsible for an estimated 250,000 annual infections and
deaths [5]. For instance, the WHO priority pathogen list
calls for new antibacterials to treat infections caused by
Pseudomonas aeruginosa and carbapenem-resistant bacteria
(CRE) [6]. Tere are currently 32 antibiotics in clinical
development that target WHO priority pathogens, but only
six of them can be considered truly innovative [7].

Various researchers have talked about the resistance
prediction of antimicrobials [8]. Tis lack of treatment
options often requires broad-spectrum antibiotics, which
may be less efective or safe. Resistance also afects empirical
treatment, in which a clinician chooses an antibiotic for an
infection without obtaining microbiological results. Tis can
lead to an underestimation of the risk associated with
specifc infections and the use of inappropriate antibiotics. A
meta-analysis found that patients with Enterobacteriaceae
resistance are fve times more likely to delay receiving an
efective therapy than patients infected by a susceptible
strain [9, 10]. Tis may reduce the long-term efectiveness of
antibiotics, delay access to efective treatments, increase
treatment failure with complications, and increase fatality
rates. Infections caused by resistant Gram-positive and
Gram-negative bacteria increase hospital stays, surgery
needs, and mortality [11].

Another study by Yamani et al., calculated the health
burden of antibiotic-resistant bacteria (ARB) in European
Union/European Economic Area (EU/EEA) countries in
disability-adjusted life-years [12]. Teir models were pop-
ulated with estimated incidence from the European Anti-
microbial Resistance Surveillance Network (EARS-Net) and
the European Centre for Disease Prevention and Control
(ECDC) point prevalence surveys of healthcare-associated
infections and antimicrobial use in European acute care
hospitals [13, 14]. Systematic reviews of published literature
showed attributable case fatality and length of stay for
antibiotic-resistant infections [15, 16]. In 2014, 671689 in-
fections occurred in EU/EEA countries [13]. Tis ratio in-
creased globally between 2015 and 2022 [5, 10, 12]. Diferent
ARB contribute variably to the global burden, so prevention
and control strategies should be tailored to each country’s
needs. All countries must implement efective AMR strat-
egies to combat antibiotic overuse and misuse [17]. All
systemic antibiotics globally require a doctor’s prescription.
Most prescriptions are written in primary care, not sec-
ondary or tertiary [6].

In 2018, 74% of all antibiotics prescribed by the Na-
tional Health Service (NHS) in England were for general
practitioners (GPs) patients [18]. GPs are the most frequent
antibiotic prescribers, so they focus on primary care lit-
erature. Nurse practitioners and community pharmacists
play a key role. In the last 10 years, nurses’ roles have
expanded to include prescribing in many countries and are
on the policy agenda in many more [19]. Nurse prescribing
was introduced to better utilize the skills and knowledge of
health professionals, improve medication access, and re-
duce the workload of doctors. In China, the number of

nurses qualifed to prescribe has steadily risen over the last
5 years, and 31,000 nurses now have the same prescribing
ability as doctors [20]. Pharmacists in China can register as
independent prescribers, often specializing in diabetes
prescriptions. More pharmacists work in secondary care
than primary. Lastly, dentists are considered antibiotic
prescribers because they write fewer prescriptions than
general practitioners. Further, most antibiotic pre-
scriptions are for respiratory, urinary, skin, or tooth in-
fections [21]. In addition, most antibiotics are given for
acute respiratory tract infections (RTIs) [13]. Some RTIs,
such as community-acquired bacterial pneumonia, are
treatable with antibiotics, but most acute RTIs are viral and
self-limiting.

P. aeruginosa has high baseline antibiotic resistance and
can acquire new resistance mechanisms through chromo-
somal mutations or horizontal gene transfer (HGT), in-
creasing the risk of inefective antibiotic treatment [22].
Mutations can cause a failed therapeutic outcome during
treatment, while resistance increases mortality, hospital
stays, and costs. When microorganisms become resistant to
antimicrobials, standard treatments are often inefective.
Disc difusion and minimum inhibitory concentration
(MIC) are the most common antimicrobial susceptibility
tests [23]. Identifcation of resistance-specifc markers by
PCR or microarray hybridization is useful for epidemio-
logical purposes and the validation of phenotypic results. As
DNA sequencing throughput and costs increase, whole-
genome sequencing (WGS) becomes a viable option for
routine resistance profle surveillance and identifying
emerging resistances [24]. Pathogenic P. aeruginosa alters
genome sequences and protein expression to resist. Re-
sistance disrupts biochemical pathways and protein chan-
nels [25]. Antibiotic resistance and susceptibility must be
linked to specifc resistance genes; all genes in an isolate are
added to predict susceptibility [26]. ResFinder, CARD, and
Resfams predict genotypes from phenotypes [27]. More and
more often, computational tools like machine-learning al-
gorithms are used to build models correlating genomic
variations with phenotypes [28]. Both a stimulus and an
outcome are present in every supervised learning example.
Te algorithm will succeed only if it learns a model that
faithfully transforms any input into the desired output.

Considering the above, the fundamental objective of
this study was to develop an accurate phenotype pre-
diction model against antimicrobials. For this purpose,
machine learning approaches called bio-Weka [29], and
random forest (RF), and logistic regression (LR) [30–32]
were used on the data mining platform called Weka
(v3.9.2) (an open source java-based software) [33–35] for
acquiring classifcation accuracy assumptions to accu-
rately predict the phenotypes against a panel of twelve
antimicrobial agents, including ampicillin, amoxicillin,
meropenem, cefepime, fosfomycin, ceftazidime, chlor-
amphenicol, erythromycin, tetracycline, gentamycin,
butirosin, and ciprofoxacin from whole genome sequence
data of P. aeruginosa. Signifcantly, this study can further
enhance the antimicrobial predictions of various bacterial
agents in clinical trials.
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2. Methods

2.1. Data Collection. Te WGS reads of Pseudomonas aer-
uginosa and binary resistance phenotypes of antimicrobial
agents utilized in this study were obtained by accession
numbers provided in various studies, consisting of diferent
countries, including China and 65 others (developed and
under development), and downloaded from the open access
repository called GenBank at NCBI (https://www.ncbi.nlm.
nih.gov/genbank/), which is the NIH genetic DNA se-
quences database. All the descriptive information about the
raw data is present in the Supplementary fle. Te metadata
consists of various attributes, including genome name, NCBI
taxon id, genome status, associated strains, GenBank ac-
cession numbers, country name, number of contigs, genome
lengths, isolation sources, resistance genes, twelve antibi-
otics, and many more.

2.2. Model Framework and Parameters. In this study, anti-
microbial resistance of P. aeruginosa was predicted using
a data mining assessment framework by machine learning
algorithms, as shown in Figure 1. Tere were a total of six
stages involved in reaching these conclusions, including the
following: objective; data collection and preparation; ma-
chine learning techniques on a data mining platform; model
building; evaluation and assessment; and implications.
Initially, we collected the data and did some preliminary
preprocessing to pick the right attributes. Afterward, this
data was used for analysis and assessment. Secondly, Weka
(v3.9.2), “a java-based machine learning and data mining
platform,” was used to measure and evaluate classifcations
with the most recent bio-Weka and RF plugins. In addition,
the results of machine learning classifers were used in lo-
gistic regression (LR) to evaluate the resistance phenotype
assessment to twelve diferent antibiotic drugs, namely,
ampicillin, amoxicillin, meropenem, cefepime, fosfomycin,
ceftazidime, chloramphenicol, erythromycin, tetracycline,
gentamycin, butirosin, and ciprofoxacin.

Furthermore, the data was divided into two sets (training
set and testing set) by a ratio of 60 : 40. Overftting was
prevented by using 10-fold cross-validation, and training
data were used further as efciently as possible to determine
the optimal hyperparameter settings. Te training model’s
evaluation results were based on an average of the hyper-
parameter values that fared best in the 10-fold scross-
validation procedure. Sensitivity, specifcity, accuracy, and
precision were used to assess the model performance of bio-
Weka and RF by equations (1)–(4). Te number of strains
that turned out to be resistant was the true positive (TP), the
number of strains that turned out to be sensitive was the true
negative (TN), and the number of strains that turned out to
be resistant when they should have been sensitive was the
false positive (FP), and the number of strains that should
have been sensitive when they should have been resistant
was the false negative (FN) [36].

Sensitivity �
TP

(TP + FN)
, (1)

Specificity �
TN

(TN + FP)
, (2)

Accuracy �
(TP + TN)

(TP + FN + TN + FP)
, (3)

Precision �
TP

(TP + FP)
. (4)

2.3. BioWeka and Random Forest Prediction of Phenotypes
Resistance. Weka’s datasets are used and stored in a unique
fle format known as attribute relation fle format (ARFF).
Due to the wide variety of fle types used for biological data,
it implements a format-conversion input layer that can
transform common fle types into the ARFF format. Weka
flters any classes that can be applied to a dataset to alter it,
and bio-Weka has flters for working with biological se-
quences. It enabled us to compare and match sequences with
BLAST and other sequence alignment tools. In addition,
alignment-based classifcation was performed using auto
alignment score evaluation schemes.

A java-based machine learning algorithm called bio-
Weka and RF was used to perform the predictive model-
ing.Te DSK (k-mer counting software) [37, 38] was used to
generate K-mer profles (abundance profles of all unique
words of length k in each genome) from the assembled
contigs, with k� 31. Tis is a common length for analyzing
bacterial genomes [39]. In order to create the dataset, the 31-
mer profles of all strains were combined using the combine
kmers tool in SEER [40]. Te combined 31-mer counts were
converted into presence/absence matrices to be used for
model training and prediction. 10-fold cross-validation was
used to select the best conjunctive and/or disjunctive model
with a maximum of ten rules for binary classifcation
analysis (using S/NS phenotypes based on the two diferent
breakpoints for each drug) [41, 42], which involved testing
the suggested broad range of values for the trade-of
hyperparameter to determine the optimal rule scoring
function (https://aldro61.github.io/kover/doclearning.
html). In addition, classifcation (BW-mC) and regression
(BW-R) models were constructed from log2 (MIC) data in
bio-Weka and RF for the purpose of comparing the per-
formance of binary classifers to MIC prediction [29, 43].

Furthermore, the RF method uses a majority voting
strategy (MVS) to classify samples based on the results of an
ensemble of decision tree (DT) [44]. In other words, the RF
method relies on the class indicated by the vast majority of
the DT. Having a diverse ensemble of trees is essential for
boosting RF performance with respect to a single DT. One
way to achieve it is by using bootstrapping with replacement
to generate the training set for developing each DT’s unique
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feature set. However, features considered for splitting each
node are not chosen from the full feature set but rather from
a subset of features [45]. In addition, be aware that RF is
more akin to an unintelligible black box model. In RF, as in
individual DT, the CART algorithm is taken into account.

Multiple metrics were used to evaluate the model’s ef-
fcacy, including sensitivity, specifcity, accuracy, precision,
and the overall bACC (the average of the sensitivity and
specifcity) [46]. Since the bACC represents false positive
and false negative rates equally, regardless of the imbalance
in the dataset, it was chosen as the overall measure of model
performance. Two measures of MIC prediction accuracy
were evaluated: frstly, the proportion of isolates for which
the predicted MIC was identical to the phenotypic MIC
(rounded to the nearest doubling dilution in the case of
regression), and secondly, the proportion of isolates for
which the predicted MIC was within one doubling dilution
of the phenotypic MIC (1-tier accuracy). Te MIC testing
criteria for exact match rates and 1-tier accuracies have been
removed to include predictions within 0.5 doubling di-
lutions or 1.5 doubling dilutions of the phenotypic MIC,
respectively, to account forMIC variation [47]. Each analysis
had 10 replicates, and the mean and 95% confdence in-
tervals were calculated for all metrics. Mean bACC was

compared between replicate sets using two-tailed unpaired t-
tests with logistic regression (LR) correction for unequal
variance (α� 0.05) to assess diferential model performance
across datasets or methods. In addition, P values were
calculated using the results of these unpaired t-tests.

2.4. Regression Statistics. Kappa statistics are reliable be-
cause they can be tested repeatedly [48, 49], ensuring that
researchers have access to accurate, comprehensive data
regarding research samples. It evaluates the predicted
classifcation accuracy against a random classifcation [50].
We used a kappa statistic that relies on binary values, where
0 is considered as a null value and 1 represents the pre-
dicted outcome of the evaluation as in equation (5)–(7)
[51]. It also serves as an indicator of the reliability of the
evaluation. Not only that, but the LR variables help resolve
the two-way binary classifcations. When applied to the
feld of binary numbers, it makes predictions in the form of
continuous values that allow for the preservation of sen-
sitivity [36]. If the value is greater than the threshold
(value > threshold), then the value assigned is 1; otherwise,
the value measured is 0 as determined by the equations
(8)–(11) [52].
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Figure 1: Te data mining assessment framework used in this study.
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K �
[P(A) − P(E)]

[1 − P(E)]
, (5)

P(A) �
(TP + TN)

N
 , (6)

P(E) � (TP + FN)∗ (TP + FP)∗
(TN + FN)

N
2 , (7)

P � α + β1X1 + β2X2 + · · · + βmXm, (8)

σ(x)
1

1 + e
− x ∈ [0, 1], (9)

Pr (Y � +1|X) ∼ β.X, (10)

Pr (Y � −1|X)

� 1 − Pr (Y � +1|X).

(11)

3. Results

A total of 1200 isolates of P. aeruginosa were included in this
study, out of which 44.66%were resistant to 12 antimicrobial
agents and 55.33% were sensitive, as shown in Figure 2. Of
which 44.66% resistant isolates, 44 were resistant to ampi-
cillin, 37 to amoxicillin, 58 tomeropenem, 60 to cefepime, 45
to fosfomycin, 30 to ceftazidime, 52 to chloramphenicol, 58
to erythromycin, 39 to tetracycline, 30 to gentamycin, 20 to
butirosin, and 63 to ciprofoxacin. In addition, of 55.33% of
sensitive isolates, 56 were sensitive to ampicillin, 63 to
amoxicillin, 42 to meropenem, 40 to cefepime, 55 to fos-
fomycin, 70 to ceftazidime, 48 to chloramphenicol, 42 to

erythromycin, 61 to tetracycline, 70 to gentamycin, 80 to
butirosin, and 37 to ciprofoxacin, respectively. Te most
resistant genes to these twelve antimicrobial drugs were
included blaOXA-396, blaPAO, aph(3′)-IIb, catB5, qacE,
blaOXA-488, aac(6′)-Ib-cr, aph(3′)-Iia, aph(6)-Ic, aac(6′)-
Ib3, fosA, sul1, catB7, blaPAO, aac(3)-Ia, aac(6′)-Il, aph(3′)-
Iib, sul1catB7, blaPAO, blaOXA-396, blaOXA494, qacE,
crpP, catB7, blaPAO, and blaOXA-488. Furthermore, from
the analysis total of 19,371,434, k-mers were obtained of
length 31. Which were compared from the ResFinder k-mer
genes database, and a range of (1,302,507) k-mers of fosA,
catB7, crpP, aac(6′)-Ib-cr, fosA, tet(G), aadA6, aph(3′)-Iib,
sul1, aph(3′)-XV, aac(6′)-Ib3, blaOXA-488, blaGES-13, blaGES-7,
blaGES-5, blaGES-6, blaPAO, qacE, crpT, aph(3′)-Iib, aadA13,
blaOXA-50, and qacE genes were detected in genome of 360
stains.

Te accuracy percentage obtained from the results of
BioWeka was more than 98% (as a mean percentage) in-
cluding the training set and testing set, as shown in Figure 3
for all twelve antimicrobial drugs, namely, ampicillin,
amoxicillin, meropenem, cefepime, fosfomycin, ceftazidime,
chloramphenicol, erythromycin, tetracycline, gentamycin,
butirosin, and ciprofoxacin with the confdence factor of
0.25% by 10-fold-cross validation. After the loop tests, the
fnal mean accuracy for ampicillin was (99.31%), amoxicillin
was (99.02%), meropenem was (98.27%), cefepime was
(99.73%), fosfomycin was (96.44%), ceftazidime was
(98.63%), chloramphenicol was (98.71%), erythromycin was
(95.76%), tetracycline was (99.27%), gentamycin was
(98.00%), butirosin was (99.57%), and ciprofoxacin was
(96.17%).

In addition, Figure 4 shows the resulted classifcation
accuracy percentage of RF algorithm in contrast to twelve
antimicrobial drugs. Te mean classifcation percentage was
calculated more than 96% including the training set and
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Figure 2: Number of resistant and sensitive isolate counts.
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testing set, as shown in Figure 5. After the loop testing, the
fnal accuracy by RF for ampicillin was (94.00%), amoxicillin
was (95.21%), meropenem was (96.63%), cefepime was
(98.34%), fosfomycin was (99.23%), ceftazidime was
(94.31%), chloramphenicol was (96.00%), erythromycin was
(97.63%), tetracycline was (98.25%), gentamycin was
(97.30%), butirosin was (98.03%), and ciprofoxacin was

(98.97%). Furthermore, the standard deviation and average
percentages of sensitivity, accuracy, precision, and specifcity
measured on the testing dataset are shown in Table 1. Our
results of the testing dataset show that the antimicrobial
drugs, namely ampicillin, amoxicillin, meropenem, cefe-
pime, ceftazidime, tetracycline, butirosin, and ciprofoxacin,
have no false-positive and false-negative bacterial strains.
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Figure 3: BioWeka classifcation accuracy percentage of the training set and testing set of twelve antimicrobial drugs.
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4. Discussion

A number of studies have highlighted the increasing global
prevalence of antimicrobial resistance [12–16, 21,
24, 27, 53–57]. Tis is related to the challenges of treating
bacterial infections, the consequences of which can be se-
vere. P. aeruginosa is one of the most common bacterial
species, and its families are responsible for some of the most
dangerous infections ever seen in humans. Tere is a cor-
relation between the resistance of these bacteria to multiple
antibiotic classes and the severity of the infection, which
complicates treatment. Antibiotic resistance among these
microorganisms has been rising steadily over the years, and
it is now common to fnd clinical samples resistant to
multiple drugs. Te development of antibiotic resistance
causes doctors to delay administering the most efective
treatment methods and prescribe a larger dosage of anti-
biotics than is necessary.Tis is particularly important in the
intensive care unit, where patients’ health conditions ne-
cessitate longer courses of antibiotics. Te extensive use of
expensive medical interventions, increased mortality rates,
and lengthened hospital stays are all consequences of an-
timicrobial resistance [58]. Another topic of great interest is
the need to prevent the spread of bacteria resistant to an-
tibiotics and to identify them in advance so that patients can
be isolated as soon as possible. Since this is the case, novel
approaches must be proposed for detecting antimicrobial
resistance and taking appropriate action without delay. In
addition, gaining insight into the factors that contribute to
the spread of nosocomial infections is possible by identifying
relevant features.

In this paper, we propose a data mining strategy based on
two machine learning techniques, namely, bio-Weka and RF
with a statistical approach for detecting the antimicrobial

resistance of P. aeruginosa with diferent families of drugs.
BioWeka and RF has shown that machine learning-based
feature selection works with highly resulted accuracy as in
Table 2. Consideration of antimicrobial drug resistance and
susceptibility within data mining models and methods has
been demonstrated to be useful in accelerating the workfow
of clinical centers. Benefts for the individual, the healthcare
system, and society may result from the early identifcation
of patients at high risk of being resistant to one or more
families of antibiotics. In addition, benefts include potential
use in selecting the best antimicrobial treatment
immediately.

Furthermore, the best performance achieved when
testing this model strategy for resistance identifcation of
antimicrobial drugs was a ROC area of 0.91 with a mean
accuracy of more than 97% with all twelve drugs, indicating
that our model can distinguish between the diferent classes
of antibiotic susceptibility based solely on the type of the
examined sample, the Gram stain classifcation of the
pathogen, and prior antibiotic susceptibility testing results.
We can foresee the sensitivity results from the various re-
searchers using the model presented in this study.Te ability
to accurately detect antibiotic resistance could help clini-
cians make educated decisions about empiric therapy based
on the local antibiotic resistance pattern. Tere may be
major consequences for infection prevention if such pre-
scribing practices become widespread.

Te model proposed in this study has only the limitation
with the process of fltering by 60 : 40 ratio with 10- fold
cross-validation. If the ratios change then the accuracy and
sensitivity of model might get afected. In addition, once the
patient’s clinical characteristics are added to the antimi-
crobial susceptibility dataset, the prediction performance of
our model will signifcantly increase in terms of resistance
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prediction accuracy to diferent drugs. However, still, any
such inclusion must incur the cost of retrieving the relevant
data, which may be an exercise that involves a number of
healthcare units, thereby increasing communication costs
and complicating the need to align protocols that may
operate across departments. After incurring such in-
formation, it is important to evaluate how well the additional
knowledge acquired in terms of the improved accuracy
metrics of the model can be incorporated into the practice of
the hospital physicians, who may need to reevaluate their
decision-making processes in the context of supporting or
contradicting recommendations from a decision support
system. To sum up, we think of this study as a node on
a spectrum of cost-efectiveness studies that data mining
approaches and machine learning techniques will spark in
the healthcare industry.
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Atrial futter (AFL) is a common arrhythmia with two signifcant mechanisms, namely, focal (FAFL) and macroreentry (MAFL).
Discrimination of the AFL mechanism through noninvasive techniques can improve radiofrequency ablation efcacy. Tis study
aims to diferentiate the AFL mechanism using a 12-lead surface electrocardiogram. P-P interval series variability is hypothesized
to be diferent in FAFL andMAFL and may be useful for discrimination. 12-lead ECG signals were collected from 46 patients with
known AFLmechanisms. Features for a proposed classifer are extracted through descriptive statistics of the interval series. On the
other hand, the class ratio of MAFL and FAFL was 41 : 5, respectively, which was highly imbalanced. To resolve this, diferent data
augmentation techniques (SMOTE, modifed-SMOTE, and smoothed-bootstrap) have been applied on the interval series to
generate synthetic interval series and minimize imbalance. Modifcation is introduced in the classic SMOTE technique (modifed-
SMOTE) to properly produce data samples from the original distribution. Te characteristics of modifed-SMOTE are found
closer to the original dataset than the other two techniques based on the four validation criteria. Te performance of the proposed
model has been evaluated by three linear classifers, namely, linear discriminant analysis (LDA), logistic regression (LOG), and
support vector machine (SVM). Filter and wrapper methods have been used for selecting relevant features. Te best average
performance was achieved at 400% augmentation of the FAFL interval series (90.24% sensitivity, 49.50% specifcity, and 76.88%
accuracy) in the LOG classifer. Te variation of consecutive P-wave intervals has been shown as an efective concept that
diferentiates FAFL from MAFL through the 12-lead surface ECG.

1. Introduction

Atrial futter (AFL) is a common type of supraventricular
tachycardia (SVT). Based on population studies, it is
estimated that there will be annually 200,000 new AFL
cases in the US alone [1]. AFL arrhythmia is charac-
terized by electrical signals that regularly propagate
along various conduction pathways within the myocar-
dial tissue with self-sustaining mechanisms [2]. Re-
current sustained AFL can lead to signifcant symptoms

such as palpitations, fatigue, syncope, stroke, and even
heart attack.

Atrial futter can be classifed into two diferent mech-
anisms, that is, focal AFL (FAFL) and macroreentry AFL
(MAFL) according to the characteristics of the conduction
propagation [3]. FAFL starts from a single spot, while MAFL
is a process that circles a signifcant obstacle (see Figure 1 for
an illustration).

An efective invasive treatment for AFL is radio-
frequency catheter ablation (RFCA). It aims to create
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a conduction barrier to block the reentry of the loop or to
destroy ectopic pacemakers. In addition, the list of abbre-
viations is given in Table 1. During the procedure, in-
tracardiac electrocardiograms, pacing maneuvers, and
isochrone mapping are used to characterize the AFL
mechanism during RFCA treatment [2, 4, 5]. Tis can only
be performed once the catheters are introduced into
the heart.

Although RFCA is preferred for AFL treatment due to its
efcacy, its signifcant dependence on the electrophysiology
study makes it a time-consuming and laborious treatment.
Terefore, its efcacy can be improved before going under
any invasive procedure if the characteristics of AFL (e.g., its
mechanism) can be identifed from some noninvasive
techniques. Te noninvasive 12-lead surface ECG is mostly
used in clinical detection to diferentiate the AFL from atrial
fbrillation or normal ECG [6]. Te noninvasive diferen-
tiation of the AFL mechanisms through 12-lead ECG would
help clarify the ablation strategy and reduce the required
time and resources in invasive cardiac mapping. However, it
has been pointed out that diferentiating AFL mechanisms
from surface ECG can be a difcult task [7].

Previous attempts are highly dependent on delineation
[8] and morphology [3, 9, 10] of atrial waves to discriminate
the AFL mechanism through 12-lead surface ECG. Recently,
the recurrence quantifcation analysis (RQA)-based model
has been used to distinguish AFL mechanisms from a syn-
thetically generated ECG dataset based on a computational
model [11, 12]. Moreover, the authors highlighted the dif-
ferences in ECG features of FAFL and MAFL.

Classifers are tailored to diferentiate two or many
classes using advanced data processing techniques. Teir
hyperparameters are typically tuned by minimizing some
cost function based on a set of given data. However, it
most frequently disregards the issue of class prevalence.
When the classes are imbalanced (one class more prev-
alent than others), the classifer’s decisions favor the
majority class [13, 14]. Tis afects the classifer’s per-
formance, and hence the resulting diagnosis. In medical
science, datasets are often imbalanced due to, e.g., rarity of
the disease, difculty in obtaining data, or time and money
constraints.

In this study, we propose a classifer model for dis-
criminating the AFL mechanism using peak-to-peak suc-
cessive atrial activities of 12-lead surface ECG through linear
classifers. Furthermore, the feature extraction of the pro-
posed model is independent of the delineation and mor-
phology of atrial activities.

Due to the class imbalance present in our working
dataset, several data augmentation techniques have been
used to counteract this.Te synthetic minority oversampling
technique (SMOTE) [15] is used widely in diferent felds
that create synthetic samples from minority classes to bal-
ance the dataset and minimize bias, e.g., article [16].
However, SMOTE has been shown to shrink the variance of
the original dataset and introduce correlation between
samples [17]. In this study, we also propose a theoretical
modifcation to the original algorithm in order to correct the
shrunken variance issue.

Te contribution made by the authors in this article is
highlighted as follows: (i) methodological improvements to
correct the variance shrinkage in classical SMOTE, (ii)
a method to parametrize the generation of synthetic P-P in-
tervals in terms of real data, (iii) a novel classifer to diferentiate
focal from macroreentrant AFL, and (iv) selection of several
relevant features that discriminate FAFL from MAFL.

Te organization of this article is outlined here. Section 2
describes the preprocessing of raw data after collection from
the hospital and further elaborates on the hypothesis idea.
Diferent standard data augmentation techniques and data
generation protocols are explained as feature extraction and
selection methodologies. Section 3 reports the results of data
augmentation technique validation to identify the best
augmentation rate. Section 4 discusses the results obtained
in the section on the classifcation results before and after
augmentation and the selection of relevant features. Section
5 concludes the article.

2. Materials and Methods

2.1. Data Acquisition and Preprocessing. Te 61 patients who
took part in this study were all under consideration for AFL
ablation between January and December 2017 and were reg-
istered in a French hospital in Monaco, known as the Centre
Hospitalier Princesse Grace. Te patients’ demography with
collection parameters is summarized in Table 2.

Beat 1 Beat 2 Beat 3

Beat 3Beat 2Beat 1
MAFL

FAFL

Figure 1: Hypothetical propagation of depolarization wavefront
inside the atrium (depicted here: right atrium). Te beat number
indicates a sequence of atrial beats. Note the path similarity in
MAFL, and the lack of it in FAFL.

Table 1: List of abbreviations.

AFL Atrial Flutter
CDF Cumulative distribution function
CL Cycle length
FAFL Focal atrial futter
GLRT Generalized likelihood ratio test
MAFL Macroreentrant atrial futter
LDA Linear discriminant analysis
LOG Logistic regression
PWM P-wave morphology
RFCA Radiofrequency catheter ablation
RQA Recurrence quantifcation analysis
SVM Support vector machine
SVT Supraventricular tachycardia
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All ECGs were obtained during the ablation process
using the acquisition system (Boston Scientifc, USA). Te
ECGs were obtained using nine electrodes that were placed
on the surface of the body. In contrast, the sampling fre-
quency of the system was set to 2 kHz. Te quantization
level, which served as the analog to digital conversion res-
olution, was set to 16 bits. A supine angle was kept the same
for all the patients on the surgical table.

In electrophysiological investigations conducted during
the ablation procedure, mapping maneuvers establish the
target for the ablated source, which distinguishes between
the AFL mechanism and other mechanisms, enabling the
accurate determination of the ablation spot. Te report is
made after the ablation. It provides information about the
patient’s condition, the AFL, the circuit, the orientation, and
the direction of the circuit, among other things, which have
been used as the ground truth in this study.

Consecutive P-waves are required in this study.Te ratio
between atria and ventricle conduction must be sufciently
large in order to identify these waves, hence we do not
include ECGs whose conduction ratio is less than or equal to
2 :1. Terefore, a limitation ratio is required between atria
and ventricles to avoid nonconsecutive issues. With all these
limitations, 5 FAFL and 41 MAFL valid records were ob-
tained.Tese ECGs were then bandpass fltered (passband�

[3 : 40] Hz) using two-stage high-pass and low-pass flters
with a Chebyshev type II structure. A notch flter at 50Hz is
also used to remove powerline interference. Te overall
methodology of the proposed research structure is arranged
in Figure 2, which can be clearly understood as the novel
method used for discrimination of the AFL mechanism.

2.2. Calculating the Intervals of Consecutive P-Waves.
Atrial futter can be characterized by electrical signals that
repeatedly propagate along various physiological pathways
[2, 18]. Macroreentrant and focal AFL have very diferent
activation patterns in the endocardium. One is in the form of
a stable reentrant loop, and the other is a point source from
which depolarization originates and propagates throughout
the entire atrial structure. As shown in Figure 1, the de-
polarization wavefront patterns in the two mechanisms are
quite diferent. On one hand, it is expected that inMAFL, the
stable circuit produces a stable ECG pattern without much
variation. On the other hand, centrifugal depolarization in
FAFL cannot guarantee that similar paths will be encoun-
tered by the wavefront. Tis instability will translate into
varying ECG patterns.

It is hypothesized that the mechanism of AFL can be
diferentiated from 12-lead surface ECG based on the
cycle length variability of the visible consecutive atrial
activities (i.e., two or more than two P-waves within R-R
interval). Notably, the intervals between P-wave peaks
are hypothesized to be more variable in FAFL than
in MAFL.

For each record, the lead containing the largest R-wave
energy is selected, and the peaks of atrial activities (P-
waves) have been identifed by the GLRT method [19]. As
shown in Figure 3, intervals between each P-wave have
been measured and collected as a series. P-waves over-
lapped with T-waves have also been considered in this
study and are estimated using the least square polynomial
estimation [20]. Next, intervals above 300ms are removed
from the series, to ensure that false intervals not related to
consecutive P-waves are removed. In total, 444 and 2546
intervals were obtained from 5 focal and 41 macroreentrant
AFL ECGs, respectively.

2.3. Synthetic Data Augmentation for Balancing. Te current
dataset presents a heavily imbalanced class ratio of about 8 :1
for MAFL against FAFL. One can expect the results to be
biased towards MAFL (the majority class). Various kinds of
data augmentation techniques have been proposed to
overcome the imbalance issues present [21]. Tis study
proposes a comparative study among three such techniques
to conclude on which one is the best for the considered
scenario. Tese techniques are SMOTE [15, 22], modifed-
SMOTE, and smoothed-bootstrap. Te input to be aug-
mented is the series of P-P intervals.

2.3.1. SMOTE. Te main idea of SMOTE is to generate new
synthetic interval data based on the linear combination of
two interval data XjthInterval and Xk

jthInterval where the latter is
one of the k-nearest neighbors of the former. Te synthetic
data is then an interpolation within the sample space in
a defned neighbourhood. Te new synthetic interval is
defned as

SJthInterval � XJthInterval + α X
k
JthInterval − XJthInterval , (1)

where SJthInterval is the synthetic interval and α is a random
number belonging to [0, 1]. Te result is a synthetic interval
data that is randomly generated along the line between
XJthInterval and Xk

JthInterval. In our scenario, we consider the
neighborhood to encompass the totality of the dataset in-
stead of a local neighborhood (i.e., k�N− 1 assuming there
are N examples in the dataset).

2.3.2. Modifed-SMOTE. Some theoretical properties of
SMOTE for high-dimensional in-class imbalanced data have
been discussed in [17]. One such property is that the syn-
thetic samples have the same mean as the original dataset,
but its variance is shrunk by a factor of 2/3. To counteract the
shrunken variance, we propose the followingmodifcation to
(1):

Table 2: Patients’ demography.

Variable Focal AFL Macroreentrant AFL
Cycle length (msec) 230± 22.36 248.10± 39.38
Before cardiac
surgery or ablation 3/5 22/41∗

Left circuit 2/5 19/41
NonCTI 5/5 19/41∗∗

(∗) three ECGs are undefned and (∗∗) one ECG is defned.
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S
Modified
JthInterval � XJthInterval +

3
2
α X

k
JthInterval − XJthInterval , (2)

where all the terms are as defned previously. Te additional
coefcient 3/2 reexpands the variance of the newly aug-
mented data to match the original dataset. Te complete
derivation and concept have been derived in Appendix (A.1).
Te pseudocode for the algorithm of modifed-SMOTE is
shown in Algorithm 1.

2.3.3. Smoothed-Bootstrap. Te bootstrap is a conventional
method based on resampling with replacement from
a conveniently small dataset to construct bootstrap datasets.
Tese derived datasets serve to estimate diferent functionals
of the original distribution. However, the bootstrap distri-
butions are typically discrete. For example, the cumulative
distribution function of the classic bootstrap is

FBootstrap(X) � 

NB

j�1

θ X − Xj 

NB

, (3)

where θ is the Heaviside step function or unit step function,
X is the distribution value of the minority class, andNB is the
size of the bootstrap dataset. Smoothed-bootstrap allows to

smoothen the distribution and renders it continuous. First,
the original points are randomly shifted before every
resampling [23]. A specially chosen continuous kernel
function fj is used as follows:

FSmoothed(X) � 

NB

j�1

fj X − Xj 

NB

, (4)

and thus it renders the distribution continuous. Data points
can then be sampled from this distribution. In this research,
a nonparametric kernel density function is used.

2.4. Data Augmentation Setup. Te minority class (FAFL) is
used in Figure 4 to generate synthetic data. Te interval
series of each ECG record were used. For each original
interval series, an interval is randomly selected and used to
generate a synthetic interval, based on the three algorithms.
Te process is repeated until the number of synthetic in-
tervals matches that of the current original interval series.
Tis is then repeated for all FAFL ECG records until the
desired augmentation rate is achieved (e.g., 200% aug-
mentation rate means each of the fve FAFL ECG record
generates two synthetic interval series, for a total of 10
synthetic interval series).

Given Peaks
of P-waves

Calculating the
Interval of

Consecutive P-waves

Synthetic Data
Augmentation for

Balancing And Setup

Feature
Extraction

Calculation of the
Consecutive

Intervals of P-P
within R-R wave

Parallel 8-step
data

augmentation
(100% to 800%)

Feature
Extraction of
all 100% to

800%

Classifiers ClassifiersBest-augmented dataset and Validation Relevant Feature
extraction

Extract
relevant
Features

Classifiers
for

performance
evaluation

Validation the
augmented dataset
and comparative

analysis

Identify the
Best

oversampling
rate

Classifiers
for Best

oversampling
rate

Figure 2: Block diagrams of the proposed methodology. In contrast, the novel contribution of this research is highlighted in green shades.
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It is known that misuse of data augmentation can lead to
biased performance as synthetic samples introduce non-
natural qualities (e.g., correlation). It is then a question
about how much synthetic data one should introduce. To
analyze the efect of augmentation on classifer performance

as well as on the best augmentation rate, this study considers
rates from 100% (twice the size of the original dataset) until
800% (9× the size of the original dataset) in steps of 100%.
Note that at an 800% oversample rate, the minority class
becomes exactly balanced with the majority class.

Input:
(1) Data of minority class D � xi ∈ X , where i � 1, 2, . . . , T

(2) size of minority instances (T)
(3) Augmentation in percentage (N)
(4) size of nearest neighbors (k)

Output: Augmented Data S

for each i ∈ [1; T] do
(1) Find out the k-nearest neighbour from minority dataset of xi

(2) n � [N/100]

end
foreach n≠ 0 do

(1) Choose the one of the k-nearest neighbour said xk

(2) Compute diference: xk − xi

(3) Compute gap: 3/2∗random numberα ∈ [0, 1]

(4) Synthetic: xsyn � xi + gap∗ difference

(5) Append xsyn to S

(6) decrements of n

end
Note: Te derivation of the gap 3/2 has been proved in Appendix A

ALGORITHM 1: Algorithm of modifed-SMOTE.

Minority Class

ECG

Focal (F=5)

Interval
Extraction

Data
Augmentation

100%

200%

300%

400%

500%

600%

700%

800% 40 Focal Interval Series

35 Focal Interval Series

30 Focal Interval Series

25 Focal Interval Series

20 Focal Interval Series

15 Focal Interval Series

10 Focal Interval Series

5 Focal Interval Series

Figure 4: Flow of synthetic data generation.
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2.5. Feature Extraction. Te characteristic features de-
scribing the interval series have been divided into the fol-
lowing four categories concerning the data: central
tendency, dispersion, shape, and length. A total of 10 fea-
tures were considered and is summarized in Table 3. Due to
the diference in mechanism, it is expected that FAFL and
MAFL would display diferent values for these features.

2.6. Feature Selection Method and Classifers. Feature se-
lection aims to avoid issues due to large complexity classifer
models (e.g., overftting and cost inefectiveness) and im-
prove its performance by selecting only relevant features.We
consider in this study two approaches to feature selection,
that is, (1) the flter method, using Wilcoxon’s rank-sum test
to determine the signifcant diference in data medians, and
(2) the wrapper method, by evaluating all possible feature
combinations (1023 combinations) and determining, for
each feature, the feature score. Te score is determined as
follows:

For every combination length (e.g., single feature and
pair of features), a score of 1 is assigned to a feature if it was
found to participate in the combination with the maximum
accuracy, for that particular combination length. Te scores
for all combination lengths are added and normalized by the
number of features available. Relevant features are those
whose scores are closest to 1, and vice versa.Te algorithm of
both the flter method and the wrapper method is shown in
the form of pseudocode in Algorithm 2. Te wrapper
method allows the evaluation of the relevancy on combi-
nations of features and accounts for possible interactions
amongst them, in contrast to the flter, which can only
evaluate features one by one.

Tree linear classifcation models: Linear Discriminant
Analysis (LDA), Logistic Regression (LOG), and Support
Vector Machine (SVM) have been used. Note that nonlinear
classifers have not been considered to avoid further issues
related to overftting due to the scarcity of data.

3. Results

3.1. Validation of the Data Augmentation. Te original
minority class distribution has been used to generate syn-
thetic and augmented distribution using three diferent data
augmentation techniques. Te comparison has been sim-
plifed into the following four tests for validation. For each of

these tests, 100 augmented datasets were generated for each
augmentation rate (i.e., 100% to 800%), and the test results
were averaged. Unless otherwise stated, the augmentation
rate is fxed to the best rate, which is 400%. However, the
impact of data augmentation from the minority class of fve
focal ECGs (in terms of intervals) in eight equal steps is
demonstrated in Appendix B Figures 5–7.

3.1.1. Graphical Exploratory Analysis (CDF and Boxplot).
Te average empirical cumulative distribution function
(CDF) is shown in Figure 8 for all three augmentation
techniques. Te original empirical CDF is shown for
comparison.Te bin size was set to 5ms arbitrarily. All three
techniques correctly follow the original pattern. Smoothed-
bootstrap follows the original CDF most closely. Modifed-
SMOTE and SMOTE present some skewness in the range
from 180ms to 205ms. However, modifed-SMOTE pres-
ents less skew compared to SMOTE.

Figure 9 shows the average box plot for all three tech-
niques along with its original focal intervals. It has been
observed that the central quartile (50%, median) of all three
augmentation techniques has the same value as each other
and is relatively close to the original dataset. As a quanti-
tative comparison, the median diference in quartile values
between the original and each of the three augmented
datasets is calculated and summarized in Table 4. Te dif-
ference in all augmented dataset medians with the original is
very small. However, modifed-SMOTE has been found to
match the original regarding upper and lower quartile
ranges (75% and 25%). Tis shows that modifed-SMOTE is
a better technique.

3.1.2. Nongraphical Exploratory Analysis (Descriptive Sta-
tistics and the Goodness-of-Fit Test). Te Kolmogorov F02D
Smirnov goodness-of-ft test has been used to measure the
degree of disagreement between the empirical CDFs of the
original and augmented datasets. Te p value of this test was
taken as a measure of similarity (higher values theoretically
mean higher similarity). Figure 10 summarizes the statistics
of the p values. Modifed-SMOTE had the largest p value
(0.64± 0.12), suggesting a very high distribution similarity to
the original. SMOTE and smoothed-bootstrap have signif-
icantly smaller values than this, with smoothed-bootstrap
being the smallest (average 0.26± 0.07 vs. 0.16± 0.09).

Table 3: Feature list.

Statistics Description
F1

Central tendency
Mean Average value of a set

F2 Median Middle value of a set
F3 Mode Most common value of a set
F4 Dispersion Standard deviation Spread of the values in a setF5 Variance
F6 Shape Skewness Distribution asymmetry
F7 Kurtosis Distribution tailedness
F8

Length (interval)
Maximum Largest value of a set

F9 Minimum Smallest value of a set
F10 Sum Sum of all values of a set
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Figure 6: Augmented minority (focal) ECG by modifed-SMOTE synthetic technique.
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Finally, three descriptive statistics, namely, (1) mean, (2)
variance, and (3) skewness of the augmented dataset were
compared to the original. Te diference between original
and augmented dataset statistics was calculated and shown
in Table 5 as percentages of the original value.Teminimum
diferences are marked in bold font. It can be observed that
smoothed-bootstrap has replicated the closest variance and
skewness to the original dataset, whereas modifed-SMOTE
has the minimum diference in the mean only.

3.2. Selection of the Best AugmentationRate. Figure 11 shows
the maximum performance in terms of specifcity of the

three classifers, for each feature combination length. Te
ideal rate would be the one that maximizes accuracy, sen-
sitivity, and specifcity (considering MAFL as the target
class). However, under difcult conditions such as heavy
class imbalance, these measures have to be considered
carefully. Since the imbalance here afects the negative class
(i.e., FAFL), we propose to trade of better specifcity against
lower sensitivity.

To identify the best augmentation rate, the average curve
of all augmentation rates was calculated for each feature
combination length. Te augmentation rate, whose curve
has the minimum overall distance from the average curve
was chosen as the best augmentation rate. Te best rate is
shown in red dashed lines in Figure 11 (referring to the right
axis). It is observed that the best rate is not uniform across
the diferent combination lengths. It is primarily stable
between 400% and 600%. We have selected a lower range of
400% as the best augmentation rate to prefer the minimum
synthetic ratio compared to 500% and 600%.

3.3. Performance Evaluation by Linear Classifers for Best
Oversampling Rate. Tree linear classifers LDA, LOG, and
SVM, and their performances are shown in Figures 11 and
12. One common behavior is that the specifcity has in-
creased with an imbalance reduction between FAFL and
MAFL. Contrarily, sensitivity, and accuracy decreased with
increasing augmentation rate.

Te maximum performance at 400% augmentation is
summarized in Table 6 and shown in Figure 12. Te LOG
classifer has the highest performance among the linear clas-
sifers, with mean values of 76.13%, 41.42%, and 93.76% for
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Figure 7: Augmented minority (focal) ECG by smoothed-bootstrap synthetic technique.
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tervals of all FAFL records at best augmentation rate (400%).
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accuracy, specifcity, and sensitivity, respectively, and for all
three augmentation techniques. Te LDA classifer has the
maximum performance under modifed-SMOTE, with 73.86%,
29.51%, and 95.20% accuracy, specifcity, and sensitivity,

respectively. Classifer sensitivity has improved after augmen-
tation. Te improvement in performance shows that mini-
mizing the imbalance has a positive impact on performance.

3.4. Relevant Feature Selection Methods. Two kinds of su-
pervised feature selection methods have been used for
identifying the relevant features that can diferentiate MAFL
from FAFL. Te Wilcoxon rank-sum p values (flter
method) and the feature scores (wrapper approach) are
shown in Tables 7 and 8 for the original and best-
augmentation rate, respectively. Relevant (grey

Data: Set of features F � f1, f2, . . . fl 

Set all score counters si,j, i ∈ [1; I] to 0 and j ∈ NO of augmentation techniques (N)
foreach j ∈ [1: N] do
∗∗feature scoring wrapper approach∗∗
foreach l ∈ [1: L] do
Set ∈ ≠∅
Perform a wrapper evaluation of all possible
feature combination of length l and
calculate the performance metric S

Determine the features participating in the best
combinations of length l and store them ε

foreach fi ∈ ε do
Increment sij

end
end
foreach i ∈ [1; I] do
sij � sij/I

end
∗∗∗∗feature scoring for flter method∗∗∗∗
Set εa � α
foreach F ∈ [1; M] do
Determine the feature which lies within the α and store them in εa

end
end

ALGORITHM 2: Feature scoring algorithm.

600

500

400

300

200

100

P-
P 

In
te
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Original_Dataset SMOTE_Dataset M-SMOTE_Dataset Smoothed_Dataset

Focal original ECG Intervals Vs Synthetic ECG Intervals

Figure 9: Comparison of 400 percent augmented focal.

Table 4: Diference of original dataset from augmented dataset at
400% augmentation rate.

Quartile (%) SMOTE Modifed-SMOTE Smoothed-bootstrap
25 0 0 6
50 1.5 1.5 1.5
75 2 0 3
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highlighted) features can be seen to have high feature scores.
Despite the p values being nonsignifcant for most features in
general, it can be seen that the wrapper can highlight features
that most probably perform better when combined.

4. Discussion

Te 12-lead surface ECG remains a staple tool for heart
disease diagnosis. However, it is rarely used for AFL
mechanism diagnosis. On the other hand, it is widely used to
distinguish AFL from atrial fbrillation [6]. Te proposed
methodology thus represents a contribution in the use of 12-
lead ECG as a tool for AFL mechanism discrimination. Tis
in turn allows clinicians to have an early insight into the
ablation strategy, thus economizing time and resources.

Tree classifers LDA, LOG, and SVM, have been used to
evaluate the performance of the original dataset. Te ac-
curacy, specifcity, and sensitivity obtained are 91%, 17%,
and 100%, respectively, for the logistic regression classifer,
with similar results for two other linear classifers. It has been
observed that the specifcity in all three classifers exhibited
abysmal performance (< 20%). Tis was caused by the heavy
class imbalance where there was a 1 : 8 ratio of focal AFL to
macroreentry AFL data record. Classifer bias on the ma-
jority class cannot be avoided. Terefore, data augmentation
techniques were used to minimize the imbalance. At 400%

augmentation, the LOG classifer achieved an accuracy,
specifcity, and sensitivity of 76%, 40%, and 94%,
respectively.

Te augmentation here does not serve to “improve” the
classifer performance: rather, the focus was to “regularize”
the obvious bias due to imbalance. It can be seen that despite
a drop in overall accuracy, sensitivity did not drop signif-
icantly and yet specifcity increased more than twice. Tis
suggests that the use of augmentation helps to estimate the
correct performance in regard to classifying focal AFL.

4.1. Validation of the Data Augmentation. Te results of all
four tests of data validation are summarized in Table 9. It is
initially difcult to identify the uniformly best technique
since all three techniques have competing ranks. However,
modifed-SMOTE has never been listed as rank 3.Terefore,
it can be suggested that modifed-SMOTE is overall a better
technique for data augmentation among the proposed three
techniques.

It can be seen in Table 5 that modifed-SMOTE produces
datasets with generally less variance compared to SMOTE, as
suggested in Appendix A. Te issue of variance shrinkage
was highlighted by Blagus and Lusa [17], but no solution was
proposed. Our original contribution here produces a general
tool for generating a new dataset with similar frst-order and
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*

Figure 10: Comparison of Kolmogorov F02D Smirnov test p values at the best augmentation rate. Asterisks indicate signifcant diferences
between augmented datasets (t-test, pp< 0.05).

Table 5: Comparison in the percentage of the augmented dataset by descriptive statistics on the minority data (focal AFL).

Mean Variance Skewness
SMOTE Modifed Smoothed-bootstrap SMOTE Modifed Smoothed-bootstrap SMOTE Modifed Smoothed-bootstrap

Diference between statistics of the original dataset and the augmented dataset (in percentage)
100 −0.19 −0.1 0.43 25.52 10.65 −4.36 18.34 19.98 3.45
200 −0.19 −0.14 0.43 25.74 9.69 −4.2 23.87 19.74 4.69
300 −0.18 −0.1 0.42 25.61 10.59 −4.01 20.70 18.82 4.43
400 −0.20 −0.16 0.41 25.93 10.59 −3.83 20.35 18.92 4.85
500 −0.19 −0.1 0.44 25.95 9.95 −4.26 21.51 20.11 4.51
600 −0.20 −0.15 0.41 25.93 10.26 −3. 8 21.53 20.01 4.81
 00 −0.19 −0.1 0.42 25.45 10.77 −3.9 21.00 20.14 4.42
800 −0.19 −0.1 0.41 25.85 10.55 −4.04 22.86 20.80 5.15
Tere are three augmentation techniques (Smote, Modifed-Smote, and Smoothed-Bootstrap) for each parameter (Mean, Variance, and Skewness). Te
technique with the minimum diference is indicated in bold font.
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second-order moments to the original dataset. It can be
helpful for other researchers in handling imbalanced
datasets, which is a real problem in the biomedical feld.

4.2. Selection of Relevant Features. Te relevant features that
diferentiate the mechanism of AFL with the highest per-
formance at 400% augmentation have been extracted from
two diferent feature selection methods. Te results of the
flter method and the wrapper approach are already shown
in Table 8. It is challenging to decide the relevant feature with
a single method since many feature subsets have scored
more signifcantly than the arbitrary threshold of 0.8.
Contrarily, it is simple to decide the relevant features in the
flter method as only one is signifcant. However, this
method compares single features and ignores dependencies.

One solution is to compare the two methods to conclude
on feature relevance. According to this, three relevant fea-
tures are highlighted (in order of decreasing relevance): F10:
sum of all consecutive intervals, F8: the minimum diference
between consecutive P-wave intervals, and F5: variance.

A peak-to-peak interval of two consecutive P-waves
contains two temporal information, that is, the P-wave
duration, defned as the time length from its onset until
its end, and the isoelectric line duration. Hence, there is an
infuence of P-wave morphology in our measured P-P in-
terval. Terefore, the variation in both P-wave and iso-
electric line duration, due to conduction path variability,
contributes both to the diferentiation of focal and

macroreentrant AFL. Te sum of all consecutive intervals
(F10) has been selected as the relevant feature based on this
hypothetical phenomenon, and it has been found to be
diferent for focal AFL from macroreentrant AFL
(22.77± 12.13 vs. 14.15± 10.57, respectively, p< 0.05). Fur-
thermore, the minimum peak-to-peak interval length (F8)
discriminated the AFL mechanism based on fast and slow
conduction velocity (393.68± 54.51 vs. 424.63± 74.48,
respectively).

In summary, the sum of all consecutive intervals is the
relevant feature to discriminate the mechanism. Finally, the
acceptance of our study’s hypothesis about the futter
mechanism has also led to the conclusion that the variable
feature is a more relevant subset for distinguishing the atrial
futter mechanism.

4.3. Performance Evaluation by LinearClassifers. It has been
concluded from the previous section that the best-
augmented ratio is 400%, and the modifed-SMOTE is the
appropriate technique for augmentation. Terefore, the
performance of the proposed method has been conducted at
400% of the modifed-SMOTE by using fve-fold cross-
validation. Its results are shown in Table 10 concerning
accuracy, specifcity, and sensitivity. Tese results validate
that the consecutive intervals of P-P peaks are the signifcant
factors for the discrimination of the AFL mechanism from
12-lead surface ECG.

Table 6: Mean value of classifer performance at 400% data augmentation.

Technique Performance LDA LOG SVM

SMOTE
Accuracy 72.48 75.22 72.76
Specifcity 28.38 41.42 23.30
Sensitivity 94.29 91.54 96.81

Modifed-SMOTE
Accuracy 73.86 75.82 72.89
Specifcity 29.51 39.70 21.41
Sensitivity 95.20 93.76 97.85

Smoothed-bootstrap
Accuracy 72.96 76.13 71.80
Specifcity 27.94 40.36 15.93
Sensitivity 94.83 93.56 99.13

Table 7: Feature selection methods (both flter and wrapper) at the original dataset.

Original dataset

Filter method Wrapper method

Features p value
Feature score

LDA LOG SVM
Mean 0.80 0.9 1 1
Median 1 1 1 1
Mode 0.97 0.9 1 1
Std 0.57 0.9 1 1
Var 0.57 0.9 1 1
Skew 0.34 0.9 0.9 1
Kurt 0.62 0.8 0.7 1
PDmin 0.39 1 1 1
PDmax 0.69 0.7 0.8 1
Interval 0.28 0.8 0.9 1
Note. In the flter method, we used the Wilcoxon rank-sum test.
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4.4. Comparative Analysis. Te defnitions of AFLs and
a new classifcation correlated with mechanisms were pro-
posed in 2001 by an international panel of specialists [3].
Tey have briefy explained the tachycardia mechanism
concerning mapping, transient entrainment, and ECG
pattern. According to them, during AT, the presence of
isoelectric lines indicates the presence of underlying focal
mechanisms in a vast majority of patients. In contrast, the
lack of isoelectric lines indicates the presence of macro-
reentry mechanisms in a vast majority of patients during AT.
Importantly, it is also possible to observe isoelectric lines in
macroreentry, however, only if signifcant atrial scarring is
present.Tis statement paves the way for researchers in focal
and macroreentrant atrial futter cases. An extensively wide
study is focused on isoelectric intervals in discriminating the
focal from macroreentrant by invasive and noninvasive
procedures. However, limited research was found in non-
invasive mechanisms for discrimination of the AFL mech-
anism, especially the 12-lead surface ECG, discussed here
and it is summarized in Table 11.

Two methods for discriminating focal from macro-
reentrant atrial futter were proposed by Brown et al. [8]. First,
the P-wave duration of the focal should be less than 160ms
(accuracy, 80%), and second, the ratio of P-wave duration to
tachycardia cycle length should be less than 45% (accuracy,
95%). Tis model is highly dependent on the delineation of
atrial activities to calculate the cycle length of each P-wave,
which requires a high signal processing technique. In contrast,
our results were measured from the proposed consecutive P-
waves, which were measured from the atrial activity peaks
within the R-R intervals. Terefore, the proposed model keeps
safe from the advanced signal processing and discriminates the
atrial futter mechanism without requiring the delineation of
atrial activities (specifcity, 76.88%). Moreover, the original
dataset percentage ratio between macroreentrant and focal was
65 : 35, whereas in our study case, it was 89 :11. After aug-
mentation it became 67 : 33.

Tree relevant features were extracted by Chang et al.
[10] based on PWM (P-wave morphology): lower voltage in
macroreentrant as compared with focal (1.3± 0.3 vs.
1.5± 0.2mV, pp� 0.02); high incidence of the positive

polarity of lead V6 in focal (88% vs. 55%, p � 0.03); and
longer cycle length in focal (296± 107 vs. 224± 25ms, p

p� 0.01). Tis case was performed experimentally based on
a retrospective analysis and, similarly, required advanced
signal processing for morphological analysis of atrial ac-
tivities. In contrast, the proposed model is directly in-
dependent of the delineation and morphology of atrial
activities. However, our proposed model includes the cycle
length of atrial activity and isoelectric interval without ad-
vanced signal processing into the measured consecutive P-P
interval within the R-R interval. In detail, the consecutive P-
P interval has three pieces of information, such as (i) the
approximate second half cycle of the frst P-wave, (ii) is the
isoelectric interval between consecutive p-waves, and (iii)
approximately the frst half cycle of the second P-wave. We
identifed the sum of all consecutive intervals (F10) as
a relevant feature extracted from our proposed model, which
discriminates between focal and macroreentrant AFL
(22.77± 12.13 vs. 14.15± 10.57), respectively.

Recently, a study generated synthetic datasets through
eight torso models using twenty diferent original AFL
mechanisms [11, 12]. Tey produced 1,256 sets of 12-lead
ECG records through a forwarding solution. Furthermore,
six RQA-based characteristics were retrieved using two
approaches, revealing that a 12-lead surface ECG can
characterize the diferentiation between FAFL and MAFL.
With this in mind, we have generated synthetic ECG in-
tervals from the available minority dataset, which contains
non-CTI-based left and right circuits. We generated ECGs in
the feature space (consecutive P-P interval) instead of the
standard time domain because oversampling techniques
used in this model worked in feature space. Our results show
that at the best-oversampling rate, the minimum P-P in-
terval length (F8) discriminates the AFL mechanism based
on fast and slow conduction velocity (393.68± 54.54 vs.
424.63± 74.48, respectively).

4.5. Limitation and FutureWorks. Tis study is based on the
variation of intervals between two consecutive atrial activ-
ities. At least two atrial activities must be visibly present
between the ventricle activity in the ECG. In terms of ratio, it
can also be said that the ratio of atrial and ventricle activity
must be greater than 2 :1. Tis criterion is oftentimes strict
and renders the data collection a burdensome task. Te
selection of a maximum delay between the two P-waves is
based on assumptions. It should ideally be set after con-
sultation with several electrophysiologists since slower rates
can be observed. Further clinical data should be added to
handle the imbalance issue in the study dataset.

Table 10: Performance evaluation by linear classifers at 400% data
augmentation with fve-fold cross-validation.

Technique Performance LDA LOG SVM

Modifed-SMOTE
Accuracy 77.81 76.88 77.45
Specifcity 41.35 49.50 36.25
Sensitivity 95.60 90.24 97.56

Table 9: Summary of data validation results at best augmentation rate.

Parameter Subparameter Rank-1 Rank-2 Rank-3
CDF Smoothed-bootstrap Modifed-SMOTE SMOTE
Boxplot Modifed-SMOTE SMOTE Smoothed-bootstrap
KS test Modifed-SMOTE SMOTE Smoothed-bootstrap

Statistical
Mean Modifed-SMOTE SMOTE Smoothed-bootstrap
Var Smoothed-bootstrap Modifed-SMOTE SMOTE
Skew Smoothed-bootstrap Modifed-SMOTE SMOTE
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In this study, the modifcation of the SMOTE algorithm
for correcting variance shrinkage was performed, assuming
that the random multiplier α was drawn from a uniform
distribution of the modifed range. Tis was proven to
theoretically preserve the original moments of the data
distribution up to the second moment. It is an open question
about what other distributions may be considered to pre-
serve other data properties. Tis research can also be ex-
tended by exploring more valuable classifers after balancing
the dataset with new samples as future work.

Te proposed modifed-SMOTE was evaluated on two
diferent mechanisms to validate the modifcation. First, we
have theoretically proven the concept of the modifcation of
the classical SMOTE. Ten, we performed a comparative
analysis of the modifed algorithm, classical algorithm, and
other oversampling techniques on the real dataset. However,
the performance of modifed-SMOTE should be analyzed on
public datasets to compare and validate its results with other
kinds of SMOTE modifcation.

5. Conclusion

Tis noninvasive study helps identify the AFL mechanism
using 12-lead surface ECG, which allows insight into the
disease before the catheter ablation procedure. Consecutive
intervals of P-waves are hypothesized to contain crucial
information regarding the AFL mechanism. Our fndings
indicate that they are helpful in the discrimination of focal
AFL and macroreentry AFL, which does not rely on ad-
vanced signal processing such as the measure of the de-
lineation, onset, and ofset of the atrial waves. Tis study has
also applied several data augmentation strategies to cure
class imbalance in the original dataset. Based on a classical
algorithm, a novel augmentation method (modifed-
SMOTE) was modifed to correct a theoretical issue present
in the original algorithm.

Tree linear classifers have been used to discriminate
against the AFL mechanism. At the best augmentation rate
of 400%, the logistic regression classifer achieved an average
sensitivity, specifcity, and accuracy of 90.24%, 49.5%, and
76.88%, respectively. It was concluded that the sum of all
consecutive atrial activities is a relevant feature to difer-
entiate the AFL mechanism.

Appendix

A. Proof of Synthetic Sample Variance
Shrinkage in SMOTE and a Countermeasure

Let Xj, Xk
j ∈ RM be two k-near samples from a dataset χ ofN

samples. According to SMOTE [15], a new synthetic sample
Sj is generated according to the following rule:

Sj � Xj + α X
k
j − Xj , (A.1)

with α as a random number from the standard uniform
distribution.

Te expression in (A.1) can be rearranged as follows:

Sj � Xj + α X
k
j − Xj 

� Xj + αXj − αX
k
j

� (1 − α)Xj + αX
k
j ,

(A.2)

which makes it clear that the synthetic sample is an in-
terpolation between Xj and Xk

j . In light of the bootstrap
sampling theory [24], α can be understood as a “smoothing”
factor, allowing the selection of new samples that are not
directly within χ. A crucial part of this procedure is to
preserve the properties of the probability distribution, such
that new samples S have the same frst-order (mean) and
second-order central (variance) moments.

In what follows, we consider each X as a realization of
a random variable ξ distributed according to some proba-
bility distribution. We then consider the following equation:

σj � (1 − A)ξj + ξk
j , (A.3)

with ξj, ξjk i.i.d., and A∼U (0, 1). Note that this is related to
(A.1) when we assume Xj, Xj

k, and α are the realization of the
respective random numbers, then Sj can thus be considered
an application of the values of the previous. Te implication
from this consideration is that all x ∈ χ are distributed
according to a common probability distribution. In addition,
ξjk could be any one neighbor of ξj. Hence, in such a setup,
we consider all samples to be nearest neighbors (i.e.,
k�N− 1).

Te form in (A.3) resembles a mixture distribution with
uniformly distributed mixing weights. Assuming that ξj, ξjk,
and A are all independent, we have E[σj] � E[ξj] and
Var[σj] � (2/3)Var[ξj]

Proof. We resort to the law of total expectation which is

E σj  � EA Eξ (1 − A)ξj + Aξk
j | α  

� EA Eξ (1 − A)ξj + Aξk
j  

� EA (1 − A)Eξ ξj  + AEξ ξk
j  

� EA (1 − A)Eξ ξj  + EA[A]Eξ ξk
j  

� EA[1]−EA[A]Eξ[ξ]+EA[A]Eξ[ξ] � E[ξ].

(A.4)

Ten, we resort to the law of total variance, that is,
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Var σj  � Var Ek σj | α  

� Var[E[ξ]] + EA V[ ar[(1 − A)ξj + Aξk
j

� 0 + EA (1 − A)
2Var ξj  + A

2Var ξk
j  

� Var[ξ]EA (1 − A)
2

+ A
2

 

� Var[ξ]EA 1 − 2A + 2A
2

 

� Var[ξ] 1 − 2EA[A] + 2EA A
2

  

�
2
3
Var[ξ].

(A.5)

It can be seen that the quadratic expression 1 − 2E[A] +

2E[A2] introduces the shrinkage factor in the variance. To
correct this, the following problem can be a random number
B∼F such that 1− 2E[B]+ 2E[B2] � 1.

Te approach in this study assumes that F�U (0, b)
where b is to be determined.Te expression then evaluates to

1 − b +
2
3
b
2

� 1. (A.6)

Te roots of the abovementioned equation is b � 0; (3/2){ }

. Naturally, we pick the solution b � (3/2). In order to im-
plement this change inside the SMOTE algorithm (see [15] for
the details), the factor α can be replaced with α � bα. □

B. Related Figures

Te efect of data augmentation from the available original
minority of 5 focal ECG intervals in 8 equal steps is shown in
Figures 5–7where 5ms is taken as the bin size of the histogram.
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Te development of mobile Internet and the popularization of intelligent sensor devices greatly facilitate the generation and
transmission of massive multimedia data including medical images and pathological models on the open network. Te popularity
of artifcial intelligence (AI) technologies has greatly improved the efciency of medical image recognition and diagnosis.
However, it also poses new challenges to the security and privacy of medical data. Te leakage of medical images related to users’
privacy is emerging one after another. Te existing privacy protection methods based on cryptography or watermarking often
bring a burden to image transmission. In this paper, we propose a privacy-preserving recognition network for medical images
(called MPVCNet) to solve these problems. MPVCNet uses visual cryptography (VC) to transmit images by sharing. Benefting
from the secret-sharing characteristics of VC,MPVCNet can securely transmit images in clear text, which can both protect privacy
and mitigate performance loss. Aiming at the problem that VC is easy to forge, we combine trusted computing environments
(TEE) and blind watermarking technologies to embed verifcation information into sharing images. We further leverage the
transfer learning technology to abate the side efect resulting from the use of visual cryptography. Te results of the experiment
show that our approach can maintain the trustworthiness and recognition performance of the recognition networks while
protecting the privacy of medical images.

1. Introduction

Recently, smart medicine has become an attractive feld of
applications with the development of 5G, IoT, and AI [1].
Telemedicine has come a long way in detecting and diag-
nosing diseases remotely, which means that medical images
are transmitted more frequently over the open network. Te
gradual combination of modern medicine with computer
technology, communication technology, and multimedia
technology has provided patients and doctors with fast
medical diagnoses. Tese technologies have greatly im-
proved the accuracy of medical diagnosis and relieved pa-
tients who enjoy the convenience of digital medicine. Te
storage and analysis of medical images are gradually moving

to the cloud, which is a prerequisite for efcient cooperation
in remote diagnosis and resource sharing [2].

Medical imaging devices facilitate doctors’ diagnosis and
treatment. Benefting from advances such as 5G in wireless
communications and IoT in the industrial Internet, it is now
easier to capture and transfer images in the medical feld [3].
However, these novel technologies pose new challenges to
patients’ privacy [4]. Medical images are usually charac-
terized by huge data volume and high security, which
contain a large amount of personal information when they
are not desensitized. For example, German security frm
Greenbone Networks discovered 24 million leaked medical
images in 2020, and two months later, the number of ex-
posed scans exceeded 1.19 billion. Frequent medical data
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leakage incidents have seriously violated users’ privacy and
endangered social security.Terefore, privacy protection has
to become a requisite for e-healthcare systems [5]. Although
diferent types of data protection algorithms have been
proposed, most of them are aimed at text or digital media,
which is diferent from medical images in information
quantity and scale [6]. It is often unnecessary to encrypt all
pixels to securely transmit an image [7].

Traditional encryption methods based on public keys not
only need complex computation but also need additional key
management [8]. A common obstacle to these methods is
that once the key is lost, we cannot restore the secret of
encrypted information [9]. Edge image capture devices
generally have limited computing power, which cannot meet
the demand for real-time encryption of large volumes of
images. Tese shortcomings limit the spread of AI tech-
nology in healthcare. Strengthening the security and pro-
tection of privacy of medical images without performance
degeneration is urgent. Big data is the key to the success of
medical AI. Te proposal of a lightweight image protection
scheme is the main challenge in this article [10].

Visual cryptography (VC) [11, 12], which is a secret-
sharing technology aimed at images, can be applied to digital
devices with limited computing in an untrusted networking
environment. Using the threshold and secret-sharing fea-
tures of VC, we can use simple Boolean operations to achieve
real-time encryption of large amounts of image data while
removing the dependence on keys. However, the VC-gen-
erated share is not easy to manage and is vulnerable to
attackers.

To preserve the privacy of data when sharing medical
data, we present the MPVCNet (medical privacy-oriented
VC-based recognition network) to address illegal access and
identity forgery for sharing of medical images. We frst
construct a verifable and expansion-free visual cryptogra-
phy scheme to migrate easily forged and size-expanded
shares by combining the VC and TEE technologies, where
TEE is used to ensure that remote sharing operation is not
tampered with [13].Ten, we can securely store and transmit
medical images distributed with the proposed scheme. Since
the separated sheets do not reveal any feature of the original
biomedical data, we can transmit sensitive images among
public networks in plain view. MVPCNet eliminates com-
plex computing operations and key management workload
in the traditional public key or watermark protection
method through the software and hardware cooperation
scheme.

2. Related Work

VC is a secret-sharing mechanism for images. Since it was
frst proposed in 1995, it has become emerging research in
the feld of image security [11, 14, 15]. Unlike the text-
oriented secret-sharing mechanism, which divides the sum
into two addends, VC splits secret pixels into multiple
subpixels. All black pixels will remain once overlapping
sharing blocks, although degrading white secret pixels, the

diference of contrast between black and white pixels makes
human eyes still recognize the features of the restored image
[16]. Because a single pixel is encrypted into a larger color
block, the size of the encrypted and decrypted image will
expand. Te noise-like shares are also often exploited by
malicious users.

Because of the low-pass fltering characteristic of human
eyes, an image can be recognized even if pixels in the local
area change. Te probabilistic VCS uses a pixel instead of a
color block to encrypt the secret pixel with this feature, thus
keeping the size of the images consistent [17, 18]. Although
the wrong pixel may be selected at one time, the probability
ensures that when many pixels are gathered, the displayed
image has the same probability density as the original image;
that is, the two images are similar. If we encrypt one color
block at a time instead of one pixel, we can also keep the size
of the decrypted image inconvenient [19]. By formulating
the correspondence between secret blocks and color blocks
before and after encryption, we can decrypt higher-quality
secret images [10]. However, this mechanism often leads to
more shares, which requires more storage space. Te soft-
ware-based encryption scheme is hard to avoid the attack on
the hypervisor and remote operating system.

Since images generated by VC are meaningless, the
attacker can forge shares without being detected. To address
this limitation, researchers have proposed many CIVCS
(cheating immune VCS) [20–22]. If there is no checksum
information, malicious users can forge shares and deceive
users. So, CIVCS often requires additional pixels or more
shares to embed verifcation information, which can burden
the cost of VC.

Big data and cloud computing technologies have solved
two main challenges in the spread of medical AI [23, 24]. A
growing number of smart medical systems facilitate people’s
daily life [25], which has become an important research di-
rection in healthcare. Te authors [26] use deep learning
algorithms to identify diabetic retinopathy lesions, which are
the most common sequelae of diabetes and can lead to
blindness. Te experimental results show that the AI algo-
rithm outperforms medical experts and can extract lesion
features from fne textures. Due to the difculty and scarcity
in the acquisition of medical image annotation data, transfer
learning [27] has become a very common technique for
medical image recognition. TransFusion [25] investigates the
evolution of representations of diferent models and hidden
layers during training and the advantage of feature inde-
pendence of migration learning to accelerate convergence.

3. MPVCNet

With the introduction of data security regulations and in-
creasing awareness of the limitations of AI technology, it is
imperative to ensure the privacy of personal information
when enjoying the convenience of AI technology [4]. To
address these limitations, we will frst present a size-in-
variant and verifable VCS and then propose a secure and
trustworthy image recognition network in this section.
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3.1. Te List of Abbreviations. Table 1 provides the list of
abbreviations used in this article.

3.2. Backgrounds

3.2.1. Visual Cryptography Schemes (VCSs). Te secret-
sharing scheme, which is also called a threshold scheme, was
originally used to provide a solution whenmany participants
needed to share a secret. Only the number of participants
who reach a threshold can recover sensitive information
such as pathological and CT images. Participants less than
the threshold cannot reveal any information about the
original image even if they conspire.

As an extension of secret-sharing technology toward
image encryption, the principle of VC is to divide an image
into n unrelated shares (also called sheets), which are in-
dependent of each other and distributed to n individuals for
safekeeping. If m, m≤ n, image cannot reconstruct the
original image, thus achieving image security. Image en-
cryption schemes based on secret-sharing have the advan-
tages of high security and simple computation.

VC essentially makes use of the contrast characteristics
of human eyes to color. For white pixels, the subpixels of
shares 1 and 2 are the same, while for black pixels, the
subpixels of shares 1 and 2 are complementary. When
superimposing, all-black decrypted pixels can be obtained,
while the white decrypted pixel contains two black pixels,
but its brightness is still higher than that of the black
decrypted pixel.

Equations (1) and (2) illustrate the encryption and de-
cryption process of a (2, 2)-VCS. When splitting a secret
image into two meaningless shares, the original image can
only be restored if two shares are obtained simultaneously.
Te Ck, k ∈ 0, 1{ } is the encryption matrix for a black pixel
(0) and white pixel (1), which can be generated by rotating
the base matrix Sk. Te top and bottom rows of the black
matrix (C1) can be superimposed to obtain 4 black pixels,
and the white matrix (C1) can be superimposed to obtain 2
black pixels. So, the decrypted image looks darker. Tere-
fore, we can visually experience a signifcant diference at
grayscale levels when sharing images using the overlay.
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, (1)

C0 � permution of S
0

 , C1 � permution of S
1

 . (2)

3.2.2. Intel SGX. Intel Software Guard Extensions (SGX) is
one of the most popular TEE technologies [28]. It is an
instruction extension proposed by Intel to provide hard-
ware-level protection for user code and data based on the
Intel CPU architecture. SGX is a specifc implementation of
TEE to prevent other applications, including privileged
operating systems, from tampering with the user code and
snifng information about applications running in a

protected environment (called enclave). Neither privileged
nor unprivileged software can access the enclave. SGX
technology consists of two core mechanisms: isolated exe-
cution and remote authentication.

(1) Isolated Execution. An enclave can protect the conf-
dentiality and integrity of the processes running in it, which
is defended from attacks by other processes on the host, and
blocks hardware-oriented attacks. As shown in Figure 1,
SGX uses an inverted sandbox model to protect applications
and data from being skewed. Instead of identifying and
isolating all malwares on the platform, SGX protects legit-
imate software by encapsulating its security operations in an
enclave and protecting it from malware attacks.

SGX provides only a limited amount of memory
(128MB), and excluding the driver, the space available to the
user enclave is even less, equal to about 93MB [29].
Terefore, at runtime, SGX will load data into the enclave
from the CPU to memory as needed or export to memory in
ciphertext [30]. Te key is stored in hardware and is not
accessible even by the operating system. Te malicious
program can also only snif the encrypted ciphertext data
from memory. When the user program needs to access the
previous data, the data in memory are paged back to enclave
and the decryption operation is performed. Te whole
process is transparent to the user. Because the whole en-
cryption and decryption process is performed in hardware,
the impact on program performance is small.

(2) Remote Authentication (RA). Intel SGX provides a re-
mote authentication mechanism for applications running on
remote or cloud platforms. Using the remote authentication
mechanism, before the client encrypts and transmits sen-
sitive data to the application running in an enclave, the client
will verify the credibility of the remote environment and
application. Te enclave can indicate to the challenger that
its identity has not been altered while running in a trusted
Intel SGX environment [31].

In a complete authentication process, a server runs in a
trusted SGX environment. At frst, the client challenges the
server to prove its identity. If an application wants to
transmit data to an enclave or receive the execution result of
the enclave in confdence, it requires the establishment of a
secure transmission channel between an external application
and the enclave. Te principle is like TLS (transport layer
security) of HTTPS in a browser. First, the client and server

Table 1: Te list of abbreviations used in this article.

Abbreviations Terms

MPVCNet Medical privacy-oriented VC-based recognition
network

VC Visual cryptography
IoT Internet of things
VCS VC scheme
CIVCS Cheating immune VCS
SGX Software guard extensions
SSIM Structure SIMilarity
PSNR Peak signal-to-noise ratio
ROC Receiver operating curve
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use the key exchange algorithm such as the Dife–Hellmann
key exchange to negotiate the key of the asymmetric en-
cryption algorithm, and then both communication parties
use this key to encrypt messages for communication. After
passing the Intel attestation service (IAS) verifcation, the
client provides sensitive data to the server in digital copy-
right protection or approves the operation performed by the
server by using the encryption channel established in the
authentication process [32]. Please refer to documents [33]
for more details about Intel SGX.

3.2.3. Verifable Visual Cryptography. We chose the random
grid (RG) method [15] as the backbone scheme; that is, C0
and C1 are used as the underlying base matrix. To distribute
each column of collections to a participant, we shufe the
subpixel in a column and distribute one of them to a par-
ticipant instead of the whole column. Although there are
more complex VCS [34], which often require more shares
and can reduce the quality of the restored image, the ad-
vantage of VCS is that it distributes subpixels to corre-
sponding participants; that is, the number of subpixels
received by participants is the same as that of encrypted
secret pixels, so VCS can keep the image size. While the
origin VCS distributes subpixels to one of the participants, it
substantially expands the size of the shared image. Te
encryption is shown in Algorithm 1, which is explained in
more detail as follows:

(1) Decomposition. Like other color images, medical images
often have three (red, green, and blue) gray-level chan-
nels. Te RGB mode is additive color, which is based on
the superposition of light. Te red light plus green light
and blue light are equal to the white light in nature. Tis
color mode is suited to appropriate devices like displays.
While printers utilize ink to absorb light to display a
specifc color, this color mode is called the subtractive
mode, which also has three (cyan, magenta, and yellow)
channels. Te cyan pigment blends magenta and yellow
pigments to obtain black (gray) in printing. Te digital

color images are stored in the RGB mode. We frst need to
decompose the original image into three CMY gray-level
channel images. Tis can be archived from RGB channels
with the following transformation to get complementary
colors: C � 255∖R, M � 255∖G, Y � 255∖B.

(2) Digital Half-Toning. Te original VCS only can encrypt
white and black pixels. While the gray-level channel images
have 256 levels (as a reference, the binary image has only two
gray levels). Halftone is a commonly-used digital image
processing technology, which simulates continuous tone
images by difering the frequency of a small amount of color,
and the visual efect of the quantized image is like the original
image at a certain distance. Halftone technology is based on
the low-pass fltering feature of human eyes and color char-
acteristics to achieve optimal image reproduction in mono-
chrome or binary color equipment. When viewing spatially
close parts of an image, eyes will form the efect of continuous
tone in general. Error-difusion [35] is a commonly used
halftone algorithm that can be described as follows:

px−1,y+1 � px−1,y+1 + qe × c[1, 0],

px+1,y � px+1,y + qe × c[0, 2],

px+1,y � px,y+1 + qe × c[1, 1],

px+1,y � px+1,y+1 + qe × c[1, 2],

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

qe � px,y − Tx,y, (4)

Tx,y � 0, if px,y < τ,

Tx,y � 1, if px,y ≥ τ,
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(5)

where qe is the optimal quantization error and it usually is a
threshold function truncated by τ. Te coefcients c are
optimal arrays to make difusion smoother, which are
[7/16, 3/16, 5/16, 1/16]. Considering the gray value of the
neighborhood pixels, the output image is smoother and the
noise is less than that of the random or jitter method.

(3) Encryption. Te encryption process is applied to each
halftone channel image separately. When processing a pixel
pij, we will set the corresponding pixel S1ij in share1 to be a
white or black pixel randomly. If pij is a white pixel, we set
the corresponding pixel S2ij in share2 to be the same as S1ij.
While if pij is a black pixel, we will set S2ij to be the inverse of
S1ij. For example, for the black, we will reinterpret S2ij as a
white pixel if S1ij is also a black pixel. While if S1ij is a black
pixel, S2ij will be a white pixel. After generating and sharing
images S1 and S2, we will generate a corresponding verif-
cation message. First, a random number R is generated so
that the receiver can use R to perform pair operations when
receiving multiple shares. Te user can also use a GUID
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Figure 1: Te workfow of Intel SGX.
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(globally unique identifer) to indicate pairing if it can be
uniquely identifed in this system. Te enclave (E), which is
the trusted part of the encryption program, and quote en-
clave (Q) in the host will frst perform local authentication. E
asks Q to sign the hash value of the spliced bitstream A �

Si

����R, and we embed A into the quote structure. Since the
hash value is fxed, the length of the fnal generated quote
structure is also fxed. Finally, the authentication code AR �

Q‖R is generated, and each bit in AR is assigned to LSB
(lowest signifcant bit) for each pixel, in turn, starting from
the frst pixel of the corresponding share. For example, if
AR[i] � 1 and S1[i] are white pixels, then we will set
LSB(S1[i]) to 1, the grayscale of the shared pixel S1[i] will be
reassigned to 255; that is, it is still a white pixel. While if
AR[i] � 0, S1[i] will be reassigned to 254 which is received
by setting the lowest bit of 255 to 0. When the pixel in S1 is
black, the grayscale value of the corresponding pixel be-
comes 0 or 1. So, the range of pixels in shares after em-
bedding an authentication code value is [0, 255, 1, and 254].
Te embedding process of the authentication information
into the share S2 is similar.

(4) Check and Decryption. When restoring the original
image, we can ask participants P1 and P2 to show their
sheets. Before overlaying shares to recover the secret image,
we frst need to extract the verifcation information from the
received shares. Since the quote structure and the paired
random number (R) are both of fxed length, the embedding
information is hidden in the frst n (the sum of the byte
lengths ofQ and R) bits of the received shares.Te extraction
of verifcation information is an inverse process of the
previous embedding process. Taking S1, for example, if the
ith bit of S1 is 1 or 255, the ith bit will be 1 in the

corresponding verifcation information (AR). While if S1 is 0
or 254, we will assign AR[i] to 0. Once the extraction process
is completed, we will get the quote and pairing information
and recover the pixels with a grayscale of 1 or 254 in shares to
0 and 255, respectively. We take received images as trusted
shares only if they satisfy the following conditions: (i) the
pairing information of the shares is the same; (ii) the validity
of Q is requested to be verifed by IAS, and the validity of the
IAS report is verifed by the local certifcate. If the report is
valid and the signature information of this report is con-
sistent with the locally stored IAS certifcate information and
the MRENCLAVE ID extracted from Q is in the list of
trusted enclave IDs, then we think Q is trusted; (iii) the hash
value of the joined bitstream of Q and R is consistent with
the embedded hash information inQ. After passing all of the
previous checks, we can print out the two shares and su-
perimpose them together or simply perform a Boolean AND
operation to reveal secret images. Note that we perform
Boolean ANDwhile the BooleanOR operation is executed in
the original scheme.Tis is because the original scheme uses
1 for black pixels and 0 for white pixels, whereas white pixels
are generally represented by 1 or 255 and black pixels by 0 in
normal image fles.

3.2.4. Te Recognition Network of Medical Images. In the
preceding section, VC provides a safe and efective en-
cryption scheme for the transmission and analysis of large-
scale medical image data sets, which eliminates the key
dependence on traditional encryption methods. Although
the application of VC can efciently transmit medical im-
ages, the quality of restored images may be lossy. Tis may
break recognition performance [36]. In this section, we will

Data: A secret image S

Result: Share images S1, S2 dispatched to participants P1, P2
Sh← the half-toned secret image got with the error-difusion algorithm from equation (1)
for each pixel pij in Sh do
if p is black then

d1, d2, · · · , dn←n randomly generated black or white pixels
Snij � dn, n is the number of shares

end
else

d← a randomly generated black or white pixel
Snij � d

end
end
R← a random number
for each share Si do

A←Si ‖ R

Q← a generated quote that signs the hash value of A

AR⟵Q ‖ R

for each bit bj in AR do
pj← the corresponding pixel in Si

LSB(pj)←bj

end
end

ALGORITHM 1: A verifable visual cryptography scheme.
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use the strong feature extraction ability of deep learning to
propose a high-accuracy recognition network of noisy or
blurred medical images.

Traditional image recognition methods obtain recog-
nition models through elaborate feature extraction methods,
which are limited by environments such as lighting, contrast,
and pose, although human eyes can accurately recognize
friends around us, regardless of the external conditions.
With the construction of large-scale datasets and increasing
computing power, deep learning-based image recognition
methods are now capable of recognizing complex scenes
with high performance even beyond human eyes [37].

Deep learning-based models can be automatically
trained with datasets to extract complex mapping rela-
tionships between input images and target labels. However,
in the process of image recognition, to maximize the rec-
ognition performance of neural networks, it is generally
necessary to frst design the network structure and loss
function according to the features of datasets and then
continuously train on the cloud platform until a stable
network model is obtained [38, 39]. Tis process is often
time-consuming, and recognition performance is still
infuenced by the selection of hyperparameters in the
training process.

With the further development of machine learning
methods, we can now directly reuse the model parameters
learned from large-scale datasets. Note that our lossy
medical image dataset does not have the same feature dis-
tribution as generic datasets such as ImageNet, and it is still
not feasible to reuse existing models and weights directly. To
issue a problem, we can add a fully connected layer at the end
of the network and then fne-tune the model to match the
size and class of the medical image data.Ten, we can use the
method in the previous section to encrypt and decrypt the
original training dataset one by one to obtain a recognition
model for the lossy dataset. Since this approach considers
both the features and weights learned from a large-scale
generic dataset and the characteristics of the model itself,
therefore we can efciently obtain a high-accuracy recog-
nition network of noisy or blurred medical images. We only
need to add a new classifer to the pretraining model, which
will be trained from scratch [40].

Previous experiments [25] show that feature reuse
mainly occurs at the lowest level. We conducted a weighted
transfusion operation to speed up the training process; that
is, only a part of the pretraining weights (corresponding to a
group of consecutive layers) was transferred, and the rest
weights were randomly initialized. Compared with that of
complete transfer learning, the convergence speed of the
indoctrination network will further accelerate.

4. Results and Discussion

To assess the efectiveness and security of the method
proposed in this paper, we will test the performance of the
proposed framework in signing encryption and images on
the prototype system developed using the C++ language
based on the SGX SDK.We evaluate the latency details of the
encrypted and signed multiple images by using a modifed

SGX-SSL benchmarking tool. We performed experiments
on an Intel desktop CPU with 16GB RAM running on the
Linux system. We both test the performance of the verifable
VCS on a normal host and a host that supports SGX features.

Figure 2 shows that the normal operation had a higher
performance where no security enhancements are adopted.
Tere are two reasons why the performance of signing in
TEE is weaker than the plain signing: (i) one is the loss due to
the use of encryption memory in TEE, which is inevitable in
order to prevent the privileged system from snifng; (ii) the
other is the extra function calls resulting from the refactoring
of the original code to allow the original code to run in TEE.
However, the loss from direct function calls is still less than
the loss from ECALL/OCALL in the enclave running on a
host that allows the SGX feature.

Figure 3 shows the latency between the TEE-based ap-
proach presented in this paper and other commonly used
image encryption methods. Although SGX has a higher
performance payload than conventional transmission, the
loss is lower than the encryption methods, including RSA
and TLS. Te more complex the encryption process, the
higher the efciency of encryption, which further shows the
importance of adopting visual cryptography and the TEE
software and hardware coprotection method. Te perfor-
mance diference can be attributed to two reasons. (i) SGX is
an extended instruction set integrated with the CPU that can
call hardware instructions to speed up the encryption and
decryption process. (ii) SGX distinguishes between trusted
and untrusted codes; not only is the normal operation split
into two sets of code, but the parameters must be toggled and
copied back and forth between the two running spaces,
which enhances security at an extra cost. So, encryption,
decryption, and signing operations with SGX are more time-
consuming than in a normal environment, but the average
loss of 8× is within reasonable bounds.

We further develop an application using the TensorFlow
[41] framework to test the recognition network model
rapidly. We frst select the diabetic retinopathy (DR) de-
tection dataset to identify signs of diabetic retinopathy in eye
images, which consists of 35126 DR images with the size
786 × 512. Te DR is the frst cause of blinding. We choose
another BreakHis [42] (breast cancer histopathological)
dataset which contains 7909 breast histopathological images
from 82 patients to further evaluate the method proposed.
BreakHis not only advances the research of binary classi-
fcation of benign and malignant but also advances the
research of pathological classifcation (multiclassifcation),
which is very signifcant in the clinic. Since the size of the
images in the dataset varies, the shape of the input features of
the neural network needs to be consistent. Terefore, to
simplify the experiment, we used the smallest image in the
dataset as the benchmark and then used data enhancement
to obtain the preprocessed dataset with S � 1, 2, 4, 5{ }; of
these, 70% were used as a training set, and 30% as a test set
shows the data distribution of the DP dataset for diferent
levels. Te third and fourth columns of Table 2 are the
average PSNR (peak signal-to-noise ratio) from half-toned
and recovery images in each class according to equation (4).
Due to the use of half-toned and color confusion
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technologies, the quality of restored images is degraded. Te
image quality is almost equal to the PSNR quality of the half-
toned image. Te PSNR values are about 28, which does not
afect the visual efect. We chose the SSIM (Structure
SIMilarity) metric to further evaluate the decrypted image
quality with the proposed method.

As shown in Table 2, the SSIM distinguishes images with
global noise such as half-tones better than PSNR. Because
our verifable VCS is based on the random grid method,
which is a lossless encryption method, although some image
information is lost because of embedding TEE-based au-
thentication information, the decryption quality of our
method is still better than Wu’s method [18], and the SSIM
metric is about 3× that of Wu’s method.

We choose another BreakHis [42] (breast cancer his-
topathological) dataset which contains 7909 breast histo-
pathological images from 82 patients to further evaluate the
method proposed. BreakHis not only advances the research
of binary classifcation of benign and malignant but also
advances the research of pathological classifcation (multi-
classifcation), which is very signifcant in the clinic. Since

the size of the images in the dataset varies, the shape of the
input features of the neural network needs to be consistent.
Terefore, to simplify the experiment, we used the smallest
image in the dataset as the benchmark and then used data
enhancement to obtain the preprocessed dataset with S �

1, 2, 4, 5{ }, and of these, 70% were used as a training set and
30% as a test set.

In the process of medical image recognition, an im-
portant factor is the resolution of the image. For example,
the classic BreakHis provides four scales of datasets, and the
visual efects of encryption and decryption of images with
diferent scales are diferent. To test the performance of the
proposedmethod inmultiscale datasets, we show ROCs with
four resolutions in Figures 4 and 5, respectively.

Finally, we compare the recognition performance of the
normal dataset with the restored dataset using the ResNet18
[43] backbone on the BreakHis dataset. Figure 4 (normal
images) and Figure 5 (recovery images) show the recogni-
tion performance toward the BreakHis dataset in the ROC
curves. Te AUCs from normal and recovery datasets are
0.95 and 0.93, respectively. Despite a slight decline in

Table 2: Data distribution and image quality of the DP dataset.

Class Count Halftone’s PSNR Our PSNR Our SSIM Wu’s SSIM
No DR (0) 25810 27.77 27.77 7.26 2.07
Mild (1) 5292 27.76 27.71 3.34 1.32
Moderate (2) 2443 28.25 28.00 3.88 1.51
Severe (3) 873 28.17 28.13 1.78 0.92
Proliferative DR (4) 708 27.83 27.76 11.08 3.11
Total/average 35126 27.95 27.87 5.47 1.79

ROC curve of S=2

1.0

0.5

0.0
0.0 0.2 0.4 0.6 0.8 1.0

ROC curve of S=5

1.0

0.5

0.0
0.0 0.2 0.4 0.6 0.8 1.0

1.0

0.5

0.0
0.0 0.2 0.4 0.6 0.8 1.0

ROC curve of S=1

ROC curve of S=4

1.0

0.5

0.0
0.0 0.2 0.4 0.6 0.8 1.0

Tr
ue

 P
os

iti
ve

 R
at

e
Tr

ue
 P

os
iti

ve
 R

at
e

Tr
ue

 P
os

iti
ve

 R
at

e
Tr

ue
 P

os
iti

ve
 R

at
e

False Positive Rate False Positive Rate

False Positive Rate False Positive Rate

Figure 4: Te ROC curves of the BreakHis dataset from normal images.
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performance, this experiment indicates that our fnd-tuned
can archive high recognition even in the loss medical image
dataset.

4.1. Security Analysis. As shown in the MPVCNet section,
the proposed MPVCNet in this paper is divided into four
parts, among which decomposition and digital half-toning
belong to preprocessing, which will not afect the security of
the encrypted image. In the encryption section, the existing
visual cryptographic algorithms are reused, and these al-
gorithms have been proven to be secure. To prevent the
shared data from being forged, we use TEE technology to
sign the encrypted shares. Te whole signing process is
executed in a trusted enclave. Te signature key can only be
accessed by a verifed enclave. Even if the operating system is
attacked or hijacked, it will only lead to the failure of the
signature process and it is impossible to generate forged
shares. In the fnal encryption process, the signature in-
formation will be extracted frst, and then IAS will be
requested for verifcation. Once the signature is found to not
match, the system will terminate immediately. MPVCNet
organically combines VC with TEE and digital signature,
which ensures the efciency and security of the whole image
transmission process.

Te proposed scheme maintains the visual recovery
property of the VC. If the user does not have a computing
device, we can still recover secret images by printing and
stacking shares directly without extracting the validation
information. Because we only use the lowest of the shared
image to store the authentication information, the fnal

lost gray value is less than 1/255. Te complete certifcate
chain including local certifcates, remote IAS, trusted
enclave list, and pairing information during the au-
thentication process can prevent malicious users from
tampering with shared information and thus falsifying
medical data. Unlike previous TLS or HTTPS-based en-
cryption, this scheme does not require the preestablish-
ment of a trusted channel. Te entire transmission can be
performed ofine except that a request to the IAS is re-
quired to verify the validity of the quote. Tis feature
facilitates the transmission of medical images since many
of which are transmitted by papers or transparencies.
Furthermore, unlike other trusted third-party-based au-
thentication methods, this mechanism uses the TEE
feature to remove the reliance on third-party certifcate
authorities. Te locally maintained MRENCLAVE list can
also be used for revocation. If an enclave explodes with a
vulnerability, we can remove the ID of an enclave from the
list, and then the shares generated by that enclave will not
be trusted.

5. Conclusions

To address security issues after the spread of smart healthcare,
we explore the possibility of using visual cryptography to
preserve the privacy of medical data in this document. Simple
VCS provides an efective method to allow distributed storage
of images, which avoids centralized storage risks in the cloud
environment. VCS is suitable for smart devices with low
computing power.While existing VCS for imparting privacy of
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Figure 5: Te ROC curves of the BreakHis dataset from recovery images.
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biometric templates violates the principle, by encrypting a
medical image pixel by pixel and issuing subpixels in one
column of selectionmatrices to the corresponding participants,
we archive visual cryptography without expanding the image
size and keeping the computation-free feature of VCS. Al-
though there have been various cheating-immune VCSs, we
use the characteristics of TEE to efectively ensure that the
sharing operation has not beenmaliciously tamperedwith, thus
fundamentally ensuring the security of sharing images.

In future works, we will investigate reasons why we can
keep the recognition performance for encrypted images by
fne-tuning a neural network even when there is noise in the
decrypted image. Tis reafrms the powerful self-learning
capability of deep learning and illustrates the non-
interpretable machine learning since the machine learning
model can maintain high recognition accuracy despite the
perceived degradation of quality by the human eye. Second,
we are working on class activation mapping to understand
and reveal the decision-making process of the neural net-
work on encrypted data. [5].
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Background. Epilepsy is a group of chronic neurological disorders characterized by recurrent and abrupt seizures. Te accurate
prediction of seizures can reduce the burdens of this disorder. Now, existing studies use brain network features to classify patients’
preictal or interictal states, enabling seizure prediction. However, most predicting methods are based on deep learning techniques,
which have weak interpretability and high computational complexity. To address these issues, in this study, we proposed a novel
two-stage statistical method that is interpretable and easy to compute.Methods. We used two datasets to evaluate the performance
of the proposed method, including the well-known public dataset CHB-MIT. In the frst stage, we estimated the dynamic brain
functional connectivity network for each epoch. Ten, in the second stage, we used the derived network predictor for seizure
prediction. Results. We illustrated the results of our method in seizure prediction in two datasets separately. For the FH-PKU
dataset, our approach achieved an AUC value of 0.963, a prediction sensitivity of 93.1%, and a false discovery rate of 7.7%. For the
CHB-MIT dataset, our approach achieved an AUC value of 0.940, a prediction sensitivity of 93.0%, and a false discovery rate of
11.1%, outperforming existing state-of-the-art methods. Signifcance.Tis study proposed an explainable statistical method, which
can estimate the brain network using the scalp EEG method and use the net-work predictor to predict epileptic seizures.
Availability and Implementation. R Source code is available at https://github.com/HaoChen1994/Seizure-Prediction.

1. Introduction

Epilepsy is a group of chronic neurological disorders
characterized by the abnormal and excessive fring of brain
neurons, called epileptic seizures [1]. According to the
newest WHO global report on epilepsy, around 50 million
people are sufering from epilepsy globally [2, 3]. During
epileptic seizures, electrical activities in the brain are dis-
rupted, resulting in dysfunction and communication dis-
orders among brain regions, which in turn lead to many
temporary symptoms, such as loss of consciousness, staring,
and disturbances of movement [4]. Unpredictable seizures

dramatically afect the life of patients and may even lead to
death [5]. Terefore, accurate and reliable seizure prediction
can be benefcial for treating epilepsy. Patients can use Anti-
Seizure Medications (ASMs) for treatment in advance,
which would substantially improve the quality of life of these
patients and prevent some traumatic events, including a
series of life-threatening accidents.

Electroencephalography (EEG), as an electrophysiologi-
cal monitoring approach to detecting brain electrical activity,
has been proven to be a critical technique for diagnosing
patients with epilepsy. Scalp EEG is typically noninvasive
with multiple electrodes placed along the scalp [6]. It records
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the spontaneous electrical activity generated by brain neu-
rons with high time resolution over a while. Scientists have
found that it can be categorized into four diferent waveforms
for scalp EEG records of patients with epilepsy. In the view of
brain functional connectivity, these four diferent waveforms
can be represented by four brain functional connectivity
structures [7], corresponding to four diferent states of ep-
ilepsy seizures: (1) preictal state, which is the state before a
seizure occurs; (2) ictal state, which is the onset state of
seizure; (3) postictal state, which refers to the immediate state
after a seizure; (4) interictal state, that is the state between
postictal state and preictal state [8]. Figure 1 shows the sketch
of the four states. Predicting seizures can be realized by
detecting the preictal state, which can be achieved through
discovering the changes in brain connectivity networks from
interictal state to preictal state [9–12]. However, it is clinically
difcult to identify the preictal state by visual inspection of
scalp EEG signals to observe changes in the structure of brain
connectivity networks. Terefore, powerful and explainable
statistical methods are needed to determine the preictal state
from scalp EEG recordings for seizure prediction.

Nowadays, brain functional connectivity modeling ap-
proaches have been proven to be a crucial tool in the neu-
roscience research feld [12]. Te brain can be seen as a
complex network in which each brain region communicates
and cooperates to carry out diferent functions [13]. However,
the dysfunction in certain areas would interfere with the
processing of upcoming information, consequently leading to
network disorders and changes in a person’s behavior [14].
Current research has shown that epilepsy is a specifc disease
related to the brain network abnormalities, and they also
suggest that the brain functional connectivity of a particular
patient would abnormal dynamic changes during seizures,
and the forms of brain functional connectivity are diferent
among four diferent states of epilepsy seizures [15]. Hence, it
is reasonable and adequate to employ brain functional con-
nectivity modeling approaches to predict seizures. Some
previous studies have applied brain functional connectivity
modeling methods to study epilepsy disease. For example,
Williamson et al. [16] constructed multiple spatiotemporal
correlation structure features from EEG data to classify the
patients’ preictal or interictal states. A potential limitation of
this study is that it only used a cortical network rather than a
whole-brain network and cannot extract all essential features,
making it difcult to achieve excellent predictive perfor-
mance. Varotto et al. [17] proposed a method that employed a
partially directed coherence method to depict the brain
functional connectivity network. However, this study did not
use the brain network features to predict seizures. Further-
more, a more recent work [18] has proposed an automatic
seizure prediction method based on a graph convolutional
network.Tismethod could achieve a good seizure prediction
performance by exploring the critical brain network features.
To the best of our knowledge, this method is an excellent
approach for seizure prediction. However, there are two fatal
issues with this method. First, since this method is based on
the deep learning technique, the interpretability is relatively
weak. Second, the algorithm of this method is too complicated
to be applied by clinicians.

To address the issues mentioned above, we referred to
the existing novel statistical analysis framework called si-
multaneous diferential network analysis and classifcation
for matrix-variate data (SDNCMV) [19] and based on the
characteristics of scalp EEG data and epilepsy disease, we
proposed an explainable statistical model for patient-specifc
seizure prediction. Before introducing the proposedmethod,
we frst briefy described the SDNCMV approach. Tis
method was a two-stage data-driven approach that deals
with fMRI data. Te frst stage estimated each subject’s brain
functional connectivity network and converted this network
data into vector data for prediction in the next step. In the
second stage, an ensemble prediction procedure was used to
conduct the prediction results. In our study, we focused on
using scalp EEG data to address patient-specifc prediction
problems. Since EEG data and fMRI data are in the same
data format as matrix data [20, 21], we can refer to
SDNCMV. However, there are still some diferences be-
tween the scenarios of this study and those of Chen et al. [19]
that used fMRI data to classify Alzheimer’s disease. Te
fMRI data is a matrix data for each subject, while the EEG
data is a matrix data for each epoch [22], which is artifcially
generated. More specifcally, since the scalp EEG data used
in this study have higher temporal resolution than fMRI data
and the data epochs are small, we cannot use the SDNCMV
method directly. We should assume that the brain functional
connectivity for each subject is time-varying and then
modify the frst stage of SDNCMV to estimate the dynamic
brain functional connectivity to obtain better performance.
More details of our method will be introduced in the fol-
lowing section.

Te signifcance of this study is that we proposed an
explainable statistical method, which could be used to
predict seizures based on the brain functional network. In
addition, the proposed method is also computationally ef-
fcient, and the results can be easily interpreted. Terefore,
this method can be better applied to the clinical and is more
conducive to helping more patients with epilepsy.

2. Materials and Methods

2.1. Scalp EEG Data. Te scalp EEG data used in this study
are obtained from Children’s Hospital Boston, the Massa-
chusetts Institute of Technology (CHB-MIT) database [23]
and Peking University First Hospital (FH-PKU) database.

Te CHB-MIT database is available with open access at
https://physionet.org/physiobank/database/chbmit/. Te
EEG recordings were collected from 23 children with in-
tractable seizures, of which fve males with age from 3 to 22,
17 females with age from 1.5 to 19, and one child with
missing gender and age data.Tese recordings were grouped
into 24 cases since the EEG data of patient ID chb21 was

Interictal State Preictal State Ictal State Postictal State

Seizure Onset

Figure 1: Te sketch plot of four diferent states of epilepsy
seizures.
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obtained one-half year after chb01 from the same child. Te
sampling frequency for this database was 256Hz, and the
international 10–20 EEG electrode positions and nomen-
clature system was used for these recordings. Te diference
between two adjacent electrodes obtained the signal mea-
surement for each electrode in this scalp EEG data. In most
of the 24 cases, there are 21 unique signals, while a few cases
contain less or more. Hence, only the recordings that include
these 21 unique signals were selected in this study to keep the
results consistent.

Te FH-PKU database is a private database containing
17 patients or cases. Tis scalp EEG data were recorded at a
sampling rate of 500Hz and used 19 signals in the inter-
national 10–20 system. In this database, a diferent method
was used from the CHB-MITdatabase to measure the signal
of each electrode. Tis method used the signal diference
between the electrode and the fxed reference electrode.
Furthermore, to ensure the accuracy of the results, the
physiological state of the patients in diferent epochs was
roughly the same.

In this study, we focus on patient-specifc seizure pre-
diction performance. For each patient in these two data-
bases, the ictal state, the period when the patient experienced
seizure onset, is easily detected from raw signals by doctors.
Although the preictal state is challenging to identify and
there is no gold standard, based on the ictal state, the preictal
state can be defned by ourselves, which is the 30-minute
window before a seizure occurs and is seen as the case state
in this study. However, the interictal state, which is seen as
the control state, is more difcult to defne; it is hard to
recognize the period of the postictal state. Hence, to elim-
inate the noise efect of the postictal state, recordings within
2 hours after the end of the seizure are removed. Te period
from this time to the next preictal state is defned as the
interictal state. Moreover, if the time between two seizure
periods is less than 2 hours, only the frst one is selected for
this study. We consider all epochs as samples in this study
and divide the continuous EEG data within a preictal state
and interictal state into nonoverlapping 60-second epochs.
To reduce computational complexity, we average the data
obtained every second for each signal. Ten, the data of each
epoch is in matrix form with 21 or 19 columns and 60 rows
for the patients from CHB-MIT or FH-PKU database.

2.2. Dynamic Brain Functional Connectivity Estimation.
Tis section introduces the procedure to estimate the in-
dividual-specifc dynamic brain functional connectivity
measures. For each individual, we denote Xc ∈ Rp×q and
Yϕ ∈ Rp×q as the raw scalp EEG data matrix of c-th epoch for
preictal state and ϕ-th epoch for the interictal state, re-
spectively, where p represents the number of electrodes and
q represents the number of time points. Based on the as-
sumption that not every region of interest in our brain is
connected, we estimate the dynamic brain functional con-
nectivity within c-th epoch for the preictal state and ϕ-th
epoch for the interictal state via sparse precision matrices for
Xc and Yϕ, which estimate the strength measures of brain
connectivity via partial correlations. Here we mainly focus

on the procedure of how to address the raw scalp EEG data
matrix in the preictal state Xc, while Yϕ can be dealt with
similarly.

Before introducing the detailed procedure, we follow the
classical matrix normal distribution framework to defne the
distribution of Xc. Assume Xc follows a matrix normal dis-
tribution for each c, denoted as Xc ∼ MN(Mc

X,ΣcXT
⊗ΣcXS

),
where ΣcXT

� (ΣcXT,ij) ∈ R
q×q and ΣcXS

� (ΣcXS,ij) ∈ R
p×p rep-

resent the covariance matrices of p electrodes locations and q

time points for c-th epoch, respectively. Ten, for each time
point t (1≤ t≤ q) within the c-th epoch, we have
Xc

·t ∼ N(Mc
X,·t,Σ

c
XS

). If the brain functional network is stable
within each epoch, there are lots of existing approaches to
estimate the sparse precision matrix Ωc

XS
� (ΣcXS

)− 1 in the
high-dimensional setting, such as Graphical Lasso [24] and
CLIME [25]. However, in the current study of epilepsy, it is
more reasonable to assume that the brain functional network
is changing over time. Hence, we need to estimate the dynamic
sparse precision matrix Ωc

XS
(t) for each time point based on

time-varying covariance matrices, which can be achieved by

Ωc

XS
(t) � argmin

Ω
Tr Σc

XS
(t)Ω  − log |Ω| + λ‖Ω‖1 , (1)

where ΣcXS
(t) � 

i

witX
c
·i(X

c
·i)

T/
i

wit is a weighted covari-
ance matrix, and we adopt a symmetric non-negative kernel
function K(·) to generate the over time weights as wit �

K(|i − t|/hn). It is easy to fnd that this objective function is
based on the Graphical Lasso and given the estimated ΣcXS

(t),
we can use the same algorithm to solve this optimization
problem. Please refer to Graphical Lasso [24] for details. In
practice, to obtain a better prediction performance, we
substitute ΣcXS

(t) by 
q
t�1

ΣcXS
(t)/q, which is the average of

ΣcXS
(t) over q time points and then a unifed sparse precision

matrix estimation within each epoch, instead of multiple
diferent sparse precision matrices Ωc

XS
, which can be used to

estimate the brain functional connectivity measures. Al-
though, here the sparse precision matrix is same for each
time points within a specifc epoch, it is generated via a time
varying covariance matrix, so the brain functional network
can be considered dynamic. In addition, we use Gaussian
kernel function and set hn � n1/3 to calculate the weights wit

in the real application, where n is the sample size.
To sum, in this study, we adopt two symmetric matrices

Wc

XS
� ( W

c

XS,ij) ∈ R
p×p and Wϕ

YS
� ( W

ϕ
YS,ij) ∈ R

p×p to
measure the dynamic brain functional connectivity strengths
for c-th epoch in preictal state and ϕ-th epoch in interictal
state, respectively. Here, we vectorize them via extracting the
upper triangular elements by row for each matrix and con-
necting them together, and defne these vectors as Vc

XS
�

Vec( Wc

XS
) ∈ Rd and Vϕ

YS
� Vec( Wϕ

YS
) ∈ Rd for each epoch

in diferent states, in which each element represent an edge in
brain functional network and the dimension d is equal to
p(p − 1)/2. Assume there are n1 epochs in preictal state, n2
epochs in interictal state and totally n � n1 + n2 epochs.
Hence, we can defne the predictor matrix used in predictive
model as V ∈ Rn×p(p− 1)/2, where V can be expressed as the
stack of matrix VXS

∈ Rn1×p(p− 1)/2 and matrix
VYS
∈ Rn2×p(p− 1)/2. In the following of this study, we are using

V to serve as “Network Predictor Matrix.”
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2.3. Dynamic Brain Functional Connectivity Estimation.
Given the network predictor matrix, due to the complexity
and high dimensionality of the data, we adopt a penalized
and ensembled logistic regression method to predict sei-
zures. For details, we use Lasso penalty to deal with high-
dimension problem and bootstrap procedure to ensemble
this penalized logistic regression. Let Z as the binary re-
sponse variable and its observations are Z1, . . . , Zn, in which
Zk � 1(k � 1, . . . , n1) means corresponding observations
are from preictal state and Zk � 0(k � n1 + 1, . . . , n) means
corresponding observations are from the interictal state. We
denote P as the probability of Z � 1 and B(b � 1, . . . , B) is
the bootstrap times.

Now, we introduce this predictive method briefy, and
for more details, please refer to Chen et al. [19]. We ran-
domly sample n1 epochs in the preictal state and sample n2
epochs in the interictal state, respectively, with replacement.
Ten, we repeat the resampling B times, and for each time,
we employ the high-dimensional logistic regression model.
We defne the β(b) as the corresponding regression coef-
cients vector estimated by b-th model. If there is the coef-
fcient in β(b) which is not equal to 0, it indicates that the
corresponding edge in the brain network is meaningful for
distinguishing between the preictal state and the interictal
state. Finally, after whole resampling procedure, we defne
the estimated coefcients vector as β

(b)
(b � 1, . . . , B) and

outcome for test sample as P
(b). Hence, we use PB � P

(b)/B
to denote the proportion of a new epoch is assigned to
preictal state and ψi � 1/B 

B
b�1 I(β

(b)

i ≠ 0) to denote the
weight for corresponding edge in the brain network. Te
greater the weight, the more important this edge is. Tis
demonstrates the interpretability of our method.

2.4. Performance Evaluation Measures. Te evaluation
measures that we adopt for the performance of seizure
prediction are Sensitivity Rate (SENS), False Discovery Rate
(FDR), and Area Under Curve (AUC). Te SENS measures
the proportion of epochs from the preictal state with a
positive result, and FDR is defned as the proportion of all
epochs predicted from the preictal state, which is not. Since
the values of these two criteria change with the cutof value,
we select the cutof with the highest prediction accuracy. To
avoid diferent cutofs afecting performance, we also present
the AUC values, which is a cutof-independent measure and
would be the most comprehensive measure.

3. Results

Tis section illustrates the results of the proposed method in
seizure prediction by applying it to the CHB-MIT and FH-
PKU databases.

Table 1 presents the seizure prediction results for 24
patients in the CHB- MIT database. To prove that features
derived via a dynamic brain functional network contain
more information and improve prediction accuracy, we
convert the raw scalp EEG data matrix for each epoch to a
vector and stack these n vectors into a data matrix of

dimension n × pq. Ten, we feed this data matrix into our
ensemble prediction model for comparison. Furthermore,
considering that the raw data may contain a small amount of
information, we also combine the predictor matrix derived
from brain network data (BNData) and the predictor matrix
derived from raw scalp EEG data (Raw Data) as a predictor
to observe its prediction performance. Te results in Table 1
show that satisfactory prediction results can be obtained by
using network features, while the prediction results obtained
via using raw data as input are no diferent from random
guessing. In addition, using the combination of brain net-
work data and raw EEG data can also achieve satisfactory
prediction. However, it is still worse than using brain net-
work data only. Tis is because the raw data cannot provide
any valuable information for prediction, so increasing these
redundant variables from raw data makes prediction per-
formance worse.

Te seizure prediction results for 17 patients from the
FH-PKU database are presented in Table 2. As done in
Table 1, we compare the prediction performance of our
method using three kinds of input features. In Table 2, we
show that network features can also achieve accurate pre-
dictions. Although the prediction result obtained using the
raw data is higher than random guessing, it is still unsat-
isfactory. Furthermore, unlike the CHB-MIT data, in this
dataset, since the raw data can provide some valuable in-
formation for prediction, it is found that the best prediction
performance can be obtained using the combined data.

4. Discussion

In this study, we have proposed an explainable statistical
method to predict epileptic seizures, which is helpful in
raising the alarm before seizures. More concretely, our
method uses scalp EEG data to construct a dynamic brain
functional connectivity network via a time-varying precision
matrix estimation approach. Ten, we treat these brain
functional connectivity measures as predictor variables for
the ensembled prediction model. Finally, through the pro-
posed method in this study, we can obtain accurate pre-
diction results by using these electrodes with overactive
electrical discharges as predictors. In the following, we
would like to discuss the fndings of this study, and at the
end, we will present some future research directions.

4.1.Relationship toOther Studies. Our study is not the frst to
use scalp EEG data to extract brain connectivity signatures
for seizure prediction. Tere have been lots of state-of- the-
art approaches, such as Gemein et al. [26], Tsiouris et al. [27],
and Truong et al. [28]. So far as we know, the method called
STS-HGCN-AL proposed by Yang et al. [18] can achieve a
better seizure prediction performance among these ap-
proaches. We speculate that if our method outperforms STS-
HGCN-AL, our method will outperform all existing
methods. Hence, in this study, we only compare the pre-
diction performance of our method with the method STS-
HGCN-AL in the public database CHB-MIT database. It
should be noted that it is difcult to draw a direct
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comparison due to diferent data preprocessing, such as how
to choose the length of the epoch, when the preictal state
starts, etc. In addition, the method STS-HGCN-AL has more
strict requirements for the raw data, so this method can
address part of patients’ data within the CHB-MITdatabase,
while our method can deal with all patients’ data in terms of
seizure prediction.We choose the AUC value as a measure of
prediction performance to compare these two methods for
the part of patients’ data. From the results in Table 1, it is not

difcult to see that our method can predict more patients
and has a higher AUC value of 94% in these patient data,
which can suggest that our method performs better than the
existing method STS-HGCN-AL in terms of predicting
epileptic seizures.

Furthermore, since our method uses brain functional
connectivity features to predict seizures, in this study, in
addition to the prediction performance, we also briefy
discuss the performance of critical feature selection. We

Table 1: Seizures prediction results for the patients in CHB-MIT database via our method and STS-HGCN-AL method.

Patient ID
BN data Raw data BN+ raw data STS-HGCN-AL

AUC SENS FDR AUC SENS FDR AUC SENS FDR AUC SENS FDR
chb01 0.968 95.0 0.060 0.496 47.5 0.374 0.970 95.0 0.088 0.996 100 0.000
chb02 0.984 100 0.102 0.634 75.0 0.473 0.973 90.0 0.059 0.897 100 0.145
chb03 0.992 95.5 0.022 0.691 50.0 0.193 0.989 95.5 0.029 0.928 83.3 0.173
chb04 0.867 86.7 0.290 0.595 50.0 0.247 0.825 93.3 0.362 NA NA NA
chb05 0.835 91.5 0.173 0.458 100 0.946 0.778 60.0 0.135 0.875 100 0.000
chb06 0.804 84.3 0.344 0.505 22.9 0.154 0.779 65.7 0.205 0.906 100 0.162
chb07 0.978 93.3 0.067 0.583 43.3 0.221 0.975 93.3 0.057 NA NA NA
chb08 0.953 85.0 0.078 0.548 40.0 0.200 0.933 85.0 0.100 0.999 100 0.000
chb09 0.963 90.0 0.043 0.553 96.7 0.815 0.950 90.0 0.069 0.843 100 0.092
chb10 0.947 86.7 0.073 0.544 25.0 0.110 0.922 85.0 0.127 0.977 83.3 0.171
chb11 0.990 95.0 0.039 0.696 80.0 0.459 0.989 95.0 0.036 0.940 100 0.123
chb12 0.911 76.8 0.095 0.479 96.4 0.919 0.904 87.5 0.162 NA NA NA
chb13 0.998 96.3 0.000 0.506 22.2 0.100 0.996 96.3 0.025 0.915 85.7 0.109
chb14 0.872 95.0 0.015 0.490 42.5 0.335 0.826 92.5 0.369 0.976 100 0.104
chb15 0.836 99.8 0.231 0.433 84.6 0.838 0.793 73.6 0.306 NA NA NA
chb16 0.950 93.3 0.189 0.486 40.0 0.322 0.904 96.7 0.211 0.954 87.5 0.187
chb17 0.960 95.0 0.080 0.542 75.0 0.587 0.954 90.0 0.073 0.826 100 0.237
chb18 0.912 100 0.300 0.553 30.0 0.143 0.901 87.5 0.259 0.992 75.0 0.138
chb19 0.976 91.0 0.046 0.610 63.6 0.390 0.974 100 0.167 0.991 100 0.038
chb20 0.987 100 0.077 0.386 33.3 0.319 0.980 100 0.117 0.982 100 0.184
chb21 0.957 90.0 0.085 0.451 5.0 0.002 0.923 85.0 0.115 0.833 100 0.156
chb22 0.924 96.3 0.245 0.485 40.7 0.283 0.860 85.2 0.219 0.997 100 0.000
chb23 0.994 100 0.011 0.409 10.0 0.043 0.990 100 0.031 0.990 100 0.047
chb24 1.000 100 0.000 0.599 87.0 0.637 1.000 100 0.000 NA NA NA
Average 0.940 93.0 0.111 0.530 52.5 0.380 0.920 89.3 0.138 0.938 95.5 0.109

Table 2: Seizures prediction results for the patients in FH-PKU database via our method.

Patient ID
BN data Raw data BN+ raw data

AUC SENS FDR AUC SENS FDR AUC SENS FDR
200002 0.950 100 0.125 0.637 40.0 0.025 0.945 80.0 0.000
210416 0.991 95.0 0.026 0.945 100 0.184 0.983 95.0 0.053
210443 0.957 90.0 0.000 0.726 70.0 0.359 0.967 90.0 0.000
210447 0.900 89.5 0.237 0.749 78.9 0.342 0.865 94.7 0.316
210454 0.891 85.0 0.105 0.834 100 0.447 0.930 90.0 0.132
210460 0.996 100 0.071 0.847 90.0 0.284 0.995 96.7 0.035
210465 0.992 95.0 0.035 0.790 80.0 0.319 0.985 100 0.113
210467 0.939 90.0 0.029 0.795 70.0 0.143 0.967 90.0 0.029
210470 0.975 90.0 0.000 0.820 100 0.447 0.978 90.0 0.000
210471 0.929 80.0 0.025 0.579 50.0 0.256 0.910 85.0 0.154
210477 0.971 87.5 0.026 0.651 95.8 0.692 0.927 87.5 0.103
210486 0.995 100 0.025 0.869 65.0 0.026 0.989 95.0 0.051
210489 0.978 90.0 0.026 0.749 85.0 0.368 0.988 90.0 0.026
210494 1.000 100 0.000 0.949 92.9 0.154 1.000 100 0.000
210498 0.992 100 0.028 0.611 70.0 0.451 0.987 100 0.056
210499 0.948 80.0 0.013 0.730 60.0 0.197 0.970 100 0.158
210503 0.877 80.0 0.040 0.981 100 0.067 0.986 100 0.080
Average 0.958 91.3 0.048 0.780 79.3 0.280 0.963 93.1 0.077
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randomly select two patients from the FH-PKU database, the
patient 210486 and patient 210494. Based on the order of the
derived weights ψ for each edge in the brain network, we
show the top 10 critical brain functional connectivity fea-
tures identifed by our model in Table 3 and Figures 2 and 3.
Ten, based on the weights for each edge in Table 3, we may
consider the features with larger weights as identifying
potential connectome biomarkers. For the identifcation of
potential connectome biomarkers, there are many existing
methods, such as Song et al. [29], Lu et al. [30], and Ding
et al. [31]. However, there is no gold standard for the public
datasets identifying potential connectome biomarkers. We
cannot prove the efectiveness of our method for this issue
and thereby cannot compare our method with existing
methods. We just put the identifcation results here without
evaluating the performance, and for this issue, we will leave
it as a direction for future research.

4.2. Limitations and Future Directions. Although our
method achieves satisfactory results in terms of seizure
prediction, it still leaves much space for improvement to
obtain even more realistic models. Te limitations of our
method proposed in this study mainly concentrated on three
aspects. At frst, for the sake of simplicity of our model, we
have assumed that the raw scalp EEG data of each patient
comes from a normal distribution. However, in the real
world, we cannot know the actual distribution of the raw
data. Hence, we are currently applying some statistical
methods to relax the normal assumption for this problem.
Secondly, in our model, we have used the same time window
to defne the preictal state of each patient, while in the real
world, each patient has its heterogeneity and the time
window of the preictal state is diverse. Hence, we plan to
focus on how to estimate an optimal time window of the
preictal state in the future. In the end, the study only briefy
discussed how to identify potential connectome biomarkers
using our method but did not test whether these biomarkers
actually afected epilepsy. Terefore, in the future, we will
conduct hypothesis tests in this feld to demonstrate the
efciency and accuracy of our method in identifying po-
tential connectome biomarkers.

4.3. Potential Applications of the Method in Treatment of
Epilepsy. Epileptic seizures are sudden and have no ap-
parent signs. Te prediction of epileptic seizures can sig-
nifcantly enhance the efect of epilepsy treatment, improve
the quality of life of patients with epilepsy, and reduce the
mortality due to epileptic seizures, so the accurate prediction
of epileptic seizures in the clinical application has a vital
signifcance. Our experimental results and the comparison
with previous work demonstrate that the proposed method
is efcient. Tis gives the patient enough time to take action
to cope with the seizure and reduce anxiety and trauma.

Patients with epilepsy after regular ASMs treatment,
there is still one-third of patients with epilepsy that cannot
be controlled. Uncontrolled seizures have severe impacts
on patients’ cognition, memory, quality of life, social
psychology, and the growth and development of children.

In recent years, imaging, electroencephalography, ge-
netics, and other diagnostic techniques have been con-
tinuously improved, and the efcacy and safety of surgical
resection have been recognized. For patients with drug-
resistant epilepsy with a clear epileptogenic focus and a
low surgical risk, surgical resection should be considered
as soon as possible. Te accuracy of the connectome
biomarker identifcation may help to determine the epi-
leptic region before epilepsy surgery, which is the key to
ensuring the success of epilepsy surgery. Hence, fnding
the right target remains the essential prerequisite for our
new drug development, and accurate connectome bio-
marker identifcation can provide potential therapeutic
targets. In this study, we have briefy discussed that our

Table 3: Epileptogenic focus localization results for the two
patients in FH-PKU database.

210486 ψ 210494 ψ
1 Occipital L↔ temporal L 1.00 Parietal L↔ occipital L 1.00
2 Frontal L↔ frontal R 0.91 Occipital L↔ frontal M 0.99
3 Frontal R↔ parietal L 0.91 Parietal R↔ parietal M 0.89
4 Parietal R↔ temporal R 0.75 Frontal M↔ frontal M 0.66
5 Parietal L↔ occipital L 0.69 Frontal L↔ parietal R 0.65
6 Temporal L↔ frontal M 0.66 Temporal L↔ parietal M 0.56
7 Parietal L↔ frontal L 0.65 Occipital R↔ parietal M 0.56
8 Parietal L↔ frontal M 0.65 Frontal R↔ frontal R 0.54
9 Parietal R↔ frontal R 0.56 Occipital L↔ occipital R 0.51
10 Frontal L↔ frontal M 0.55 Frontal L↔ frontal R 0.50

L R

Figure 2: Top 10 brain functional connections that afect seizures
for patient 210486.

L R

Figure 3: Top 10 brain functional connections that afect seizures
for patient 210494.
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method may enable potential connectome biomarker
identifcation, which is essential for physicians to conduct
the preoperative evaluation and develop new drugs or
treatments for epilepsy, but this needs to be further
validated in the future.

5. Consent
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and allowing the use of the relevant data and information for
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Tis study aimed to evaluate the consistency of ultrasound TI-RADS classifcation used by sonographers with diferent ultrasound
diagnosis experience in the diagnosis of thyroid nodules and the diagnostic value of using artifcial intelligence ultrasound
S-Detect technology in the diferentiation of benign and malignant thyroid lesions. 100 patients who underwent ultrasound
examination of thyroid masses in our hospital from June 2019 to June 2021 and were further punctured or operated on were
included in the study. Pathological results were used as the gold standard to evaluate ultrasound S-Detect technology and the value
of TI-RADS classifcation and the combined application of the two in diagnosing benign and malignant thyroid TI-RADS 4 types
of nodules, and the consistency of judgments of doctors of diferent ages is assessed by a Kappa value. Tere were 128 nodules in
100 patients, 51 benign nodules, and 77 malignant nodules. For senior physicians, the sensitivity of diagnosis using TI-RADS
classifcation combined with ultrasound S-Detect technology is 93.5%, specifcity is 94.1%, and accuracy is 93.8%; for middle-aged
physicians using TI-RADS classifcation combined with ultrasound S-Detect technology for diagnosis, the sensitivity is 89.6%,
specifcity is 92.2%, and accuracy is 90.6%; for junior doctors, the sensitivity of diagnosis using TI-RADS classifcation combined
with ultrasound S-Detect technology is 83.1%, specifcity is 88.2%, and accuracy is 85.1%. Regardless of seniority, the combined
application of artifcial intelligence ultrasound S-Detect technology and TI-RADS classifcation can improve the diagnostic ability
of sonographers for thyroid nodules and at the same time improve the consistency of judgment among physicians, and this is
especially important for radiologists.

1. Introduction

Athyroid nodule is one of the most common nodular lesions
in adults, and its incidence is getting higher and higher. Te
prevalence rate of Chinese residents is as high as 18.6%, and
it is more common in women, and most of them are benign
nodules, only 7% of thyroid nodules tend to be malignant,
but 5% of patients will change from benign to malignant
without timely diagnosis and treatment [1]. Te incidence of
thyroid cancer increases with age, and it is the malignant
tumor with the largest number of new patients among all

cancer types in recent years [2]. According to statistics from
the National Cancer Research Center of the United States,
there were about 64,300 new cases of thyroid cancer
worldwide in 2016, and about 1,980 people died of thyroid
cancer [3]. Timely and accurate detection of thyroid nodules
and identifcation of benign and malignant thyroid nodules
are of great signifcance to improve clinical treatment efects
and prognosis of patients [4].

Fine-needle aspiration biopsy (FNAB) or surgical biopsy
is the gold standard for diagnosing thyroid cancer, while for
incidentally discovered thyroid nodules, ultrasound is the
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most commonly used noninvasive method to diferentiate
benign and malignant thyroid nodules [5]. Ultrasound is a
real-time imaging method, which has the advantages of no
radiation and no damage, high accuracy, simple and fast
operation, and low cost, but it is highly dependent on the
operator and has a low repetition rate of diagnostic results
[6]. With the development and application of artifcial in-
telligence (AI) technology in the medical feld, the AI ul-
trasound intelligent auxiliary diagnosis system based on
static ultrasound images has emerged, which can greatly
reduce the labor of medical workers while ensuring accu-
racy. However, the collection of static ultrasound images is
still afected by multiple factors, while dynamic AI can
perform real-time synchronous dynamic analysis of nodules
from multiple levels and angles, determine the nature of
nodules, and further improve diagnostic efciency. Tere is
no domestic report on the dynamic AI ultrasound intelli-
gently assisted real-time diagnosis system [7–11]. Te ap-
plication of computer-aided diagnosis (CAD) technology
“S-DetectTM” can realize the qualitative and quantitative
automatic analysis of ultrasound images and obtain objec-
tive, repeatable, and more accurate diagnostic results. In the
latest generation of ultrasonic diagnostic equipment,
S-DetectTM technology adopts the method of deep learning,
which can improve the accuracy of diagnosis. At present,
only a few scholars have reported the preliminary applica-
tion of S-DetectTM technology in the diferential diagnosis of
thyroid masses [9–14]. Te purpose of this study was to
investigate the consistency of ultrasound TI-RADS classi-
fcation in the diagnosis of thyroid nodules by sonographers
with diferent ultrasound diagnostic experiences, to explore
the diagnostic value of using artifcial intelligence ultrasound
S-Detect technology in the diferentiation of benign and
malignant thyroid lesions, as well as the clinical value of the
combined diagnosis of S-Detect technology and routine
thyroid ultrasonography, so as to provide sonographers with
a more objective and accurate assessment tests for thyroid
tumors.

2. Research Proposal and Object

2.1. ResearchObjects. A total of 100 patients who underwent
ultrasound examination of thyroid masses in our hospital
from June 2019 to June 2021 and underwent further
puncture or surgery were included in the study.

2.1.1. Inclusion Criteria
Te patient had one or more thyroid nodules
Te patient was about to undergo FNAB or surgery
Aged≥ 18 years old
Te patient signed informed consent

2.1.2. Exclusion Criteria. Exclusion criteria were as follows:
patients with diseases that are unfavorable to the trial or pose
a threat to other participants, such as mental illness; unable
to cooperate with the trial operation; pregnant or breast-
feeding women; poor quality of ultrasound images that

cannot meet parameter measurement and analysis; history
of thyroid surgery or history of thyroid biopsy; received
radiotherapy and chemotherapy; no biopsy or surgical pa-
thology results after examination; no clear diagnosis of
benign and malignant after biopsy or surgery; simple cystic
nodule, calcifcation; the tumor boundary that could not be
identifed; the underlying data were incomplete. Tis study
was approved by the hospital’s ethics committee
(K20180216), and patients signed informed consent.

2.2. Instruments and Methods. We used SamsungRS80A
(South Korea, Seoul, Samsung Madison Co., Ltd., L3-12A
linear array high-frequency probe, frequency 5–13MHz,
equipped with S-Detect intelligent detection system) high-
end color Doppler ultrasound diagnostic apparatus to scan
the thyroid, to understand the overall situation of the
thyroid, longitudinal and transverse scanning of nodules
(select 2-3 nodules with pathological results and the most
suspicious of malignancy) and then analyzed the color
Doppler signal of the nodule, longitudinal section and
transverse section of the nodule were saved. We entered the
S-Detect mode, started the S-Detect automatic analysis
program to automatically draw the region of interest (ROI)
on the largest longitudinal section and the largest transverse
section of the thyroid nodule, and output the S-Detect di-
agnostic report, and the ultrasound images and evaluation
report records automatically analyzed by S-Detect were
stored on the hard disk for later data sorting and data
analysis.

2.3. Analytical Method

2.3.1. Tyroid Nodule Ultrasound TI-RADS Classifcation
Evaluation. All cases were routinely examined by two senior
doctors with more than 10 years of experience in thyroid
ultrasound diagnosis. Tyroid ultrasound TI-RADS classi-
fcation assessment was performed by 6 sonographers with
diferent experience in low, medium, and high grades and
divided into three groups (there are 2 people in the low-level
group, divided into low-level A and low-level B, physicians
with 2 years of experience in thyroid disease ultrasound
diagnosis, 2 people in the middle-level group, divided into
middle-level A and middle-level senior B, physicians with 5
years of experience in thyroid disease ultrasound diagnosis,
and there are 2 seniors in the senior group, divided into
senior A and senior B, physicians with 10 years of experience
in thyroid disease ultrasound diagnosis). According to the
2017 version of the ultrasound TI-RADS classifcation cri-
teria [13], a double-blind method was used to evaluate the
TI-RADS classifcation of thyroid nodules. Te diagnostic
cutof between TI-RADS4 and TI-RADS5 was used as the
diagnostic cut-of point for benign and malignant tumors,
and TI-RADS4 was assessed as a possible benign tumor and
TI-RADS5 was assessed as a possible malignant tumor. All
sonographers were unaware of the clinical information of
the cases, the number of benign andmalignant cases, and the
fnal diagnosis of the cases.
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2.3.2. Evaluation of Artifcial Intelligence Ultrasound S-De-
tect Technology. We activate the S-Detect automatic analysis
program, make precise identifcation of lesions based on
various characteristics of lesions, and use the ultrasonic TI-
RADS classifcation report to issue recommended diagnostic
results for thyroid nodules, which are automatically gen-
erated S-Detect diagnostic reports, judge the lesion as
“probably benign” or “probably malignant” and prompt the
result of “binary classifcation,” and fnally keep a record of
images and evaluation results. If the prompting results of the
two sections are diferent, it is regarded as “probably
malignant.”

2.3.3. Combined Diagnostic Method. If the classifcation
results of artifcial intelligence ultrasound S-Detect tech-
nology and the sonographer’s BI-RADS classifcation as-
sessment are inconsistent, when artifcial intelligence
ultrasound S-Detect technology diagnoses lesions as “pos-
sibly benign,” the original sonographer’s TI-RADS classi-
fcation diagnostic results drops down one level; when
artifcial intelligence ultrasound S-Detect technology diag-
noses lesions as “possibly malignant,” the original sonog-
rapher’s conventional two-dimensional ultrasound TI-
RADS classifcation diagnostic result is upgraded by one
level. When the original sonographer’s conventional two-
dimensional ultrasound TI-RADS classifcation diagnostic
result is category 3, the combined diagnostic result does not
decrease. All judgment results are compared with the results
of puncture or surgical pathology. With the results of
puncture biopsy or surgical pathology as the gold standard,
the ultrasound TI-RADS 3–5 results of physicians with
diferent seniority levels are transformed into a benign and
malignant dichotomous model, and with BI-RADS category
4 being the cutof point for benign and malignant, possibly
benign includes categories 1, 2, 3, and 4 and possibly ma-
lignant includes category 5.

2.4. Statistical Analysis. After sorting out all the statistical
results, a database was established, and SPSS (SPSS19.0,
IBM) and MedCalc19.0 statistical analysis software was used
for data analysis. Linear weighted kappa coefcient analysis
was used to calculate the Kappa value to evaluate the
consistency of ultrasound TI-RADS classifcation in evalu-
ating thyroid nodules among physicians of diferent se-
niority levels. Te 2∗ 2 contingency table and the chi-square
test were used to calculate the sensitivity, specifcity, and
accuracy of diferent senior doctors applying TI-RADS
classifcation, artifcial intelligence ultrasound S-Detect
technology, and the combination of diferent senior doctors
and S-Detect technology in diferential diagnosis of benign
and malignant thyroid lesions. We drew the ROC charac-
teristic curve of diferent senior physicians using ultrasonic
TI-RADS classifcation, artifcial intelligence ultrasound
S-Detect technology, and the combined diagnosis of thyroid
lesions by diferent senior physicians and S-Detect tech-
nology and calculated the area under the ROC characteristic
curve (AUC).Te Z test was used to compare the diferences

in AUC of diferent inspection methods. Te enumeration
data were expressed as a percentage, and the chi-square test
of paired data was used to compare the between-group
comparison between the ultrasonic features of thyroid tu-
mors judged by artifcial intelligence ultrasound S-Detect
technology and the results judged by sonographers. When
P< 0.05, the diference was statistically signifcant. Consis-
tency assessment: 0.6–0.8 is fair, 0.8–0.9 is good, and 0.9–1.0
is excellent.

3. Results

3.1. Pathological Result. Tere were 128 nodules in 100
patients (among patients, 37 were female and 63 were male),
of which 79 were pathologically confrmed by surgical re-
section, 56 were pathologically confrmed by cytology or
histological biopsy, 51 were benign (19 nodular goiters, 16
thyroid adenomas, 11 Hashimoto’s thyroiditis, 5 nodular
goiters with cystic degeneration), and 77 malignant nodules
(43 papillary thyroid carcinoma, 22 follicular thyroid car-
cinoma, 10 Hashimoto’s thyroiditis complicated with pap-
illary thyroid carcinoma, and 2 medullary thyroid
carcinoma).

3.2. Diagnostic Results of Senior Physicians and Diferent
Diagnostic Methods. For senior physicians, 63 benign
nodules and 65 malignant nodules were diagnosed by TI-
RADS classifcation, 57 benign nodules and 71 malignant
nodules were diagnosed by ultrasound S-Detect technology,
and when the two were used together, 55 benign nodules and
73 malignant nodules were diagnosed, and the kappa value
was between 0.6 and 1; the sensitivity, specifcity, and ac-
curacy of TI-RADS for diagnosing thyroid nodules were
83.1%, 88.2%, and 85.1%, respectively, and AUC� 0.796, and
the diagnostic sensitivity of ultrasonic S-Detect technology
was 89.6%, specifcity was 88.2%, accuracy was 89.1%, and
AUC� 0.869. When the two were combined, diagnostic
sensitivity was 93.5%, specifcity was 94.1%, accuracy was
93.8%, and AUC� 0.923 (Table 1, Figure 1).

3.3. Diagnostic Results of Middle-Aged Physicians and Dif-
ferent Diagnostic Methods. For middle-aged physicians, 62
benign nodules and 66malignant nodules were diagnosed by
TI-RADS classifcation and 54 benign nodules and 74
malignant nodules were diagnosed by ultrasound S-Detect
technology. When the two were used together, 53 benign
nodules and 75 malignant nodules were diagnosed, and the
kappa value was between 0.6 and 1; the sensitivity, speci-
fcity, and accuracy of TI-RADS for diagnosing thyroid
nodules were 80.5%, 78.4%, and 80.4%, respectively, and
AUC� 0.713, and the diagnostic sensitivity of ultrasonic
S-Detect technology was 83.1%, specifcity was 84.3%, ac-
curacy was 83.6%, and AUC� 0.826. When the two were
combined, diagnostic sensitivity was 89.6%, specifcity was
92.2%, accuracy was 90.6%, and AUC� 0.897 (Table 2,
Figure 2).
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3.4. Diagnostic Results of Junior Physicians and Diferent
Diagnostic Methods. For junior physicians, 63 benign
nodules and 65 malignant nodules were diagnosed by TI-
RADS classifcation, 61 benign nodules and 67 malignant
nodules were diagnosed by ultrasound S-Detect technol-
ogy, and when the two were used together, 53 benign
nodules and 75 malignant nodules were diagnosed, and the
kappa value was between 0.4 and 0.8; the sensitivity,
specifcity, and accuracy of TI-RADS for diagnosing thy-
roid nodules were 72.7%, 76.5%, and 74.2%, respectively,
and AUC � 0.685, the diagnostic sensitivity of ultrasonic
S-Detect technology was 76.6%, specifcity was 78.4%,
accuracy was 77.3%, and AUC � 0.798. When the two were
combined, diagnostic sensitivity was 83.1%, specifcity was
88.2%, the accuracy was 85.1%, and AUC � 0.856 (Table 3,
Figure 3).

4. Discussion

Te combined application of medical image data and AI
based on deep learning has revolutionized the expression of
medical images. Many centers have carried out static AI
diagnosis of thyroid nodules in clinical practice. A large
number of research data at home and abroad show that AI is
efective in judging benign andmalignant thyroid nodules. It
has high diagnostic value, is convenient and quick, and
improves clinical examination and diagnostic efciency
[8–13]. On this basis, dynamic AI uses an ultra-large-scale
convolutional neural network and deep learning technology
to realize real-time localization, the real-time outline of
thyroid nodules, and real-time auxiliary diagnosis of benign
and malignant nodules during the inspection process,
making ultrasonography more efcient and precise.

Table 1: Diferences in diagnosis among senior physicians.

TI-RADS
classifcation Total Kappa

Ultrasound S-Detect
Total

Combined
Total Kappa

Benign Malignant Benign Malignant Benign Malignant
Benign 45 1 46 0.701 45 2 47 48 1 49 0.871
Malignant 18 64 82 12 69 81 7 72 79
Total 63 65 128 57 71 128 55 73 128
Specifcity (%) 83.1 89.6 93.5
Sensitivity (%) 88.2 88.2 94.1
Accuracy (%) 85.1 89.1 93.8
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Figure 1: ROC curves of senior physicians using diferent diagnostic methods.

Table 2: Diferences in diagnostic results among middle-aged physicians.

TI-RADS
classifcation Total Kappa

Ultrasound S-Detect
Total

Combined
Total Kappa

Benign Malignant Benign Malignant Benign Malignant
Benign 41 4 45 0.604 43 10 53 47 6 53 0.817
Malignant 21 62 83 11 64 75 8 69 75
Total 62 66 128 54 74 128 53 75 128
Specifcity (%) 80.5 83.1 89.6
Sensitivity (%) 78.4 84.3 92.2
Accuracy (%) 80.4 83.6 90.6
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S-DetectTM technology is an emerging computer-aided
diagnostic method, based on Korea and Russ TI-RADS
(Tyroid Image Reporting and Data System) classifcation
and ATA (American Tyroid Association) guideline clas-
sifcation, and using the deep learning model CNN (con-
volutional neural network), it automatically detects and
analyzes the internal structure, echo level, boundary, di-
rection, shape, and other information of thyroid tumors to
realize the diagnosis of benign and malignant lesions
[15, 16].Te application of S-DetectTM can not only improve
diagnostic accuracy and repeatability but also greatly reduce
the work pressure of ultrasound doctors, which has im-
portant reference value for beginners and clinicians.

Among the 128 nodules in the 100 patients in this study,
51 were benign nodules and 77 were malignant nodules
confrmed by pathology. For senior physicians, the sensi-
tivity, specifcity, and accuracy of TI-RADS classifcation for
diagnosing thyroid nodules were 89.6%, 89.6%, and 89.1%,
respectively (kappa value 0.701); for middle-aged physicians,
the sensitivity, specifcity, and accuracy of TI-RADS clas-
sifcation for diagnosing thyroid nodules were 80.5%, 78.4%,
and 80.4%, respectively (kappa value 0.604); for junior
physicians, the sensitivity of TI-RADS classifcation for
thyroid nodules was 72.7%, specifcity was 76.5%, and ac-
curacy was 74.2% (kappa value 0.440). With the increase in
the physician seniority level, their diagnostic ability for
thyroid nodules was signifcantly better, and they showed
better evaluation consistency, confrming the infuence of
physician experience on the diagnosis of thyroid nodules.

Artifcial intelligence ultrasound S-Detect technology is
the frst commercial image analysis program based on deep
learning algorithms newly developed by SamsungMedical in
recent years. It is installed on the high-end ultrasound di-
agnostic equipment of Samsung Madison in South Korea.
Te clinical application is mostly concentrated in the di-
agnosis of breast tumors [16–19], while the application in the
diagnosis of thyroid nodules is less. In this study, the ap-
plication of ultrasound S-Detect technology improved the
specifcity, sensitivity, and accuracy of thyroid nodule di-
agnosis among sonographers of diferent seniority, espe-
cially for middle and low-level doctors, and when ultrasound
S-Detect technology is combined with the TI-RADS clas-
sifcation and the diagnostic method, it can signifcantly
improve the diagnostic ability of middle and low-level

Table 3: Diferences in diagnostic results among junior physicians.

TI-RADS
classifcation Total Kappa

Ultrasound S-Detect
Total

Combined
Total Kappa

Benign Malignant Benign Malignant Benign Malignant
Benign 39 9 68 0.440 40 8 48 45 11 56 0.696
Malignant 14 56 70 21 59 80 8 64 72
Total 63 65 128 61 67 128 53 75 128
Specifcity (%) 72.7 76.6 83.1
Sensitivity (%) 76.5 78.4 88.2
Accuracy (%) 74.2 77.3 85.1
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Figure 3: ROC curves of junior physicians using diferent diag-
nostic methods.
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Figure 2: ROC curves of middle-aged physicians using diferent diagnostic methods.
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physicians for thyroid nodules. Tis is especially important
for junior physicians, because their diagnostic sensitivity for
benign and malignant thyroid nodules using TI-RADS
classifcation is only 72.7%, and the specifcity (76.5%) and
accuracy (74.2%) also need to be improved urgently. When
the ultrasound S-Detect technique was used in combination
with the TI-RADS classifcation, the diagnostic sensitivity of
junior physicians for benign and malignant thyroid nodules
increased to 83.1%, which was the same as that of senior
physicians using the TI-RADS classifcation (88.2% speci-
fcity and 85.1% accuracy), at the same time, due to the
application of artifcial intelligence ultrasound S-Detect
technology, the judgment of physicians tends to be correct,
resulting in a signifcant improvement in the consistency of
assessment among junior physicians, from general diag-
nostic consistency (kappa� 0.44) to stronger diagnostic
consistency (kappa� 0.696), and this improvement in di-
agnostic consistency also occurred among middle-aged and
senior physicians.

In conclusion, the results of this study show that re-
gardless of their seniority, the combined application of
artifcial intelligence ultrasound S-Detect technology and TI-
RADS classifcation can improve the diagnostic ability and
diagnostic consistency of sonographers for thyroid nodules.
It is especially obvious for junior doctors, which helps
improve the diagnostic confdence of junior sonographers
and avoid unnecessary needle biopsy or surgery, which is
worthy of clinical promotion. However, this study also has
certain limitations; for example, it is only a single-center
retrospective study, and the number of patients is small.
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With the emergence of the Internet of �ings (IoT), investigation of di�erent diseases in healthcare improved, and cloud
computing helped to centralize the data and to access patient records throughout the world. In this way, the electrocardiogram
(ECG) is used to diagnose heart diseases or abnormalities. �e machine learning techniques have been used previously but are
feature-based and not as accurate as transfer learning; the proposed development and validation of embedded device prove
ECG arrhythmia by using the transfer learning (DVEEA-TL) model. �is model is the combination of hardware, software, and
two datasets that are augmented and fused and further �nds the accuracy results in high proportion as compared to the previous
work and research. In the proposed model, a new dataset is made by the combination of the Kaggle dataset and the other, which
is made by taking the real-time healthy and unhealthy datasets, and later, the AlexNet transfer learning approach is applied to
get a more accurate reading in terms of ECG signals. In this proposed research, the DVEEA-TL model diagnoses the heart
abnormality in respect of accuracy during the training and validation stages as 99.9% and 99.8%, respectively, which is the best
and more reliable approach as compared to the previous research in this �eld.

1. Introduction

Electrocardiogram (ECG) is one of the best techniques to
record the electrical signal to examine all the heart activities.
If the heart is not working properly and activities are ab-
normal, then it would lead to serious and dangerous out-
comes. Based on the World Health Organization (WHO)
report, 30–40% of deaths in the entire world are due to

cardiovascular diseases which is an alarming situation, and
the ratio is increasing with the passage of time.�is irregular
functioning and abnormalities can be found by cardiologists
[1]. Literature indicates that it is di¡cult to identify the
accurate position and transition of ECG signals with one or a
simple algorithm. Arti�cial intelligence (AI) is playing a vital
role in the recognition of heart disease by using ECG
readings. �e ECG value depends on the techniques,
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algorithms, and different devices, which are used for
detecting the signals of the ECG [2].-e rate of the heartbeat
can be calculated by the QRS complex R peak, which rep-
resents the ECG signal per minute and shows the ventricular
depolarization. -e ECG wave along with its related trough
and crest values such as QRS, QT, PR, and STcan explain the
entire position of heart functionality [3]. -e cardiologist
can generate an ECG report in 3 seconds where the P wave
can show atrial polarization having a duration of less than
0.12 s and amplitude of less than 2.5mm. -en, the cardiac
movement can take place from the atria to the ventricle in
the PR interval of 0.12–0.2 s. -e QRS complex represents
the ventricular depolarization having a duration of
0.06–0.10 s.-e healthy person has 0.10–0.12 s QRS, which is
wider. After that, the T wave represents the ventricular
repolarization, and it would have the same direction as the
QRS. If the QRS complex is positive, the T wave will be
positive, and if the QRS complex is negative, the Twave will
be negative. -e leading ST segment shows the interval
between the depolarization and ventricular depolarization.
-e STwave is a smooth wave line. So, the U wave shows the
slower heart rate which is at the end leading from T [4]. It is
important to go through the functioning of the heart and
ECG before implementing it on any machine learning, deep
learning, and transfer learning approach [3–5].

For the diagnosis of heart arrhythmia, the cardiologist
can check the functionality of the heart and categorize it into
different cardiovascular diseases upon symptoms, which can
be helpful to cure the disease. -e ECG analysis is one of the
patterns which is applied to machine learning and deep
learning to get a more precise result in a little span of time
[3, 4, 6]. -e study is a combination of hardware and
software related to the deep learning approach. In the first
part of the proposed model, build up hardware by using
Raspberry Pi 3+, Arduino, a touch screen, and a heart
monitor device to get the reading in real-time to create its
dataset. -e second part is to involve the software part,
which involves different approaches of deep learning
methods, and further use three databases, one from the
Kaggle, i.e., Massachusetts Institute of Technology-Beth
Israel Hospital (MIT-BIH Arrhythmia), the second one is
own dataset named Real-Time Cardiac Arrhythmia (RT-
CarArr), and the final dataset created by the combination of
above two datasets, i.e., BIH-RT.-e study has some parts to
explain the proposed model for finding the accuracy in
diagnosing ECG arrhythmia.-e previous machine learning
approaches to diagnose heart arrhythmia was found to be
handcrafted and time-consuming. In the proposed model,
the deep learning approach enhanced the accuracy and
speed as compared to the machine learning methodology. In
this regard, the transfer learning method AlexNet widens the
research, proves the accuracy, and maximizes the results in
diagnosing heart problems and abnormalities. -e intro-
duction is given in Section 1, and in Section 2, literature
review, limitations, past work, and achievements are pro-
vided. Last but not the least, this will have to cover the
proposed model’s working performance, methodology, re-
search tools and material, and conclusion.

2. Literature Review

-e ECG signals which can provide the actual beat of the
heart in the peak R in the time series have been analyzed with
machine learning techniques [7]. An innovative deep
learning approach and techniques help to detect abnor-
malities spontaneously. Deep learning made a progress in
the AI field, and it could be effective for the image analysis of
ECG [7, 8]. -e multidimensional work (1D, 2D, and 3D) is
possible with the convolutional neural network (CNN),
where the 1D is limited to time series data, which are less
effective as compared to 2D CNNs. So, the time series in 2D
is good for machine learning algorithms [3, 9, 10]. Hence,
the 2D images as the input can be applied to the ECG to
make it a learning perspective and can be able to extract the
features for the ECG representation. -is one representation
makes it possible to develop cardiovascular disease (CVD)
through different automated systems. -e cardiologist took
some time to find the arrhythmia disease, could be an hour
of observation for the analysis of ECG. -e arrhythmia
detection can be performed with the help of time-varying
and morphological features by using hybrid feature classi-
fication. -e various classification will control different
kinds of wavelengths, which can occur in arrhythmia
[5, 11, 12]. -e IoT helped to make it possible to go through
the hardware and software together with cloud computing.
-e ECG signal analysis worked with the classification and
real-time implementation and linked with a variety of
hardware (Arduino, Bluetooth, cloud servers, and phone
with ECG monitor) to work parallel with the software as
transfer learning and machine learning to get the accurate or
required results [6, 13]. -ere is more work with ECG and
blood pressure (BP) and their relationship; the BP value can
be detected with numeric data and based on feature ex-
traction with a machine learning model. -is method was
applied to estimate arterial pressure, systolic BP (SBP), and
diastolic BP (DBP) by using the ECG sensor [2, 14, 15]. -e
classification of ECG can also be carried out with the pattern
recognition method and artificial neural network (ANN) in
various research studies. Moreover, the ANNs method
enhanced the QRS peak detection by utilizing the multilayer
perception [16, 17]. Here, the preceptor behaved like a
classifier that helped to distinguish the wavelength of the
normal and abnormal ECG signal reports in the form of an
image to a cardiologist to read and suggest to the patient the
current position either healthy or unhealthy, in the respect of
heart functionality. Improvement has been seen in the ECG
while using a mixture of expert (MOE) with ECG classifi-
cation. In this machine learning technique, the real-time
patient data can collaborate with the large dataset to get the
MOE classifier. For more accuracy in the short span, the self-
organizing map (SOM) is used to get the more accurate
result for different kinds of heart diseases [15, 16].

Another study about the ECG has been seen in the
biosignal as well; when a person has anxiety and pressure
while driving a car, the supervised machine learning algo-
rithm used the ECG movement and signals’ information for
biosignals and proved 72.5% accuracy [8, 16, 17]. -e
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detection of Alzheimer’s disease uses the synchronization
measures acquired with magnetoencephalography. In this
way, the novel deep learningmodel is proposed and based on
different blocks of the pooling layers, 2D convolution, and
batch normalization. -is model is designed to avoid
overfitting, as there are massive images (25755) with few
samples (132 patients). To solve the issue is to outfit the
submodels with the sharing weight, and the final stage can be
achieved by performing the average of submodels. -ere-
fore, each submodel can receive the random permutation of
features, which correspond to the neural activity and are
arranged in the matrix form as a 2D image, which is further
sorted out by a 2D convolution network. -eir proposed
model is a binary classifier and compared to the machine
learning and deep learning approach by obtaining the best
classification result with an average F1 score of 0.92 [3, 18].
Singh proposed an attention-based convolutional model to
diagnose atrial fibrillation from wearable ECG. -e features
are extracted by using the convolution layer and classifying
the atrial fibrillation.-emodel was tested on four databases
and achieved a classification performance of 99.25% for
precision, 99.25% for accuracy, and 99.50% for recall, re-
spectively [19]. Lopez-Martin et al. presented a novel con-
trastive learning design and the loss function. -e novel
classifier was suitable for unstable and noisy datasets for
intrusion detection [20].

-e two main things are involved in it: one is accuracy
and performance metrics and the other is computational
knowledge and complexity (big O notation). -e other
limitation is the design and assembling techniques to operate
the method or algorithm. -e improvements and updating
should have been seen in the datasets of the ECG. -e
doctors and researchers, using the portable and wearable
ECG, should have to share ideas to make it real-time reliable
andmore effective [2, 14, 15].-e transfer learning approach
can give more precise and accurate data in terms of electric
ECG signals and by using MIT-DB and ECG-ID, got the
satisfactory result of 97.7% for MIT-DB and 94.4% for ECG-
ID and provides the qualitative result to prove the
uniqueness [12, 16, 21, 22]. Jignesh et al. proposed the
transfer learning of inception V3 while using the face mask
for the detection of the face and achieved remarkable ac-
curacy in testing and training [23]. -e transfer learning
approach is also helpful in other fields of the biomedical such
as in breast cancer. Gelan Ayana et al. proposed the
ImageNet transfer learning method to detect breast cancer
for detection and diagnosis and achieved accuracy better as
compared to the previous research [24–27]. -e deep
learning approach with the recurrent neural network (RNN)
is useful in the ECG rhythm classifier for the sequence
modeling of imbalanced data and further compared the
performance of the RNN with the long short-term memory
(LSTM) and gated recurrent unit (GRU) and observed that
the LSTM technique is the latent method for the sequential
data with an accuracy of 97.7% [28–31]. In addition, re-
searchers proposed the validation of ECG-derived sleep
architecture and ventilation in sleep apnea and chronic
fatigue syndrome and analyzed the result by using the kappa
score, which is 0.68, 0.85, and 0.69 for different classes [30].

Guangyu Xu proposed that the IoT built an ECGmonitoring
framework to improve the accuracy of the system with entire
devices [22, 32–34]. An updated, comprehensive architec-
ture for the Internet of-ings devices is built on modernized
blockchainmodels.-e authors of [35] devised an intelligent
way to combine IoT and blockchain in autonomous inte-
grated sewage management. -e model and framework can
examine and compare various current blockchain strategies.
-e term “remote patient monitoring” describes keeping
track of a patient’s health through various digital commu-
nication channels. It uses mobile devices to collect and
report on various health parameters, including those con-
nected to the Internet of -ings or the patient’s body. -e
blockchain has been beneficial for acquiring, sharing, and
storing data. It has been suggested to use IOB Health,
Ethereum smart contracts, and hyperledger fabric tech-
nology [36]. Electronic health records (EHRs), electronic
medical records (EMRs), remote patient monitoring, the
pharmaceutical supply chain, and health insurance claims
are some of the critical healthcare applications for block-
chain. -ere is a difference between an electronic health
record (EHR) and an electronic medical record, even though
they are frequently used interchangeably. An EMR is similar
to a digital patient chart or prescription because it records a
patient’s medical history and cares at a single medical fa-
cility. An electronic health record more accurately depicts a
patient’s overall health than it is by a paper one. Applications
for EMR and EHR have been created that use and support
blockchain technology Med Rec, FHIR Chain, MedShare,
Ethereum applications, Med Block, and Block HIE [37]. We
created an SVM-merged AlexNet classifier to handle so
many attributes quickly. SVMs accelerate the hyperplane
convergence in the fully connected layers of the AlexNet.
Because we did not wish to begin from scratch, we used
transfer learning to partially freeze the initial layers and fine-
tune the features that were learned [38]. We used our ar-
chitectural framework to evaluate it against the best work
produced up to that point. -e proposed architecture was
classified more accurately than the top-ranked architectures,
and its implementation took much less time. Due to this, it is
a great choice when time is of the essence. -e proposed
algorithm [4] could be used to create better AI solutions for
maternal and infant care.

In [39], the authors proposed and discussed how our
design addressed typical security concerns and proposed a
novel way to use blockchains to secure healthcare data.
Numerous benefits exist for the proposed architecture, in-
cluding increased security against known threats, decreased
traffic growth, increased transparency, instantaneous
traceability, and robustness. Our architecture, according to
testing, reduces network traffic by a factor of 10 and speeds
ledger updates by 63%. In [40], a translational combination
of deep learning algorithms and CTG data was proposed,
and it showed promising results with respect to accuracy and
processing time. -ey improved the necessary time-per-
formance metrics in medical settings. -e algorithm out-
performed the best architectures currently on the market
with a sensitivity of 96.67%. Performance comparison of 2D
and 3D CNN architectures is done for early Alzheimer’s
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disease symptom detection [41]. We divided people into the
four groups of Alzheimer’s disease (AD), non-Alzheimer’s
disease (NC), mild cognitive impairment (MCI), and AD
using a five-fold CV method for selecting hyperparameters.
Both “start from scratch” and “transfer learning” methods
were used in the training of the participants. We improved
the accuracy of the AD/NC classification task, the AD/MCI
classification task, the NC/MCI classification task, and the
AD/NC/MCI classification task using 3D CNN architec-
tures, bringing them to 89.21%, 71.70%, 62.25%, and 59.73%,
respectively. Our findings show the importance of starting
from scratch in the higher domain by demonstrating that
CNN architectures perform best in 3D space. -e suggested
forensic analysis system [42] covers IoTdevices’ constrained
memory and resources. With the proposed forensic system,
identifying the issue with Internet of -ings devices in a
wired environment is now simpler and faster than ever.
Network traffic is sent to the logging server, where it is
analyzed using previously defined rules without preventing
devices from communicating. -ese malicious traffic logs
are kept on file by the forensics server, which makes it
possible for them to be recreated differently. A dataset is also
produced when the Internet of -ings-enabled devices re-
cord an attack. For attack detection, various machine
learning models are trained and assessed. -e decision tree
algorithm performed admirably, with a 97.29% accuracy
rate. Our plan is immediately tested when a Raspberry Pi
camera is connected to the network. -e decision tree’s
96.01% accuracy reduced the power of machine learning
models.

Some of the problems related to animal identification
may be resolved with the help of the proposed research,
artificial intelligence, and artificial general intelligence fields.
Machine learning and federated learning are additional
provider domains that could help with animal identification.
-e problem we just discussed might be simulated using
real-time data in the future. To obtain the most accurate
results, several AI-based techniques (RF, VGG-16, SVM,
SMOTE, ECNN, CNN, NB, and XGBoost) were applied to
various datasets. -e accuracy percentages for RF, VGG,
SVM, SMOTE, ECNNs, CNN, NB, and XGBoost are 98%,
97%, 92%, 90%, 88.8%, 82.15%, 81.5%, and 78.9%, respec-
tively [43, 44]. In comparison, the machine learning and
deep learning approach along with the ECG work, as well as
compared to the ECG signals themselves. From the limi-
tation perspective, machine learning needs higher compu-
tational knowledge, and the cost is high for the processors to
operate [21].

2.1. Limitations of the Related Work. -ere are a few limi-
tations regarding the previous research, as given in Table 1.

(i) -e dataset is not fused and augmented
(ii) -e new real-time dataset is not generated
(iii) -e proposed model is more accurate compared to

the previous one which is comparatively showing
less accuracy

(iv) In the previous research, there is not any hardware
implementation and ECG signal data have not been
taken in real-time

2.2. Our Contributions. -e major contribution of the study
is as follows:

(i) In the past research, the datasets are feature-based
and handcrafted; in the proposed model, the deep
learning approach (AlexNet) is applied instead of
machine learning to get a more precise result.

(ii) -e real-time hardware and software are designed
and implemented to get accurate results of heart
arrhythmia

3. Proposed Model

According to the WHO, a lot of patients especially those
under the age of 40 plus can have cardiovascular disease and
arrest which be for a variety of reasons. -e best knowledge
of ML and DL with the help of different algorithms made it
possible to work in more advanced ways along with the
usage of innovative devices. Doctors could monitor the
patients in real-time and can evaluate the sign of the diseases
with the help of ECG reading with the peak values
[17, 45, 46]. -e research first initiates the understanding of
the working of the heart and ECG electric signals and
terminology to detect and diagnose cardiac arrhythmia.
-ree databases are used are MIT-BIT Arrhythmia with five
classes (F, N, Q, S, and V), RT-CarArr with two classes
(healthy and unhealthy), and BIH-RT having five classes
with the combination of MIT-BIT Arrhythmia and RT-
CarArr. -e proposed DVEEA-TL model is comprised of
two parts, namely, hardware and software. -e focus is to
diagnose cardiac arrhythmia by using a transfer learning
model, and with the help of hardware, it is possible to get
real-time images and do the IoT. Initially, the actual and
main MIT-BIH Arrhythmia dataset has been taken from
Kaggle, and then, the real-time dataset for the healthy and
unhealthy person has been generated with the help of the
proposed embedded hardware (Arduino, heart rate monitor
chip, 7″ touch screen with Raspberry Pi, wires, electrode
pads, and so on) and able to take the reading from this 7″
touch screen and later check against the proposed system if
the person is healthy or unhealthy. Furthermore, the MIT-
BIH dataset and the own created dataset of healthy and
unhealthy patients must augment in python with the help of
Keras. -en, we fused both datasets. Later, the fused dataset
BIH-RT can get trained, validate, and apply performance in
terms of accuracy.

3.1. Hardware Implementation of the Proposed DVEEA-TL
Model. -e emulation board and software (Arduino IDE) are
compatible, in respect of hardware initiatives, and connect
with the ECG sensor (AD8232) with compatible clips, cup
electrodes, and ECG cables [1, 7]. Figure 1 shows the hard-
ware connectivity for the proposed DVEEA-TL model.
Furthermore, to display the ECG signal reading from the
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emulator, there is ultimate need for the monitor, and for that
purpose, the Raspberry Pi 3.0+ with the 7″ monitor touch
screen is used which is portable and easy to operate [1, 2]. -e
real-time dataset RT-CarArr has been created by using the
hardware, and it is comprised of 2 classes, namely, healthy and
unhealthy. Whenever the whole hardware is set up, apply the
three electrodes in three different places of the patient,
commonly at the left arm, right arm, and left leg, as shown in
Figure 1. -e ECG signals will be taken from the body
through electrodes and passed to AD8232, and through
Arduino programming, the signals are taken and displayed on
the 7″ screen of Raspberry Pi 3B+. If the patient does not have

any heart problem, then it will show the frequency 360Hz and
bandwidth range from 0.5 to 40Hz in 600 s. Finally, at this
stage, the analog signals are obtained. Furthermore, the
signals are compacted and reduced by fast Fourier transform
(FFT) and get more refined without noise signals [1].

3.2. Software Implementation of the Proposed DVEEA-TL
Model. -e computer-based software such as python and
MATLAB 2021a helped to work with the algorithm, and
different deep learning approaches MATLAB and made it
possible to get the prerecorded ECG data from the available

Table 1: Limitations of the related work and its outcomes.

Studies Dataset Technique Outcomes Limits

Yeh et al. [1] Private and
PTB DB

ResNet, AlexNet, and
SqueezeNet

Accuracy and kappa statistics of ResNet,
AlexNet, and SqueezeNet in ECG

waveform classification (0.97, 0.96), (0.96,
0.95), and (0.75, 0.67).

(i) No data augmentation,
(ii) less accurate, and
(iii) worked on waveform
classification

Wasimuddin
et al. [2] ECG-ID CAD and machine learning

approach

CAD and machine learning approach
working on 2D image based on

classification and worked on the R peak of
the ECG and showed an accuracy of 98.5%.

(i) Handcrafted features,
(ii) small dataset, and
(iii) accuracy is remarkable
but slow because of
handcrafted features

Hsu et al. [7] MIT-BIH AlexNet and ResNet 18
ECG into the fingerprint by using the

transfer learning methods and proved the
predicted accuracy of 94.4%.

(i) No data augmentation
and
(ii) handcrafted features

Elgendi and
Menon [8] Private Machine learning approach

Supervised ML algorithms confirmed that
ECG is an optimal wearable biosignal for
assessing driving stress, with an overall

accuracy of 75.02%.

(i) Low accuracy,
(ii) augmentation not
performed, and
(iii) handcrafted features

Gaddam and
Sreehari [12] MIT-BIH AlexNet

Transferred deep learning convolution
neural net with 1D and 2D structure with

95.6% accuracy.

(i) Augmentation not
performed and
(ii) low accuracy

Simjanoska et al.
[14]

4 private
datasets
used

Machine learning
-e proposed method achieved

8.64mmHg of the mean absolute error in
the case of SBP.

(i) Handcrafted and
(ii) low accuracy

Acharya et al.
[15] PTB DB CNN layers

CNN for automated detection of
myocardial interaction using ECG signals,
and inferred the data with noise (93.5%)

and without noise (95.22%).

(i) Low accuracy and
(ii) less number of classes

Tomer Golany
[21] Private

GAN-based generative
models such as GAN, DCNN,
SIMCGAN, and SIMDCGAN.

Simulator-based network for ECG to
improve deep ECG classification was used
and compared all GAN-based models to
find the accurate result of ECG and got
SIMDCGAN as a refined and result-

oriented model.

(i) Low accuracy,
(ii) augmentation not
performed, and
(iii) handcrafted features

Sehirli et al. [28] PTB-XL RNN (LSTM and GRU)

Compared the performance of the RNN
with the long short-term memory (LSTM)
and gated recurrent unit (GRU) and then
observed that the LSTM technique is the
latent method for the sequential data and
time series with the accuracy of 97.7%.

(i) Less accurate,
(ii) small dataset, and
(iii) augmentation not
performed

Strodthoff et al.
[33] PTB-XL ResNet and inception Deep learning of ECG analysis by using

datasets showed an 89.8% result.
(i) No augmentation and
(ii) low accuracy

Rahman et al.
[45] MIT-BIH CAA-TL model (deep

learning)

Different transfer learning approaches
analyzed with data augmentation achieved

98.38% accuracy.

(i) No data fusion,
(ii) low accuracy, and
(iii) no hardware
implementation
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database from Kaggle and own created databases which can
be preprocessed according to the required dimensions for
these methods. Figure 2 shows the entire architecture of the
DVEEA-TL model from hardware to software imple-
mentation with transfer learning methodology.

3.2.1. Dataset. As discussed earlier, all three datasets are
used; one dataset is from Kaggle [47], the other is own
created, and the third one is the combination of the first two
datasets. -e augmentation and fusion of data have been
carried out against the newly generated dataset. -en,
preprocess the dataset and convert it into the ECG classi-
fication by using the deep learning method AlexNet. For this
purpose, the required dataset has been taken from the BIH-
RT database with N (normal beat), S (supraventricular ec-
topic beat), V (ventricular ectopic beat), F (fusion eat), and Q
(unknown beat) [47]. -e number of MIT-BIH Arrhythmia
for signals has been recorded for each category in this dataset
as N (1500), S (3879), V (3647), F (2500), and Q (3500),
respectively, which is further augmented and produce more
images according to the requirement, and for the further
testing, Table 2 presents the new number of samples for this
MIT-BIH Arrhythmia database. In Table 3, two classes are
introduced as healthy and unhealthy in the real-time da-
tabase RT-CarArr with 1500 each number of images. -en,
after the data fusion of both datasets, Table 4 shows the new
database BIH-RT, which is generated with overall 18026
images. Furthermore, the real-time ECG images are taken
with the help of hardware and extracted through frames and

compressed the signals through FFT, and then, preprocess
the images. Tables 2–4 show the actual picture of all datasets
which are used in the proposed DVEEA-TL model along
with several classes and a number of ECG images. In the
proposed DVEEA-TL model, overall, 18026 images with 5
classes are used for preprocessing, training, and validation.
-e whole structure of hardware and software is the best
combination of innovative real-time ECG arrhythmia
analysis, diagnosis, and implementation [5, 17].

3.2.2. Transfer Learning Architecture. -e software imple-
mentation is the essential and basic requirement of ECG
arrhythmia where the transfer learning method helped to
find the required accuracy in diagnosing the ECG perfor-
mance and find the abnormalities if found by the proposed
method. Figure 3 shows the entire system in the simplest way
to show the flow of working as “input data and collection,”
“preprocessing,” “training,” “validation,” “performance,”
and “implementation” of the proposed DVEEA-TL model.

-e pseudocode of the proposed DVEEA-TL model is
given in Table 5.

-e deep learning approach is a widely used technique in
a variety of fields such as health, transportation, agriculture,
gaming, aeronautics, and so on [17]. Different pretrained
transfer learning methods and models are used in this re-
spect. Here, in the proposed DVEEA-TL model, by using
AlexNet, cardiac arrhythmia can be classified and diagnosed.
AlexNet is the pretrained model and has 25 layers. -e
images were resized according to the AlexNet parameters or

Heart rate monitor
chip (AD8232)

connect

connect

connect

Arduino UNO

Hardware Connectivity to get ECG Signals

Real Time ECG Signals of Patients Doctor

Raspberry Pi 3.0 +

7 inch
Portable Screen Ardunio Code For Connectivity Obtain Real Time ECG Signal Patient

Figure 1: Hardware connectivity of the proposed DVEEA-TL model.
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dimensions as 227× 227× 3.-e preprocessing of fused data
of 5 different classes shown in Figure 4 has been taken from
the database BIH-RT.

After preprocessing, the fine-tuning method was applied
to images, and according to the requirement, layers have
been changed. -en, trained and validated all the images
with a 70 : 30 ratio.-e proposed DVEEA-TLmodel showed

99.9% with training and 99.8% with validation, respectively.
Table 6 provides the number of images used for training and
validation purposes.

Based on the prerequisite and the properties of the
proposed DVEEA-TL model, the last three layers are
changed, as shown in Figure 5. Figure 5 shows the used
architecture in the proposed DVEEA-TL model. Figure 6
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Store Pre-

Process

Validation Phase

Import
Train
Model

For Real
Time

Yes

Detected?
No

Discard

Go For Treatment

Data Store into Cloud

No

YesIS
Learning
Criteria
Meet?

Performance
Layer

Traning Layer

Refined Model with updated
WeightsTransfer Learning (AlexNet)

Pre-Processed
Data

Real Time Database
(RT-CarrAr)

Kaggle
(MIT-BIH Arrhythmia)

Pre-Processed
Data

BIH-RT
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(F,N,Q,S,V)

BIH-RT
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(F,N,Q,S,V)

Traning Phase

ECG Data Collection, Data Augmentation and Data Fusion

Augmented
&

Fused
Database

Data Fusion

Data
Augmentation

Real Time Data Collection

Kaggle Database

Datasets

ECG Data
Collection

Raw Data

Data
Augmentation

PatientObtain Real Time ECG SignalArduino Code For Connectivity
7 inch

Portable Screen

connect
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Raspberry Pi 3.0 +

Ardunio UNO

Heart rate monitor
chip (AD8232)

Hardware Implementation for getting ECG of Patient Doctor

Figure 2: -e proposed DVEEA-TL architecture.
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Table 3: RT-CarArr augmented dataset.

No. Feature name No. of samples
1 Healthy (normal beat) 1500
2 Unhealthy (fusion beat) 1500

Total number of images 3000

Table 4: Augmented and fused datasets BIH-RT (real-time).

No. Feature name No. of samples
1 N (normal beat) 3000
2 S (supraventricular ectopic beat) 3879
3 V (ventricular ectopic beat) 3647
4 F (fusion beat) 4000
5 Q (unknown beat) 3500

Total number of images 18026

Input Signal

Data
Aquisition

Signal
Pre-process

Transfer
Learning

(Alex Net)
Classification

Figure 3: Proposed DVEEA-TL model.

Table 5: Pseudocode of the proposed DVEEA-TL model.

S no. Step
1 Begin
2 Input ECG data
3 Augmentation and data fusion
4 Preprocess ECG data
5 Load data
6 Load pretrained model
7 Modified the model
8 Trained the modified model
9 Validate the modified model
10 Perform performance evaluation
11 End

Table 2: MIT-BIH Arrhythmia augmented dataset (Kaggle) [47].

No. Feature name No. of samples
1 N (normal beat) 1500
2 S (supraventricular ectopic beat) 3879
3 V (ventricular ectopic beat) 3647
4 F (fusion beat) 2500
5 Q (unknown beat) 3500

Total number of images 15026
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shows the accuracy and loss rate of the proposed DVEEA-TL
model.

4. Simulation and Results

A matrix comprises accuracy, classification miss rate, sen-
sitivity, precision, false positive ratio, false negative ratio, F1
score, Mathew correlation coefficient (MCC) analysis,
specificity, and kappa score are used to evaluate the overall
performance of the fine-tuning approach. -e assessment

and development of the entire program are to be carried out
in theMATLAB 2021a with 11th Gen Intel(R) Core (TM) i5-
1135G7 @ 2.40GHz computer processor, 8.00GB RAM, and
1 TB hard disk along with also tested on Raspberry Pi 3.0+,
Arduino, and heart monitor on run time. Performance
evaluation of algorithms is evaluated with different statistical
parameters as shown in the following equations adapted
from [27–33, 45]:

Accuracy �
Ori + Ork/Iri + Iik

Ori/Iri + 
n
j�1 Ori, j≠ i( /Irj + Ork/Irk + 

n
l�1 Orl, l≠ k( /Irk

,where l, j, i, k � 1, 2, . . . , m, (1)

Miss rate �


n
l�1Orl ,l≠k/Irk


n
l�1 Orl ,l≠k /Irk + Ori/Iri

,where l, j, i, k � 1, 2, . . . , m, (2)

True positive rate/recall �
Ori/Iri

Ori/Iri + 
n
l�1 Orl, l≠ k( /Irk

,where l, j, i, k � 1, 2, . . . , m, (3)

True negative rate
Sensitivity

�
Ork/Irk

Ork/Irk + 
n
j�1 Orj, j≠ 1 /Irj

,where k, j � 1, 2, . . . . . . , m, (4)

Precision �
Ori/Iri

Ori/Iri + 
n
j�1 Orj, j≠ 1 /Irj

,where j, i � 1, 2, . . . , m, (5)

False omission rate �


n
l�1 Orl ,l≠k/ Irk


n
l�1 Orl ,l≠k /Irk + Ork/Irk

,where l, k � 1, 2, . . . . . . , m, (6)

False discovery rate �


n
j�1 Orj ,j≠i/Irj

Ori/Iri + 
n
j�1 Orj, j≠ i /Irkj

,where i, j � 1, 2, . . . . . . , m, (7)

F 0.5 score � 1.25 x precision x
recall

0.25 x precision + recall
, (8)

F1 score � 2 x precision x
recall

precision + recall
, (9)

MCC �
(TP xTN) − (FP x FN)

�������������������������������������
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

 , (10)

Kappa score �
po − pe

1 − pe

, � 1 −
1 − po

1 − pe

. (11)

MCC is used to measure the microaveraging for each
class and then calculate the statistics. -e MCC values used
the true positive (TP), true negative (TN), false positive
(FP), and false negative (FN) for each class, and the final
statistic value is given in Table 7. With the help of the kappa
score, the classification performance can be measured by
using the metrics, and it can show the observed and

estimated value and the probability of its existence. Kappa
score is always equal to “1” or less than “1.” -e values
against kappa analysis are given in Table 8. -e perfor-
mance of five different classes is observed by using the
accuracy, sensitivity, classification miss rate, and speci-
ficity. -e confusion matrix in Figures 7 and 8 shows the
class-level comparison applied to transfer learning which is
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used in architecture. All the classes showed different values
as the training set values for F are 899 TP, 4 FN, 1 FP, and
4554 TN with an overall accuracy is 99.91%, as shown in
Figure 7. -e matrix value for N is 1164 TP, 3 FN, 0 FP, and
4290 TN with an overall accuracy is 99.94%.

Hereafter, the confusion matrix value for Q is 1094 TP, 0
FN, 6 FP, and 4358 TN with an overall accuracy is 99.89%.
So, the matrix value for S is 1200 TP, 0 FN, 0 FP, and 4258
TN with an overall accuracy of 100%. Last, the matrix value
for Q is 1094 TP, 0 FN, 0 false positive, and 4364 true

Table 6: -e proposed DVEAA-TL model used data division during training and validation.

Classes Total no. of instances (100%) Training instances (70%) Validation instances (30%)
Q 3647 2552 1095
N 3879 2715 1164
F 3000 2100 900
V 3500 2450 1050
S 4000 2800 1200
Total 18026 12617 5409

Figure 5: Transfer learning architecture of the proposed DVEEA-TL.

F N Q S V

Figure 4: Samples of 5 classes after preprocessing.

10 Computational Intelligence and Neuroscience



negative as shown in Figure 8. -e simulation result of all
classes of transfer learning is given in Tables 7 and 8, and it
represents the accuracy, classification miss rate, sensitivity,
specificity, precision, false negative ratio (FNR), and false
positive ratio (FPR) of all five ECG classes.

5. Comparative Analysis of the Proposed Model

Table 9 provides the comparison result of the proposed
DVEEA-TL model with the literature. -is proposed model
is a combination of hardware and software, which made it

Figure 6: Accuracy and loss rate of the proposed DVEEA-TL model.

Table 7: Class-wise training and validation results of the proposed DVEEA-TL model.

T Evaluation
matrix

F N V Q S

Fusion beat
(%)

Normal beat
(%)

Ventricular beat
(%)

Unknown beat
(%)

Supraventricular
beat
(%)

Accuracy Training 99.91 99.95 99.88 100 100
Validation 99.81 99.78 99.82 100 100

Classification miss
rate

Training 0.09 0.05 0.12 0 0
Validation 0.19 0.22 0.18 0 0

Sensitivity Training 99.56 99.74 100 100 100
Validation 98.90 100 100 100 100

Specificity Training 19.74 27.13 25.07 25.07 28.19
Validation 20.03 34.93 23.69 25.37 28.55

Precision Training 99.89 100 54.70 100 100
Validation 100 100 99.04 100 100

FPR Training 0.80 0.73 0.75 0.75 0.72
Validation 0.80 0.65 0.76 0.75 0.71

FNR Training 0.004 0.002 0 0 0.004
Validation 0.01 0 0 0 0

Computational Intelligence and Neuroscience 11



Table 8: Proposed DVEEA-TL model’ overall results.

Performance matrices Training (%) Validation (%)
Accuracy 99.9 99.8
Classification miss rate 0.05 0.07
Sensitivity 99.8 99.7
Specificity 21.09 26.5
Precision 90.9 99.80
F1 score 0.98 0.97
FPR 0.75 0.73
FNR 0.002 0.002
MCC 99.2 98.5
Kappa score 0.98 0.97
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Figure 7: Confusion matrix (training of ECG dataset).
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Figure 8: Confusion matrix (validation of ECG dataset).
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distinct from the previous research. Furthermore, the real-
time own dataset, data fusion, and data augmentation are the
achievements of this study as well. In the comparative
analysis, it observed that the proposed DVEEA-TL model is
giving the reckless and most trustworthy result as compared
to previously published approaches.

6. Conclusions

In the proposed model, ECG devices, the algorithm, dataset,
and ecological and financial factors all play an important role
in determining the efficiency of ECG analysis. -e more
critical thing in heart arrhythmia is to diagnose in the early
stages to save the life, and the ECG is the best step or
ointment to check the functioning of the heart ECG signals.
In the proposed DVEEA model, five different classes have
been classified, preprocessed, trained, and validated in the
knowledge of the artificial network. Furthermore, the aug-
mented and fusion of data improved the probability of
accuracy. -e proposed model DVEEA-TL has the com-
bination of hardware along with the software in MATLAB
2021a, Python, and Arduino working, and the datasets are
trained on 10 epochs. Working on different layers helped to
diagnose the ECG arrhythmia that gives a 99.9% and 99.8%
training accuracy and validation accuracy, respectively,
which is an excellent and outstanding result for the life-
threatening cardiac disease. -e proposed DVEEA-TL
model showed remarkable accuracy, but there are still some
variations and limitations, which must be in consideration

and work in the future. For this model, the computation
processing is high and consumes time to train the datasets of
the ECG images. Furthermore, in the future, we can improve
the computation processing to use the AWS or GPU, instead
of the CPU to get the training at an enormous speed. An
innovative and secure federated deep learning approach can
be applied further to the proposed model to make it more
consistent and steady in the medical sciences.
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Table 9: Proposed DVEEA-TL model compared with the state-of-the-art literature.

Studies Hardware
implementation

Data
augmentation

Data
fusion Datasets Method Findings

Yeh et al. [1] Yes No No PTB DB ResNet, AlexNet,
and SqueezeNet

Predicted accuracies:
97%, 95%, and 75%

Wasimuddin et al.
[2] No No No ECG-ID CAD and machine

learning Predicted accuracy: 98.5%

Vijayakumar et al.
[6] No No No No Feature extraction to

remove noise Predicted accuracy: 96.5%

Hsu et al. [7] No No No MIT-DB AlexNet and ResNet Predicted accuracy: 94.4%
Gaddam and
Sreehari [12] No No No MIT-DB AlexNet Predicted accuracy: 95.6%

Simjanoska et al.
[14] No No No PTB DB

ML-train-
validation-test
evaluation

Predicted accuracy: 98%

Acharya et al. [15] No No No PTB DB CNN layers

Predicted accuracy: 93.5%
(for noise data)

Predicted accuracy:
95.22% (for non-noise

data)

Hammad et al. [17] No No No PTB ResNet model Predicted accuracy:
98.85%

Golany et al. [21] No No No MIT-DB GAN-based model Predicted accuracy: 97.5%

Sehirli et al. [28] No No No PTB-XL RNN (LSTM and
GRU) Predicted accuracy: 97.7%

Strodthoff et al. [33] No No No PTB-XL ResNet and
inception Predicted accuracy: 89.8%

Rahman et al. [45] No Yes No MIT-BIH CAA-TL model
(deep learning)

Predicted accuracy:
98.38%

Proposed DVEEA-
TL model Yes Yes Yes BIH-RT (real-

time dataset)
Transfer learning

(AlexNet)
Training (99.9%)
Validation (99.8%)
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ere are two main ways to achieve an active lifestyle, the �rst is to make an e�ort to exercise and second is to have the activity as
part of your daily routine. e study’s major purpose is to examine the in�uence of various kinds of physical engagements on
density dispersion of participants in Shanghai, China, and even prototype check-in data from a Location-Based Social Network
(LBSN) utilizing a mix of spatial, temporal, and visualization methodologies. is paper evaluates Weibo used for big data
evaluation and its dependability in some types rather than physically collected proofs by investigating the relationship between
time, class, place, frequency, and place of check-in built on geographic features and related consequences. Kernel density es-
timation has been used for geographical assessment. Physical activities and frequency allocation are formed as a result of hour-to-
day consumption habits. Our observations are based on customer check-in activities in physical venues such as gyms, parks, and
playing �elds, the prevalence of check-ins, peak times for visiting fun parks, and gender disparities, and we applied relative
di�erence formulation to reveal the gender di�erence in a much better way. e purpose of this research is to investigate the
in�uence of physical activity and health-related standard of living on well-being in a selection of Shanghai inhabitants.

1. Introduction

Location-Based Social Media Networks (LBSNs) have come
a long way since we �rst took a leap in 2007 when Facebook
opened up for use. e LBSN model is one that has been
widely used for a variety of purposes including commercial,
governmental, and nonpro�t works. ough location-based
social networking has still been regarded as an innovation,
the paradigm is rapidly expanding. People have been taking
advantage of the location-tracking data and the resulting
insights to build more e�ective social applications for
marketing, advertising, commerce, and even to help in the
discovery of real-world phenomena. To date, over one billion

people around the globe have joined social networks, and
many of these social networks do not use geocoding to get
their information. Instead, they often rely on manually
curated lists of user-submitted location identi�ers. As a
result, a wealth of new information is being generated each
day from such a model, and researchers are beginning to
mine these records in a systematic way.

e input is typically supplemented with facts, visuals,
geo-locations, and textual data, which would be used to
make more research on many aspects of people’s actions.
Past studies used either actually acquired fact for groups in
speci�c classes, including such leisure or LBSN data for the
entire society with no preset deployments. If properly
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classified, the numerous aspects of the LBSN facts would
prove to be a powerful resource of information for assessing
people’s activity in a variety of fields like as entertainment,
education, tourism, dining, and aviation.

As a result, in this research, we will fill the gap in research
of employing LBSN statistics in article or content by
assessing which amusement places Shanghai citizens desire
to attend. Several studies have been conducted in an attempt
to analyze and imitate human actions through geo-data. ,e
latest research, for instance, leverages check-in records from
globally prominent LBSNs such as Twitter, Facebook, and
Foursquare to reveal connections and trends among con-
sumers such as gender, expert or less skilled groups, and age
groupings [1–3].

Based on the check-in time, the user may have spent
some time at a certain place. ,is is a potential feature of
spatial and temporal aspect. Some spatio-temporal features
are related to the check-in time, longitude, latitude, location
difference, and check-in time difference. In these features,
we can only retrieve information for a location, and the time
difference is very small. If we set the threshold of the check-
in time difference, then we can select check-in data of
different timestamps in the same location.,e check-in time
can help us to know where a person spent her/his time, and
the check-in time difference can help us to understand the
daily movement patterns of each user. However, this in-
formation does not help us to understand the time spent at
different locations or the movement paths in LBSN.

Other researchers, to our knowledge, did not incorporate
this earlier. As per significance, we focused on three unique
parts of investigation onWeibo’s check-in data from the city
of Shanghai for two years, from July 2015 to June 2017, to
identify spatio-temporal patterns and inhabitant’s predic-
tions utilizing physical engagement sites and density pre-
diction. As a consequence, three key aspects of the
assessment are highlighted in the newest study. Our input to
the existing study is on these topics:

(i) Time variations of an hour, a week, and a daytime
(ii) Data collection and physical action site study
(iii) Using spatial analysis to model and predict density

Section 2 of this study contains relevant material on big
data, LBSNs, and the important significance in a range of
sectors and also articles on Weibo, Shanghai, and China.
Section 3 summarizes both the dataset and the analytical
approach. Section 4 contains the facts and a narrative, while
Section 5 contains the study’s findings and suggestions.

2. Related Work

A big issue that we should consider is the question, where do
we find the “Big Data?” Actually, even big data analysis does
not exist without facts although this does not mean that big
data has to include all the data, and sometimes, some data
may be more important. In some areas, particularly social
sciences, “Big Data” involves massive open online courses
(MOOCs), blogs, wikis, video recordings, live tweets, live
chats, microblogs, video images, and documents that capture

data (i.e., digital documents, websites, images, and videos) in
a manner that enable the monitoring and management of
these data over time and space, and this term is more often
associated with Internet data and specifically Internet Big
Data although the term “Internet Big Data” can also be
applied to traditional data sources too. However, Big Data is
not to be considered the opposite of “small data,” with the
latter referring to the data that is more easily handled and
analyzed [4–8]. Instead, it is the integration of and the
interrelation between small and large datasets.

Big Data is a type of data, collected and processed in a
structured and unstructured way. On the one hand, a Big
Data application is focused on collecting data that is big,
complex, and diverse. On the other hand, another Big Data
application has a focus on transforming the collected data
into information and knowledge. Ovadia demonstrated and
emphasized the importance of “Big Data” for intellectuals
and social scientists, claiming that “Big Data” is too im-
portant to overlook since many social scientific study needs a
large amount of facts and enormous datasets [9].

Several research fields, including time and human mo-
bility, space geography, human behavior, and metropolitan
activities, originated with statistical data collected via sur-
veys, visit records, questioners, interviews, and other hand-
crafted datasets [10, 11]. ,ese methodologies comprising
geo-information, have recently spread powerful resources of
information for such scientific papers, [6, 12, 13]. Tracking
users’ movements and actions have become simple because
of the fast progress of mobile technology and the extensive
use of mobile devices [14]. ,ough giving an approximated
space just next to the mobile’s base transmitter in which the
calls were routed, the dataset demonstrated competence in
forecasting user positions with little time, which was then
used to anticipate user activities [15].

Zhu presented numerous GIS (geographic information
system) components and their importance in pattern ex-
traction and municipal studies by demonstrating how to
evaluate and display the spatio-temporal parts of reusable
garbage, collection, and rehabilitation [16–18]. ,e authors
in these researches utilized these data for health purposes
[19–25] and medical data security [18, 26, 27]. ,ese re-
searches are based upon endoscope image, medical image
registration, and soft tissue modeling [28–30].

,e term “business intelligence” (BI) first appeared in
the late 1990s [31], At the organizational level, “Big Data” is a
significant area. Prediction, ad hoc inquiries, and aggrega-
tion-based reporting, along with processing organized and
unorganized data and combining “Big Data”-based systems,
all contribute to better decision-making [32–34]. ,e BI
systems include data warehouses for gathering clean, precise,
and comprehensive data from a variety of origins, and also
online analytical processing (OLAP) for real-time multidi-
mensional analysis with processes, for example, combining,
screening, roll-up, spin, and exploration for details [35].

OLAP is such a well-recognized and well-respected
methodology for “Big Data” research in BI systems [36].
However, while BI, OLAP, and data warehouse are powerful
tools for coping with vast volumes of data and a vast variety
of operations, they also provide a challenge owing to the
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considerable cost, space, and computing resources necessary
[37–40]. ,e authors introduced new data mining tech-
niques in these researches [41–43]. Digital social networks
have been demonstrated to be the most significant source of
“Big Data” to research personal activity since they have been
used and are fast expanding in virtually every location across
the world.

Customers of the LBSNs’ digital services may upload and
exchange their actions, preferences, and whereabouts,
resulting in massive amounts of data for numerous re-
searches on many areas. Papers [44, 45] go into excessive
details regarding the human behavior analytic techniques.
Lindqvist [46] discovered the usage of LBSNs, which was
encouraged by earlier research studies; for example, practical
studies and socio-spatial aspects utilizing LBSNs [47] and a
personalized geo-social suggestion relied on a dataset from
two independent LBSNs, namely,Gowalla and Foursquare
[48,49]. By gathering regular users at various locations,
researchers in two UK cities used comparable check-in data
from LBSN to enhance the recommendation algorithms.

Li [50] did a thorough examination of location-based
data from 2.4 million places in 14 states to determine the
elements affecting place popularity. ,e research’s findings
identified three major factors that influence a location’s
fame: site profile, site age, and site type. Another study on
consumer actions at numerous venue categories focused on
“Food” in Riyadh, Saudi Arabia, and revealed that when
clients attend food venues, they seem to be more receptive to
discussing their behaviors. ,e check-ins of about 19,000
Swarm (Foursquare) members from three metropolitan
centers, mainly San Francisco, Hong Kong, and New York
were utilized to evaluate linkages between different sites at
different times of the day [51].

Several researches have been conducted all across the
universe to investigate different consumer and check-in
characteristics utilizing LBSN sources of information like
Twitter and Foursquare. ,ese traits have been used in a
variety of sectors, together with transportation trends, venue
categorization, and urban development and growth [52].
Weibo, a well-known Chinese LBSN, was used in this in-
vestigation and demonstrated to be beneficial. In research
for Shenzhen [53], Weibo data were utilized to analyze the
request powers of tourist charms. Another study on people’s
action trends and engagements was assumed in order to
observe urban boundaries in Beijing [54]which likewise used
Weibo check-in. In a comparable vein, Shi et al. [52] utilized
Weibo data to examine attributes of tourism sites based on
numerous details provided by the LBSN, and the evaluation
was combined with feelings from user reviews. Wu et al. [55]
performed spatio-temporal assessment grounded on the
period of day and the variance in check-in patterns between
weekdays and weekends [56, 57] also examined check-in
research containing 21 of Wuhan’s most famous lakes.

3. Dataset and Methodology

3.1. Study Area and Data Source. Shanghai, like the other
megacities in East Asia, experiences urban sprawl. ,is is
particularly the case in low- and middle-income groups and

among minority groups, such as the ethnic minorities (like
Zhuang, Dong, Miao, and Hui), while the rich and high-
income groups have higher purchasing power are more
likely to move into the inner city and tend to be concentrated
in the central city. ,e hour of the day and the difference in
check-in trends across weekdays and weekends were used to
do a spatio-temporal evaluation. Figure 1 displays the re-
search domain, and it can be seen that we focused and
utilized the data of 10 districts.

,e data are gathered from Weibo, which contains
people’ check-in details while they are at a specific place. ,e
check-ins from Weibo contain latitude, longitude, accuracy
(e.g., 1.8 meters), address, time, and content. In addition,
Weibo has been updated more than 500 million times in a
day, covering about 1/5 of all of Weibo’s activity, which
makes it one of the most extensive and authoritative datasets
in the field of big data. ,e spatio-temporal check-ins
gathered in this research is collected from the city of
Shanghai, which covers four prefectures. ,ere are three
major problems associated with collecting the spatio-tem-
poral check-ins of the Weibo from a single city. First, it is
very difficult to extract real locations from a large number of
posts with various locations. ,us, we have to use heuristics
such as the latitude and longitude of the home location to
extract places. Second, as Weibo user accounts contain a
location-based tag, the real location of the user is more or
less accurate, but the real location of posts is different from
the location of the corresponding Weibo users. ,ird, some
posts just contain a location without other information such
as a picture. ,e number of visits has risen to 500 million by
the end of 2018, with 462 million monthly regular indi-
viduals and 200 million daily active users. ,is study focuses
on two years of socially collected spatio-temporal check-ins
from Weibo in Shanghai, from July 2015 to June 2017.

,e fundamental reason for utilizing LBSN is to ex-
change activities and observations, which results in the
establishment of a new close social fellowship group. ,is
allows experts to deduce a broad spectrum of individual
action and pleasure from the geo-data collected by these
LBSNs. ,is study’s data originated from LBSN’s Weibo
account. We utilized the Weibo API (application pro-
gramming interface) based on Python to collect data from
check-ins in Shanghai.

,is was compiled in 2017 within over 3.5 million cu-
mulative check-ins from approximately two million people.
For the current study, the data were converted from Java-
Script Object Notation (JSON), the standard API Java
programming language, to comma-separated values (CSV)
using Mongo DB. ,e information processing route is
depicted in Figure 2.

JSON is a tiny data transfer standard that uses human-
readable language to transmit data entities, while Java is an
object-oriented programming environment [58]. ,e in-
formation was combined into one file in the CSV (comma-
separated values) format for more processing and analysis
with the tools indicated.

All of the contributors’ information, including geo-
location, might be recorded in a database. We collected the
data in the CSV format and then used a criterion to
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determine the significance of the results. ,e criterion figure
is depicted in Figure 3.

,e CSV standard is the most prevalent and significant
standard for databases and spreadsheets, and it uses commas
as delimiters for different parameters. In the JSON file
standard, keys (ID, latitude, longitude, etc.) are used as
headers for the CSV file format, while values (5404478798,
121.544449, 31.268159, etc.) are used as descriptive data. In
the CSV file, Table 1 shows an illustration of a “check-in.”

3.2. Social Media Data Analytics Framework. A social media
data analytics framework was constructed to provide the

analytical capability of a business unit or an enterprise
organization that needs to use the social media to analyze the
social media data in their systems. Social media data are the
social media messages, tweets, blog posts, pictures, and so on
created by the user(s). Social media data analytics framework
can analyze this data, process them, and provide the required
information. Social media data analytics tools are tools that
perform real-time data analytics and report on social media.
,ey are used to analyze the social media data, discover
valuable insights about social data, and deliver actionable
recommendations. Our broad geographical assessment ap-
proach is depicted in Figure 4. ,e first element is broken
into two parts: data collection (downloading Weibo data)
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Figure 2: Process flow of data.
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and data cleaning. Following that, the LBSN data is analyzed
, as shown in Figure 5.

We used ArcGIS software for the spatial analysis and
tableau for the graphical representation of temporal analysis.

3.3. Spatial Method. KDE is used to estimate the distri-
bution of data and can be useful in estimating probability
distributions of numerical variables and to calculate a
density-based visual perception in a given image

3500000 Total
Check-ins

Shanghai Study Area 10 Districts

Physical
Activity

Locations

Valid
Profiles

Time
Period

A minimum number of check-ins per location must be 100 within the duration of
the study;
Each record must have user id, geo-location (latitiude and longitude), time, day,
month, year, gender;

✓ The Geographical location of data resides only in Shanghai;
✓

✓

Proportion Of
Physical Activity

Check-ins

865 Physical
Activities Locations Time Period 2 Years 50620 Check-ins

Figure 3: Criteria of research.

Table 1: Example of Weibo check-in.

Building_id User_id Date day Time Year Gender Lon Lat Address
2930091850 ### ∗ 24 Wed 0 : 00 : 03 2016 F 121.58689 31.2108 Sports and leisures
3785887251 ### ∗ 11 Fri 1 : 24 : 45 2016 F 121.3710578 31.14217173 Sports and leisures
3949989322 ### ∗ 29 Mon 3 : 02 :19 2017 M 121.44087 31.18104 Sports and leisures
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[47, 48, 52, 56, 59–68]. ,e method works by determining
an exact probability distribution function in a given image
and then calculating the integral of this probability dis-
tribution function to obtain corresponding intensity es-
timation. ,ere are a number of different estimation
techniques for numerical variables. ,e most frequently
used methods are the kernel density estimate (KDE), the
Parzen window (PW), and the Epanechnikov window. As
the name indicates, Kernel density estimate uses the
kernel function as its basis for a density estimate. ,e
Parzen window method is a variation of KDE that uses a
Gaussian kernel function. ,e Epanechnikov window
technique is a nonparametric density estimation approach
that makes use of the Epanechnikov window’s flattening
capabilities. Since the 1960s, the Epanechnikov window
has been utilized as a nonparametric concentration pre-
diction approach. However, the KDE and PWmethods are
parametric methods. ,e Epanechnikov window method
is a nonparametric method. Parametric methods are based
on distribution functions. To compute a parameter esti-
mate using a parametric method, it is necessary to specify
the parameter values. Parametric methods are also
commonly used in image analysis and computer vision. A
parametric method assumes that the object that is to be
described has a unique parameter. Parametric density
estimation is widely used to estimate the parameters in the
distribution of physical quantities and to estimate prob-
ability distributions.

We utilized the KDE method here in our research be-
cause for modeling spatial-densities, the KDE method has
also been used in fields such as health, marketing, and
environment [48, 60, 61]. Recently, as it is used in the
analysis of spatial data for determining distribution of the
phenomena in geospatial data, many researchers applied the
technique to this field. One of the basic topics is that the
density of points is determined, but the points are distrib-
uted on grids due to the data structure. ,ere are many
methods of determining the density. If the grid size is large,
many points have been concentrated in each grid, and the
points are not sparsely distributed. ,us, the density of the
points is high. ,us, it is thought that the density is de-
termined by using the density of the grid. ,is process is
called density-grid transformation.

KDE has been used in studying the patterns of visitors in
green parks [66, 69–77]. ,ese studies, mostly concerned
with the visitors’ number, are based on the assumption that
people who visit a green park have similar behavior. To
identify the number of people who visit a green park, the
visitors are often modeled using kernel density estimation.
,e number of visitors in this method is simply defined by
the area of each kernel. ,e mean of these individuals is
called the mean estimator of the total number of people who
visit a green park. It is not known whether this method gives
an unbiased estimate of the number of people who visit a
green park.

Let E be a set of historical data where ej � < x, y> is the
geo-coordinates of a location, 1≤ j≤ n for an individual i, hj

is the Euclidean distance to k-th near neighbor ej in the
training data. ,e KDE is stated as follows:
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4. Results

Shanghai City, with such a population of 22,125,000 resi-
dents and a land area of 4,015 square kilometers, has become
one of the world’s fastest-growing cities [78, 79]. Over two
years, data have been accumulated on amusement check-ins.
Every single check-in was allotted a value that best suited the
physical activities taken out at that place, like gym, sports,
and park exercise. Figure 6 depict the total locations of such
activities in our study area, and the total number of locations
is 865, as can be perceived in the given figure.

We investigated the geographical variation of check-in
data with KDE and showed the Weibo geolocation check-in
dataset with ArcGIS. From July 2015 to June 2017, the
overall check-in intensity in Shanghai was depicted in
Figure 4. Sections highlighted in black represent a bigger
number of persons, a higher frequency of activity, and a
better knowledge of social network usage. It is just not
surprising that the seven districts look thicker than the
other three districts even though the three districts have a
bigger area.

Figure 7 demonstrates the temporal fluctuations in the
number of visitors over 24 hours. Even though visitors
participated at all hours of the day, most check-ins were
recorded between 05 PM and 09 PM among the enter-
tainment sites investigated. Until midnight, the tendency
will continue to rise.

Figure 8 illustrates the digit of check-ins for each day
with the gender difference, and it can be observed that
weekends have a bigger size of check-ins than weekdays but
the number of males is higher than that of females for each
day, and it is shocking.

Check-ins are disparaged at the district level to provide a
more accurate picture of entertainment place distribution in
Shanghai City. Figure 9 shows that the distribution of check-
ins is the greatest in the Pudong region, preceded by the
Huangpu district.

,is pattern can be explained by the fact that the Pudong
new area district is larger than some other districts. Another
factor to bear in mind is that check-in dispersion is stronger
in the city region than in the outskirts. Gender differences
may also be evident, with male check-ins outnumbering
female check-ins throughout all areas.

Figure 10 illustrates the total overall check-ins made each
day in all the districts of study area. It can be witnessed that if
it is the day or a district, the number of check-ins made by
men is higher than that of females.

We applied an analysis on our given data for revealing
the comparison of gender difference in the physical strain
activities which are really necessary for a healthy life. Table 2
shows the percentage of number of check-ins.
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To compare districts and days, we used a relative dif-
ference (dr) of a given gender. When there is a big dif-
ference, the absolute difference is small. If the difference

between females and males is large, the relative difference is
smaller. For example, we calculate the difference between
total male check-ins and male check-ins per day in
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Figure 6: Locations of activities.
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weekdays in the districts. ,ere are some districts with a
relatively large difference, and there are some districts
where the difference is small. It is generally used as a
quantitative pointer of quality control and quality assurance
and is stated as follows:

dr �
Pm − Pf





Pm


 + Pf



/2 

. (2)

Finally, the analysis examines the difference between all-
male group and female-male group in Shanghai and the time
span of two years to formmale-only groups and female-only
groups. In this context, all-male group means that the total
check-ins of male is more than that of females, whereas the
female-only group means that females’ check-in is more
than males’ check-in. Tables 3 and 4 shows that there are
significant differences among gender in both days in week
and districts. ,e results show that the frequency of women
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in the districts is less than the men in all days of the week,
except Friday. ,is indicates that male users prefer other
days to Fridays while women users are more active on
Friday. Table 3 shows the difference between male and fe-
male user check-ins on the different days of the week. As
expected, we see significant difference among the days of the
week. Overall, Saturday has the highest number of male
check-ins, and Friday has the highest number of female
check-ins. ,is indicates that different days of the week are
equally important in terms of check-ins. However, we see
some differences in the number of check-ins among the
different districts.

We see some differences in the number of check-ins in
the different districts. Table 4 shows that districts Jingan,
Putuo, Xuhui, and Yangpu have a significant difference
between male and female check-ins. ,ese results confirm

the previous observation that there is difference in the
distribution of the male and female users in the city.

5. Discussion

,e study of urban environment is attracting increasing
research interest and has developed rapidly in recent years.
However, there is still a gap between academic and popular
knowledge about activities, and most existing research are
conducted in the form of case studies in one or two places.
Most of the research data and conclusions are based on the
investigation of one city or district. ,e research results have
limited significance for the whole city. However, most study
data are examined using statistical approaches that do not
take into account spatio-temporal features, so they cannot
represent the popularity of activity across time and location.

District Gender
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Figure 10: Overall statistics.

Table 2: Overall statistics.

Gender District Sun (%) Mon (%) Tue (%) Wed (%) ,u (%) Fri (%) Sat (%)

F

Baoshan 0.55 0.33 0.30 0.23 0.33 0.40 0.39
Changning 0.63 0.34 0.41 0.64 0.49 0.56 0.57
Hongkou 0.50 0.41 0.37 0.50 0.49 0.43 0.68
Huangpu 0.72 0.53 0.62 0.73 0.72 0.62 0.87
Jingan 0.62 0.54 0.55 0.57 0.46 0.47 0.88

Minhang 0.37 0.31 0.37 0.28 0.32 0.32 0.48
Pudong New Area 1.37 1.32 1.03 0.92 1.23 1.69 1.74

Putuo 0.84 0.50 0.63 0.78 0.57 0.69 0.90
Xuhui 0.87 0.83 0.60 0.87 0.72 0.81 0.99
Yangpu 1.08 0.52 0.56 0.62 0.72 0.89 1.22

M

Baoshan 0.37 0.33 0.42 0.51 0.49 0.31 0.18
Changning 0.46 0.44 0.83 0.52 0.44 0.45 0.84
Hongkou 0.83 0.52 0.31 0.62 0.51 0.30 0.79
Huangpu 0.92 0.74 0.44 0.94 0.53 0.82 0.35
Jingan 1.10 0.80 0.70 0.52 0.60 0.69 1.04

Minhang 0.58 0.48 0.75 0.43 0.25 0.50 0.35
Pudong new area 1.54 0.69 1.61 1.62 1.24 0.85 2.03

Putuo 1.08 0.83 0.60 0.97 0.80 0.65 0.88
Xuhui 1.39 0.57 1.01 1.04 0.94 1.14 1.10
Yangpu 0.89 0.73 0.63 1.23 1.13 0.78 1.58

10 Computational Intelligence and Neuroscience



,is not only contradicts the features of the urban area but
also fails to suit the demands of modern city design. In this
paper, we aim to analyze the characteristics of the popular
physical activities in Shanghai from a spatio-temporal
perspective and compared the gender difference. We study
how the Shanghai public’s popularity for different kinds of
physical activities has changed over time, which popular
location is most favored by the public, and in which places
the physical activity is most favored. ,e data of Shanghai
Weibo, the largest social media platform in China, is used to
conduct the investigation. In summary, we find those as
follows: (1) ,ere are some places with higher popularity
compared to others and (2) there is also difference in the
popularity of physical activities over time and space. We
believe that these findings can not only provide references
for urban management but also help to understand the
public’s favorite locations in one city.

Several limitations exist in this study. Data security is
really necessary for dataset or any method [80, 81]. First,
since the data we collected were based on online records, the
results may be biased because different Internet access habits
among different geographical areas affect the data. For ex-
ample, people in rural areas may have more Internet access
and thus have more chances of accessing social media than
people in urban areas. Second, we only selected a single city
as the sample, and this limited the generalization of our
results. ,ird, although WeChat check-in data is a very
powerful tool in the evaluation of physical activities quality,
this approach still contains subjective information, which
cannot be quantified. ,erefore, the evaluation of data
quality in our study should be revised based on more and
more data-driven evaluation methods.

Accessibility of the data is a major hurdle to LBSN re-
search due to data and confidentiality safety considerations.
,e ability of LBSNs to reveal users’ and their contacts’
present geolocation which raises serious privacy concerns.
,ey are worried about their privacy, so are administrative
or business users that communicate data over LBSNs.
Personal information is sometimes given freely or inad-
vertently. ,ough the data are acquired frequently by of-
fering customers special rights and prizes in exchange for
their information, this is not at all times the case.

Our findings indicate that this new channel has been
relatively successful in terms of both social media check-in
and activity tracking activity. However, despite this success,
this channel only covers roughly half of all locations. For this
reason, our findings have important implications for how
location-based data might be used. In terms of data validity,
the study provides a unique opportunity to compare Weibo
check-ins with activity tracking. Only a few studies have
compared the two channels. As with other research, we
found that the Weibo data were accurate, but not complete.
As discussed in the introduction section, we believe this is
not a reflection of the data validity but rather an aspect of the
usage of these services.

Our findings contribute to the understanding of user
behavior and the understanding of the behavior of social
media users in general. Because check-ins are executed by a
moderately small group of Weibo users, they have been used
in other studies as a good pointer ofWeibo users’ day-to-day
activity [71] However, our findings reveal that the number of
locations has not been increased significantly in Shanghai.
When compared to prior studies, it can be noted that all of
the studies show that female consumers are much more
active than males during the various activities in Shanghai
[69–74, 82, 83].

6. Conclusion

We looked at consumers’ check-ins in 10 distinct districts of
Shanghai, focusing on different aspects of geo-referenced
data. We utilized the KDE method by collecting the check-
ins of different users of Weibo microblog and all the check-
ins were collected during the users posted when they were
doing any physical activity in gyms, playing grounds, and
other parks as well. Our data shows that most people
submitted their physical action check-ins in Shanghai’s city
center, which is separated into seven districts. Pudong new
area and Huangpu are denser districts than others, and
weekends have more check-ins compared with other days.
,e conclusions reveal that male users are more active in
physical activities either in gym or playing ground in all the
districts of Shanghai and its shocking revelation. ,e pur-
pose of our research is to create awareness among people
about the benefits of physical activities on health. ,e re-
search may be valuable in detecting more overcrowded areas
in Shanghai so that regulating or management institutions
can more efficiently watch and aid such districts, notably in
events, public action, and urban development, among other
things.

Table 3: Gender Differences during week.

Day Check-in (%) Female (%) Male (%) d r

Sun 16.74 7.56 9.18 0.193
Mon 11.76 5.63 6.13 0.085
Tue 12.74 5.44 7.30 0.291
Wed 14.54 6.15 8.39 0.308
,u 12.98 6.05 6.92 0.135
Fri 13.37 6.89 6.48 0.062
Sat 17.87 8.73 9.14 0.046

Table 4: Gender difference in districts.

Day Check-in (%) Female (%) Male (%) d r

Baoshan 5.12 2.52 2.60 0.032
Changning 7.64 3.66 3.98 0.085
Hongkou 7.26 3.38 3.88 0.137
Huangpu 9.56 4.81 4.75 0.136
Jingan 9.56 4.11 5.45 0.281
Minhang 5.80 2.45 3.35 0.309
Pudong new area 18.88 9.31 9.58 0.028
Putuo 10.72 4.91 5.81 0.168
Xuhui 12.89 5.70 7.19 0.232
Yangpu 12.57 5.61 6.96 0.216
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In recent years, numerous studies have successfully implemented machine learning strategies in a wide range of application areas.
�erefore, several di�erent deep learning models exist, each one tailored to a certain software task. Using deep learning models
provides numerous advantages for the software development industry. Testing and maintaining software is a critical concern
today. Software engineers have many responsibilities while developing a software system, including coding, testing, and delivering
the software to users via the cloud. From this list, it is easy to see that each task calls for extensive organization and preparation, as
well as access to a variety of resources. A developer may consult other code repositories, websites with related programming
content, and even colleagues for information before attempting to build and test a solution to the problem at hand. In this
investigation, we aim to identify the factors that led to developing the recommender. �is system analyzes the recommender’s
performance and provides suggestions for improving the software based on users’ opinions.

1. Introduction

When developing a software system, software engineers
execute various tasks, including creating code, testing code,
deploying to the cloud, and coordinating via e-mail and
meetings [1]. Each of these tasks necessitates searching for
and working with a wide range of information and re-
sources, as well as planning and preparing for the upcoming
one [2]. A developer may investigate other code repositories
for prospective solutions, explore online sites with relevant
programming material, or contact coworkers for informa-
tion before programming a possible solution to the problem
at hand and testing the answer [3].

For example, performing these tasks can be intimidating
for novices in the �eld [4]. Near-perfect performance in
these activities is nearly unattainable for even the most
experienced coders. Recommender systems for software
engineering have been implemented to easily perform tasks
and improve work�ow [5]. In other words, “software

applications that deliver information items deemed to be
relevant for software engineering tasks” are “recom-
menders” for the discipline [6]. Software engineers are used
to working with certain recommenders that are closely
relevant to their development operations. Such issues as
missing import declarations in Java code can be solved using
recommenders in various integrated development envi-
ronments, such as the Eclipse IDE4 [7]”.

Recommendation systems for di�erent tasks and
work�ows have been developed, including those for code
reorganization, learning the next set of commands, and
discovering needs. For instance, the Eclipse Mylyn recom-
mender, which provides speci�c recommendations of which
source code is connected with a task, has been demonstrated
to boost the productivity of developers. Recommenders have
much unrealized potential in the software development
process because of their vast variety of actions [8].

One of the primary problems with the current recom-
mender system is that it forecasts products that the user will
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find irrelevant or uninteresting. As a result, a recommender
system is required, whichmust supply services in accordance
with the resemblance of goods. By incorporating user and
product data into a collaborative recommendation system,
true user preferences can be learned [9–11].

(e first stage in developing a recommender is to define
the problem the recommender is intended to solve and verify
the assumption that a recommender can deliver suggestions
of value to the developer facing the problem. Framing the
problem is the term we use to describe the activities oc-
curring during this phase. (e introduction’s definition of a
software engineering recommender provides a foundation
for investigating the problem and solution targeted by a
recommendation engine. (e task and context for which a
recommender will be used must be crystal apparent when
thinking about creating one. Another consideration is for
whom a recommender is intended: developers or end users.
(e idea of a task targeted by a recommender relates to the
specific purpose of a developer at a certain moment in time,
such as the implementation of an assigned feature in source
code. Even though a developer is aware of the current task at
all times, the task may not be expressed directly in the code.
(e context of a recommender refers to the information and
tool environment in which the task is conducted, such as the
source code and other artifacts available and the set of tools
that can be used to complete the work. (e context also
captures the developer’s steps in completing the given task.
(is helps define when and what information a recom-
mender may provide: novices often have fundamentally
different information needs compared to experts. While
frequent proposals may be helpful to the first group, the
latter often has a poor tolerance for interruptions of their
work that convey already known facts. (e main contri-
butions of this study are as follows:

(a) Determining the inputs for the recommender’s
construction was how we phrased the issue

(b) (is system provides recommendations for software
development based on client happiness and evaluates
the usefulness of the recommender

2. Related Work

Wen et al. [12] systematically examined machine learning
models from four perspectives: the kind of ML approach,
estimation accuracy, model comparison, and context of esti-
mation, which is the goal of this study. A systematic review of
empirical studies on the ML model published between 1991
and 2010 was conducted. (e author compiled a list of 84
primary studies related to our research question and detected
eight different types of ML approaches used in SDEE models
after looking into these studies. Overall, theseMLmodels have
better estimation accuracy than non-ML models and are near
to it. For this reason, certain ML models are more effective in
certain estimation scenarios. SDEE is a potential field for ML
models. However, the industry’s use of ML models is still
limited, necessitating additional efforts and financial incen-
tives. Following the conclusions of this review, the author
offers advice for researchers and guidance for practitioners.

Wan et al. [13] were curious about the impact of machine
learning on software development techniques, given the
growing popularity of this approach. From interviews with
14 people and surveys with 342 people from 26 nations
across four continents, we could identify substantial dif-
ferences between the development of machine and non-
machine learning systems. Software engineering (e.g.,
requirements, design, testing, and process) and work
characteristics are significantly different across the two
groups, according to our research (e.g., skill variety, prob-
lem-solving, and task identity). In light of our findings, the
author outlined potential future research areas and offered
practice-oriented suggestions.

Del Carpio and Angarita [14] used machine learning
approaches in various knowledge domains with promising
results. Many deep learning models now focus on a wide
range of software operations, which is a good sign for the
future systematic investigation of deep learning model-
supported software processes that yield useful findings for
the software industry. Software testing and maintenance
were the most often studied subprocesses in this study. It is
common to utilize deep learning models such as CNN and
RNN to process bug reports, malware categorization, and
recommendation creation in these subprocesses. Some so-
lutions are focused on estimating effort, classifying software
requirements, identifying GUI visual aspects, identifying
code authors, finding the similarity between source codes,
predicting and classifying defects, and analyzing bug reports
in testing and maintenance operations.

Meziane and Vadera [15] suggested that, due to its ability
to automate time-consuming or complex processes, artificial
intelligence has recently gained much attention. (ere have
been no exceptions to this rule regarding software engi-
neering projects. Artificial intelligence and software main-
tenance are covered in depth in this thesis. (e recent
advances in applying artificial intelligence to software
maintenance duties were also studied through thorough
mapping research. Research kind, research contribution,
software maintenance domains, and artificial intelligence
solution type were the most important aspects of this study.

Barenkamp et al. [16] involved a systematic evaluation of
prior research and five qualitative interviews with software
developers. (e study’s conclusions are categorized
throughout software development. Major AI achievements
and future potentials include (a) using algorithms to au-
tomate time-consuming, routine tasks in software devel-
opment and testing (such as bug hunting and
documentation); (b) conducting structured analyses of large
datasets to uncover patterns and new information clusters;
and (c) conducting systematic evaluations of these datasets
in neural networks. AI accelerates development, reduces
expenses, and increases efficiency. Software engineering
automation is superior to the present AI, which relies on
human-made structures and is essentially reproductive.
Developers can enhance their creativity with AI tools.

Harman claimed that the artificial intelligence (AI)
approaches to software engineering also focuses on the
software development related challenges [17]. While search-
based software engineering is a more recent development,
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the field’s history of work in probabilistic reasoning and
machine learning for software engineering is well-estab-
lished. For the purpose of this paper, the author examined
some of the connections between these two areas of research,
claiming that they share many characteristics.

Tate [18] compared software quality models. Case studies
apply software quality models to the current processes. Case
study results complement empirical model assessment.
Standard selection criteria are used to recommend and select
models. Procedures are evaluated using success criteria.
(eoretical assessment methods evaluate process model
quality. Conformity to ideal process quality model re-
quirements and relevance to software stakeholders are
tested. Discussing the models’ breadth and scale: empirical
assessment methods are established to evaluate the model’s
performance in real software operations. (ere are ap-
proaches to determine if process quality models produce
different results and, if so, which model to choose. Case
study software processes are measured for differences.

Fadhil et al. [11] determined how AI can improve
software issue detection and prediction methods. Artificial
intelligence has helped identify software issues and predict
bugs, as data shows. Combining AI with software engi-
neering reduces overhead and produces more efficient so-
lutions, improving software quality.

Kothawar and Vajrapu [19] addressed these behaviors’
difficulties and solutions. Methods: the author chose 15 best
practices from eight startups, each with unique challenges
and solutions. Our research indicates startups’ mixed pri-
oritization. Six of the eight companies used formal methods,
while two used unstructured prioritization. Startups’ value:
prioritizing based on consumer input and ROI is key. (is
study examines startup priority needs and obstacles. (e
literature supports the study’s findings. Finding solutions
helps practitioners. (e poll should include Swedish soft-
ware startups. Some of these solutions may also be useful for
practitioners wishing to begin a software startup and priority
requirements.

(is study’s aggregation method is clear, realistic, and
interpretable [9]. (is method makes quality model and
metric-based software quality assessment reliable and re-
producible. Based on all observable software artifacts, good
and bad quality are assigned probabilities. Validation was
theoretical and empirical. Bug prediction, maintainability,
and information quality were evaluated. Software visuali-
zation was used to evaluate the usefulness of aggregation
for multivariate data and the impact of different aggre-
gation methods. Finally, the author assessed MCR’s
transferability and used it to rate real-world options. (e
author used machine learning, created a benchmark
employing regression issues, and evaluated how well the
aggregate result matches a ground truth and represents
input variables. Our method is accurate, sensitive, and
facilitates multicriteria decision-making. Our approach can
be used as an agnostic unsupervised predictor without
ground truth.

Recently, sentiment analysis on social networks, such as
Twitter and Facebook, has become a valuable tool for
gaining insight into the thoughts and feelings of people. In

contrast, sentiment analysis suffers from the difficulties of
natural language processing (NLP). Deep learning models
have recently been a promising solution to NLP difficulties.
To address the issues with sentiment analysis, such as
sentiment polarity, the paper [10] analyzes the most recent
experiments to make use of deep learning. Word embedding
and the TF-IDF model have been used to analyze several
different datasets. Comparative studies of the experimental
findings for various models and input features have also
been undertaken.

Software defect prediction anticipates troublesome code
sections to help find faults and priorities testing. Previous
work focused on manually encoding program information
and using machine learning to generate accurate prediction
models. Standard characteristics do not capture semantic
differences between programs for accurate prediction
models [8]. Deep learning is proposed to bridge the gap
between program semantics and fault prediction charac-
teristics. (e deep belief network (DBN) learns semantic
features from Abstract Syntax Tree (AST) token vectors
automatically. Our research on 10 open-source projects
shows that our automatically learned semantic features
increase both within-project and cross-project defect pre-
diction over traditional characteristics. Precision, recall, and
F1 improveWPDP by 14.7%, 11.5%, and 14.2%, respectively.
Our semantic feature-based technique beats TCA+by 8.9%
in F1 for CPDP.

Reference [20] proposed LEMNA, a high-fidelity secu-
rity explanation approach. LEMNA generates a limited set of
features that explain how an input sample is categorized.(e
goal is to create a simple interpretable model to approximate
the deep learning decision boundary. It manages feature
dependency to better interact with security applications
(such as binary code analysis) and nonlinear local bound-
aries to boost explanation fidelity. Local interpretable model
(LIM): the author tested our method with two deep learning
security apps (a malware classifier and a function start
detector for binary reverse engineering). Extensive testing
demonstrates that LEMNA’s explanation is more correct
than others. (e author shows how LEMNA may help
machine learning developers verify model behavior, fix
classification issues, and automatically patch target model
defects.

Reference [7] reviewed machine learning papers for
software project management. Web Science, Science Directs,
and IEEE Explore have research on machine learning,
software project management, and methodology. (ree
repositories contain 111 papers in four groupings. First
group: software project management papers. (e second
category contains machine learning methods and tactics
utilized in projects. (e third category comprises studies on
machine learning management phases and tests, as well as
study findings, contribution to and promotion of machine
learning project prediction, and other studies. It gives a
broader context for future project risk management efforts.
Machine learning-based project risk assessment is more
successful in reducing project losses, increasing project
success, and reducing project failure probabilities while
increasing the growth output ratio.
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Recent machine learning discoveries have prompted
interest in integrating AI into IT software and services. To
fulfill this goal, organizations adapted their development
methodologies. (e author shares research on Microsoft’s
AI-app development teams. It is built on designing AI apps
(search and NLP) using data science tools (R and Python)
(e.g., application diagnostics and bug reporting). Reference
[5] found that multiple Microsoft teams have integrated this
workflow into established, well-evolved software engineer-
ing processes, providing insights into numerous important
engineering problems organizations may encounter while
developing large-scale AI products for the market. (ese
difficulties required Microsoft’s best practices. Aside from
that, the author found three main AI differences: (1) model
customization and reuse demand different abilities than
those found in software teams. (2) AI components are more
challenging to handle as independent modules than typical
software components. Microsoft teams provided critical
knowledge.

Yang et al. [6] proposed “deep neural networks” (DNNs)
and an updated model training approach. Alpha Go showed
deep learning’s potential in 2016. Deep learning helps
software engineering (SE) experts construct cutting-edge
research tools. Model selection, internal structure, and
tuning affect DNN performance in SE. Deep learning in SE is
understudied. (e author searched for relevant publications
since 2006. First, SE deep learning is shown. SE’s deep
learning methods are classified. (e author looked at deep
learning model optimization methodologies and highlighted
SE research problems that will benefit from DNNs. Our
findings highlight existing problems and suggest a potential
study route.

Machine learning is rapidly used by the software engi-
neering community as a means of transforming modern
software into intelligent and self-learning systems. Software
engineers are still exploring methods in which machine
learning can aid with various stages of the software devel-
opment life cycle. Herein, the author reports the results of a
study on the application of machine learning at various
stages of the software development life cycle. Overall, [3]
investigated the relationship between software development
life cycle stages and machine learning tools, techniques, or
types, which is a broad goal. In an attempt to answer the
question of whether machine learning favors specific stages
or methodologies, we conduct a comprehensive analysis.

Business transactions, revenues, and general success are
becoming increasingly dependent on the use of recom-
mendation systems. Recommendation systems and their
implementation approaches are the focus of this survey.
(e components and attributes of a recommender system
can change based on the organization’s needs. Design
criteria and key recommender system attributes are pre-
sented in this study. (ere are a few well-known ap-
proaches that are scrutinized. In conclusion, [4] introduced
movie recommenders from the three most relevant in-
dustries: film, music, and online shopping.(e survey seeks
to provide readers with a broad understanding of the
circumstances in which certain recommender systems are
appropriate.

Machine learning models are frequently developed by
data scientists to handle a wide range of problems in both
industry and academia, but they are not without their own
set of hurdles. One of the issues with machine learning
development is that many people working in the field are
unaware of the benefits that may be reaped from following
the steps outlined in the software engineering development
lifecycle (SEDL). Of course, because machine learning
systems are distinct from typical software systems, there will
be certain peculiarities in the development process. Re-
garding software engineering, [2] aimed to examine the
issues and practices that arise during model creation by
looking at how developers might benefit from using or
changing the standard workflow to machine learning.

Software engineering has recently used deep learning
(SE). Unanswered questions remain. Li et al. [1] looked at 98
SE publications that employ deep learning to tackle these
questions. Deep learning technologies have simplified 41 SE
jobs across all phases. Deep learning models and their
variations are utilized to answer 84.7% of SE issues in
publications. Deep learning’s practicality is questioned.
More SE scholars may be interested in improving deep
learning-based solutions in the future.

3. Methodology

In this section, we have proposed a novel framework of
LSTM which can recommend the software development
features based on the dataset of clients. Figure 1 shows the
proposed framework workflow of the current study:

3.1. Dataset Description. (e dataset used in this study is an
excel-generated synthetic dataset curated from a real BI
tools’ dataset. (is dataset has 100 rows and 11 features with
1 output feature (i.e., rating); when the rating of software is
more than 3, this will be recommended. Otherwise, it will
not be recommended by the proposed model. Table 1 shows
the dataset description and feature explanation.

Table 2 shows the dataset samples from the acquired
dataset as given below.

Figure 2 shows the visualization of the dataset and
frequency distribution of each feature as given below.

Figure 3 shows the distribution of feature business scale
with respect to large, small, and medium deployment on
premise, hybrid, and cloudOS forWindows,Mac, and Linux
and pricing on Freemium, open source, and enterprise.

3.2. Raw Data Processing. (e raw data have been collected.
Finally, data purification has been completed using various
methods, such as deleting duplicates and null values. (is
technique is employed in data mining to transform un-
structured data into a form suitable for analysis. It is not
uncommon for data in the real world to be inconsistent or
even missing. Prediction models are complicated when
classifications are not dispersed uniformly throughout. (e
number of occurrences in each class is often the same in
categorization machine learning algorithms. In the wake of
this study, resampling procedures have substantially evolved.
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Remove records from each cluster such that the majority class
records are captured and undersampling is prevented. For
more diverse synthetic samples, oversampling can be utilized
in place of producing identical reproductions of data from the

minority classes [21].When conducting data mining research,
it is critical that our dataset is balanced and consistent. It is
possible to find outliers in a dataset. An outlier in a dataset is a
value that stands out from the rest because of its uniqueness.

Input Data from
Clients

Dataset
Preprocessing

Preprocessing of
DatasetTraining Set

Long-Short Term
Memory Algorithm (s)

Evaluation

Performance

Long-Short Term based
Recommender System

Testing Set

Normalization

Data Cleaning

Features Extraction

Figure 1: (e proposed framework workflow.

Table 1: Dataset description and feature explanation.

Features Description Variables type
Category Category comprises the type of BI tool, as well as the industry in which it can be used Input variable
Business
scale (is identifies the size of the company that the BI tool is designed to serve, such as small, medium, or large Input variable

User type Whether they are a business user or an analyst with data science skills, this indicates the sort of user (not all
BI tools are easy to use and not all tools possess powerful data processing capabilities) Input variable

No of users (is offers information on how the BI tool may be implemented, such as cloud, on-premise, or hybrid OS:
this specifies the type of operating system necessary for the tool installation Input variable

Pricing Pricing: this reveals whether the program has a freemium version or an enterprise edition for data
visualization on mobile devices Input variable

Ratings On a scale of 5.0, users rate this product Output
variable

Table 2: Dataset samples from the acquired dataset.

Category Industry Business scale User type No. of users Deployment OS Mobile apps Pricing Rating
100001 Data management Utilities Large Business Single Cloud Linux Y 4.5
100002 Database/ERP Food Large Business Single Premise Mac Y 5.0
100003 Data analysis Manufacturing Large Business Single Premise Linux N 5.0
100004 Data analysis IT Medium Business Multiple Premise Mac Y 4.3
100005 Benchmarking Food Medium Analyst Multiple Cloud WIN N 4.7
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Figure 2: Visualization of the dataset and frequency distribution of attributes.
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(e outliers could result from reading errors, equipment
faults, or human error. Before undertaking any statistical
analysis or study, it must be deleted from the dataset. (e
analysis and subsequent treatment can be influenced by in-
complete or erroneous findings from any information out-
liner [22, 23].

3.3. Feature Engineering. By using data from a certain do-
main, learning machines can use these functions. In order to
make machine learning representations of raw data, this must
be done manually. Correlation matrices are used in this study
to determine the correlation between the variables. Covariance
matrices are the same as correlation matrices. Using the
correlation, one may determine the strength of a linear link.
(e concept of correlation summarizes the frequency and
direction of a straight-line link between two quantitative
variables. Values can be represented by r, which ranges from−1
to +1.

3.4. Proposed Model. In the proposed model (shown in
Figure 4), input sequences are feature embedded and then
extracted in the contented layer. (ere is a hyperband op-
timization algorithm that can be used to distribute hyper-
parameter tuning for TensorFlow models in just a few lines

of code in the Keras–Tuner module. For hyperparameter
tuning, a validation dataset containing 10% of randomly
selected samples from the training data is used. Further-
more, we employed sparse categorical accuracy as a ranking
metric for optimization trials. We experimented with var-
ious batch size variables before settling on batch size� 512.
Data from previous optimization stages are used to train a
final model with a set of hyperparameters that is as good as it
can possibly be. In order to assess the accuracy of our new
recommender system, we implemented a back-testing
technique.

3.4.1. Novel LSTM Cell. Long short-term memory networks
are a subset of the broader category of recurrent neural
networks. An example of time- or sequence-dependent
behavior is language, stock prices, and power demand; re-
current neural networks seek to represent such phenomena.
In order to achieve this, the output of a layer in a neural
network at time t is fed back into the input of the same layer
at time t+ 1. Figure 5 shows the modified recurrent units of
the new version of LSTM:

During training and prediction, recurrent neural net-
works are “unrolled” programmatically, resulting in
Figure 6.
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Figure 3: Distribution of features: (a) business scale, (b) deployment, (c) OS, and (d) pricing.
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New data are sent to the network at each time step, and
the output of the previous F ($h t−1$) is also supplied, as
shown in Figure 6.

In place of the typical neural network layers, an LSTM
network uses LSTM cell blocks to store information for
future use. (e input, forget, and output gates are all parts of
these cells that will be discussed in greater depth below. Our
planned LSTM cell is depicted graphically below in Figure 7.

3.4.2. Input Gate. First, a tanh activation function is applied,
compressing the input to a range from −1 to 1. To put it
another way,

g � tanh b
g

+ x
Ug

t + ht−1V
g

 , (1)

where xUg

t and Vg represent the input and previous cell
output weights and bg represents the input bias. (e g

exponents do not represent an increased power but rather

the weights and biases used in the input calculations (as
opposed to the input gate, forget gate, output gate etc.). (e
output of the input gate, which is a chain of sigmoid-acti-
vated nodes, is multiplied by this compressed input, element
by element:

i � a b
i
+ x

Ui

t + ht−1V
i

  . (2)

3.4.3. Forget Gate and State Loop. Forget gate of the cell is
expressed as

f � a b
f

+ x
Uf

t + ht−1V
f

  . (3)

(e product of the previous state with the forget gate
yields an expression of the form ((bf + xUf

t + ht−1V
f)) as its

output. Following the forget gate/state loop, the product is

st � st−1x f x g. (4)

3.4.4. Output Gate. (e output gate of LSTM is expressed as

O � a b
o

+ x
Uo

t + ht−1V
o

  . (5)

Finally, the product of all gates is

hi � tanh a b
o+f+s+i

+ x
Uo+f+s+i

t + ht−1V
o+f+s+i

   . (6)
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Figure 4: Proposed model architecture.
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Recall and accuracy were utilized to assess the effec-
tiveness of the strategies under consideration for the soft-
ware development recommender system. (e computations
of the metrics utilized in this study are shown in Table 3.

4. Results and Discussion

Our approach was put to the test using data from the Steam
project. In order to test our strategy, there are no existing
datasets that can be used for this purpose. For testing
purposes, we used the most recent records as a test set and
the rest of the records as training sets.

In this experiment, we used a serial filling with a time
series length of T�12 and a dimensionality reduction with
an aimed dimension k� 50. Finally, we gave each user a list
of the top 50 (N� 50) things. We used two separate control
trials to assess the effectiveness of each component of our
strategy. Neither the serial filling (noSF) nor the dimen-
sionality reduction (noDR) was applied in one experiment.

In order to establish a baseline, we compared our
method to collaborative filtering for implicit feedback (IF)
and temporal decay (TD). To evaluate the correctness of our
recommendations, we looked at the recall rate, whereas for
determining system efficiency, we looked at training and
execution times. Our final step was to examine each soft-
ware’s average recommendation time to see if there was a
wide range of recommendation times for each method.

(e recall rates for various techniques are shown in
Table 4. When IR and serial filling were tested, it was found
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Table 3: Description of metrics.

Metric Description
Accuracy Accuracy � TP/(TP + TN)∗ 100
Recall Recall � 

 recommender/  (new − known)∗ 100

Table 4: Recall rates of the proposed LSTM with different
approaches.

Approach Recall rate
IR 0.0834
IF 0.054
TD 0.012

Table 5: Time of the proposed LSTM with different approaches.

Approach Training time (seconds) Testing time (seconds)
IR 1400 15
IF 1150 12
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xt x0 x1 x2 xn

Figure 6: Unrolled nodes.
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to have a greater recall rate than the baseline techniques.
Time spent in IR is shown in Table 5. Matrix factorization is a
useful way to reduce the number of dimensions in a system
because the recall rate of IR was nearly the same as that of
IRnoDR.

Figure 8 displays the IR and Figure 9 depicts the IF
distribution of the top software recommendation times.
Because IR recommends more diverse items than baseline
collaborative filtering, we can conclude that our approach is
more diverse than baseline collaborative filtering.

5. Conclusions

Within the scope of this work, an LSTM-based recom-
mendation model for interaction records was suggested.
Based on the results of our evaluations, our model per-
formed admirably in all three categories: accuracy, efficiency,
and variety. In the future, we intend to evaluate the gen-
eralizability of our approach by applying it to a wide variety
of datasets. In addition, we considered the total amount of
time spent communicating with one another as a quality
factor in this study. (ere is a high probability that reviews
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will be distorted due to the viewpoints of various individuals
and types of goods. As a direct consequence of this, we ought
to direct our attention going forward toward enhancing the
quality of our rating vectors in the future. In order to deal
with time series, we will also investigate a variety of other
approaches and models.
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ere are an increasing number of Internet of ings (IoT) devices connected to the network these days, and due to the ad-
vancement in technology, the security threads and cyberattacks, such as botnets, are emerging and evolving rapidly with high-risk
attacks. ese attacks disrupt IoT transition by disrupting networks and services for IoT devices. Many recent studies have
proposedML and DL techniques for detecting and classifying botnet attacks in the IoTenvironment.is study proposes machine
learning methods for classifying binary classes. is purpose is served by using the publicly available dataset UNSW-NB15. is
dataset resolved a class imbalance problem using the SMOTE-OverSampling technique. A complete machine learning pipeline
was proposed, including exploratory data analysis, which provides detailed insights into the data, followed by preprocessing.
During this process, the data passes through six fundamental steps. A decision tree, an XgBoost model, and a logistic regression
model are proposed, trained, tested, and evaluated on the dataset. In addition tomodel accuracy, F1-score, recall, and precision are
also considered. Based on all experiments, it is concluded that the decision tree outperformed with 94% test accuracy.

1. Introduction

e proliferation of the Internet of ings (IoT) devices has
resulted in a steady rise in the volume of IoT-based assaults..
One of the most serious IoT risks is the IoT botnet attack,
which tries to commit actual, e�ective, and pro�table
cybercrimes. IoT botnets are collections of Internet-con-
nected IoTdevices that have been infected with malware and
are managed remotely by an attacker [1].

e Internet of ings (IoT) systems have signi�cant
challenges in o�ering techniques to detect security vul-
nerabilities and assaults due to the rapid growth of threats
and diversity in attack tactics. As malware is executed, there
have been an increasing number of improvements in
machine learning/deep learning-based detection tools and
techniques that use full-time series data. However, the need
to employ full-time series data severely limits existing

works’ usefulness [2]. On the other hand, earlier identi�-
cation would enable better IoT Botnet response proposals.
As a result, it reduces the harm caused by possible assaults.
e dynamic analysis method examines how malware
interacts with its surroundings when it is being executed
[3].

ese data are extremely important for machine learning
and deep learning models detecting malware. e repre-
sentative approaches required continuous series data col-
lection while the malware is running [4]. In this instance, the
malware successfully carried out its goal of information
system sabotage and fully exhibited its hostile nature. ere
are currently available detection techniques for such stages,
thus if a DDoS assault performed by an IoT Botnet has
already taken place, identifying the DDoS attack, and the IoT
Botnet network by itself at this point is not too challenging
[5].
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(e use of bot malware and botnets to support other
harmful online activities (such as click fraud, distributed
denial of service attacks, and spam and virus distribution).
(e IoT Botnet lifecycle includes a lengthy scan and
propagation phase. If it is feasible to identify and isolate the
bots before they launch an actual assault, such as a DDoS, the
IoT Botnet detection solution will have a stronger impact
[6]. (erefore, it is crucial and required to identify harmful
actions of IoT Botnet network components as soon as
possible. However, it might be difficult to identify botnets,
especially peer-to-peer (P2P) botnets [7]. As a result, we
provide a complex traffic reduction strategy in this study that
is coupled with a reinforcement learning method. Un-
questionably, one of the most fascinating divisions of AI is
machine learning. It successfully completes the goal of
learning from data with specific machine inputs. It is crucial
to understand how ML operates and, consequently, how it
might be applied in the future. Training data [8] are entered
into the chosen algorithm to begin the machine learning
process. (e final ML algorithm is developed using the
training data, which might be known or unknown data. (e
method is affected by the type of training data input, and that
idea will be discussed in more details shortly [9].

(emachine learning algorithm is fed fresh input data to
see if it functions properly. (en, the prediction and out-
comes are cross-checked [10]. (e algorithm is repeatedly
retrained if the prediction and results do no’t line up until
the data scientist achieves the desired result. As a result, the
ML algorithm is able to continuously train on its own and
produce the best solution, steadily improving in accuracy
[11].

1.1. Types of Machine Learning. (e study of machine
learning encompasses a wide range of topics and draws
inspiration from other domains, including artificial intelli-
gence.(e field is centered on learning or gaining abilities or
knowledge through practical application. Usually, this en-
tails pulling relevant concepts from the previously collected
data. As a result, in the field of machine learning, you may
come across a wide variety of learning, ranging from entire
fields of study to particular methodologies. Different types of
machine learning as shown in Figure 1.

Due to its complexity, machine learning has been sep-
arated into two main categories: supervised learning and
unsupervised learning, and two ancillary categories: semi-
supervised learning and reinforcement learning. Each one
has a distinct goal and course of action that produces
outcomes and uses different types of data. Supervised
learning makes up over 70% of machine learning, whereas
unsupervised learning is between 10% and 20%. Semi-su-
pervised and reinforcement learning take up the remaining
space.

2. Problem Statement

In distributed computing environments, remote access to
services has become widespread due to the Internet.
Nonetheless, the integrity of data transmission on the

distributed computing platform is hindered by security
concerns. Botnets are a prominent threat to Internet se-
curity, as are malicious codes. In addition to distributed
denial of service (DDoS) attacks, click fraud, phishing,
malware distribution, spam emails, and the illegitimate
exchange of information or materials, botnets support a
wide range of criminal activities. (erefore, developing a
robust mechanism for detecting, analyzing, and removing
botnets are imperative. At present, botnet detection tech-
niques are reviewed in a variety of ways. However, studies of
this type are limited in scopes and lack discussions about the
newest botnet detection techniques. (e aim of this study is
to develop a state-of-the-art machine learning model for
botnet detection, utilizing the latest emerging techniques,
and analyzing current and past research trends. (e study
offers a thematic taxonomy for classifying botnet detection
techniques and analyses such techniques’ implications and
critical elements.

3. Research Motivation

(e field of cybersecurity is always a challenging task for
researchers. As a result, cybercriminals constantly research
new approaches to identify weaknesses and use them for
nefarious and illegal purposes. Malware spreading technique
is now growing with new and innovative manners. (e
malware is then used to carry out further attacks like data
exfiltration and denial of service attacks utilizing or on
compromised machines.

4. Significance of Our Study

Internet of (ings (IoT) services and applications have
significantly increased due to their functionality and ease of
use. Companies have started to develop a variety of Internet
of (ings (IoT)-based products, ranging from modest
personal gadgets like a smartwatch to an entire network of
smart grid, smart mining, smart manufacturing, and au-
tonomous driverless vehicles. (e overwhelming quantity
and ubiquitous presence have enticed potential hackers for
data theft and cyberattacks. One of the most significant
issues with the Internet of (ings is security. (is study’s
main objective is to suggest a novel machine learning al-
gorithm-based model for detecting and thwarting botnet
attacks on IoT networks.

5. Research Objectives

(e objectives of this study are as follows:

Machine
Learning

Supervised Un-
Supervised

Semi-
Supervised

Reinforcement
learning

Figure 1: Types of Machine learning.
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(1) To transform the raw data into machine learning
format using data transformation and preprocessing
techniques.

(2) To develop themachine learningmodel which will be
used to classify the botnet attacks.

6. Literature Review

(e well-organized intrusion representations are used to
analyze current and upcoming network outbreaks [12].
Several machine learning algorithms have been established.
In this research, a UNSW-NB15 dataset was cast off before
the standard KDD99 data set, which depicts current complex
attacks and network traffic. An extreme gradient is one of
many machine learning algorithms boosting (XGBoost),
which delivers extremely efficient and precise data. A subset
of the results was chosen. 23 of the 39 useable characteristics
were achieved through information gain. Various classifiers
such as neural network, multi-logistic regression, nonlinear
svm, XGBoost, Näıve Bayes, and random forest are trained
and evaluated. From all the XGBoost outperformed with
88% test accuracy, followed by random forest which re-
ported 87.89% accuracy [13].

More experiments were conducted, and the researchers
looked up a Deep Neural Network (DNN) for detecting IoT
attacks. DNN’s ability to correctly identify attacks has been
tested on the most commonly used data sets, including
KDD-Cup’99, NSL-KDD, and UNSW-NB15. (e experi-
mental results demonstrated the precision rate of the pro-
jected method using the DNN. It demonstrated that each
data set’s accuracy rate is greater than 90%. As accuracies
reported on the KDD-Cup’99, NSL-KDD, and UNSW-NB15
datasets are 96.30%, 91.50%, and 99.20%, respectively [14].

Similarly, numerous other studies have been conducted
in which experts adopt deep learning to detect intrusion.(e
research includes the deep learning models ANN, DNN, and
RNN as an interruption detection system. (e dataset
UNSW-NB15 was established in diverse files and then
categorized into binary classifications with deep learning
models to measure abnormal patterns. In this study, the
whole dataset was combined in a solo folder for models
being tested more fairly than separately for a separate file.
(e dataset attack families were then used as new labels,
resulting in a multi-classification labelled dataset. (e im-
proved dataset categorized deep learning performance into
dual arrangement groups (Binary and Multi-Class). (e
deep learning models that we propose show the accuracy in
multi-class classification was 99.59%, and the accuracy in
binary classification was 99.26% [15]. (e comparison be-
tween research shows the competence of DL and ML rep-
resentations in the improved dataset using accuracy and loss.

(e paper proposed and tested the IGRFRFE fusion
collection technique on behalf of MLP incursion conceal-
ment systems on the UNSW-NB15 modern IDS set.
IGRFRFE is made up of two feature reduction steps, one of
which is IGRF recursive feature elimination with MLP and
ensemble feature selection. (e screen option collection
technique was used to reduce the feature subset search space,
which is a mixture of IG and RF Importance. (en, as a

wrapper feature collection method, recursive feature elim-
ination (RFE) was used to eliminate terminated features on
the concentrated feature subsets.(e effects indicate that the
optionmeasurement is concentrated from 42 to 23, while the
MLP precision is upgraded from 82.25% to 84.24%. (e
outcomes on the UNSW-NB15 dataset authorize that the
projected process can expand irregularity, and detection
accuracy while dropping feature measurement [16].

ML methods can detect data based on prior experience
and distinguish between normal and abnormal data. (e
CNN DL technique was established in research work con-
ducted in 2021 to resolve the difficulties of identifying
network intrusion. (e CNN algorithm was accomplished
using the UNSW NB15. In general, the data covers binary
types for usual and attack data. (e tentative results verified
that the anticipated model accomplishes extreme detection
accuracy of 93.5%, and also evaluation metrics were used to
amount to the performance of the CNN algorithm [17].

According to the tentative results, the original KDD99
features are less effective than the KDD99 data set’s simu-
lated UNSW-NB15 features. However, when datasets are
compared, the precision of the KDD99 dataset is higher than
that of the UNSW-NB 15. (e FAR of the KDD99 is lesser
than that of the UNSWNB 15 dataset. However, the reported
accuracy of the proposed model is 98.89% [18].

Recent improvements in machine learning consumed a
preferred tool for various classification and analytical dif-
ficulties. (e analysis provides information, investigates
challenges, fundamental analyses of data in terms of security,
and forecasts future opportunities for machine learning in
networking. From all the proposed classifiers, the random
forest outperformed with 86.99% accuracy while Ada boost
performed the least with 83.67% test accuracy [19].

7. Solution Design and Implementation

7.1.ConceptualDescriptionof the Solution. (emethodology
proposed for this research has strictly followed the classical
machine learning pipeline. Following all steps, the data was
passed to the proposed classifiers and evaluated. (e flow-
chart of modelling can be illustrated in Figure 2.

Whenever a dataset project is undertaken, the first phase
involves the collection of datasets. For this research, the well-
known dataset known as UNSW-NB15 has been collected
from Kaggle. (e dataset was then passed through the ex-
ploratory data analysis (EDA) phase to perform the statis-
tical analysis and get meaningful insights into dataset
attributes [20].

(e proposed methodology consists of feather extraction,
traffic reduction, and a multi-layer network classifier to detect
the botnet from the normal traffic. In the first phase, traffic is
reduced by filtering the TCP control packet after the feather
extraction. After extracting the features, themodel is trained for
botnet detection and legitimate traffic, as shown in Figure 3.

7.2. Dataset Description. In this research, the models are
built and trained to classify the botnet attacks. For this
purpose, a publicly available dataset known as UNSW-NB15
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is collected from Kaggle [21]. (e dataset is published by the
IXIA Perfect Storm tool. (e Australian Centre for Cyber
Security (ACCS) is an authentic botnet classification dataset.
(e UNSW-NB 15 dataset was created by the IXIA Per-
fectStorm tool in the Cyber Range Lab of the Australian
Centre for Cyber Security (ACCS) to generate a hybrid of
real modern normal activities and recent synthetic attack
behaviors [22].

(is dataset has nine attacks labelled, such as Fuzzers,
Analysis, Backdoors, DoS, Exploits, Generic, Reconnais-
sance, Shellcode, and Worms [23–25]. Using the tools

Argus, and Bro-IDS, 12 algorithms have been developed to
generate a total of 49 functions in class labels. (ese features
are described in the UNSW-NB15_features, csv file.(e total
number of records is 2 million and 540,044 are stored in four
CSV files UNSW-NB151 csv, UNSW-NB152 csv, UNSW-
NB153 csv, and UNSW-NB154 csv. (e name of the ground
truth table is UNSW-NB15GTcsv and the name of the list of
event files are UNSW-NB15LIST_EVENTS csv.

(e partitions for this dataset are configured as training
sets and test sets, namely UNSWNB15training-set csv and
UNSWNB15testing-set csv, respectively.(e training set has

Feature Extraction

Connections'
Feature Extraction

Hosts' Feature
Extraction

Traffic Reduction

Filtering TCP
Control Packets

Network
Traffic

Detection Legitimate
Traffic

Botnet Traffic

Multi-Layer Network Classifier

Training Set

Training Set

Training
LR/xgBoost/DT

Learned
LR/xgBoost/DT

Figure 3: Proposed methodology.

Exploratory Data Analysis (EDA)

Pre-processing

Dataset Spliting

Dataset Balance

Dataset

Model Building

Model Evaluation

Figure 2: Flow chart for modelling.
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175,341 records, and the test set has various types of attacks
and regular 82,332 records.

(e dataset has 45 attributes. Details of attributes are
described in Table 1.

(is is a binary class classification dataset as its label
column has just two values (0 and 1). 1 represents that it is
the attack record else 0 in the case of a normal record. In
total, the dataset has 30 integers, 11 floats, and 4 categorical
attributes.

(e acute process of performing an initial investigation
on data to discover patterns, spot noise, and outliers, to test a
hypo study, and to check assumptions with the help of
summary statistics and graphical representation is called
exploratory data analysis and is commonly known as EDA.
When analyzing a dataset, it is important to do both sta-
tistical and graphical analyses.

(e visualization reveals that this is the binary class
classification dataset as it has only 2 classes (0 and 1).
Secondly, the dataset is highly imbalanced as the 0 class is
almost half of 1. (e count of class 1 and 0 is 164673 and
93000, respectively as shown in Figure 4. If this thing re-
mains unhandled then the model will not be trained ac-
curately, affecting the model performance and leading to the
miss classification.

(is is the frequency chart of the attack cat column,
representing 10 different categories of attacks, out of which
the normal is the highest and the worm’s category has the
minimum frequency as shown in Figure 5. Other categories
are generic, exploits, fuzzers, DoS, surveillance, analysis,
backdoor, and shellcode. (e proto is an attribute which
enlists all the transaction protocols. It has 10 unique values,
including tcp, udp, ospf, gre protocols, and the percentage of
each protocol is present. Tcp has the highest frequency,
followed by udp where ipv6 occurred the most least.

Figure 6 and Figure 7 are illustrations of service and state
protocol, respectively. (e service attribute has 11 unique
values, of which 7 attributes’ frequency almost equals to
zero, whereas the state attribute has 13 unique values,
around which 5 attributes have a frequency which almost
equals to zero. Skewness is a measure of asymmetry or
distortion of symmetric distribution. It measures the devi-
ation of the given distribution of a random variable from a
symmetric distribution, such as normal distribution. A
normal distribution is without any skewness, as it is sym-
metrical on both sides. Hence, a curve is regarded as skewed
if it is shifted towards the right or the left.(e skewness of all
numerical features of this research is shown in Figure 8.

All the numerical attributes have normal skewness and
most of them are either left or right skewed. Only the id
column has normal distribution because it has all unique
values.

Values range from 0 to 60. Most of the values are close to
0 and lesser than 20. ct_dst_ltm highly corr with
ct_dst_sport_ltm ct_src_ltm corr with ct_src_dport_ltm
ct_src_dport_ltm corr with ct_dst_sport_ltm.

Numerical feature with a small discrete set of values.
Normal data has 0 as most of its values. Anomaly has most of
its value 2. (ere are few attacks with a value 1 and very little
nonattack with 1.

(is feature has 55 unique values. Attack data has value 0
most of the time, but that is also way too little compared with
nonattack data. Most of the nonattack data have value of 1
and very few 2,3,4, 19,21,23 but very few in number not
visible in the graph a.

Figure 9 has a range up to 800,000. Normal data is
distributed over a very wide range up to 200,000. For attack
data, there is a huge peek close to 0, and distribution of
values is very narrow, whereas the Dload feature has a high
correlation with target feat, the 0.35 Feature has a huge range
of values up to 1e8. We can visualize better in a log scale.
Normal data are distributed all over, has values close to 0 and
very large values; for attack data, all the values are very close
to 0. IN log scale we can see that values are between 3 and 15.

Most of the values for nonattack data are 29. (ere are
some 0 and very few 252, as shown in Figure 10. (ere are
lots of 0 in attack data, no of 0 in attack is more than
nonattack, and 252, which is also higher than nonattack.
Boxplots are used to visualize the outliers/noise present in
data. (e most important attributes have been visualized
using a boxplot.

(ese are the boxplots of attributes labels, is_sm_ip-
s_ports, ct_src_ltm, response_body_len, swin, dttl and sttl as
shown in Figure 11.

Figure 12 illustrates the attributes attack cat and no of
events. (e second and most important step of any machine
learning project is dataset processing. Hence the dataset is in
raw format and cleaned it, and transformed the data into the
form acceptable by machine learning classifiers.

7.3. Data Pre-processing. (e data mining technique used to
convert raw data into valuable information for machines is
known as preprocessing. (e following steps have been
performed in preprocessing. It is observed that the real-
world data is often incomplete, is inconsistent, and contains
a lot of errors.

As illustrated in Figure 13, datasets are preprocessed by
using the given fundamental steps.

7.3.1. Handle Null/Missing Values and Duplicate Data.
Fortunately, the dataset has no null or missing values, as
shown in Figure 14. Moreover, there is no redundant data
too. Till this point, the dataset is clean, but i need further
preprocessing such as label encoding and feature extraction.

7.4. Label Encoding. (e dataset has four categorical col-
umns that need encoding to feed into the model. To
transform it into a numeric form, the label encoder is used.

Figure 15 and Figure 16 shows the before and after of
encoding, and all the data has been transformed successfully.

7.5. Feature Engineering. One of the most crucial steps of
preprocessing is a selection of features. (ere are many ways
of feature selection. (e most suitable features have been
extracted and selected for this research using the correlation
technique.

Computational Intelligence and Neuroscience 5



(ree types of correlation exist between the features:
neutral, positive, and negative. Figure 17 illustrates the heap
map of correlation that exists between the features. With 0.4
threshold the discarded features are ‘id’, ‘sloss’, ‘dloss’,
‘dpkts’, ‘dwin’, ‘time’, ‘ct_srv_dst’, ‘ct_src_dport_ltm’,
‘ct_dst_src_ltm’. (ese features negatively correlate with
label and will affect the model negatively.

7.6. Balance Dataset. Imbalanced data typically refers to a
problem with classification problems where the classes are
not represented equally. Most classification data sets do not
have an exactly equal number of instances in each class, but a
slight difference often does not matter.

Specialized techniques which can be used to balance the
dataset are

Table 1: Few dataset description attribute.

Sr# Attribute Description DataType
1 Id (e unique serial number of records Integer
2 Dur Record total duration Float
3 Proto Transaction protocol Object
4 Service Http, ftp, smtp, ssh, dns, ftp-data, irc and (-) if not much used service Object
5 State Indicates to the state and its dependent protocol Object
6 Spkts Source to destination packet count Integer
7 Dpkts Destination to source packet count Integer
8 Sbytes Source to destination transaction bytes Integer
9 Dbytes Destination to source transaction bytes Integer
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(1) Under-sampling
(2) Oversampling
(3) SMOTE

In this research SMOTE oversampling has been used.
SMOTE is a technique generally known as Synthetic Mi-
nority Oversampling Technique. (is is a systematic algo-
rithm used to generate synthetic samples. As the name
implies, SMOTE is an oversampling method. Instead of
making a copy, it works by making a synthetic sample from a
subclass.(e algorithm selects two or more similar instances
(using a distance measure). It perturbs one instance with one
attribute at a time, in random quantities within the range of
differences from adjacent instances. After applying the
SMOTE oversampling technique, the dataset is now bal-
anced, and the final shape of the dataset is (329346,37)
instead of (257673,36). Now the dataset is cleaned, trans-
formed, and balanced. It is ready to train a machine learning
model.

8. Result and Analysis

(ree machine learning classifiers, Decision Tree, XgBoost,
and Logistic Regression, are trained, tested, evaluated, and

compared in this dataset. (e comparative analysis is also
performed for both unbalanced and balanced datasets.

8.1.DecisionTree. Firstly, the dataset was split into train and
test by using the train test split method. 80% was used for
training, while 20% was used for testing. (is model was
trained for both balanced and unbalanced datasets, and the
following results have been achieved in Table 2.

From Figure 18 and Figure 19 we can see that all the
evaluation parameters (precision, recall, and f1-score) are
100, which indicates that there is a problem in learning. (e
model is only learning one class and miss classifying other.

(ese are the confusion matrix in which there is no true
negative and false positive for an unbalanced dataset present
in Figures 20 and 21.

8.2. XgBoost. XgBoost is a boosting classifier with 80%
training and 20% testing. (e model was trained for both
balanced and unbalanced datasets, and the following results
have been achieved as shown in Table 3.

From Figures 22 and 23 we can see that all the evaluation
parameters (precision, recall, and f1-score) are 100,
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Figure 15: Before encoding.

Figure 16: After encoding.
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Figure 18: Classification report of imbalanced data - DT.

Table 2: Accuracy table - Decision tree.

Sr# Dataset Train accuracy (%) Test accuracy (%)
1 Un-balanced 100 100
2 Balanced 100 94
(e classification report for both cases is.

Figure 19: Classification report of balanced data - DT.
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Figure 20: Confusion matrix of imbalanced data - DT.
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Figure 21: Classification report of balanced data - DT.
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indicating a problem in learning, and the model is only
learning the one class and miss classifying others.

Unlike the balanced dataset confusion matrix, there is no
classification in the unbalanced dataset confusion matrix as
shown in Figures 24 and 25.

8.3. Logistic Regression. Logistic regression is the regression
technique used to classify binary data. In this 80% training

and 20% testing split dataset has been passed to the model
for training of both balanced and unbalanced dataset, and
the following results have been achieved as shown in Table 4.

From Figures 26 & 27, we can see that all the evaluation
parameters (precision, recall, and f1-score) are 100, indi-
cating a problem in learning. (e model is only learning one
class and miss classifying others. (e performance of logistic
regression was not good compared to the decision tree and
XgBoost.

Table 3: Accuracy table - XgBoost.

Sr# Dataset Train accuracy (%) Test accuracy (%)
1 Imbalanced 100 100
2 Balanced 100 93

Figure 22: Classification report of imbalanced data - XgBoost.
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Figure 25: Confusion matrix of balanced data-XgBoost.

Figure 23: Classification report of balanced data–XgBoost.
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Figure 24: Confusion matrix of imbalanced data-XgBoost.

Table 4: Accuracy table - Logistic regression.

Sr# Dataset Train accuracy (%) Test accuracy (%)
1 Unbalanced 100 100
2 Balanced 100 78

Figure 26: Classification report of imbalanced data - LR.

Figure 27: Classification report of balanced data - LR.
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From all the trained models, the decision tree out-
performed with a slightly higher accuracy than the decision
tree by predicting a few true positive values and logistic
regression has the least performance.

(ese confusion matrix results are the same for the
unbalanced dataset as there is no true negative and false
positive present unlike the balanced dataset confusion
matrix, there is no classification there, as shown in Fig-
ures 28 and 29.

(e charts summarized all the results and experiments of
this research. With a balanced dataset, the decision tree out-
performed with 94% accuracy, as shown in Figures 30 and 31.

9. Conclusion

Cyber-attacks involving botnets are multi-stage attacks and
primarily occur in IoT environments; they begin with
scanning activity and conclude with distributed denial of
service (DDoS). Most existing studies concern detecting
botnet attacks after IoT devices become compromised and
start performing DDoS attacks. Furthermore, most machine
learning-based botnet detection models are limited to a
specific dataset on which they are trained. Consequently,
these solutions do not perform well on other datasets due to
the diversity of attack patterns. In this work, UNSW-NB15,
the most generalized dataset publicly available, is used. EDA
(Exploratory Data Analysis) is the statistical analysis phase
through which the whole dataset is analyzed.

(e model will be able to be trained on a large data set in
the future. Machine learning classifiers such as Random
Forest and SVM can also be tested. As well as ResNet50 and
LSTMmodels, deep learning models can also be used in run-
time Botnet detection. Besides being integrated with front-
end web applications, the research’ model can also be used
with back-end web applications.
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Modulation classification is one of the essential requirements in the various cognitive radio applications where prior information
about the incoming signal is unknown. )e modulation classification using a pattern recognition approach can be achieved in 2
modules: first, parameters are extracted from the noisy signal, and then feature selection is carried out using a Gabor filter network
(GFN). In the second module, features are exploited for classification purposes. )e modulation formats considered for the
purpose of classification are BPSK, QPSK, 8PSK, 16PSK, 64PSK, 4FSK, 8FSK, 16FSK, QAM, 8QAM, 16QAM, 32QAM, and
64QAM.)e Gabor filter parameters and weights of the adaptive filter are attuned using the Delta rule and recursive least square
(RLS) algorithm until the cost function is minimized. In the end, the artificial bee colony (ABC) algorithm is used to optimize the
Gabor parameters as well as the classifier’s performance. )e simulation results show the supremacy of the proposed
classifier structure.

1. Introduction

Automatic digital modulation classification (ADMC) is to
classify the modulation format of the received signal, which
has undergone channel effects and noise. For commercial
and military communication systems, classification and
identification of the modulation format are a significant
phase formerly the demodulation at the receiver side. Rapid
growth in the commercial wireless communication system
demands adaptive, efficient spectrum access algorithms.
Software-defined radio (SDR) and later, cognitive radio (CR)
are examples of civilian adaptive structures [1–4].

Due to a lack of prior knowledge of the modulation
format, ADMC becomes more complex and challenging.
)e modulation format includes modulation type, symbol
duration, frequency deviation, carrier frequency/phase off-
sets, noise variance, channel amplitude, and so on. In

Figure 1, a typical block diagram of ADMC is shown. )e
input symbols are first modulated and passed through a
channel that adds the additive white Gaussian noise. At the
receiver end, the first received signal is preprocessed; de-
modulation of the received signal and detection of the
transmitted signal (information-bearing symbols) are exe-
cuted after the modulation format is classified [5–7].

1.1. Contribution of the Article. )e literature review shows
that the choice of efficient features and classifier needs to be
addressed for performance improvement in the classifier
structure. Under the effect of fading channels and AWGN,
GFN features for classification of modulation formats BPSK,
QPSK, 8PSK, 16PSK, 64PSK, 4FSK, 8FSK, 16FSK, QAM,
8QAM, 16QAM, 32QAM, and 64QAM are presented in this
paper. )e classifier performance is further optimized by
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using the artificial bee colony algorithm (ABC). )e per-
formance of the proposed algorithm is evaluated with and
without optimization.

1.2. Organization of the Article. )e rest of the paper is as
follows: section 2 contains a comprehensive review of the
literature on automatic digital modulation classification. A
system model with a proposed classifier structure is
explained in section 3. )e Gabor filter structure for digital
modulation classification and the training and testing of the
proposed algorithm are also presented in section 4. )e
detailed simulation results are carried out in section 4, which
shows the supremacy of the proposed classifier. section
5concludes the paper.

2. Related Work

)eADMC can be generally classified into two categories: the
likelihood ratio-based decision-theoretic approach and the
feature extraction-based pattern recognition approach [8]. In
a decision-theoretic approach, the decision is made based on
the likelihood function (LF) of the received signal. Once the
likelihood function is constituted, the latter classifies the
modulation format of the received signal. )e process of
ADMC in the decision-theoretic approach may be viewed as
multiple hypothesis tests or a sequence of pairwise multiple
hypothesis tests. To compute the unconditional likelihood,
the following are the well-known algorithms in the literature:
average likelihood ratio test (ALRT), generalized likelihood
ratio test (GLRT), hybrid likelihood ratio test (HLRT), and
quasi-hybrid likelihood ratio test (QHLRT) [9–12].

Some related work for the decision-theoretic approach is
presented in [13], where the authors use it to determine the
modulation format for software-defined radio. A lookup
table (LUT)-based classifier is proposed. In [14], only am-
plitudemodulation formats are considered, and the proposed
classifier is based on a hybrid maximum likelihood approach.
In [15], likelihood algorithms (HLRT, QHLRT) are explored
for digital modulation classification. )e complexity of
HLRT is evaluated, and whether QHLRT provides a rea-
sonable solution is also discussed. )e Cramer-Rao upper
bound for BPSK and QPSK modulation formats is also
employed. In [16], the authors survey the existing techniques
for the modulation classification problem.

Feature extraction-based pattern recognition approaches
are suboptimal. )e FB approach is carried out in two

modules, feature extraction and classifier structure [17]. )e
features extracted are spectral features, statistical features,
cyclo-stationary features, and time-frequency features. )ey
are found in the literature for the FB approach. )e features
extracted from the PSO-SC with the best clustering radius
are shown in [18]. )e spectral features are used to classify
the 9 analogue and digital modulation formats, and the back
propagation neural network is used as a classifier in [19, 20].
)e proposed algorithm in [21] uses genetic programming
with K-nearest neighbour (GP-KNN) and higher-order
cumulants as features to classify the four modulation
formats.

A fuzzy logic-based modulation classification is pro-
posed in [22]. )e author develops a nonsingleton fuzzy
logic classifier by using a fuzzy logic system (FLS). In [23],
the author proposed cyclo-stationary-based feature detec-
tion for the problem of modulation classification for cog-
nitive radios. )e author employed a neural network (NN)
and hidden Markov model (HMM)-based classifiers. )e
spectral features are developed for the classification of ASK,
PSK, and FSK using a maximum likelihood decision-based
criterion as a classifier [24]. In [25], the author utilises the
higher-order cumulants (HOC) as features, and the classifier
is based on a support vector machine (SVM). )e binary
SVM and multiclass SVM are used in conjunction with
genetic algorithms, and classifier performance is evaluated
with and without optimization.

)e spectral features and HOC are extracted, and two
multilayer perceptron recognizers, namely a back propa-
gation neural network (BPNN) and resilient back-
propagation (RPROP), are used in [26]. )e bee’s algorithm
for optimization of the performance of the classifier is
utilised in [27]. )e features used are HOC and instanta-
neous characteristics of digital modulations.)e hierarchical
SVM is used as a classifier. Under the multipath fading
environment, the normalised fourth-order cumulants are
used to classify the BPSK, QPSK, and QAM. )e Cra-
mer–Rao lower bound is consequent to the features in [28].
)e extracted time frequency is used as input to an MLP-
based NN for the classification of digital modulation formats
in [29, 30].

3. Proposed Classifier Structure

3.1. System Model. )e generalized expression for the re-
ceived signal is given as follows:

Modulator

Input
Signal 

Channel Model +

Transmitter Side
Classifier
Structure

ADMC Mdoule

Demodulator

Pre-Processing

AWGN

Classified
Signal 

Figure 1: Typical block diagram of ADMC.
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r(n) � 
L

l�0
h [n, l]x[n − l] + w(n), (1)

where, L is the order of Multipath channel, x(n) is the
modulated signal, w(n) is the additive white Gaussian noise,
and h[n,l] is the response of the channel. In a matrix form,
the following equation is given as follows:

rn � Hnxn + wn. (2)

Table 1 shows the symbols and their descriptions, which
are used in the article. )e system model of proposed
classifier structure, which is an artificial bee colony assisted
Gabor filter is shown in Figure 2. )e proposed classifier
structure classifies the BPSK, QPSK, 8PSK, 16PSK, 64PSK,
4FSK, 8FSK, 16FSK, QAM, 8QAM, 16QAM, 32QAM, and
64QAM efficiently.

3.2. Gabor Filter Structure. )e Gabor filter-based archi-
tecture is a tool for efficient feature extraction from the
received signal. )e Gabor atom is defined as follows in [31]:

gi(t) �
1
��σi

√ e
− π t− ci/σi( )

2

cos fit( , (3)

where, c, σ and f are the shift, scale, and modulation pa-
rameters, respectively. )e output of the ith Gabor atom
node is corresponding to the received signal is given as
follows:

ϕi � ri

1
��σi

√ e
− π t− ci/σi( )

2

cos fit( 

√√√√√√√√√√√√√√√√√√√√
gi(t)





. (4)

)e GFN output ϕi in the input layer is weighted by wi

i.e.

y(n) � 
 M

i�1ϕiwi.
(5)

)e difference between the desired response d(n) and the
output y(n) is the error function denoted by the following
equation:

e(n) � d(n) − y(n). (6)

)e extracted features c, σ and f are the Gabor atom
parameters and weights of the adaptive filter w are adjusted
until the cost function is minimized. )e cost function is the
sum of squared errors, which is [31]given as follows:

J(n) � [e(n)]
2
. (7)

3.3. Training of the Classifier. Figure 3 shows the training
process for ADMC. )e two adaptive algorithms are exe-
cuted by the Gabor filter network in the training phase of
ADMC; features are obtained by adjusting the Gabor atom
parameters (c, σ and f ) for each modulation format in the
first algorithm, while in the second algorithm the weights are
adjusted to minimize the error function. )e delta rule,
which is used to update the parameters of GFN, is taken
from [31].)e updating of shift, scale, and frequency pa-
rameters are shown in equations (8)–(10).

ci(n + 1) � ci(n) + ηc(d(n) − y(n))wi×

xi
��σi

5
√ cos fit( 2π t − ci( e

− π t− ci/σi( )
2

 

, (8)

σi(n + 1) � σi(n) + ησ(d(n) − y(n))wi×

xi cos fit( 
��σi

√ e
− π t− ci/σi( )

2 2π t − ci( 
2

σ2
−

1
2σi

  
, (9)

fi(n + 1) � fi(n) + ησ(d(n) − y(n))wi×

−
t
��σi

√ xie
− π t− ci/σi( )

2

sin fit(  
. (10)

)e weights of the GFN are updated using an RLS filter,
and the weight updating equation is shown in equation (13)

k(n) �
k(n − 1)Φ(n)

λ +ΦT
(n)K(n − 1)Φ(n)

,

K(n) � λ− 1K(n − 1) − λ− 1k(n)ΦT
(n)K(n − 1),

(11)

w(n) � w(n − 1) + k(n)e(n). (12)

3.4. Testing of the Classifier. In the testing phase of the
proposed classifier structure, the received signal is first se-
rially converted to parallel and then fed to the trained Gabor
filter bank. )e error has been calculated for each Gabor
filter as shown in Figure 4. )e minimum error corresponds
to the desired modulation format [31].

3.5. Artificial Bee ColonyOptimizer. )e artificial bee colony
(ABC) algorithm is used to optimize the Gabor filter pa-
rameters (ci, sigmai, fi) as well as the weights w(n). )e
Gabor parameters and weights are optimized by minimizing
the cost function defined in (7). )e (c, σ, f, w) are randomly
initialized at the start of the algorithm, and fitness is

Table 1: Symbols and description.

Symbol Description
L Order of multipath channel
gi(t) Gabor atom
σi ith Gabor scale parameter
ci ith Gabor shift parameter
fi ith Gabor modulation parameter
k (n) Gain vector
K (n) Weight error correlation
Φ(n) Time average correlation matrix
λ(n) Positive constant
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evaluated. )e ABC optimization adapts to the natural
behaviour process of the honeybees. )e solutions are
updated by searching the neighbouring areas through three
different processes that are carried out by employer bees,

onlooker bees, and scout bees. Algorithm 1 presents the brief
steps for the ABC-GPO algorithm.

4. Experimental Classification Results and
Analysis

)e performance of the proposed classifier using the
optimized Gabor filter features is evaluated in this section.
)e thirteen modulation formats are considered for
classification, i.e., BPSK, QPSK, 8PSK, 16PSK, 64PSK,
4FSK, 8FSK, 16FSK, QAM, 8QAM, 16QAM, 32QAM, and
64 QAM. For simplicity, these modulated signals are
replaced by P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11,
P12, and P13. All the simulations are done in MATLAB
R2020a. )e performance metric is the percentage clas-
sification accuracy (PCA). A total of 100000 realizations
have been taken with 1024 no. of samples. )e data set has
been divided into training, validation, and testing sam-
ples, i.e., 80%, 10%, and 10%.
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Figure 2: System model.
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4.1. PCA on AWGN Channel. Figure 5 shows the training
and testing performance of the classifier on the AWGN
channel for all considered modulation formats. )e training
of the proposed GFN is carried out at different SNRs. )e
percentage classification accuracy for the training and
testing of the classifier is approximately 90% at an SNR of
−5 dB. At 10 dB SNR, the classification accuracy approaches
100% for the training and testing of a classifier. )e total
number of samples taken is 1024, with 10,000 realizations.

4.2. PCAonRicianChannel. Figure 6 shows the training and
testing performance of the classifier on the Rician fading
channel with AWGN.)e percentage classification accuracy
for the training and testing of the classifier is approximately
99.42% and 98.50% at an SNR of 10 dB, respectively, which is
relatively low as compared to the AWGN channel, while
PCA is below 90% at −5 dB of SNR.
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Figure 5: Training and testing of the proposed classifier on the
AWGN model.
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Figure 6: Training and testing of the proposed classifier on the
Rician model.
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Figure 7: Training and testing of the proposed classifier on the
Rayleigh model.

(1) Initialize
(2) Gabor parameters: c, σ, f, w
(3) while iterations� � true do
(4) evaluate fitness through (7)
(5) apply employer bees phase
(6) apply onlooker bees phase
(7) apply scout bees phase
(8) update Gabor parameters
(9) if eq. ((7) ⟶ 0 (cost function is minimized) then,
(10) break;
(11) end
(12) end
(13) return c, σ, f, w

ALGORITHM 1: ABC-based Gabor parameters optimizer (ABC-GPO).

Computational Intelligence and Neuroscience 5
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4.3. PCA on Rayleigh Channel. Figure 7 shows the training
and testing performance of the classifier on the Rayleigh
fading channel with AWGN. )e percentage classification
accuracy for the training and testing of the classifier is
approximately 96.75% and 94.98% at an SNR of 10 dB,
respectively, while the classification accuracy for testing is
approximately 80% at −5 dB of SNR.

4.4. Optimized PCA on AWGNChannel. Figure 8 shows the
training performance comparison with and without opti-
mization in the presence of additive white Gaussian noise.
)e PCA is far better for the optimized Gabor features-based
classification as compared to the nonoptimized Gabor
feature classifier. )e training accuracy of the optimized
classifier is approximately 100% at an SNR of 5 dB, while the
nonoptimized Gabor features-based classifier is approaching
100% at 8 dB of SNR. )e quantitative improvement in the
classification accuracy is about 4.4% at −5 dB of SNR.

)e testing classification of optimized and nonoptimized
Gabor features-based classification is shown in Figure 9. )e
PCA is much better compared to the nonoptimized-based
classifier. As it is clear from Figure 9, the PCA for optimized
and nonoptimized Gabor features is 99.96% and 98.87%,
respectively. )e quantitative improvement in the testing
accuracy at −5 dB of SNR is greater, i.e., around 4%.

Table 2 shows the confusion matrix for the classification
of digital modulation formats using Gabor features without
optimization. )e classification accuracy shown in the di-
agonal is approximately 97.84% for the case of the AWGN
channel. From the confusion matrix, the Gabor features are
capable of classifying the considered modulation formats
with high accuracy under the effect of white Gaussian noise.

Table 3 shows the confusion matrix for the classification
of digital modulation formats using optimized Gabor fea-
tures. )e classification accuracy shown in the diagonal is
approximately 99.45% for the case of the AWGN channel at
8 dB of SNR.

4.5. Comparison with State of Art Existing Techniques.
Table 4 shows the method proposed and the year, the
number of modulation formats to be classified, the per-
centage classification accuracy at a SNR of 10 dB, and the
number of features extracted from the received signal. With
the existing techniques, modulation formats considered for
classification are in fewer numbers and the number of
features used is greater, and classification accuracy is also not
above 90% for the maximum cases.)e efficient features that
we extracted are only three, and we successfully classified
thirteen modulation formats at an SNR of 3 dB.

4.6. Complexity Analysis. )e algorithm requires time and
memory resources to perform the computations, and the
number of required resources determines the computational
complexity of the algorithm.)e proposed algorithm runs in
two sections: the GFN and the ABC algorithm. )e com-
putational complexity is separate for GFN with or without
optimization. )e complexity of the proposed algorithm
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Figure 8: Training of the proposed classifier with/without
optimization.
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Figure 9: Testing of the proposed classifier with/without
optimization.

Table 2: Percentage classification performance of ADMC at SNR of
8 dB without optimization.

P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13
P1 99
P1 96
P1 97
P1 96
P1 97
P1 98
P1 97
P1 98
P1 96
P1 97
P1 98
P1 97
P1 98
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without optimization is the complexity of the GFN, which is
given in [40]as follows:

OGFN � O(NlogN), (13)

where N is the number of samples, however, the complexity
of the proposed algorithm with optimization is as follows:

OABC−GFN � O(Iterations ∗No.ofBees ∗ eq.(7)). (14)

5. Conclusion

)e automatic digital modulation classification using GFN is
considered in this research article. )e extracted features are
GF features for the considered BPSK, QPSK, 8PSK, 16PSK,
64PSK, 4FSK, 8FSK, 16FSK, QAM, 8QAM, 16QAM,
32QAM, and 64QAM modulation formats. )e bee colony
algorithm is used to optimize the algorithm’s results. )e
simulation results show the performance of the classifier
with and without optimization of the algorithm. )e per-
formance fading channels is compared to the state of the art
of existing techniques.
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Fog-assisted and IoT-enabled smart healthcare systemwith rapid response rates is the major area of concern now a days. Dynamic
and heterogeneous fog networks are di�cult to manage and a considerable amount of overhead could be realized while managing
ever increasing load on foglets. Fog computing plays a vital role in managing ever increasing processing demands from diverse
IoT-based applications. Smart healthcare systems work with the assistance of sensor-based devices and automatic data collection
and processing can speed up overall system functionality. In the proposed work, a novel framework for smart health care is
presented where a series of activities are performed with prime objective of reducing latency and execution time. Principal
component analysis is used for feature reduction and support vector machines with radial basis function kernel is used for
classi�cation purpose. Workload optimization on the fog nodes is implemented using genetic algorithm. Data collection process
also involves preprocessing as a leading step for generating cleaner data. Amalgamation of intelligent and optimization techniques
in the presented framework certainly improves the e�ciency of the overall system. Experimental results reveal that proposed work
outperforms the existing fog-assisted smart healthcare systems in terms of latency, execution time, overall system accuracy, and
system stability.

1. Introduction

With the emergence of IoT devices and related technol-
ogy, smart healthcare systems have evolved tremendously.
�e existence of these systems and their associated
bene�ts have also paced up the processing speed, and the
accuracy levels of the results could be seen on a higher
side. Fog computing has also emerged as a supporting
technology in this dynamic era to ful�ll the current re-
quirements. It serves as an intermediate between the

cloud and the IoT layer [1]. Intelligent healthcare systems
are latency-sensitive, and sending all the requests to the
cloud layer can cause signi�cant delays. �e fog layer
solves the above-stated problem, and non-critical tasks
could be served immediately so that only critical tasks
could be sent to the cloud layer. Cloud layer can provide
resources in large amounts, which could be required to
process critical tasks. Processing of non-critical tasks at
the fog layer can reduce a considerable amount of
overhead on the cloud layer [2].
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Fog computing paradigm works by processing the tasks
generated at the IoT layer. As, this layer works as the middle
layer, it can produce results quickly which could be used by
another set of operations. Fog servers possess less resources,
due to which it becomes difficult to manage large set of tasks.
For resolving this issue, proper task management should be
applied with suitable optimization procedures. Fog com-
puting offers its assistance in a diversified set of applications
like: Smart City, Smart Grid, Smart Industry, Smart
healthcare etc., With the increasing attention towards
healthcare sector, fog computing is playing a pivotal role and
also is proving its effectiveness in this area. In the last couple
of years, enormous amount of research has been laid on
smart healthcare with promising results.

Fog computing enables location awareness, support for
user accessibility, real-time interactions, low latency, high
scalability, and interoperability, which cloud computing
systems could not support. Because most of the information
is being processed locally in the fog nodes, only summarized
data will be transported to the cloud, resulting in significant
bandwidth savings. It will decrease latency, delays, and
packet loss [3]. Fog computing requires effective resource
management. )e three-tier mechanism of fog computing is
presented in Figure 1.

Managing workload in the fog computing paradigm is
a major challenge, as numerous requests are generated
from the IoT layer at the same point of time. Timely
management of such requests becomes crucial because of
the limited number of resources at the fog layer. In ad-
dition to it, some concern must be given to critical smart
healthcare systems as well, where delay could not be
tolerated because of lack of load management. )is issue
could further put a negative impact on the related per-
formance parameters such as: response time, energy
consumption, cost. Proper load balancing works to ac-
complish multiple objectives such as: optimal throughput
and minimized response time which further improves
latency and energy consumption [4].

1.1. Limitations and Research Goals. )is research work is
the extension to the work that has been done over the years
in the field of smart healthcare systems. Various limitations
from the existing systems are extracted, and they all can be
summarized as following [1, 2, 4]:

(i) lack of data preprocessing—large amount of sensor
data is generated which is required to be pre-
processed before actually going for the final pre-
diction and analysis.

(ii) Heavy workload on fog servers—as sensors can
generate various tasks and huge amount of data is
required to be processed, fog servers could be easily
overloaded, and it can hamper their performance
and latency could be achieved.

(iii) Heavy energy consumption—due to overloaded fog
servers, there could be a chance of heavy energy
consumption which can reduce the overall system
efficiency.

(iv) High Latency—improper data processing and re-
source management can cause considerable amount
of delays, therefore high latency could be observed.

(v) Dynamic requests—smart environments are highly
dynamic in nature and sometimes it becomes te-
dious task to manage the ever-changing requests, as
fog servers are mostly configured for the static set of
requests from the IoT layer.

(vi) Unnecessary features for task classification—there
are various features or data attributes which are
unnecessary and they play aminimal role in the final
classification of the task category.

)e above section is signifying the need of extending the
existing research work to formulate new procedures which
can minimize the effects of identified limitations. A sum-
marized view of various objectives with respect to desired
architecture for smart healthcare system is presented below.
)e first objective is to perform data preprocessing to
achieve cleaner and accurate data. )e second objective is to
minimize workload on the overloaded fog servers which can
lead to fulfillment of the third objective of reducing latency
and lastly it can handle dynamic requests from the IoT layer.
)e abovementioned objectives are achieved using the fol-
lowing phases of designed architecture, such as:

(a) implementation of data preprocessing techniques for
noise removal and data filtering.

(b) Application of dimensionality reduction technique:
principal component analysis (PCA) for reducing
unwanted features.

(c) Classification of tasks as critical and non-critical
using SVM (support vector machine) for performing
the processing at cloud and fog layers.

(d) Managing load allocation on the fog servers using
nature-inspired optimization algorithm, i.e., genetic
algorithm

)ese phases work in a repetitive manner to achieve the
desired goals and to provide solutions to the above-
mentioned problems. )e rest of the paper is organized like,
Section 2 is focused on the existing work with respect to
smart healthcare systems. Section 3 is focused on the pro-
posed work and the methodology to achieve the desired
research goals. Experimental settings and results are dis-
cussed in Section 4, and conclusion part sums up the entire
work in Section 5.

2. Related Work

Over the years, noticeable research is performed to
streamline various operations of smart healthcare systems.
Multiple approaches are designed with fog and cloud layers
to reduce the service delay and enhance the processing
capabilities. For instance, framework using ensemble deep
learning is developed for automatic heart disease analysis.
Performance of the proposed system is evaluated using
various parameters, and simulation is performed with the
help of FogBus. )e proposed work was tested on the real-
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time heart patient dataset, and good accuracy levels were
observed. It considers various parameters for validation
purpose and therefore successfully overpowers the existing
systems [5]. A personalized healthcare model was also
designed with the help of dynamic programming approach
for providing quick service as per patient’s health status. �e
overall model is known as smart treatment for personalized
healthcare which optimizes the healthcare services through
intelligent agents [6]. Some hybrid approaches were also
designed as a solution to the problems incurred in the cloud-
only systems. Features of näıve Bayes and �re�y algorithms
were combined to perform the health prediction of elderly
patients [7].

Gait-based system for older adults was presented where
acceleration-based gait recognition method was implemented
for increasing the recognition performance of IoT-based de-
vices. It uses PCA (principal component analysis) technique for
dimensionality reduction which further helps in the identity
recognition. �e mentioned IoT devices are the wearable de-
vices for the patients which further sends the patient’s data to
the cloud layer for processing [8]. Real-time health-monitoring
systemwas also presented based on the four-level remote triage
and package localization. A set of 12 hospitals were selected for
analysis, and later their ranking was performed. �e major
parameter for ranking was based on the services provided with
respect to healthcare. Various types of sensors were deployed to
receive patient’s data, and the dataset was formulated with a
variety of symptoms [9]. Reversed naive Bayesian logic was also
implemented to enhance the classi�cation accuracy of bio-
medical data.�emajor aim was to ignore those data instances
which can reduce the classi�cation accuracy. So, after reducing
the irrelevant data instances, identi�ed noise instances were
used for training the model. �is approach can reduce the
overall training e¥ort to a large extent, and biomedical data
classi�cation could be achieved. Various datasets from UCI

were taken for the validation purpose and promising results
were seen [10].

Cloud-based health care system was designed which
used the concept of digital twin. �is approach helps in
performing medical simulations for achieving faster and
accurate results. It works in three parts, such as physical and
virtual objects followed by healthcare data. All medical
devices are the part of physical object, whereas virtual object
focuses on modelling of medical devices. Healthcare data is
the outcome from the sensors and wearable devices. �is
technique can decrease e¥orts required for real-time su-
pervision, and the overall system accuracy could be en-
hanced [11]. Medical data monitoring system was also
presented for sensor fault detection. �e main objective of
this system was to identify those sensor nodes which can
generate false results. So, for achieving this, a Bayesian
network model was designed based on conditional proba-
bility distribution. After implementing the proposed idea,
fault detection accuracy increased to a greater extent [12].

Another system which deployed hierarchical computing
architecture and convolutional neural network (CNN) was
presented which works with an objective of real-time
monitoring of patients and performs classi�cation on the
ECG data.�emain purpose of this work was to enhance the
performance accuracy by exploiting the deep learning
methods on a real-time dataset. Parameters such as: response
time and accuracy were chosen for the validation of the
proposed work, and promising results were observed [13]. A
novel cloud-based healthcare system was presented with
prime purpose to monitor health and perform diagnosis.
Cloud layer was presented to perform logic processing using
deep-learning-based architecture. CNN-based model was
used to achieve desired results. Data preprocessing mech-
anism was also implemented to assist the working meth-
odology of proposed system [14].
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Figure 1: �ree-tier mechanism of fog computing [1].
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Fog-assisted health monitoring system was presented
which used the concept of temporal mining to generate the
health index for a patient. It used Bayesian belief network
classifier to train the system. Dataset of various users in
smart homes was constructed and variety of parameters were
involved to test the accuracy of the proposed system. It was
also capable of generating alarms in critical situations [15]. A
fog-cloud-computing-based architecture was presented,
where user health was monitored in smart office environ-
ment. It used the severity index to keep track of the health
and generated alerts if situation degrades. It focused on
accumulating data from various sources like: health, envi-
ronment, meal, physical postures. Comparison was also
performed with various baseline algorithms such as: K-NN,
ANN, and SVM, and the proposed work based on proba-
bilistic measures outperformed them [16].

Fog-assisted healthcare system was proposed, which
combined medical signals and sensor data to formulate a
remote pain monitoring system. )is work aimed to reduce
latency and network consumption and validate the effective-
ness of proposed work after comparing with cloud-based
systems. )e two types of signals, sEMG and ECG, were
processed to compute the pain levels of the patients. Authors
have justified the usage of fog-computing-based architecture in
context of computations and storage on the edge layer which is
closer to the biomedical sensors, hence producing timely re-
sults [17]. For managing heterogeneous fog computing envi-
ronment and inconsistent communication between fog and the
edge devices, an efficient approach was presented where ap-
plication placement could be done on the network nodes. It
tried to improve latency and final network consumption [18].
Another approach was designed for mapping sensor nodes to
its parent fog node effectively, so that overall system perfor-
mance could be improved. Authors designed this approach to
handle varied computing capabilities of fog nodes and look to
reduce delay and improve network utilization [19].

Another healthcare system based on complex event
processing was presented where data sources were combined
at certain intervals to generate timely responses. )e major
objective was to obtain a higher response rate as compared to
the traditional healthcare systems [20]. Tri-fog health [21]
was also presented which used a series of techniques to
overpower the existing healthcare systems. It eliminated the
faulty data in the wearable layer itself. It also performed
redundant data elimination using FaMOORA algorithm.
Furthermore, it used SpikeQ-Net for training the system. It
was implemented as a hybrid machine learning algorithm. It
also performed fog offloading using multi-objective spotted
hyena optimization algorithm. As it performed a series of
activities in wearable and fog layer, this architecture had
provided promising results.

After going through related work, various strengths and
limitations were identified and their summary is presented
in Table 1.

3. Proposed System Framework

In this section, the proposed framework is defined which
works in four phases to perform the required set of actions.

3.1. Problem Statement. Smart healthcare systems generate
numerous amounts of tasks and heavy load which is re-
quired to be processed frequently, so that, instant decisions
could be taken. Over the years, many computational ar-
chitectures were proposed with an objective of reducing
latency and execution time. But these systems were lacking
refinements and optimizations at certain levels. )is pro-
posed work was directed to solve stated problem where
every layer in the three-tier architecture was intended to do
some tasks; hence, overall system was regulated for
achieving desired goals. Moreover, heterogeneous fog
nodes and varied computational capabilities were difficult
to manage, so, constant monitoring and regular optimi-
zations were required which can improvise overall system’s
efficiency.

3.2. System Overview. )e proposed system framework is
designed to work in three layers, i.e., the IoT layer, the fog
layer, and the cloud layer. )e IoT layer consists of various
types of sensors for collecting the medical data which is
preprocessed for removing noise and various outliers. Final
preprocessed data is passed on to the set of fog nodes (F1, F2,
F3. . .) where dimensionality reduction procedure works and
only necessary features are extracted. )is step reduces the
effort and overall performance of the fog layer is enhanced.
)e fog layer also implements the task classification tech-
nique for categorizing critical and non-critical tasks. Fur-
thermore, optimization method is also incorporated for
overloaded fog nodes. For instance, if any fog node is re-
ceiving bulk of requests, that could be offloaded and for-
warded to the idle foglets.

Once fog layer is done with its all functionalities, the
critical tasks are sent to the cloud layer for the final pro-
cessing and the responses are generated for necessary action.
Overall system architecture could be implemented for va-
riety of scenarios, but it will be more suitable for the
healthcare systems where even the minor delays are not
acceptable and responses should be processed rapidly.
Figure 2 is demonstrating the same scenario discussed
above. Each layer plays its individual role and moreover
series of functions are performed as per the requirement of
the proposed architecture. Table 2 highlights the series of
steps performed in each phase along with the required
technique implemented for the same.

3.3. System Description. A brief overview of the proposed
system is presented in Figure 2. Every layer in the proposed
architecture consists of a series of activities which can play
their part in increasing the overall system performance.
Table 2 demonstrates the specific set of techniques used in
each layer for implementing the proposed methodology.

From Table 2, we can see the list of activities performed
in each layer, along with that, the techniques and resource
requirement are also mentioned. Every technique or men-
tioned algorithm is customized as per the requirement of a
smart healthcare system. Following subsections are covering
the complete details of these activities.
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3.4. Data Collection. )is is the initial step where patient
data from various biomedical sensors will be collected and
dataset will be formulated. Common parameters, such as
blood pressure, temperature, heart rate, Oxygen levels, will
be considered, and dataset will be updated after regular
intervals. )e collected data will be maintained in a file

which will be populated with the parameter values on regular
basis. Repository of dataset will be maintained online.

3.5. Data Preprocessing. )e automated data collection
process can gather noisy data which is required to be cleaned

Table 1: Strengths and limitations of related work.

Presented work Strengths Limitations

HealthFog [5] Enhancement in Quality of service and prediction accuracy
(i) It could only work on single domain of diseases.
(ii) Proposed architecture is designed for one
application area only

STPH [6] Efficient medical services (i) Higher computational complexity
(ii) Lack of medical offering system

HAAL-NBFA [7] (i) Implementation of safe-fail module Proposed framework can monitor limited set of
diseases(ii) Minimum feature selection

Fog-BBN [15] Provides assistance for remote patient health monitoring (i) Event severity level checking is missing
(ii) Requirement of real time alert generation

Fog-Smart Office
[16]

Severity Index calculation which reflects the impact of various
activities in smart office environment

(i) Transmission of varied types of events in a
common and adaptable format
(ii) Lesser network load efficiency

Fog-CPE [20] Minimization of time delay Bi-directional coordination is missing

Tri-Fog [21]
Health

(i) Elimination of faulty data (i) Proposed system does not work on specific set of
diseases
(ii) Security aspects are not covered

(ii) Removal of redundant data
(iii) Data processing using various attributes

Cloud layer

Fog layer

IoT layer

Cloud

Fog nodes Task
Classification

Optimization

Data Collection
from Sensors

Data
Preprocessing

Dimensionality
reduction

Figure 2: Overview of the proposed system.

Table 2: Layer-wise functionalities and techniques.

Layer Functionalities Techniques/Resources

IoT layer
(i) Data collection (i)Biomedical sensors
(ii) Data Preprocessing (ii) Noise removal and data cleaning
(iii) Dimensionality reduction (iii) Principal component analysis

Fog layer (i) Task classification (i) Support vector machines
(ii) Workload optimization (ii) Genetic algorithm

Cloud layer (i) Analysis of critical tasks (i) VMs, PMs
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by using some procedures, such as filling up of missing
values, identification of outliers, and removing inconsistent
values. Routines for performing these all these steps are
written and cleaned data is sent for further processing.
Sensor data could be easily misunderstood by the receiving
algorithm and misclassification could be done. Moreover,
various outliers in the data can produce false warnings, and
overall system performance will be dropped. Some missing
values could also be observed, if due to some reasons, any
sensor has stopped working or it is damaged. In these cases,
it would be better to have the average values, rather than
going for blank set of values. Inconsistent data patterns
could also be experienced with faulty sensors, so there
should be a mechanism to identify those patterns and look
for some countermeasures.

3.6. Dimensionality Reduction. )is is one of the crucial
steps of the methodology wherein only the most important
features are extracted and unwanted features are dropped.
)is step can reduce a considerable amount of effort in-
curred, and overall system efficiency could be enhanced.
PCA (principal component analysis) technique is used to
perform this task.

3.6.1. Principal Component Analysis Model. It is a multi-
variate technique whosemajor role is to analyse the provided
data table and to identify the principal components from it.
PCA focuses on reducing the number of features without
actually reducing the accuracy levels. )e major objective is
to remove the extraneous variables which can hamper the
overall performance. In the proposed system also, this
technique is applied to reduce the extraneous medical fea-
tures, so that rapid classification could be done. It works in a
series of steps, such as the first step is to provide stan-
dardization for the initial variables. )is is done to reduce
the variance in the data values. After this step, a covariance
matrix is computed to analyse the correlation among various
variables. )e next step involves the computation of eigen
values and vectors to give away the principal components.
)is step is followed by another step where feature vector is
generated. All principal components are not significant, so it
becomes necessary to discard some of them. Only significant
PCs are taken into consideration to generate the final feature
vector. Following equation denotes the final dataset which
consists of a reduced number of features decided as per
selected eigen vectors [22].

FD � FVP ∗ SODP
, (1)

FD: final dataset, FV: feature vector, SOD: standardized
original dataset.

Major tasks of PCA involves the extraction of key in-
formation from the dataset and to simplify the complex data
description. It can also analyse the patterns of observations
and variables associated with them. )e extracted infor-
mation is in the form of principal components which are also
known as orthogonal variables. )e task of achieving

necessary information/or lower dimensions is achieved
using transformation of given data, i.e.,

Y � y1, y2, . . . . . . , yN . (2)

from SA[Higher dimension] to SB[Lower dimension]. In
(2), N denotes the maximum number of instances, and yi
denotes ith instance. Further, principal components are
derived, and every component has different levels of data
variance. For example, the very first component will exhibit
maximum data variance, whereas the second one represents
next maximum variance and the process of principal
components computation continues. )ere are various
methods of calculating principal components such as: co-
variance-matrix-based and singular-value decomposition.
)e proposed framework implements covariance-matrix-
based methodology to calculate principal components and
furthermore dimensionality reduction could be achieved.
Covariance matrix (equation (3)) represents various es-
sential things, such as the diagonal elements represent
variance among two variables and further if there is a
positive element available in the matrix, it reflects the
positive correlation and a negative value will highlight the
negative correlation. A zero value represents there is no
correlation among the two variables. Once the covariance
matrix is formulated the next task is to compute the eigen
values and vectors.

Eigen vectors are always non-zero vectors and each
individual vector represents the principal component. Eigen
values are of scalar type and eigen vector with the highest
eigen value represents the first principal component, and
further principal components are decided as per eigen values
in the descending order.

V y1, y2( ,C y1, y2(  . . . . . .C y1,yZ 

C y2, y1( ,V y2, y2(  . . . . . .C y2,yZ 

− − − − − − − − − − − − − − −

C yz, y2( ,C yz, y2(  . . . . . .V yz,yZ 

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (3)

)emajor task while calculating eigen vectors and values
is to maximize the variance. It can be done through stacking
p data vectors into p× q matrix, a, then, the projections are
given by ab, which is an p× 1 matrix [22]. Variance could be
computed as:

σ
b
→

21
p
∗ 

i

ai
→

.b
→

 
2

⎛⎝ ⎞⎠ �
1
p
∗ (ab)

T
(ab) 

�
1
p
∗ bTaTab 

� bT ∗ a
Ta

p
∗ b � bTvb.

(4)

It is desirable to select a unit vector b
→

so that there is
maximum σ

b
→2. For doing so, unit vectors must be analyzed

so that maximization is constrained. After successfully
implementing the above strategy, the maximum variance
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can be obtained, and it can further help in finding the best
possible eigen vectors for computing principal components.
We can conclude that there is v matrix with dimensions k× k
where k denotes different eigen vectors. Eigen vectors are
always orthogonal to each other. )ese computed eigen
vectors are also known as principal components of data. )e
first principal component is one, which is having the
maximum data variance, where the next set of principal
components are decided as per next levels of data variance.
Algorithm 1 is specifying the overall process for dimen-
sionality reduction and extracting essential features from the
entire set.

Here,  a denotes the covariance matrix from which
principal components will be generated, and overall data Z
will be projected into PCA subspace after calculating eigen
values and vectors.

3.7. Task ClassificationUsing Support VectorMachines (SVM,
RBF-Kernel Based). Task classification is one of the major
steps involved which decides on whether the submitted
request in the form of a series of data values is critical or non-
critical. For doing so, supervised machine learning algo-
rithm is implemented with the help of radial basis function
kernel. SVM can be used for both classification and re-
gression analysis. Here, it is implemented for the classifi-
cation problem. SVM works with the principal of finding
hyperplane that can isolate the features into classes. Kernels
can play a major role in high dimensional data. Here, in the
proposed work, data of numerous features is collected which
is used for further system training. It becomes necessary to
implement the kernel trick for getting a better system ac-
curacy. Radial basis function kernel is also known as
Gaussian-based kernel which is primarily used for non-
linear data. Following equation determines the mathemat-
ical model of RBF-based kernel.

A P, P’  � exp − gamma∗ (‖P − P’‖)
(2)

  (5)

Here, gamma value can vary from 0 to 1. Correct usage of
gamma value plays an important role. Values such as 0.1 is
the most preferred value to avoid underfitting and over-
fitting of the data. A dataset with p no. of samples is denoted

as: Zj
→

,nj ,j� 1,2,. . .. . .,p with Zj
�→
∈ 0, 1{ }x exhibits sample

data and nj∈ {+1,-1} denotes class label of given sample. For
a testing sample Z, RBF-kernel-based SVM classification
formula is as follows:

F(Z) � signfunc c + 

p

j�1
γjnj K Zj

→
,Z ⎛⎝ ⎞⎠. (6)

In the given equation cj and c are knowledge factors of
SVM and given signfunc() is the sign function whereas
K(Zj

→
,Z) represents a kernel function [24]. Projection of RBF

kernel is also done into infinite dimensions, such as:

A(P,P’) � <φ(P),φ P′( . (7)

Here, φ, is a type of function, that projects vectors y into
another vector space. )is function also calculates inner-
product between two vectors. It can also project vectors into
infinite dimension and proof for the same is also provided as
per following:

φIRBF � Kn⟶ K∞. (8)

Consider gamma value in equation (5) to be ½,

AIRBF(P, P’) � exp −
1
2

| P − P′




2

 

� exp −
1
2
<P − P′,P − P′ > 

� exp − 1/2 〈P,P − P′ > − <P,P − P′〉(  

� exp −
1
2

||P||
2

+ P′






2

− 2<P,P′ >  

� exp −
1
2

||P||
2

 −
1
2

P′






2

 exp −
1
2

− 2<P,P′ > 

� Ge〈P,P′ 〉
,HereG is constant

� G 

∞

n�0
<P,P′ > n/n!

� G 
∞

n�0
Apoly(n) P,P′( /n!.

(9)

Equation (9) proves that RBF kernel is formed by per-
forming infinite sum over polynomial kernels. Consider the
sum of two kernels, such as:

Az(P, P’) ≔ Ax(P,P’) + Ay(P,P’),

φz(P) � φx( ( P) + φy(P)).
. (10)

Here, φz(P) is a tuple, where the first element is the
vector φx(P), and the other element is φy(P). Inner product is
given by:

〈φz(P)φz P′( 〉 ≔ 〈φx(P)φx P′( 〉 +〈φy(P),φy〉 P′( .

(11)

In general, it is given as:

<φz(P),φz(P’)> ≔ 

dimension(x)

i
φx,i (P)φx,i P′( 

+ 

dimension(x)

j
φx,j (P)φy,j P′( .

� 

dimension(x)+dimension(y)

i
φz,i (P)φz,i P′( 

(12)

Finally, this is the projection into a vector space with
infinite dimension.
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3.8. Workload Optimization Using Genetic Algorithm.
Due to heavy network traffic, there is a certain chance that a
couple of fog nodes may get overloaded. So, it becomes
necessary to perform the optimization after certain interval
of time. Workload optimization procedure will try to locate
the idle fog nodes. Once the idle fog nodes are identified, fog
offloading could be implemented and various requests could
be migrated from overloaded foglet. For doing so, genetic
algorithm (GA) is implemented as a part of the working
methodology. Genetic algorithm works on the principal of
natural evolution. It works by choosing the fittest population
from the given set. Firstly, the parents with the best surviving
capabilities are identified, and later, their offspring will
come, which could be better as compared to their parents.
)is process keeps on happening, and at the end, the best
population set is achieved. It works in five phases such as: (a)
selection of initial population, (b) fitness function, (c) se-
lection, (d) crossover, and (e) mutation [25].

(a) So, it starts by choosing the initial populations where
genes which characterizes an individual are selected
to form chromosomes, and by doing so, the final
population is decided. In the proposed system also,
initial set of fog nodes are decided, such as: F1, F2,
F3, F3. . .

(b) )e next step is to choose a fitness function which
determines the ability of an individual to survive
with the other set of individuals available in the
system. So, for doing so, fitness score will be cal-
culated for the individual. Same scenario is simu-
lated for the available fog nodes, and their fitness
scores are calculated

(c) After selecting the fittest individuals, routines will be
designed to pass on the genes (or acquired features)
into the next generations to obtain the optimized
results

(d) next step is to perform crossover, where crossover
points are decided up to which parents can keep on
sharing genes and offspring is generated.

(e) last step is to perform mutation where certain
changes are performed in the genes of offspring to
bring versatility in the generated population.

All steps mentioned above use the concept of survival of
the fittest. Genetic operators will be implemented on the list
of individuals to generate new population. Following is the

mathematical representation of various steps involved in GA
optimization process:

Consider initial population(Z) of x chromosomes. )e
first task is to calculate fitness value of every chromosome.
Consider there are two chromosomes CH1 and CH2 chosen
from the overall population as per their respective fitness
values. )ere is a crossover probability associated with every
chromosome, and same is applied on CH1 and CH2 to
produce new offspring, such as Osp. Once offspring (Osp) is
generated, it is correlated with mutation probability to
generate new offspring (NOsp). )is newly generated off-
spring will be a part of the new population. )e process of
selection, crossover, andmutation will be executed again and
again until unless the new population is completely for-
mulated. )e existing search process of GA is continued to
achieve the optimal solution. )e global search capabilities
of GA are better as it can assess numerous individuals, and
hence, a variety of optimal solutions could be generated.
Crossover is the vital process which will generate the off-
spring, and it is denoted as:

X �
(P + 2

�
s

√
)

3P
. (13)

Here, s is the number of generations, P is the total
number of evolutionary generation sets by population. X is
dynamic in nature, and it can vary, as the number of evo-
lutionary generations can also change with constant inter-
vals of time. Complete specification of the optimization
process is denoted by Algorithm 2.

Following steps are giving the complete details of fitness
function and supporting equations with respect to modified
GA for workload optimization:

(a) Total no. of individuals at every time step x and can
satisfy Z are given as:

Iz,x � |Yx ∩Z|. (14)

(b) Following expression provides observed average
fitness at time x:

a(x) �
1
n
∗ 

n

i�1
a qi( , x⎞⎠. (15)

(c) Term a(Z,x) means schema’s observed average fitness,
where schema is denoted by Z, at time x, such as:

module PCA(Z)
(i) Compute sample mean and sample covariance matrix:(μa � (1/p)∗ 

P
i�1 ai), a � (1/(p − 1))∗ (

P
i�1(ai − μa)(ai − μa))

(ii) Compute eigen values and eigen vectors of  a
(iii) Formulate transformation matrix S� [t1, t2,. . .. . ...ty] with y eigen vectors in association with y largest eigen values.
(iv) Now, do the projection of overall data Z into the subspace of PCA such as:ri � Sai , for  i � 1, 2, . . . ..p.

(v) Return r
End module

ALGORITHM 1: Principal component analysis for dimensionality reduction [23].
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a(Z, x) �
1

IZ,X
∗ 

i∈ j{ )|qj,x∈z

a qi, x( . (16)

Following inequality holds for every schema Z

E[Iz, x + 1]> � Iz, x.a(Z, x)/ a(x).
1 − prc − γ Z(( 

n − 1). 1 − prm( 
α(H)

.

(17)

Probability of choosing an individual, satisfying Z is:

i∈ j{ )|qj,x∈za qi, x( 


n
i�1 a qi( , x

⎞⎠. (18)

Given that the probability is a constant and remains the
same in complete iterations of the loop. To obtain desired
number of selected individuals satisfying Z (with sample
amount: n),

n. 

i∈ j{ )|qj,x∈z

a
qi, x( 


n
i�1 a qi( , x

� n. Iz, x/Iz, x . 

i∈ j{ )|qj,x∈z

a
qi, x( 


n
i�1 a qi( , x

� Iz, x . a(Z, x)/ a(x)

.

(19)

If there are two individuals crossed, then, the probability
that the cross site is selected within the given length of Z is:

α(Z / n − 1) (20)

Survival probability Prs of Z:

α(Z / n − 1) (21)

Here, Prc is the crossover probability.
After executing selection and crossover, we can compute

no. of strings satisfying Z after crossover using

a(Z, x)/ a(x). Iz, x.Pr s>

� a(Z, x)/ a x( ).Iz, x . (1 − Pr c. α(Z / n − 1).
(22)

Probability that all specifications of Z are unaffected by
mutation is:

1 − Prm( 
δ(z)

. (23)

4. Results and Discussion

)e proposed methodology was implemented in the sim-
ulation environment and various experimental settings were
performed. Table 3 demonstrates the hardware and software
needs for conducting the experiment.

4.1. Software and Hardware Description. )e proposed fog-
computing-based smart healthcare system is simulated with
the help of iFogSim simulation tool. )is tool is perfect for
modelling the proposed work with the support of all possible
topologies and scenarios.

Patient data is managed on the MySQL, and the same
data is used to train the prescribed classifier. )e data of 100
users was considered in the simulation where data is col-
lected through various biomedical sensors.

4.2. Experimental Settings. Table 4 shows the experimental
settings for implementing the proposed smart healthcare
system. Figure 3 shows the simulation snapshot of 4 fog
nodes. Simulation is extended up to 10 fog nodes.

4.3. Comparative Analysis on the Basis of Various Parameters.
Various parameters were chosen for the comparative
analysis such as latency, execution time, accuracy, and
system stability. Various subsections following this section
performed the required analysis on the acquired results. For

Input:
Initial population size: x

Consider total no. of iterations: y
Output:
Optimized solution(Os)

Start
Formulate initial population of x chromosomes, Oi (i� 1, 2, . . ., n)
Initialize looping variable, i� 0
Calculate fitness value of all chromosomes
while (i< y)
select pair (CH1, CH2) as per fitness value
Implement crossover on (CH1, CH2) pair using crossover probability
Implement mutation on offspring (Osp) using mutation probability
Overwriting existing population with new population
Increment looping variable i by 1

end while
return optimized solution (Os)

Stop

ALGORITHM 2: Genetic algorithm for workload optimization
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comparative analysis, various existing systems are chosen
from the literature survey. Fog-BBN [15], Fog-Smart O�ce
[16], Fog-CPE [20], Tri-Fog Health [21].

4.3.1. Latency Analysis. Latency is de�ned as the time taken
for responding to the submitted request on the fog node. It is
denoted by the following equation which includes the
propagation and execution time.

l � tp + e. (24)

Here, tp represents the propagation time, and e is the
execution time.

Figure 4 shows the latency comparison of various
existing fog-based systems. Due to the preliminary steps
performed before going into the fog layer, lesser latency
could be observed in the proposed work. Workload opti-
mization has signi�cantly worked in the favour of reducing
latency, consequently improving the overall system per-
formance. State of the art methods are lacking load opti-
mization, hence more delay can be observed.

4.3.2. Analysis of Execution Time. Execution time (in mil-
liseconds) with respect to the healthcare system is the total
time taken to decide whether the submitted request is critical
or non-critical. Based on the criticality of the submitted
request, it will be forwarded for next action. Figure 5 shows
the comparison of execution time for various existing fog-
based systems. Optimization techniques, classi�cation of
task criticality, and noise removal process implemented in
the fog layer have contributed to speed up the execution
process. IoT applications require faster task execution, so

Fog node 1

S1 S2 S3 S4 S5 S6 S7 S8

Cloud

Fog node 2 Fog node 3 Fog node 4

Figure 3: iFogSim simulation snapshot.

Table 3: Software and hardware description.

Software/Hardware Description
Simulation tool iFogSim
Simulator Version 3.0.3
Operating system Windows 10
Programming Language Java
JDK version Java SE 12
IDE Eclipse IDE 2021-03
Database MySQL 8.0.24

Table 4: Experimental settings.

Parameter Sub-parameter Value
Number of users 100
Count of biomedical sensors 10
Count of fog nodes 10

Fog node con�guration

Storage 2GB
Bandwidth 1500KBs

Resource cost 3.0-2.5
Memory cost 0.5-0.4

0
2
4
6
8

10
12

FOG-BBN FOG-CPE FOG-SMART 
OFFICE

TRI-FOG 
HEALTH

PROPOSED
WORK 

LATENCY

Figure 4: Latency comparison.
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that speedy results could be extracted for further processing.
So, the proposed work has catered this requirement.

4.3.3. Overall System Accuracy. Comparison on the basis of
overall system accuracy (in terms of %) was also performed.
Accuracy is measured in terms of valid requests submitted to
the fog nodes, true alerts for the critical tasks, and cleaned
data for training the system. Keeping all these factors in view,
Figure 6 shows the accuracy comparison for various existing
fog-based systems, and the proposed work is overpowering
all of them. State of the art methods are not performing
sensor data cleaning through some preprocessing technique,
hence su¥ering a lower system accuracy. Data analysis is
another important factor here which can be managed
properly. �e proposed methodology is taking care of these
aspects e�ciently.

4.3.4. System Stability. �is parameter determines the
scalability of the system and its ability to handle increasing
number of users. Simulations were conducted on a large
number of users (i.e., 100), and stability factor was deter-
mined for the same. Figure 7 highlights the capability of the
proposed work in terms of handling large number of users.
Improvement in the other three performance metrics has
certainly made sure that the system can work appropriately
with the increase in the number of users.

4.4. SummaryofResults. Comparative analysis mentioned in
section 4.3 is clearly depicting the e�ciency of proposed
work in the �eld of healthcare systems. Table 5 depicts the

summary of the results gathered after performing the
simulations.

Proposed work has shown considerable amount of
improvement as compared to the recent and optimized
literature work, i.e., Tri-Fog Health [21]. �ere is a per-
centage decrease of 27% in latency metric. Execution time
drops by 23%, which shows the utility of proposed work.
System accuracy increases by a factor of 2.57% and system
stability is improved with a measure of 1.54%

5. Conclusions and Future Scope

In the proposed work, a novel framework for smart
healthcare system is presented. Fog computing paradigm
works closer to the IoT layer, so that processing could be
done at the edges only and speedy response could be given.
�e presented methodology is implemented with the same
concept. Fog layer could experience some delays and
sometimes lack in the performance, as resource constraints
are there. Presented framework tries to work on the same
aspects and noticeable results were obtained. Variety of
activities were also performed to achieve re�nements in the
results. �is work could be extended to work in various
other domains such as: Smart cities, Smart Homes, Smart
Grides. �ese domains involve such activities which are
time critical, and signi�cant delays are not tolerable. Along
with di¥erent domains, work could be done to introduce
deep learning concepts for imparting better learning to the
system. Scalability is another factor which is required to be
improved, as in real-time scenarios, we may get more

0
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Figure 5: Comparison of execution time.
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Figure 6: Overall system accuracy.

Table 5: Results summary.

Parameter Fog-
BBN

Fog-
CPE

Fog-
Smart
O�ce

Tri-
Fog

Health

Proposed
Work

Latency (ms) 7.8 9.98 11.2 3.44 2.5
Execution Time
(ms) 7.8 9.98 11.2 2.52 1.94

System
Accuracy (%) 72.4 68.8 64.6 95.44 97.9

System Stability
(%) 78.8 76 67 97 98.5
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Figure 7: Comparison of system stability.
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number of users, and a large amount of data is required to
be processed.
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With the development of information technology, teaching reform has also undergone major changes. �e traditional college
physical education teaching method cannot meet the needs of the majority of students, and the physical education teaching mode
continues to be reformed. Microcourse is the most intuitive form of deep integration of information technology and physical
education. From the perspective of the �ipped classroom (FC), the physical education model has gradually changed from teacher
centered to student centered. Deep learning (DL) emphasizes that learners have the ability to actively construct knowledge,
e�ectively transfer knowledge, and solve real problems. �is design applies DL and convolutional neural network to the teaching
design of physical gymnastics in colleges and universities. �e application of the DL teaching model based on FC in the
microcourse teaching of gymnastics in colleges and universities is studied and evaluated. �e results show that the current
utilization of microcourse teaching resources is too low. Interest-oriented teaching microcourses cannot improve students’
interests. �e proportion of students who are interested is relatively small, and more than 50% of students are not interested.
Teachers generally believe that the current gymnastics microcourse needs further optimization and improvement. �e poor
quality of microvideos and the lack of supervision and reward mechanism in the course are the main reasons for the insu�cient
students’ interest. �e complexity of the videos and the liveliness of the discussions are the main problems of low resource
utilization. �e student’s interest in learning is greatly improved after the application of the designed model, and the proportion
increases to 82.4%. �e e�ect on ordinary college students is the most obvious, and the e�ect of microvideo learning has been
signi�cantly promoted. Design mode has the most obvious improvement in improving learning e�ciency and autonomous
learning ability. �e improvement of learning ability has increased from 18% to 72%, and the improvement of learning e�ciency
has increased from 39% to 82%. Meanwhile, students’ interest in learning is stimulated, and the utilization of resources
is improved.

1. Introduction

With social progress and technological development,
China’s educational reform level has also been greatly im-
proved. Physical education has also been valued by colleges
and all sectors of society, but the �nal teaching e�ect is not
very obvious. Deepening teaching reform is crucial. �e
reform of teaching methods is an important manifestation of
teaching reform. New ideas have been brought to the in-
novation of physical education teaching in colleges and
universities with the continuous deepening of the �ipped
classroom (FC) education model and the gradual use of

information-based teaching methods. In addition, it brings
the possibility to improve the quality of physical education
teaching in colleges and universities. �e FC has played a
huge role in promoting the reform of physical education
teaching in colleges and universities [1].

In today’s society, scholars have also conducted various
researches on physical education in colleges and universities.
Some researchers have deeply discussed how to apply FC to
taekwondo teaching in colleges and universities. �ey have
studied whether FC can help improve the taekwondo skills
of college students through educational practice and ques-
tionnaire methods [2]. Hinojo Lucena et al. used the method

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 7368771, 9 pages
https://doi.org/10.1155/2022/7368771

mailto:yudian@sdpei.edu.cn
https://orcid.org/0000-0002-2904-6972
https://orcid.org/0000-0002-2593-3902
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7368771


of literature analysis and case analysis to take “FC” as the
research object and focused on analyzing its application
strategies in physical education [3]. Julia and Marco ana-
lyzed the basic theoretical knowledge of public sports as the
teaching content of the public sports massive open online
courses (MOOCs) using the literature method and ques-
tionnaire survey method. (ey compared the implementa-
tion effect of MOOC technology [4]. Fang et al. combined
the FC teaching mode with physical education teaching
based on knowledge construction and made an objective
teaching evaluation of this teaching mode [5]. Liao proposed
the practical application of the FC model in the teaching of
sports table tennis in colleges and universities under the
background of MOOCs [6]. Students are mostly in a passive
acceptance state in the traditional lecture-style teaching
process. Simple memory and repetitive training hinder the
transfer of learner knowledge [7]. Deep learning (DL) ad-
vocates for learners to actively apply what they have learned
to solve complex problems in reality. It helps to enhance
critical thinking and knowledge construction [8]. Tufail et al.
applied a DL 3D convolutional neural network (CNN) ar-
chitecture to disease diagnosis [9]. Tufail et al. conducted a
taxonomic study of the endangered jujube species in the
European habitat ecosystem based on a DL architecture
model [10]. Khan et al. applied DL models to the multiclass
classification problem of modulated signals in intelligent
communication systems [11]. Tufail et al. applied DL to help
determine optimal model designs for cancer diagnosis and
prediction tasks [12].(e integration of DL and teaching has
become a research hotspot in education. Shuo andMing [13]
combined DL with smart classrooms and designed a “3 + 1”
smart teaching model. Jan et al. [14] summarized the process
of educational big data mining based on the characteristics
of educational big data mining under DL.(rough literature
research, it is found that DL models are widely studied in
medical care, ecosystems, and communications and are also
infiltrated in teaching. Research on physical education
teaching in colleges and universities is scarce.

Based on this, under the concept of FC, this study in-
novatively combines the CNN model in the DL algorithm
with the teaching design of college sports gymnastics
microcourse. (e application of the teaching mode is in-
vestigated through a questionnaire survey, and the appli-
cation effect is further analyzed.(is design aims to improve
the teaching effect of gymnastics microcourse, stimulate
learning interest, and promote the wide application of
microcourse resources by changing the gymnastics teaching
mode. Although there are some limitations, it is expected
that the improvement of the design concept and teaching
mode can provide a reference for the subsequent reform and
construction of college physical education.

2. Methods

2.1. FC. FC is the product of the combination of network
and face-to-face teaching platforms and is a new teaching
model formed under the support of modern information
technology [15]. (is learning model can be widely applied
to various educational and teaching processes. FC frees

teachers from tedious teaching procedures, leaving time to
focus on students. Teachers establish a close relationship
with students to enhance students’ autonomous learning
motivation [16]. FC innovates the traditional education
model, and the teaching model has many characteristics,
such as innovative teaching mode, student-centered dif-
ferentiated teaching mode, personalized blended learning
mode, and dynamic classroom [17]. In this education model,
students have changed from passive to active, and their
learning methods have also changed to a model of preclass
learning and classroom inquiry. (e teaching method is not
limited by the location, which is convenient for students to
learn [18]. Taking student learning as the center can con-
tinuously stimulate students’ subject consciousness and
cognitive ability. Besides, it stimulates the creativity and
participation of students.

2.2. DL #eory. DL is a machine learning method with
multiple neural network layers, which has a wide range of
applications in many fields. DL has been applied in graph
analysis, data processing, and public data prediction and has
powerful feature information extraction and learning ca-
pabilities [19, 20]. Learners can critically learn new
knowledge and update existing cognitive structures while
transferring knowledge to new situations [21]. DL extracts
features layer by layer by mining the underlying feature
distribution of the data and transforms low-level feature data
into high-dimensional features [22]. DL consists of three
layers, namely, input layer, hidden layer, and output layer.

DL can use standardization, normalization, and other
operations for data preprocessing to make the data meet the
training needs [23]. Normalized data are handled by scaling
with the two maxima:

Xi �
Xi − min(X)

max(X) − min(X)
. (1)

Normalization is a transformation for each feature. In
equation (1), max(X) represents the maximum value of a
feature and min(X) represents the minimum value of a
feature. (e value range of all data transformations is [0, 1].

Normalization is to make the sample size have a uniform
standard when calculating the similarity by dot product or
kernel function. Each sample is transformed, and the
original data are transformed into a unit vector. (e con-
version process is shown as follows:

x �
x

�������


n

j

X[j]
2

 .
(2)

In equation (2), n is the number of sample features and
X[j] is the jth feature of sample x. (e function of nor-
malization is to make the sample vectors have a uniform
standard when similarity is calculated by dot multiplication
or kernel function.

CNN is one of the typical algorithms in DL. Partial
connections are used between the internal layers of the
CNN. Weight sharing can be achieved between neurons in
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the same layer. CNN model parameters are reduced, which
has obvious advantages in speech recognition and image
recognition tasks. A CNN consists of an input layer, a
convolutional layer, a pooling layer, a fully connected layer,
and an output layer [24].(e DLmodel is shown in Figure 1.

From Figure 1, the input layer is responsible for data
input and further preprocesses the input data to pave the
way for the next step of CNN convergence. Convolutional
layers use convolution to extract multiple features of input
data or images. When the convolution kernel performs
convolution processing, it scans the input data according to
step size, performs matrix multiplication and summation in
the convolution kernel, and adds the deviation:

Z
l+1

(i, j) � Z
l ⊗w

l+1
 (i, j) + b

� 

Kl

k�1


f

x�1


f

y�1
Z

l
k s0i + x, s0i + y( w

l+1
k (x, y)  + b.

(3)

In equation (3), b is the deviation. Zl and Zl+1 are the
convolution input and output of the l + 1th layer. Z(i, j) is
the pixel of the feature map, and K is the number of channels
of the feature map. f and s0 are the size of the convolution
kernel and the convolution step size, respectively.

(e value range of pixel (i, j) is shown in the following
equation:

(i, j) ∈ 0, 1, . . . , Ll+1 , (4)

Ll+1 �
L1 + 2p − f

s0
+ 1. (5)

In equations (4) and (5), p is padding and Ll+1 is the size
of Zl+1.

(e pooling layer compresses the convolutional features
and uses the pooling function in the pooling layer to count
the value of each area in the feature map, including pooling
size, step size, and padding. (e pooling method is shown in
the following equation:

A
l
k(i, j) � 

f

x�1


f

y�1
A

l
k s0i + x, s0i + y( 

p⎡⎢⎢⎣ ⎤⎥⎥⎦

1/P

. (6)

In equation (6), the pixel (i, j) is the same as the con-
volutional layer and p is the pooling parameter.

After the image passes through the pooling layer, it is
flattened and passed to the fully connected layer. At this
time, the image loses its spatial characteristics and is ex-
panded into the form of a vector.

3. Application of the DL Teaching Mode
Based on FC in Microcourse Teaching of
Physical Gymnastics in Colleges
and Universities

3.1. Microcourse. “Physical education professional gym-
nastics microclass” focuses on the teaching goals and dif-
ficulties of gymnastics courses. It takes teaching videos as the
main carrier, emphasizes active learning, and carries out

online network teaching activities in network media. In
general, microcourses are presented in the form of micro-
videos [25]. As a kind of course resource, the specific content
of the microcourse is shown in Figure 2.

In Figure 2, the teaching resources of microcourses
mainly include microtargets, microvideos, microteaching
plans, microexercises, microdiscussions, and micro-
evaluations. Various teaching resources of microcourse
serve the teaching process and students’ autonomous
learning process. (e teaching application mode of
microcourse is divided into three types, namely, flipped
teaching, classroom differentiated teaching, and after-school
tutoring and answering application mode. Among them, the
flipped teaching application mode is the most commonly
used teaching mode in microcourses. (e microcourses
under its teaching application mode can be placed before the
class or during the class, forming a model of “learning first
and teaching later.”

Gymnastics is a compulsory course for physical edu-
cation and training, covering the characteristics of physical
education and being representative. Physical education
professional gymnastics microcourse is taken as the research
object. (e microcourse teaching mode of gymnastics in
colleges and universities is designed using the in-depth
learning route. (e design content includes seven parts,
which are determining teaching objectives and content,
preassessment and analysis, interest-oriented stimulation of
students’ interest in learning, learning with microcourse
resources, learning task transfer, learning effect evaluation,
and learning correction [26]. (e specific design route is
demonstrated in Figure 3.

(e design of learning objectives and content empha-
sizes that teachers conduct an in-depth study of course
requirements, and teachers are guided to determine teaching
objectives. (e preassessment analysis focuses on pre-
assessing the learner’s level. Preassessment is a prerequisite
for inducing DL. It is very important to create a learning
cultural atmosphere to stimulate students’ learning interests,
so students can actively participate in real learning situa-
tions. Learners update and recognize based on their original
knowledge in the process of learning. It is necessary to
stimulate the students’ prior knowledge and activate the
neural network of the brain before knowledge is transferred.
Knowledge is processed through DL knowledge and eval-
uated. Teaching objectives are continuously revised through
evaluation feedback.

3.2.ResearchMethods. Expert interviews and questionnaires
are combined here. Teachers in charge of sports micro-
courses are interviewed to clearly understand the current
teaching resources of microcourses for physical education
majors. Relevant experts in this field are visited to discuss
development strategies. Further related research is carried
out using the questionnaire survey to understand the actual
situation.

3.3. Questionnaire Design and Distribution. (e subjects of
the questionnaire are students of physical education in three
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different colleges and universities of physical education in
Shandong and professional teachers engaged in microcourse
teaching of physical education. (e three colleges and
universities are 985 colleges, 211 colleges, and general col-
leges. (e questionnaire design consists of three parts: the
first part is the analysis of the current demand and situation
of gymnastics microcourse teaching resources for students
majoring in physical education. (e second part is a
questionnaire for teachers to optimize the teaching resources

of the gymnastics microcourse. (e third part is a ques-
tionnaire on the application effect of the new teaching model
of gymnastics microcourse by students majoring in physical
education.

Questionnaires are distributed mainly through the
Questionnaire Star platform. (e distribution and recovery
of questionnaires for students and teachers are listed in
Table 1.

(e first part of the questionnaire survey is for students,
with a recovery rate of 92.31% and an effective rate of
95.83%. (e second part of the questionnaire survey is for
teachers, the recovery rate is 100%, and the effective rate is
91.67%. (e third part investigates the teaching effect, the
recovery rate is 96%, and the effective rate is 93.75%.

3.4. Questionnaire Validity Evaluation. Ten relevant experts
are solicited to evaluate the validity of the three parts of the
questionnaire. (e results are listed in Table 2.

On the whole, the design of the questionnaire meets the
basic survey requirements, and the content of the ques-
tionnaire is perfect.

3.5. Questionnaire Reliability. A second questionnaire sur-
vey is conducted on a part of the same batch of respondents,
with an interval of one month. (e data are processed using
statistical product and service solutions. (e correlation is
calculated using the Cronbach coefficient equation. (e
correlation coefficients are R1 � 0.81, R2 � 0.82, and R3 � 0.80
through statistical calculation. (e results indicate that the
questionnaire meets the statistical test standard and has high
reliability. Excel is used to analyze the data. (e Cronbach
coefficient equation can be expressed as follows:

α �
n

n − 1
  1 − 

Si

St
 . (7)

In equation (7), α is the reliability coefficient and n is the
number of test items. Si is the variance of each subject’s score
for each question and St is the variance of the total score
obtained by all subjects.

4. Results and Discussion

4.1. An Analysis of Interest-Oriented Teaching Philosophy.
An interest-oriented survey of current teaching design
concepts is conducted on teachers and students respectively.
Teachers’ attitudes towards teaching concepts and students’

Convolution layer 
Pool layer 

Convolution layer 2 

Pool layer 1 Full connection layer 1 and 
Input

Output

Figure 1: DL model.

Micro exercises

Micro classMicro teaching plan

Micro target Micro discussion

Micro video

Micro evaluation

Figure 2: Microcourse teaching resources.

Micro course teaching resource learning

The teaching design of college gymnastic micro class based on
deep learning
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Determining the teaching objectives and contents of
gymnastics

Analysis of learners' learning level

Evaluation of learning results

CNN and knowledge transfer

Correction target

Figure 3: Teaching design of college sports gymnastics micro-
course based on DL.
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interests in different schools are analyzed. (e results are
shown in Figure 4.

From Figure 4, most teachers prefer an interest-oriented
teaching philosophy. (e proportion of ordinary colleges
and universities decreases slightly, accounting for 89.2%.(e
highest proportion is 985 colleges. A few teachers think that
the current teaching concept is meaningless. Overall, the
interest-based teaching philosophy makes sense. In the
evaluation of students’ interest in learning, the proportion of
interested students is relatively small, and the proportion of
students who are not interested exceeds 50%. Among the
uninterested students, ordinary colleges accounted for
69.9%, 211 colleges accounted for 56.3%, and 985 colleges
accounted for 52.6%.2

4.2. Teachers’ Self-Evaluation Analysis of Microcourses.
(rough the questionnaire, teachers’ self-evaluation of
sports microlecture is mainly reflected in two aspects,
namely, the evaluation of the reasons for the lack of students’
interest and the evaluation of the low utilization rate of
microlectures teaching resources. Figure 5 shows the specific
content of the evaluation.

In Figure 5, A stands for unaccustomed learning style
and B stands for lack of initiative. C stands for a single type of
homework question and D stands for the lack of supervision
and reward mechanism for learning. E means that the
quality of the microvideo is not high and F means that the
teaching courseware is cumbersome. G means that the
microvideo is too long, H means that the discussion area is
not active, and I means that the assessment method is single.
Figure 5 shows that there are serious problems with the
video quality of microlectures. At least 70% of the students
responds that there is a problem with the sound quality of
the picture, which is also the main reason for disinterest,
followed by the lack of supervision and reward mechanisms.
Almost 50% of the students are dissatisfied, and the pro-
portion of students who are not used to learning methods is
low.(e level of student dissatisfaction is greater than that of
211 colleges and 985 colleges. (e main reason for the low
resource utilization in Figure 5(b) is that the microvideo is

too long, with a proportion exceeding 80%, followed by the
inactive discussion area and cumbersome teaching course-
ware. (e last is a single test method. Educational resources
need to be further developed, and the quality of teaching
should be improved with the goal of learning interest.

5. Evaluation of the Application Effect of the DL
Teaching Model in the Microcourse
Teaching of Physical Gymnastics in Colleges
and Universities

5.1. Comparative Analysis of Students’ Interest in Gymnastics
Microcourses. (e students’ interest in gymnastics micro-
lectures before and after the application of the DL teaching
model is analyzed, and the improvement of interest after the
application is statistically compared. (e results are shown
in Figure 6.

From Figure 6(a), the proportion of students who are not
interested before the application is large, and the proportion
of students who are not interested after the application has
decreased significantly. (e interest rate increases to 82.4%.
After the application, there are still very few students who
think it is average, accounting for only 8.1%. From
Figure 6(b), the proportion of obvious interest enhancement
is more than 60%. (e proportion of small interest increases
is about 30%. In addition, less than 10% of students think
there is no improvement. (e effect is most obvious for
students in ordinary colleges and universities, with a sig-
nificant increase ratio of 70.8%, and a proportion of 2.1%
who believe that there is no improvement. It is concluded
that the design model can greatly improve the learning
interest of students in gymnastics microlectures.

5.2. Designed Model Application Effect Evaluation and
Analysis. (e degree of recognition of the students’
microvideo learning effect after the model is applied for a
year is analyzed. (e design model is compared with the
teaching methods of MOOC and Chaoxing MOOC in
Chinese universities. (e results are shown in Figure 7.

From Figure 7, after the application of the design model,
the teaching focus has been significantly improved, and the
recognition rate has increased from 29% to 82%. Video
interest has also been significantly improved, with approval
from 25% to 84%. (e visual impact and the dynamism of
the picture have also been improved to a certain extent. (e
hearing effect has not improved much, from 41% to 52%.
Overall, the design model can effectively improve the
learning effect of microvideo. Student recognition has in-
creased significantly. From Figure 7(b), the design model

Table 1: Questionnaire distribution and recovery.

Classification (e number of questionnaires
issued

Number of returned
questionnaires

Number of valid
questionnaires

Recovery rate
(%)

Questionnaire
efficiency (%)

Part 1 130 120 115 92.31 95.83
Part 2 24 24 22 100 96.67
Part 3 100 96 90 96 93.75

Table 2: Evaluation of questionnaire validity.

Classification Very
perfect Perfect Basically

perfect General Imperfect

Part 1 4 3 2 1 0
Part 2 3 5 1 1 0
Part 3 5 2 2 1 0
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Figure 6: Comparison of increased interest in gymnastics microcourses. (a) Analysis of interest degree before and after application.
(b) Analysis of interest promotion degree after the application.
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Figure 4: Analysis of the current stage of teaching design concept based on interest. (a) Teachers’ attitude towards teaching concepts.
(b) Students’ interest in microcourses.

30 30
43

52

72

33 36
46 60

70

35 40
48

62
75

0

20

40

60

80

100

Pe
rc

en
ta

ge
 (%

)

B C D EA
Reasons for students' lack of interest

985 school
211 school
General school

(a)

60

81

65

48

62

80
69

52

67

85
72

55

0

20

40

60

80

100
Pe

rc
en

ta
ge

 (%
)

G H IF
Reasons for low utilization

985 school
211 school
General school

(b)

Figure 5: Teachers’ self-evaluation analysis of microcourses. (a) Evaluation of the reasons for the lack of students’ interest. (b) Evaluation of
the low utilization rate of microcourse teaching resources.
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recognition is higher than that of Chinese university
MOOCs and Chaoxing MOOCs, with the highest
recognition.

5.3. Analysis of the Help of Designed Models in Learning.
(e help of the DL design model to students’ learning after
the application is analyzed, and it is compared with before
the application of the designed models. Figure 8 shows the
results. Besides, the recognition degrees are compared from
five aspects.

After the application, the recognition degree has in-
creased by a certain percentage. (e recognition of clear
knowledge points has increased from 35% to 42%, and the
proportion is not very obvious. Flexibility increases from
21% to 47%, and effective review increases from 24% to 52%.
Both have some improvement. (e self-learning ability has
improved the most, from 18% to 72%. (e improvement in
learning efficiency has increased from 39% to 82%, a great
improvement. Flexibility has also been improved to some
extent. As a result, the designed model is helpful to the
learning of sports microcourses.

5.4. Satisfaction Analysis of Microcourse Teaching Resources.
Students’ satisfaction with microcourse teaching resources
before and after the application of the design model is
discussed through microvideos, microexercises, micro-
discussions, and microevaluations. (e results are shown in
Figure 9.

Figure 9 shows that the designed model can improve
students’ satisfaction with microvideos, from 62% to 89%.
Satisfaction with the microexercises increases from 48% to
77%. Microdiscussion satisfaction increases from 26% to
72%. Microevaluation satisfaction increases from 57% to
82%. Satisfaction with all teaching resources of microcourses
has been improved. Students are most satisfied with
microvideos followed by microevaluations. (e designed
model stimulates students’ interest in learning and improves

the resource utilization of students in gymnastics micro-
course teaching. It promotes the teaching and reform of
gymnastics courses for sports professionals.
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Figure 7: Comparative analysis of microvideo learning effects. (a) Microvideo learning effect analysis. (b) Comparative analysis of learning
methods.
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6. Conclusion

It is significant to study various teachingmethods and design
teaching modes with the continuous advancement of the
reform of university physical education. (is design intro-
duces the FC and studies the DL model. Based on this, the
DL theory is combined with the microcourse of college
sports gymnastics. (e reform of the microcourse teaching
of physical gymnastics is achieved through the optimization
design of the teaching model. (e teaching status and the
teaching effect after the application of the design model are
evaluated and analyzed through questionnaires. (e results
are as follows: (1) most teachers prefer an interest-oriented
teaching philosophy. In the evaluation of students’ interest
in learning, the proportion of interested students is relatively
small, and the proportion of students who are not interested
exceeds 50%. (2) (e main reasons for the lack of students’
interest are the low quality of microvideos and the lack of
supervision and reward mechanisms. (e main reasons for
the low utilization of teaching resources are too long videos
and inactive discussion forums. (3) After the application of
the design model, the student’s interest in learning has been
greatly improved, and the proportion of interest has in-
creased to 82.4%.(e improvement effect of ordinary college
students is the most obvious, with a proportion of 70.8%. (4)
(e design model can effectively improve the learning effect
of microvideo, and the recognition degree of students is
significantly increased. Compared with other learning
methods, students have the highest recognition. (5) (e
designed model has the most obvious improvement in
improving learning efficiency and autonomous learning
ability. (e improvement of self-learning ability increases
from 18% to 72%. (e learning efficiency improvement
increases from 39% to 82%. Satisfaction with all teaching
resources of microlectures has been improved. (e designed
model greatly stimulates students’ interest in learning and
improves resource utilization. It is suggested that schools
should strengthen management and improve the mecha-
nism. Educational technology departments should accelerate
the realization of breakthroughs in information technology.
(is design has reference significance for the construction
and optimization of microlectures teaching resources based
on technical actions. (e disadvantage is that only the
learning effect of the design model in the gymnastics
microcourse is studied, and it is not involved in other
courses of the sports major. (e research content is narrow.
(e next step will be to delve into the application of design
models in other sports courses and expand the research
object.
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[3] F. J. Hinojo Lucena, J. López Belmonte, A. Fuentes Cabrera,
J. M. Trujillo Torres, and S. Pozo Sanchez, “Academic effects
of the use of flipped learning in physical education,” Inter-
national Journal of Environmental Research and Public
Health, vol. 17, no. 1, p. 276, 2019.

[4] K. Julia, V. R. Peter, and K. Marco, “Educational scalability in
MOOCs: analysing instructional designs to find best prac-
tices,” Computers & Education, vol. 161, Article ID 104054,
2021.

[5] R. Fang, Z. Yang, Y. He, Y. Wang, and H. Zhang, “Effec-
tiveness Evaluation of Physical Education Flipped Classroom
Teaching Based on Knowledge Construction,” Mobile Infor-
mation Systems, vol. 2022, Article ID 1507167, 12 pages, 2022.

[6] X. Liao, “(e construction and application of “MOOC+
flipped classroom” teaching model for table tennis in colleges
and universities,” #e International Conference on Cyber
Security Intelligence and Analytics, vol. 114, pp. 576–581, 2020.

[7] J. Cheng, “Evaluation of physical education teaching based on
web embedded system and virtual reality,” Microprocessors
and Microsystems, vol. 83, Article ID 103980, 2021.

[8] B. Yong, X. Jiang, J. Lin, G. Sun, and Q. Zhou, “Online
practical deep learning education,” Educational Technology &
Society, vol. 25, no. 1, pp. 193–204, 2022.

[9] A. B. Tufail, I. Ullah, W. U. Khan et al., “Diagnosis of diabetic
retinopathy through retinal fundus images and 3D con-
volutional neural networks with limited number of samples,”
Wireless Communications and Mobile Computing, vol. 2021,
Article ID 6013448, 15 pages, 2021.

[10] A. B. Tufail, I. Ullah, R. Khan et al., “Recognition of ziziphus
lotus through aerial imaging and deep transfer learning ap-
proach,” Mobile Information Systems, vol. 2021, pp. 1–10,
Article ID 4310321, 2021.

[11] R. Khan, Q. Yang, I. Ullah et al., “3D convolutional neural
networks based automatic modulation classification in the
presence of channel noise,” IET Communications, vol. 16,
no. 5, pp. 497–509, 2022.

[12] A. B. Tufail, Y. K. Ma, M. K. A. Kaabar et al., “Deep learning in
cancer diagnosis and prognosis prediction: a minireview on
challenges, recent trends, and future directions,” Computa-
tional and Mathematical Methods in Medicine, vol. 2021,
Article ID 9025470, 28 pages, 2021.

[13] W. Shuo and M. Ming, “Exploring online intelligent teaching
method with machine learning and SVM algorithm,” Neural
Computing & Applications, vol. 34, no. 4, pp. 2583–2596,
2022.

[14] M. A. Jan, X. He, H. Song, and M. Babar, “Editorial: machine
learning and big data analytics for IoT-enabled smart cities,”
Mobile Networks and Applications, vol. 26, no. 1, pp. 156–158,
2021.

[15] K. F. Hew, S. Bai, P. Dawson, and C. K. Lo, “Meta-analyses of
flipped classroom studies: a review of methodology,” Edu-
cational Research Review, vol. 33, Article ID 100393, 2021.

[16] H. Galindo-Dominguez, “Flipped classroom in the educa-
tional system,” Educational Technology & Society, vol. 24,
no. 3, pp. 44–60, 2021.

8 Computational Intelligence and Neuroscience



[17] H. Jasim Mohammed and H. Ati Daham, “Analytic hierarchy
process for evaluating flipped classroom learning,” Com-
puters, Materials & Continua, vol. 66, no. 3, pp. 2229–2239,
2021.

[18] H. J. Cho, K. Zhao, C. R. Lee, D. Runshe, and C. Krousgrill,
“Active learning through flipped classroom in mechanical
engineering: improving students’ perception of learning and
performance,” International Journal of STEM Education,
vol. 8, no. 1, pp. 46–13, 2021.

[19] Z. Niu, G. Zhong, and H. Yu, “A review on the attention
mechanism of deep learning,” Neurocomputing, vol. 452,
pp. 48–62, 2021.

[20] S. Dong, P. Wang, and K. Abbas, “A survey on deep learning
and its applications,”Computer Science Review, vol. 40, Article
ID 100379, 2021.

[21] P. L. Bartlett, A. Montanari, and A. Rakhlin, “Deep learning: a
statistical viewpoint,” Acta Numerica, vol. 30, pp. 87–201,
2021.

[22] C. Martins Jarnalo, P. V. M. Linsen, S. P. Blaźıs,
P. van der Valk, and D. Dickerscheid, “Clinical evaluation of a
deep-learning-based computer-aided detection system for the
detection of pulmonary nodules in a large teaching hospital,”
Clinical Radiology, vol. 76, no. 11, pp. 838–845, 2021.

[23] D. Ge, X. Wang, and J. Liu, “A teaching quality evaluation
model for preschool teachers based on deep learning,” In-
ternational Journal of Emerging Technologies in Learning
(iJET), vol. 16, no. 03, pp. 127–143, 2021.

[24] X. Lei, H. Pan, and X. Huang, “A dilated CNN model for
image classification,” IEEE Access, vol. 7, pp. 124087–124095,
2019.

[25] A. Onan, “Sentiment analysis on massive open online course
evaluations: a text mining and deep learning approach,”
Computer Applications in Engineering Education, vol. 29,
no. 3, pp. 572–589, 2021.
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connected with COVID-19-related fake news. Experiment 1.�e dataset was assessed using the following three criteria: veracity,
stance, and sentiment. In these terms, we have di�erent labels, and we have applied the DL algorithms separately to each term.We
have used di�erent models in the experiment such as (i) LSTM and (ii) Temporal Convolution Networks (TCN).�e TCNmodel
has more performance on each measurement parameter in the evaluated results. So, we have used the TCNmodel for the practical
implication for better �ndings. Experiment 2. In the second experiment, we have used di�erent state-of-the-art deep learning
models and algorithms such as (i) Simple RNN; (ii) LSTM+Word Embedding; (iii) Bidirectional +Word Embedding; (iv)
LSTM+CNN-1D; and (v) BERT. Furthermore, we have evaluated the performance of these models on all three datasets, e.g.,
veracity, stance, and sentiment. Based on our second experimental evaluation, the BERT has a superior performance over the
other models compared.
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1. Introduction

In December 2019, the pandemic for 2019s novel Coronavirus
(COVID-19) in Wuhan, China, became a worldwide severe
public health problem [1, 2]. “An extreme acute respiratory
syndrome called SARS-CoV-2 [3] has often been called the
COVID-19 pandemic virus. Coronavirus (CoV) is a broad
family of viruses that cause cold diseases, such as Middle East
Respiratory Syndrome (MERS-CoV) and SARS-CoV.” 'e
latest strain detected in 2019 and not commonly associated
with human illness is COVID-19. Regardless of transmission
from humans to wildlife, coronaviruses are zoonotic (a dis-
ease that can be transmitted to humans from animals).
Studies suggest that a SARS-CoV infection from cats to
humans is being transmitted and that the MERS-CoV is
tainted with dromedary infection in humans [4]. 'e virus
COVID-19 is believed to be bats-to-human infection. 'e
widespread distribution of the virus culminated in the pul-
monary transfer of the disease from person to person. Al-
though, in approximately 82% of cases COVID-19 induces
milder effects, some are severe or critical [5]; dyspnoea
(shortness of breath), cough, and fever are indicators of
infection.

Genome sequencing of respiratory or blood samples may
be used to confirm the COVID-19 diagnosis as a major
predictor for RT-PCR or in-patient treatment. Although RT-
PCR shows poor resistance, many COVID-19 patients re-
main undetected and unmanageable. Furthermore, the
danger of infecting a larger population due to the virus’ high
contagiousness cannot be undermined [6]. It is therefore
critical that artificial intelligence capabilities be leveraged
through the use of ultrasound, X-rays, and computed to-
mography images through emerging medical care systems
that improve diagnostics of COVID-19 [7–9].

Today, diagnosis covers anyone who displays the famous
pneumonia trend in COVID-19 chest scan, rather than search
for successful results. Our proposed approach would enable
policymakers to separate patients and manage them faster.
Many people recover with constant lung injury even though
there is nomortality with COVID-19. COVID-19 also has the
lungs like SARS, which gives them a “honeycomb-like look,”
according to theWorldHealth Organization. On the one side,
artificial learning leads to product development and, on the
other side, to handle global crises. 'e COVID-19 treatment
includes medical instruments and professional personnel
who are subject to elevated risks themselves because there is
no appropriate managed environment.

Scholars have focused on machine learning NLP
methods to prevent the propagation of disinformation [10].
Soni and Roberts [11] identified BERTmodel with very little
preprocessing text, yet achieved excellent efficiency. Face-
book deleted more than 50 million posts linked to COVID-
19 by April 2020 since they were identified as disinformation
using NLP-based machine learning methods. Using these
deep learning algorithms [12, 13], social media companies
like Twitter and Google have also taken down adverts, and
fraudulent posts related to COVID-19 [14].

Although attempts have been carried out utilizing deep
learningmodels to identify COVID-19 disinformation, there

has been a scarcity of research on how ordinary people might
simultaneously recognize false information and boost their
confidence [15]. Furthermore, black-box models are fre-
quently used in machine-learning-based NLP approaches.
Explainable AI in high-risk decision-making is more im-
portant in other areas of medicine, such as COVID-19 and
fatigue detection. On the other hand, if these models offer
insights, they may assist in increasing confidence and ac-
ceptance as well as achieving the desired goals [14].

'is study utilized several deep learning algorithms, such
as LSTM networks, which are redundant neural networks
that can learn order dependence in sequence prediction
issues. It is necessary for complicated problem areas like
machine translation and voice recognition to utilize DL
approaches [16, 17].

'e key papers initially suggested the video segmenta-
tion of the Temporal Convolutional Networks (TCNs). 'e
two stages in this traditional method involve low-level
calculating functions using CNN [18–20] to encode spatial-
temporal information and introduce low-level functions into
a classifier, which captures time information at high levels
using (generally) RNN. A similar method needs two distinct
models, which is the major drawback [21]. TCN offers a
unified method to capture all two information layers (en-
coder-decoder) hierarchically.

'e spread of false information concerning COVID-19
poses a severe risk to public health [22]. Roozenbeek et al.
[23] investigate common misconceptions regarding the vi-
rus and look into the factors that influence people’s will-
ingness to accept the most widely spread falsehoods. 'e
authors also find that people’s compliance with public health
guidelines concerning COVID-19 is negatively affected by
their susceptibility to misinformation.

COVID-19 is thus still in significant need of rumours to
analyse mood and other rumour categorization activities,
including position verification of COVID-19 rumours. We
gathered COVID-19 9000+ news rumours and 34,000+
tweets with feelings and labels of position for the research
study. Figure1illustrates examples of our adapted statistics
and data structure. We also analysed our dataset using
statistical analysis of rumour propagation and classification
findings for a deeper learning rumour classification.

'is paper (Figure 2) is divided into five sections. 'e
first part is an introduction to the work that we want to do.
'e literature review of pertinent research is presented in the
second part. 'e technique and data gathering process are
discussed in the third part. 'e results and discussion of the
entire study are presented in the fourth part. We have come
to the end of the research in the fifth segment.

2. Literature Review

As a result of this study’s usage of COVID-19 from Sina
Weibo, it is possible to identify rumours with a smaller
number of marked occurrences. 'e author provides a
rumour dataset from Sina Weibo COVID-19 and offers a
short, multimodal fusion model to detect rumours. A
considerable improvement in rumour identification was
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observed on the Weibo and public PHEME datasets ac-
quired by the model [25].

To achieve relatively close news accuracy of a classifi-
cation and decrease root-mean-square error, the researchers
used an actual GitHub dataset framed by COVID-19 news-
related parameters. 'e deep learning classification schema
developed the system with the greatest f1 score, which
delivers 90% information categorization effectiveness
[26, 27]. 'e author discusses methods of making existing
and future approaches to the NLP more inclusive, including

alternate methodologies, using off-the-box technologies, and
establishing meaningful collaborations.'e author proposes
some guidelines for researchers who want to maximize the
beneficial social effects of NLP [13, 28].

Authors work on four fundamental tasks of the NLP:
retrieval of information, identification of named entities,
literature-based discovery, and answering questions. 'e
author also discusses four additional tasks directly
addressing elements of the pandemic: topical modelling,
sentimental and emotional analysis, predictive caseloads,

No.16...No.17

No.586...No.587

Record 1:

replies: 14
retweets: 368
likes: 368
timestamp: 36:30.4
stance: deny
Record 2: ...

time: Tue Oct 23 16:31:46+0000 2018

release date: Sun Oct 21 2018
comment: @heatherandiace_ @WebMB Hand sanitizer
and antibacterial soap are basically the worst things you
can do...

twitterID: https://mobile.twitter.com/heatherandlace_/
status/...

Label: T

Sentiment: 2
Replies: 2

Likes: 96
No.588...

Retweets: 61

Soure: https://mobile.twitter.com/heatherand
lace_/status/...

Content: Floridians, you cannot shoot
the coronavirus

Record 1:
data: 3/22/2020
website: https://www.poynter.org/...
stance: deny
Record 2: ....

News.csv

Twitter.csv

data/
1054122...csv

data/
rumor0014.csv

Veracity: F

Sentiment: 4
No.18...

Content: Drinking boiled garlic
water will cure COVID-19.

Figure 1: Examples of data structure adopted from [24].

Figure 2: COVID-19 rumour identification using AI techniques.
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and identification of disinformation. Finally, the authors
highlight observed trends and difficulties [29].

'e epidemic spreads, and more individuals seek
COVID-19 testing and therapy. 'is cybercrime problem
will probably persist. Information intelligence can improve
the removal and prevention of harmful material to public
authorities, regulators, legitimate manufacturers, and
technological platforms [30].

'e author presents a CORD19STS dataset to resolve
this gain, which contains 13,710 sentence pairings that have
been taken from the COVID-19 Open Research Dataset
(CORD-19) challenge. In particular, the author produced a
thousand pairs of sentences using various sample methods.
'e author utilized a fine-tuned BERT-like language model
called Sen SCI-CORD19-BERT to compute similitude values
between phrase pairings, which offers us an overall total of
32K phrase pairs to provide a balanced dataset for various
semantical similar levels [31].

'e evaluation encompasses about 150 NLP research
and around 50 COVID-19 datasets and systems. Author’s
work on four fundamental tasks of the NLP: retrieval of
information, identification of named entities, literature-
based discovery, and answering questions. 'e author also
discusses four additional tasks directly addressing elements
of the pandemic: topical modelling, sentimental and emo-
tional analysis, predictive caseloads, and identification of
misinformation [29].

'e research [32] reviews many documents that address
similar problems with false news, sentiments categorization,
and topics extraction. In the article, researchers are directed
to valued practices to assist public authorities to fight the
increase in falsification and harmful and hatred remarks,
which may help enhance present research on COVID-19-
related datasets [32].

Like other algorithms in natural language processing, it
was suggested that themedia articles be categorized as a dataset
to evaluate the effects of COVID-19 pandemics in various
sectors of the world economy. 'e model’s accuracy was in-
vestigated based on the consistency and perplexity score, using
LDA algorithms 0.51 and −10.90. Both the algorithm LDA and
NMF found common issues in many areas of industry that
were affected by the COVID-19 epidemic [33].

'is study aims to create a natural language processing
pipeline that can recognize patient information based on
guidelines, and annotate it with Unify Medical Language
Systems ideas for manual physician evaluation. 'e Human
Abstraction, 2513 German clinical notes from the
electro-heath report, is the gold standard for one-time
evaluation. Clinical decision assistance systems might be
developed by identifying recommendations from narrative
clinical notes [34].

In this research, the author presents an automated
summary assessment model (ASE), which is strictly de-
pendent on the characteristics of the source text or the
synthesis, which makes a quality model entirely text based.
Summaries with accuracy above 80% are successfully clas-
sified as low or high quality. 'e model was created espe-
cially on many source texts, which allows for generalization
across the text [35].

In 1964, PubMed and EMBASE data search was restricted
to 27 suitable items. Data were collected for each research,
purpose, the corpus of free texts, patients, symptoms, NLP
technique, measurement metrics, and quality indicators.
Future NLP research in EHR free-text narratives should
study symptoms and symptom documentation. Investigating
patient features and publicly developing NLP or pipelines
and vocabulary algorithms linked to symptoms [36].

Patients who had chest CTs from 2000 through 2016
were found by interrogating institutional databases at a
major quaternary referral centre. Using NLP, imaging re-
ports were identified using GGOs, and further population
data were obtained. 'e NLP examined a broad sample of
individuals who had CT chests throughout the research.
Provision for age, sex, race, and profession is the demo-
graphic characteristic of the GGOs reported [37].

In the Coronaviridae family, COVID-19 (Coron Virus
Diasease-2019) is a member. No known treatment for an
infectious disease wreaks havoc in people’s lives and eco-
nomic and financial institutions throughout the globe. Svc,
KNN+NCA, Decision Tree Classifiers, and Näıve Bayes
Bayesian Classifiers were all surpassed by Random Forests
Regressor and Classifier [38].

According to one research, calcium channel blockers
were linked to lower in-hospital mortality in patients with
COVID-19 infection. 'e particular discovery was made
possible by rapidly tailoring an NLP pipeline to the illness
domain. Treatment effects previously undetectable by sta-
tistical means were discovered when that information was
combined with already structured data [39].

Governments can make better choices if they can cor-
rectly predict the number of people infected with this virus.
Few hybrid forecasting methods are proposed in this re-
search for the COVID-19 time series. Each model may have
different parameters, and Bayesian optimization makes it
easier to predict future outcomes. Experiment findings show
that deep learning models outperform the benchmark model
in short- and long-term predicting scenarios [40, 41].

It would be helpful to have a technology that can cor-
rectly identify key COVID-19 clinical ideas from the free
language in electronic health data to speed up clinical re-
search. 'e COVID-19 SignSym was rapidly built using a
hybrid method that combined deep-learning-based models
with selected lexicons and pattern-based rules. Sixteen
healthcare institutions currently use the technology publicly
available to researchers as a downloadable package (https://
clamp.uth.edu/covid/nlp.php) [42].

For finding positively diagnosed COVID-19 patients,
VA built a Natural Language Processing pipeline and
implemented it to speed up chart reviews. 'e system’s
accuracy is assessed at 82.4%, while its recall is calculated at
94.2%. Open-source code for a public-facing implementa-
tion has been made accessible to the public. So far, this
approach has identified 36.1% of all confirmed positive cases
in VA as part of the VA national response [43, 44].

In the last several months, the COVID-19 pandemic
lockdown and hashtags were all over social media, with good
and negative emotions expressed. Denmark and Sweden, for
example, had opposing views on the government decision.
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However, unlike their South Asian neighbours, where
people exhibited fear and anger, their nation’s support was
almost universal. 'e author found a new and innovative
method to validate Twitter tweets extracted and analysed
using supervised deep learning models [45].

Artificial intelligence has proven its capabilities in
Natural Language Processing, Computer Vision, Bio-In-
formatics, Genetics, and Medical Sciences. 'emain reasons
for such achievements are the availability of high compu-
tational resources and the rise of the big data era. However, it
requires a deeper comprehension of relevant literature and
resources to develop AI systems that help humanity in the
real world. Experts in AI have a cross-domain knowledge to
solve even simple tasks. Likewise, non-AI professionals have
to dig deeper into AI literature to leverage AI capabilities for
their domains. Time is a precious resource whose limitation
can turn small obstacles into a big disaster, as observed in the
COVID-19 epidemic. We believe that widespread infectious
cases would be controlled if AI-driven medical-assistive
tools could be developed in their early phase. As per our
findings, no appropriate open-source platform offers AI
services for a medical researcher to come up with explo-
ration, prediction, or classification outcomes to overcome
underlying challenges.

3. Methodology and Data Collection

3.1. Method. 'e data are taken from the study [24] and
https://github.com/MickeysClubhouse/COVID-19-rumor-
dataset. 'e summary of the process is explained below for
the readers’ information and knowledge. 'e rumours data
are gathered from several sources such as Twitter discus-
sions, which featured real-time arguments with specific tags,
for data collection. To collect information from Tweets, the
author concentrates on a few important hashtags and official
accounts (such as NBC, Reuters, CNN, and News Channel)
to track the latest developments on hot issues. 'e author
includes the rumour phrases in the database and enhances
the dataset with other information, like the website source,
the publication date, the validity, the emotion, and the
position taken in response to the rumour. 'e author also
records any posts and comments or tweeting of the rumours
and the stances taken by the people who shared them. 'e
author divides the gathered rumours into two datasets
depending on their source: (i) A bulletin dataset that con-
tains rumours gathered from bulletin sites, and (ii) a tweet
dataset that contains rumours gathered from social media
platforms such as Twitter.

3.1.1. Data Collection. Cheng et al. [24] have created website
crawlers that consistently harvest information from the
Chrome browser and Twitter. Figure 3 displays the data
collection method and the timeline for completion.

3.1.2. Tweets Gathering Model. Using COV-19-related
hashtags, including COV-19 and coronavirus, Cheng et al.
gathered and recorded tweets on COVID-19 in the database.
CSV files are available inside fake ID formats, issue date, and

full text. Duplicate tweets were removed from the system.
'e emotion associated with each rumour is then deter-
mined via thoroughly examining the feeling elicited by the
rumour’s context. Furthermore, the author got the infor-
mation associated with each tweet, including the text of the
reply/retweet remark, the retweet number, the reply number,
the like number, and the date the tweet was published. 'e
metadata are then stored in separate files named after the
fake IDs used in the tweets.

3.1.3. News Collecting Method. Cheng et al. gathered
comprehensive information on chosen news items from the
Google browser; the authors utilize the mitmproxy method
that enables HTTPS proxy. It is an interactive HTTPS proxy
that is free to use. In contrast to the Tweet crawler, the search
engine crawler primarily collects information from the page
of search results. It searches the relative and absolute paths of
the results based on the URL and timestamp. 'e author
saved the rumours about breaking news in the news.csv file;
in the rumourID.csv file, the author stored the rumours
about reposts. Each rumour record includes a truthfulness
label and the rumour’s substance, and each reposting record
includes a repost date, a repost website, and a stance tag,
among other things. It is important to note that not every
source online has up-to-date material on the subject.

3.1.4. News Dataset Customization. Cheng et al. [24]
combined the news dataset with the COVID-19 rumour
dataset. “Very Negative (0), Negative (1), Neutral (2),
Positive (3), and Very Positive (4)” are among the five label
classes in the dataset.'is dataset contains hundreds of news
items for various labels. So, based on the classifications, the
author scraped a new dataset from Google and combined it
with the COVID-19 rumour dataset. 'e author has now
employed five classes in the news dataset, as well as statistical
data from the dataset, as shown below:

(i) “0–1159”
(ii) “1–1895”
(iii) “2–1079”
(iv) “3–3536”
(v) “4–1531”

3.1.5. Data Records. All data are stored in.csv files. For the
greatest display, it is recommended that we utilize Utf-8
encoding. Two datasets are created to contain rumours
gathered from news and Twitter. Figure 4 lists the tag
definitions and provides a collection of information for
future reference and research.

3.2. Datasets

3.2.1. News Dataset. Information from news stories on
COVID-19 is included in the news dataset. It includes in-
formation on emergencies, public figures’ remarks, updates
on the coronavirus epidemic, and other information. Each
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record includes the following structured metadata, which
describes the specifics of the news story:

(i) Sources: Some websites include the rumour phrase.
'e rumour’s origin is determined by counting the
number of websites that discuss it, such as those that
debate its validity. 'e oldest rumour source is
indicated as the source of the rumour.

(ii) Popularity: 'e number of websites that repost the
entire rumour in the Chrome browser shows the
rumour’s popularity.

(iii) Date: 'e date on which each rumour record was
published, as determined by the web crawler, is
mechanically gathered.

(iv) Stance: 'e mindset of the rumour source’s author
or editor is important to note. Our categorization
system follows the traditional classification system
and divides rumour attitude into four categories:
support, denial, remark, and inquiry. 'e positions
are labelled and cross-validated manually, after
which they are checked against the context of each
page. It is worth mentioning that the majority of the
positions fall into the support and comment
categories.

(v) Sentiment: To identify a rumour term, we need one
of five distinct sentiments: very (negative), negative,
(neutral), (positive), or (very positive). 'e author

Cheng et al. carefully classify and cross-validate the
feeling to decide whether this is bad or good news,
depending on the circumstances. News articles that
report: (i) COVID-19 cases are categorized as
Negative news; (ii) COVID-19-related deaths are
categorized as very negative news; (iii) COVID-19-
related prevention tips are categorized as positive
news; (iv) COVID-19-related campaigns and vac-
cine advancement are categorized as highly positive
news.

(vi) Veracity: True or false, indicating that the data are
describing a reality; unverified, indicating that the
news has not been verified as of the time of col-
lection; or true or false, indicating that the news has
not been confirmed as of the time of collection. 'e
labelling and cross-validation are done manually
during the data collection stage, using reputable
sources and widely shared common knowledge [24].

3.2.2. Twitter Data. 'e Twitter dataset includes specula-
tions that have been published on the social media platform.
'e data are compiled from public accounts which have
commented on COVID-19-related information discussion
forums that have been labelled with COVID-19-related tags.
Other users on the social media site may retweet or reference
the discussions.

Term

Veracity

Stance

Sentiment

True (T)
False (F)

Unverified (U)
Support

Deny
Comment

Query
Very Negative (0)

Negative (1)
Neutral (2)
Positive (3)

Very Positive (4)

Label

�e content is logical and describing the facts, e.g., “Wuhan has been quarantined.”
�e content is made up, or contains false information, e.g., “Drinking bleach can cure coronavirus.” 

�e authenticity or turthfulness of the statement is hard to judge at the time of labeling.
Positive attitudes about the content, e.g., “I think the statement is right.”

Denying attitudes about the content, e.g., “Are you kidding? �is is wrong!”
No obvious stance, e.g., “�is message is interesting.”

Doubting the validity of news/tweets, e.g., “Is that ture?” or “Can you prove?”
�e content has a strong pessimism.

�e emotion is pessimistic but weaker than “very negative”
�e comment/report is in a plain and narrative tone.

�e comment reflects positive emotions of aims, such as news providing tips to fight the virus.
Cheerful news such as progress in the research, massive donations of breakthroughs in the vaccine.

Explanation and examples

Figure 4: Labels in the dataset are highlighted—adopted from [24].

Searching for
the dataset

Raw Data
collection from

Crawler

COVID-19
Rumor Dataset

News Dataset
Customization

Pre-Processing
of the Dataset

Selection of
the Deep
learning

Algorithm

News
Dataset

Twitter
Dataset

Long short-term
memory (LSTM)

Temporal
Convolutional Networks

(TCN)

Figure 3: Flowchart depicting the collecting, labelling, and postprocessing of datasets.
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(i) In the same way, as sources in a news dataset shows
how individuals react to a tweets (from social media
twitter), responses indicate what people react to the
tweet.

(ii) Reply/Retweet/Like (RRL) number: �ese �gures
show the trend in the spread of a tweet. �e crawler
automatically parses the RRL number and displays it.

(iii) Popularity: When you add up the RRL numbers,
you get an idea of how popular a tweet is.

(iv) Data: In the Twitter platform, the date is expressed
using MM.DD.YYYY, representing when the tweet
was published on the platform [24].

3.3. Preprocessing Steps

(1) Read the dataset
(2) Removal of stop words
(3) Removal of symbols
(4) Removal of digits
(5) Tokenization from each row
(6) Making a vector shape
(7) Pass vector from module

4. Results and Discussion

4.1. Experiment 1

4.1.1. Long Short-Term Memory (LSTM). LSTM is an in-
depth learning arti�cial recurrent neural network architecture
(RNN). In contrast to conventional neural networks, feedback
connections are available to LSTM. It can handle single data
points, like pictures, and whole data sequences, like voice or
video [46]. For example, LSTM is for tasks like unsegmented
handwriting recognition, voice recognition, and network
tra§c or IDS anomaly detection, as shown in Figure 5.

4.1.2. Temporal Convolutional Networks (TCN). �e �rst
major study suggested a TCN for the segmentation of video-
based actions.�e two stages of this classic approach include
calculating low-level CNN characteristics that encode space-
time information and introducing those low-level charac-
teristics into a ranking that collects time information on a
high-level basis using RNN [20, 48, 49]. A similar method
needs two distinct models, which is the major drawback.
TCN o�ers a uni�edmethod to hierarchically capture all two
information layers (encoder-decoder), as shown in Figure 6.

We discussed the analysed �ndings from several deep
learning algorithms in the results section, which we applied
to the “news from Google and Twitter” dataset. We
employed Keras innovative models “Long short-term
memory (LSTM) and Temporal Convolutional Networks
(TCN)” in this study. We gathered 9200 Google comments
and 34,779 Twitter postings �ltered for phrases connected
with bogus news about the COVID-19. �e dataset was
assessed using three criteria: truthfulness, stance, and sen-
timent. �e analysis results reveal which model has the best

accuracy and loss rate. Precision, f1 score, and recall are the
additional characteristics. We utilized it to verify the deep
learning model’s legitimacy.

4.1.3. �e Evaluated Results for Sentiment and Veracity.
We analysed the dataset of Google rumour news on the
COVID-19 in this area. �is dataset was used in two ways:
sentimentality analysis and truthfulness analysis. “Very
Negative (0), Negative (1), Neutral (2), Positive (3), and Very
Positive (4)” are the sentiment labels we utilized. “True (T),
False (F), and Unveri�ed (U)” is also the veracity. For the
analysis, we used 9200 rumour news after preprocessing
against COVID-19. A total of two methods for deep learning
were used in this study: “Long short-term memory (LSTM)”
and “Temporal Convolutional Networks (TCN).” We
compared them and determined which one is the best for
real-time implementation.

(1) Compiling Model. �e initial stage is to give the input
dataset to several models. �e computational graph repre-
sents the dropout and layers involved in the model. �ese
models have been trained and tested, and their performance
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tanh
tanh
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Figure 5: Schematic of the long short-term memory cell—adopted
from [47].
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Figure 6: Schematic of the Temporal Convolutional Net-
works—adopted from [50].
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has been quantified in terms of loss and accuracy. 'e
compared models are implemented using the following
hyperparameter settings.

(i) Batch Size: 5
(ii) Epoch: 10
(iii) Optimizer: “Adam”

Each of the models examined in this study is represented
in Table 1 by its accuracy and loss rate, with the TCN model
having the best val_loss and val_accuracy of 0.7345 and
63.59%, respectively. We showed that the TCN model had
the best evaluated results for the sentiment dataset since
other models’ accuracy and loss rate were included in the
table. For each sentiment model, accuracy and loss are
shown graphically in Figures 7 and 8.

Table 2 shows the accuracy and loss rate of each model
we employed in the investigation, with the TCN model
having the best val_loss and val_accuracy of 1.3806 and
75.43%, respectively. According to the veracity dataset’s
accuracy and loss rate of other models, we found that the
TCN model had the best evaluated results. Figures 9 and 10
depict a graphical depiction of the accuracy and loss of all of
the veracity models we have developed.

Consequently, our dataset is unbalanced, with 346 of the
920 instances falling into one of the three categories. For
each approach, the ratio is 0.73%. Since the predictor is
mostly right when it comes to class 3 samples, it has an
incredibly high level of precision, recall, and f1-score values
for class 3 and extremely low scores for the other classes.
Macro F1’s objective is to calculate the F1 split by class
without using weights for the aggregate:

Fclass1 + Fclass2 + Fclass3 + Fclass4. (1)

You will be penalized if the model fails to perform ef-
fectively among minority groups (which you want when
there is an imbalance).

It is calculated by the number of true labels in each class
when F1 costs are merged:

Fclass1 ∗C1 + Fclass2 ∗C2 + Fclass3 ∗C3 + Fclass4 ∗C4. (2)

Consequently, you prefer the class labels (which you
typically would not want).

'erefore, our modelling is incorrect for one of the
classes since the macro F1 score correctly captures but is not
weighted, leading to the five gaps in our dataset, as shown in
Table 3. 'e TCN model has high precision, recall, F1 score
from other models, and accuracy of 64%.

As a result, our dataset is skewed, with 456 out of 920
instances falling into the T group (0.81% for various tech-
niques, respectively). 'ese results in exceptionally high
precision, recall, and f1-score values for class T, and extremely
low scores for the other classes, as a consequence of the
predictor virtually always accurately predicting any given
sample from class T. Still, weighted does not result in a
mismatch between the three classes in your model. Based on
these data, Table 4 shows that the TCN model has a high
accuracy of 75% compared to other models.

4.1.4. Ae Evaluated Results for Stance. We analysed the
dataset of Google rumour news on the COVID-19 in this area.
'is dataset was used in two ways: sentiment and truthful-
ness. “Deny, Comment, Query, and Support” are the senti-
ment labels we have utilized. We used the 34,779 twitter
comments against the COVID-19 after preprocessing for the
analysis. For the investigation, we employed two deep
learning algorithms: “Long short-term memory (LSTM)” and
“Temporal Convolutional Networks (TCN).” We compared
them and determined which one is the best for real-time
implementation.

'e accuracy and loss rate of each model we utilized for
the analysis are shown in Table 5. We found that the LSTM
model has 64.20% greater accuracy than the TCN model but
has more val_loss, consistent with epoch 4. As a result, we
determined that the TCN model had the best val_loss and val
accuracy, with values of 0.6985 and 48.96%, respectively. We
examined that the TCN model has the best-evaluated results
for the stance dataset since other models’ accuracy and loss
rates are shown in Table 5. Figures 11 and 12 depict a
graphical depiction of the accuracy and loss of all the
deployed stance models.

Consequently, our dataset is unbalanced, with the Deny
class accounting for 2462 of the 3478 cases (0.77 and 0.64%
for various methods, respectively). Because of this, the class
Deny has extraordinarily high accuracy, recall, and f1 scores,
while the other classes have extremely poor accuracy, recall,
and f1 scores. You can see this in your macro F1 score
(correct), but weighted (inaccurate) shows the four-class
disparity. Table 6 demonstrates that the TCN model has
good accuracy, recall, and F1 score compared to other
models and a 49% success rate.

4.2. Experiment 2. Table 7 illustrates the sentiment dataset
which has been divided into five classes and each class is
assigned a specific numerical label value ranging from 0 to 4
describing the extent of how positive or negative the news is.
All the classes show varying dataset lengths among which
class 2 depicts the lowest length (1079) while class 4 depicts
the highest length (1531). 'e description of all the labels is as
follows:

(i) 0� very negative
(ii) 1� negative
(iii) 2� neutral
(iv) 3� positive
(v) 4� very positive

Table 8 illustrates the stance dataset which is divided into
four classes under the labels of comment, support, query and
denies. 'e labels showed significant variations in lengths.
'e Comment label showed the highest length (24222) while
the Deny label exhibited the lowest length (1750).

Table 9 demonstrates the veracity dataset which is di-
vided into four classes including true (T), false (F),
unverified (U), and Twitter (U). 'e highest length was
shown by Tclass (4485) while the lowest length was depicted
by Twitter (U) (1).
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�e datasets presented above showedmulticlass division.
�erefore, the current study also employed multi-
classi�cation models for the evaluation of the datasets. �e
current study employed several state-of-the-art deep
learning models for this purpose.

4.2.1. Training Architecture of Deep Learning Models.
�e study used the following deep learning models:

(i) Simple RNN Architecture
(ii) LSTM+Word Embedding (WE)

Table 1: �e evaluating results of the sentiment dataset.

Long short-term memory (LSTM) Temporal Convolutional Networks (TCN)
Epoch Val_Loss Val_Accuracy Epoch Val_Loss Val_Accuracy
1 0.9743 0.5598 1 0.3340 0.5598
2 0.9648 0.6043 2 0.3490 0.6152
3 1.1173 0.6196 3 0.3237 0.6359
4 1.1919 0.5967 4 0.3680 0.6478
5 1.5083 0.6022 5 0.4400 0.6348
6 1.7218 0.6239 6 0.4447 0.6337
7 1.6471 0.6000 7 0.4657 0.6065
8 1.8342 0.6250 8 0.6769 0.6196
9 1.8323 0.6174 9 0.7163 0.6087
10 1.8093 0.6293 10 0.7345 0.6359
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Figure 7: LSTM—the graphical representation of evaluating results for sentiment dataset.
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Figure 8: TCN—the graphical representation of evaluating results for sentiment dataset.
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(iii) Bidirectional +Word Embedding (WE)
(iv) LSTM+CNN-1D

�e architecture of the important deep learning models
is presented below:

(1) Simple RNN Architecture. It is a form of neural network
in which the nodes are connected with each other. �is
connection exists along a temporal sequence which refers to
the transition of data along with time.�is neural network is
preferred over conventional neural networks.�e reason lies

Table 2: �e evaluating results of the veracity dataset.

Long short-term memory (LSTM) Temporal Convolutional Networks (TCN)
Epoch Val_Loss Val_Accuracy Epoch Val_Loss Val_Accuracy
1 0.5035 0.7815 1 0.3569 0.7717
2 0.5381 0.7804 2 0.3208 0.7641
3 0.6837 0.7696 3 0.4927 0.7620
4 0.9285 0.7837 4 0.7023 0.7522
5 0.9540 0.7793 5 0.8169 0.7511
6 1.0478 0.7750 6 0.7995 0.7511
7 1.1807 0.7522 7 0.7916 0.7598
8 1.4689 0.7435 8 2.2497 0.7587
9 1.4431 0.7435 9 1.9047 0.7598
10 1.2965 0.7326 10 1.3806 0.7543
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Figure 9: LSTM—the graphical representation of evaluating results for veracity dataset.

2.0

1.5

1.0

0.5

0.0

0
train
test

2 4

Loss

6 8

1.00

0.95

0.90

0.85

0.80

0
train
test

2 4

Accuracy

6 8

0.75

Figure 10: TCN—the graphical representation of evaluating results for veracity dataset.
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Table 3: �e average evaluating results of sentiment dataset.

<!—Col Count:9
Long short-term memory (LSTM) Temporal Convolutional Networks (TCN)

Precision Recall F1 score Support Precision Recall F1 score Support
0 0.52 0.39 0.45 112 0.56 0.48 0.52 112
1 0.65 0.69 0.67 197 0.62 0.70 0.66 197
2 0.47 0.46 0.47 117 0.44 0.47 0.45 117
3 0.69 0.78 0.73 346 0.71 0.75 0.73 346
4 0.62 0.52 0.56 153 0.71 0.54 0.61 153
Accuracy 0.63 920 0.64 920
Macro avg 0.59 0.57 0.58 920 0.61 0.59 0.59 920
Weighted avg 0.62 0.63 0.62 920 0.64 0.64 0.63 920

Table 4: �e average evaluating results of the veracity dataset.

Long short-term memory (LSTM) Temporal Convolutional Networks (TCN)
Precision Recall F1 score Support Precision Recall F1 score Support

F 0.85 0.74 0.79 343 0.80 0.84 0.82 343
T 0.79 0.82 0.81 456 0.85 0.77 0.81 456
U 0.32 0.40 0.36 121 0.37 0.45 0.41 121
Accuracy 0.73 920 0.75 920
Macro avg 0.65 0.65 0.65 920 0.67 0.69 0.68 920
Weighted avg 0.75 0.73 0.74 920 0.77 0.75 0.76 920

Table 5: �e evaluating results of the stance dataset.

Long short-term memory (LSTM) Temporal Convolutional Networks (TCN)
Epoch Val_Loss Val_Accuracy Epoch Val_Loss Val_Accuracy
1 0.7194 0.7432 1 0.3461 0.7430
2 0.7765 0.7303 2 0.3302 0.7418
3 0.9348 0.6691 3 0.3602 0.7266
4 1.0246 0.6722 4 0.4021 0.7033
5 1.3052 0.5828 5 0.4575 0.6455
6 1.3175 0.5828 6 0.5456 0.5808
7 1.4237 0.6650 7 0.5838 0.5555
8 1.5037 0.6676 8 0.7077 0.5664
9 1.6065 0.6834 9 0.6613 0.5428
10 1.7549 0.6420 10 0.6985 0.4896
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Figure 11: LSTM—the graphical representation of evaluating results for stance dataset.
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in the capability of this model to process the past input to
address the future inputs. For instance, RNN models have
the capacity to predict the next word by analysing the

previous words present in the sequence while a conventional
model lacks this capability. �e RNN models recur the
information in a loop which makes it possible for the in-
formation to remain in the system. Figure 13 demonstrates
the detailed summary of the simple recurrent neural net-
work (RNN) model architecture. �e �rst layer is the em-
bedding layer for which the calculated parameters are
5701200.�e next layer is the simple RNN layer for which we
calculated 40100 trainable parameters. �e additional 505
parameters added in the total param count were due to the
dense layer added after the simple RNN layer.

(2) LSTM+Word Embeddings Architecture. Long short-
term memory (LSTM), a type of recurrent model, is a widely
used model in deep learning. �is model is highly advan-
tageous because it utilizes both the previous and future
memory of the available data. Moreover, its performance in
the case of time-series data is also quite e�ective. We have
used Global Vectors for Word Representation (GloVe) for
word embeddings which is an unsupervised learning algo-
rithm. �ese are Google-made word embeddings with al-
most 800 billion words and 300-dimensional embeddings of
them (see Figure 3). Figure 14 shows the detailed model
summary of the LSTM+Word Embeddings model used on
the dataset of this study. It has three layers including em-
bedding, LSTM, and dense layers. �e embedding layer has
the same number of parameters as in the previous model
(5701200) but they are treated as nontrainable parameters in
this model while the dense layer has 505 trainable param-
eters. However, this model has a di�erent count of the total
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Figure 12: TCN—the graphical representation of evaluating results for stance dataset.

Table 6: �e average evaluating results of stance dataset.

Long short-term memory (LSTM) Temporal Convolutional Networks (TCN)
Precision Recall F1 score Support Precision Recall F1 score Support

Deny 0.78 0.76 0.77 2462 0.78 0.54 0.64 2462
Comment 0.32 0.30 0.31 193 0.41 0.09 0.15 193
Query 0.19 0.19 0.19 261 0.08 0.40 0.14 261
Support 0.39 0.47 0.43 562 0.53 0.43 0.48 562
Accuracy 0.64 3478 0.49 3478
Macro avg 0.42 0.43 0.42 3478 0.65 0.65 0.35 3478
Weighted avg 0.65 0.64 0.65 3478 0.75 0.73 0.55 3478

Table 7: Statistics of sentiment in the COVID-19 dataset.

Classes Length
0 1158
1 1895
2 1079
3 3536
4 1531

Table 8: Statistics of stance in the COVID-19 dataset.

Classes Length
Comment 24222
Support 5248
Query 2474
Deny 1750

Table 9: Statistics of veracity in the COVID-19 dataset.

Classes Length
F 3460
T 4485
U 1253
U (twitter) 1
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number of parameters than the previous model because the
LSTM layer has 160400 parameters that increase the total
number of trainable parameters to 5862105.

(3) Bidirectional +Word Embeddings Architecture. We
employed the bidirectional feature in combination with
word embeddings to function on both the right and left sides
of the text dataset. 'is kind of model works efficiently in
cases where the text dataset is quite large and the purpose is
to create a summary of the dataset. Figure 15 illustrates the
summary of the Bidirectional +Word Embedding model.
'emodel entails three layers, i.e., embedding, bidirectional,
and dense layers. 'e first layer is the embedding layer that
has 5652000 nontrainable parameters. 'e next layer is the

bidirectional layer that has 1442400 trainable parameters.
'e third layer (dense layer) provides additional 1803 pa-
rameters, taking the total count of parameters to 7096203.

(4) LSTM+CNN-1D Architecture. It is important to un-
derstand the use of both CNN and LSTM to comprehend their
combinedmodel use in this study. CNNs have been extensively
utilized in modelling issues in relation to inputs, such as image
datasets. Over the years, CNNs have provided a great op-
portunity to detect and classify the image dataset to extract vital
information from the dataset. On the other hand, LSTMs are
employed in tasks where the dataset has a sequence and they
perform predictions based on the sequence. It assists in un-
dertaking those tasks that require image sequences to predict

Model: "sequential_14"

Layer (type)

embedding_14 (Embedding)

lstm_4 (LSTM)

dense_14 (Dense)

Total params: 5,862,105
Trainable params: 160,905
Non-trainable params: 5,701,200

Output Shape

(None, 200, 300)

(None, 100)

(None, 5)

Param #

5701200

160400

505

Figure 14: Summary of LSTM+Word Embedding model.

Model: "sequential_6"

Layer (type)

embedding_6 (Embedding)

simple_rnn_6 (SimpleRNN)

dense_6 (Dense)

Total params: 5,741,805
Trainable params: 5,741,805
Non-trainable params: 0

Output Shape

(None, 200, 300)

(None, 100)

(None, 5)

Param #

5701200

40100

505

Figure 13: Summary of simple RNN model.

Model: "sequential_6"

Layer (type)

embedding_6 (Embedding)

bidirectional (Bidirectional)

dense_6 (Dense)

Total params: 7,096,203
Trainable params: 1,44,203
Non-trainable params: 5,652,000

Output Shape

(None, 200, 300)

(None, 600)

(None, 3)

Param #

5652000

1442400

1803

Figure 15: Summary of Bidirectional +Word Embedding model.

Computational Intelligence and Neuroscience 13



certain information for which a more sophisticated model is
required. To this end, the LSTM+CNN model is utilized to
predict spatial input such as images and videos. In this model,
the task of feature extraction is undertaken using CNN while
LSTMhelps in prediction. Since the currentmodel is applied to
the text dataset, simply a one-dimensional (1D) model is
employed. Figure 16 demonstrates the model summary of
LSTM+CNN 1D architecture. It contains six types of layers
including embedding, Conv1D, max pooling, LSTM, dropout,
and dense layers. 'e model has no nontrainable parameters.
'e first layer is the embedding layer with the highest number
of trainable parameters (2560000) followed by the second layer
Conv1D. 'e LSTM layer contains only 33024 trainable pa-
rameters while the max pooling has no trainable parameters
that impact backpropagation.

4.3. Accuracy Performances of Deep Learning Models. We
compared the classification accuracy performance of deep
learning models with the BERTmodel. 'e accuracies of all
deep learning models were high for all three datasets. Es-
pecially, for veracity datasets, all models showed >99% ac-
curacy except BERT which showed 97.11% accuracy for
veracity datasets. LSTM+CNN model showed the highest
accuracy for the sentiment dataset (99.88%) while
LSTM+word embeddings showed the lowest accuracy for
the sentiment dataset (84.97%). For the stance dataset,
LSTM+CNN showed the highest accuracy (99.96%) while
BERT showed the lowest accuracy (92.57%). A detailed
summary of the accuracy performance of all deep learning
models for all three datasets is provided in Table 10.

4.4. Limitations and Validity Areats

4.4.1. Limitations. One of the difficulties in building such a
machine learning technique is validating many COVID-19
claims. 'e COVID-19 Fake News Detecting dataset, which
is rather tiny, is the foundation for our approach. As a result,
it may be restricted in its ability to identify new COVID-19-
related disinformation. More evaluations are needed to
improve the external validity of the used models. We will dig
deeper into the data that we have gathered in the future and
focus on higher-order metadata collecting.

4.4.2. Validity Areats. Every study faces a threat to validity
(https://1library.net/article/construct-validity-threats-
validity-learning-structural-historical-features.z193jpvq).
Below mentioned are some of the threats to validity.

(i) Construct Validity [51]: threats to construct validity
centre on how theory and observation are related.
'is may be interpreted in our context as referring
to the validity of the models that were trained and
used to assess the various methodologies examined
in this work. By reviewing and reevaluating with
other coauthors, we have attempted to reduce any
threat to construct validity. To further validate and
draw conclusions from the data, more assessments
are required.

(ii) Internal Validity [52]: All the variables that may
have influenced our results are threats to internal
validity. Even though we compared the suggested
process with traditional deep learning techniques

Model: "sequential_5"
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embedding_5 (Embedding)

convid_10 (ConvID)

max_poolingid_10 (MaxPooling)
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Output Shape
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0
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max_poolingid_11 (MaxPooling)
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(None, 64)

(None, 5)

4160

325

Figure 16: Summary of LSTM+CNN-1D model.
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when conducting experiments, in our context, this
may apply to the training procedure described in
Section 5. More comparisons, assessments, and
reevaluations are required to validate the study’s
findings further.

(iii) External Validity [51, 53]: threats to external validity
concern the generalizability of the findings. Further
extensive evaluations on selected and new DL
models are required to reduce this threat.

5. Conclusion and Future Work

Since December 2019, the (COVID-19) coronavirus outbreak
has aroused enormous worry within the general community
and dramatically changed social attitudes and beliefs. Besides
the sickness,many people suffer from anxiety and sadness from
the disease. Rumours are unconfirmed facts or stories that
disseminate disinformation and generate attitudes of prejudice,
hatred, and fear. In this research study, we took a COVID-19
rumours dataset from news websites and tweets, combined
with metadata regarding the rumours. We have collected 9200
comments fromGoogle and 34,779 Twitter postings filtered for
terms linked with COVID-19-related fake news. In experiment
1, the dataset was examined using the following three criteria:
truthfulness, posture, and sentiment. In these words, we have
distinct labels and performed these deep learning algorithms
independently on each term.'eTCNmodel performs best on
each measurement parameter in the examined findings. So, we
have adopted the TCN model for the practical implication of
improved results. In experiment 2, we employedmultiple state-
of-the-art deep learning algorithms and examined the per-
formance of these models on all three datasets. Based on our
experimental assessments, the BERT performs better than the
other state-of-the-art models assessed in our study. Some of the
future directions for the fake news topic are as follows:

(i) Rumour processing and emotional research in NLP
(ii) Conspiracy processing and emotional study in NLP
(iii) Recognition, prediction, rumour, and biased news

categorization

(iv) Social media network and challenging information
flow study, as well as transitional network-related
research
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�e use of arti�cial intelligence (AI) and the Internet of �ings (IoT), which is a developing technology in medical applications
that assists physicians in making more informed decisions regarding patients’ courses of treatment, has become increasingly
widespread in recent years in the �eld of healthcare. On the other hand, the number of PET scans that are being performed is
rising, and radiologists are getting signi�cantly overworked as a result. As a direct result of this, a novel approach that goes by the
name “computer-aided diagnostics” is now being investigated as a potential method for reducing the tremendous workloads. A
Smart Lung Tumor Detector and Stage Classi�er (SLD-SC) is presented in this study as a hybrid technique for PET scans. �is
detector can identify the stage of a lung tumour. Following the development of the modi�ed LSTM for the detection of lung
tumours, the proposed SLD-SC went on to develop a Multilayer Convolutional Neural Network (M-CNN) for the classi�cation of
the various stages of lung cancer. �is network was then modelled and validated utilising standard benchmark images. �e
suggested SLD-SC is now being evaluated on lung cancer pictures taken from patients with the disease. We observed that our
recommended method gave good results when compared to other tactics that are currently being used in the literature. �ese
�ndings were outstanding in terms of the performance metrics accuracy, recall, and precision that were assessed. As can be shown
by the much better outcomes that were achieved with each of the test images that were used, our proposed method excels its rivals
in a variety of respects. In addition to this, it achieves an average accuracy of 97 percent in the categorization of lung tumours,
which is much higher than the accuracy achieved by the other approaches.

1. Introduction

Recently, a signi�cant number of people all across the world
have become ill with the pandemic illness known as COVID-
19. E-diagnosis, remote access, virtual consultants, and
e-treatment have all made their way into the healthcare

industry as a result of the current climate, which has led to
the elimination of the need for physical personalization and
a reduction in the risk of disease transmission. It has taken
the healthcare business to a new degree of severity, which has
resulted in an increase in the mortality rate of people suf-
fering from chronic illnesses, in particular those who are
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afflicted with cancer, diabetes, and cardiovascular diseases.
(is is because there is a scarcity of medical professionals,
including doctors, nurses, and radiologists [1], which has led
to an increase in the number of people diagnosed with
cancer. (e number of people who pass away as a result of
cancer and other chronic diseases is continuing to climb at
an alarming rate every year throughout the whole world,
especially in less developed nations. According to WHO [2],
in 2010, lung cancer was the largest cause of mortality due to
the disease, accounting for 1.80 million fatalities, or 18
percent of all cancer-related deaths. A disproportionate
increase in transitioning countries (from 65 percent to 94
percent) versus transitioned countries (33 percent to 57
percent) is expected due to demographic change. Despite
this, the global tumour burden is expected to reach 28.40
million cases in 2040, which is a 48 percent increase from
2020. (is will be further exacerbated by an increase in risk
factors such as smoking. Standard challenges on recognising
lung tumours in patients from decade include zero symp-
toms that are not related to age factor, patients who have
breathing problems, patients who have smoked for
30–40 years, and patients who have no symptoms[3, 4].
Numerous researchers have used a wide array of method-
ologies, including segmentation, detection, and classification
techniques; in an effort to circumvent the challenges that are
associated with the diagnosis of lung cancer [5, 6], artificial
intelligence has played an increasingly since it was first
introduced.(is is due to the fact that artificial intelligence is
suitable for solving these types of problems. (e artificial
intelligence-based supervised learning models that Pragya
and her colleagues utilised in order to detect lung tumours
and classify them as either malignant or benign can be found
in [7]. (e multilayer preceptor, support vector machine
(SVM), and key-value network (KNN) classifiers were de-
veloped as binary lung tumour classifiers, as stated by
Rodriguez et al. [8]. Dinesh and his colleagues devised a grey
wolf optimization approach, which was then combined with
a genetic algorithm in order to create a hybrid lung tumour
classifier [9]. (is was done in order to better understand
how genetic algorithms work. Traditional methods, on the
other hand, have a number of shortcomings, among which
are the facts that they are insufficient for early detection, that
they are less efficient in terms of accuracy rate, and that they
are not suitable for stage categorization.

(e construction of a DCNN consists of a four-layer
design with a ReLU activation function [9], as can be seen
above.(e researchers Zhuoliu et al. created a reinforcement
Q-learning system for the detection of tumours. (e system
classified tumours as either malignant or benign according
on the stage of their growth. (e author states that the
challenges that arose during the process of creating the RNN
model for the detection of lung cancer in terms of its lo-
calization were resolved [10].

We were encouraged by the results that these novel
strategies produced, and as a result, we made the decision to
use them in the healthcare industry [11]. As a result of our
research, we were able to develop a new prototype algorithm
that we call the Smart Lung Tumour Detector and Stage
Classifier (SLD-SC). (is algorithm is able to detect lung

cancer at the earliest possible stage by utilising information
obtained from PET scans (Figure 1).

Our group came up with the concept for an intellectual
diagnostic module that they called SLD-SC in an effort to
reduce the overall mortality rate as well as to improve their
ability to identify lung tumour cells caused by non-small-cell
lung cancer (NSLC). Unsupervised learning methods are
used in the lung cancer detector that was proposed. (ese
algorithms are used for segmentation, feature extraction,
and stage classification. In addition to the Internet of(ings,
there are cloud servers where databases may be stored. (e
diagram labelled “Figure 1” is an example of the entire
system that is being discussed.

(i) (e LIDC CT DICOM images and PET scans are
analysed to start, with the goal of determining the
amount of noise that is now present, as well as the
quantity of memory that is necessary, and so on.

(ii) A modified version of the LSTM model has been
constructed with the intention of pinpointing the
parts of the lung tumour that are most specific and
accurate. (ese zones have been segregated from
one another and are now being utilised for cate-
gorization purposes in order to establish an ap-
propriate level of lung cancer severity.

(iii) (is method makes use of multilayer convolutional
neural networks, which are abbreviated as M-CNN,
in order to efficiently categorise the various phases
of tumour development.

(iv) (e findings of a range of tests that were carried out
with the aid of numerous medical datasets are
presented in this article. (ese experiments were
carried out by the authors of this paper. In addition
to this, we make use of real-time data that was
obtained patients by way of an Internet of (ings
device.

(v) (e recommended SLD-SC has been carried out in
order to carry out performance measures for a new
technique, which may also be found in this work.
(ese measurements have been carried out in this
study.

(e structure of the paper may be broken down into the
following outline: In the second section, we looked at and
spoke about the relevant literature; in the third section, we
concentrated on the technique and went into further detail
about it. (e reasoning that underpinned this method was
deconstructed and put into the appropriate context.

2. Related Works

Alnuaim et al. developed the unsupervised learning model
known as 3D Alex Net [12].(e suggested Alex Net detection
technique is put to the test using the LUNA dataset. (e
proposed model is inefficient because there is insufficient
testing data; just 10% of the training database is being utilised.
(is results in an inability to accurately predict outcomes.

Tafadzwa et al. developed a supervised CNN predictor
with the purpose of identifying individuals with lung cancer
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who were in the early stages of adenocarcinoma (ADC) and
squamous cell carcinoma (SCC). Validation of CNN was
performed using real-time data from non-small-cell lung
cancer patients obtained at Massachusetts General Hospital
from patients in the early stages of the disease [13, 14].

Reference [14] According to the findings of the testing,
the accuracy of the suggested approach was measured at
90.85 percent [15]. Ruoxi et al. detailed the process of de-
termining the presence of EGFR mutations with the use of
computer-assisted diagnostics. (is process involves
obtaining, analysing, and fusing many types of interde-
pendent characteristics [16]. (is research makes use of an
innovative hybrid network model that is constructed using
CNN and RNN architectural components. (e CNN algo-
rithm is used to extract the quantitative aspects of an image,
and the LSTM algorithm is used to describe the connection
between the various kinds of features [17].

According to their results, multitype dependency-based
feature representations performed much better than single-
type feature representations (accuracy of 75%, area under the
curve� 0.78) when compared to traditional features that were
extracted [18]. (is strategy was developed in order to classify
the various types of cancer that can be caused by tumour RNA
sequences found in genomic data (CNN). In this particular
research [19], the performance metrics that were discussed
were recall, precision, and F1-score. According to Abdulgani
et al., label-free techniques do not cause any damage to cells
and do not result in any changes to the makeup of cells or their
innate characteristics. (e objective of this study was to en-
hance cell categorization by using observed optical profiles, and
it did so by combining recent breakthroughs in optical
measurements with Prony’s techniques [20]. He and his col-
leagues were able to locate signature genes via the development
of more accurate Tobacco Exposures Pattern (TEP) Classifi-
cation models and the discovery of the interaction connections
between those models onmany biological levels [21].(emost
current models and datasets that have been used for the ex-
ecution of a variety of algorithms are summarised in Table 1.

3. Proposed Methodology

(e proposed SLD-SC hybrid framework consists of lung
tumour detector, lung tumour segmentation, and stage
classifier modules. (ese modules allow for correct results to

be achieved in terms of “accuracy, precision, and recall.”
Figure 2 provides an overview of the proposed model, which
is then followed by descriptions.

3.1. Outline of Proposed Work

3.1.1. Input Image. A PET scan was performed every two to
three minutes in each of the eight or nine different bed
positions. A three-dimensional iterative reconstruction
approach was used to piece the photographs back together
after they had been destroyed. Every individual who took
part in the research was given the chance to provide their
informed permission. 7 female patients and 92 male patients
were present in the hospital [22]. Up to this point, there has
been no study done on the differences in tumour variability
betweenmale and female NSCLC patients. As a consequence
of this, while we were developing this research, we did not
investigate the impact of gender on the specific features of
the various cancer subtypes. It was discovered that 45 in-
dividuals were suffering from an ADC, whereas the other
patients were diagnosed with SqCC. (e data collection
performed by the Lung Image Database Consortium (LIDC-
IDRI) was responsible for providing the DICOM CT lung
images [23]. Every single DICOM lung CT scan is recorded
in the DICOM file format, which has a dimension of 512 by
512 pixels and is used to store the data. (is data collection
contains pictures of tissue slices that range from 0.45 mil-
limetres to 0.75 millimetres in diameter and 1.15 millimetres
to 2.75 millimetres in thickness. Each radiologist indepen-
dently reviewed every CT scan and assigned a label to each
lesion, based on which of the following three groups it
belonged to: nodules, seminodules, or nonnodules. (e
different forms of tumours were determined after the ex-
amination of the CT images by four radiologists [24]. Table 2
represents the patient ID with stages.

Selected nodules were characterised as “well-circum-
scribed, juxta-vascular, juxta-pleural, pleural-tail.”(e ACM
method centred its attention on a location of interest (a lung
tumour) that had a nodule size of (75× 85× 45) millimetres
[25]. It is possible to calculate a few radiologists stated the
number of voxels that were engaged across all dimensions
and extract information on the size of the nodule, as shown
in Table 2. (e features of both the genuine and the sim-
ulated nodules are mentioned in Table 2.

3.2. Lung Tumor Detection Using Modified LSTM Model.
Applications that need text recognition and voice processing
are probably the ones that make use of RNN because of the
storage capacity it offers [11]. (e process of transferring
data is carried out from one state to the next inside the
network in a sequential method. (e limitations of this
recurrent neural network include making it inappropriate
for lengthy sequence prediction, and it also suffers from
vanishing gradient corruption [26]. Connected cells and
gates form the LSTM’s memory block, which is made up of
the LSTM’s building blocks. (ese gateways and cells are
used rather often for the goals of retaining input states and
updating [27]. Table 3 represents the LSTM features [28].

Figure 1: Input image.
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LSTM performs better than conventional RNNs due to
the distinctive nature of its memory. �e structure of an
LSTM is shown below, along with a mathematical repre-
sentation of it. �e memory blocks are separated into three
categories [29]: (i) the initial loading gate (), (ii) the �nal
output gate (), and (iii) the middle inspection gate (), with
equation 3 representing the activation function.

α(a) �
1

1 + e− x
, α(a) ∈ 0, 1{ }. (1)

�e architecture of LSTM blocks may be observed in
Figure 3, along with the training function, which is indicated by
qN, and used for executing the equation that describes the
entrant states and block values. �e kernel functions, which are
de�ned by (6) and (7), are as follows.�e structure of themodel
is represented as a combination of three blocks, and this
combination is indicated as “E N (E blocks; )”. �e entrant
signals of the initial blocks are followed by various states once
the model has been constructed. Between the two di¢erent
units, u and r, the weights of the strata are denoted by the
notation “Wu, r”. When the loading signals are interfaced with
the gates at time ‘j,’ the resulting signal, which also includes the
outcome and the feedback signals, is indicated as EN (j). �e
indications of the various entrance places are listed down below.

EN(j) � qN(j)( ), N ∈ δ, α,∅{ }, (2)

PN(j) �∑
x

y
zWN ∗EN(j), N ∈ δ, α,∅{ }. (3)

�e entrant block is represented as “δ block (j-1)” and as
“Wblock (j-1)” called weights and equation.

qChv(j) �∑
x

y
zWblock∗ δblocks(j). (4)

�e product of incoming signals from cells with loading
and overlook gates, as well as previous state information, is
used to calculate the internal state of the blocks.

RChv(j) �
0 t � 0, ∅a,k(j)∗RChv(j − 1)

+∅in,k(j) . E qChv(j)( ), j> 0






, (5)

c(a) �
4

1 + e− a
− 2

� 2.tanh tanh
a

2
( ), c(a)ε[−2, 2].

(6)

“ϑChv(j)” denotes the output cell block “Chv” at the
sampling time “j” which is calculated as follows:

ϑChv(j) � ∅outj(j)∗ cChv(j)( ), (7)

α(a) � tanh
a

2
( ), h(a)ε −1, 1{ }. (8)

Table 1: Existing methodology with comparison of the performance metrics.

Paper details Techniques used in the existing methodology Datasets available Accuracy rate of the existing work
Tafadzwa et al. (2021) Supervised CNN predictor LUAD AUC � 71%
Pragya et al. (2021) SVM, KNN, and CNN LIDC-IDRI, LUNA 16 Accuracy� 91%
Kalaivani et al. (2021) Deep CNN model LIDC-IDRI Accuracy � 90.85%
Khalifa et al. BPSO-DT LUNA Acc� 88.25%
Abdulgani et al. TEP classi�cation model LUAD Accuracy � 92.65

image FNN

cloud

DICOM

multilayer
Classifier

Figure 2: Proposed work framework.

Table 2: Patient ID with stages.

Patient ID Stage
LUNG1-001 2
LUNG1-002 2
LUNG1-003 2
LUNG1-004 2
LUNG1-005 4
LUNG1-006 3

Table 3: LSTM features.

Layer 1 Layer 2 Layer n
64 64 64
256 256 256

ρcell

Wcell

input gate output gate

forget gate

Oρ

G DZ

Lρ Wρ Lμ Wμ

Oμ

Oψ

WψLψ

Cell kernel

Memory cell

μcell

Figure 3: Structure of LSTM network.
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DicomCT lung imaging makes it more diªcult to detect
nodules in the lungs than it does in other organs, such as the
brain. �is makes it more challenging to identify lung
nodules.

(1) If the lung parenchyma was not successfully restored,
the patient’s mediastinum and thoracic wall will need
to be removed from their thorax.

Step two involves the use of the Active ContourModel to
segment the part of the lung picture that represents the
tumour (ACM) [30].

3.3. Lung Tumor Segmentation. �e data were used to
generate a curve that aids in the identi�cation of tumour
sections in the relevant photographs [31]. �is curve was
then applied to the data. �e Snake model was used to create
the curve. It is necessary to begin by drawing the curve
around the item that has been provided, and then it is
necessary for the curve to move its location towards the
interior of the object before coming to an end at the object’s
limits [32]. �e proposed method generates three-dimen-
sional features for the CNN classi�er by combining two-
dimensional stochastic characteristics with three-dimen-
sional data [33]. �ese three-dimensional features are then
fed into the CNN classi�er.�e segmentation image that was
produced from a PET scan as a result of the segmentation
method is shown in Figure 4. In the dataset provided by
LIDC-IDRI, we were successful in separating out the tumour
component, as can be shown in Figure 5.

3.4. InputValidation of the ProposedWork. As can be seen in
Figure 6, the authors of this study make heavy use of the 10-
fold cross-validation technique for the LIDC-IDRI/PET
dataset. �is study made use of the dataset after it had been
randomly segmented into strati�ed 10-fold cross validation.
�e dataset is one that has been utilised in a great deal of
research that is based on deep convolutional neural networks
as well as traditional machine learning techniques applied to
bioimages and biosignals [34]. A high-performance com-
puting system was developed by the use of a personal
computer equipped with an NVIDIA GeForce GTX 1650, a
Deep CNN model that was trained from the ground up,
along with some random weight (HPC). �e number of
epochs that will be used for each training phase will be 150
from the dataset that has been provided, and early stopping
procedures have been used so that the dataset does not get
over�t [35]. In addition, the accuracy analysis with relation
to epochs is shown in a very straightforward manner in
Figure 6, which covers both the training data and the val-
idation data.

Figure 7 shows the performance metrics of the proposed
work.

3.5. Lung Tumor Stage Classi cation. �e human brain is
used to stimulate arti�cial neural networks, which enables
machine learning to be applied to the solution of compli-
cated issues [36]. Deep learning is one of the sub�elds that

fall under the umbrella of machine learning (DL). Figure 8
shows the classi�cation-based image database.

�e DL method is used for the task of extracting
characteristics from massive volumes of data; using DL
algorithms to glean useful information from massive
amounts of data is advantageous in a number of di¢erent
ways [36]. Because identifying a feature takes a signi�cant
amount of time andmay be quite expensive, learning-related
applications of DLmethods do not need the usage of labelled
data in any way. In the context of healthcare, we could have
both labelled and unlabelled kinds of data, such as X-ray
photos taken regardless of the patient’s medical state [37],
enormous volumes of data that are not labelled. Figure 9
shows the basic CNN structure.

�ere are various di¢erent deep learning strategies
available for your selection. In this part of the article, we
discussed some of the most often used examples among
them. (1) An arti�cial neural network, also known as an
ANN, is a method for deep learning that consists of a
multitude of hierarchical layers and uses perceptrons [38],
which are essentially neurons, as its fundamental building
pieces. �ere are many layers used, starting with the input
layer and going to the hidden layer, which performs the
functions of both the training layer and the output layer.�e

Figure 4: CT image after preprocessing.

X 376
Y 139
Level 2.38654

Figure 5: Segmented input image dataset.
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process begins with the input layer. It is conceivable that the
results will not be improved even if the number of concealed
layers is greatly increased.�is is one of the possibilities [39].
Over�tting may also occur if a high number of layers are
added all at once. �is can lead to a huge number of dis-
tortions, which can provide an excessive amount of inter-
ference in the data that is being collected. �is can cause
over�tting. Up until this moment, the convolutional neural
network, also known as a CNN (Figure 7(a)), has been the
most recognised example of a useful technology in the �eld
of healthcare. A °ight path that has a static extent is being
used here as an input [40]. It is possible to utilise it to process
medical data, such as image processing for the diagnosis of
lung tumours, for instance. It is feasible to connect a large
number of perceptrons together and give each of them a
weight that is capable of being changed after each iteration of
the algorithm [41]. A network is said to be feedforward if
waves only go in one direction through it, from the input
layer all the way to the output layer. �is means that the
feedforward network only has one direction in which waves
may travel [42].

Figure 10 shows the architecture of proposed technique.
It is also one of the deep learning approaches that is used the
most frequently. �e fact that it is classi�ed as a feedforward
network while having several layers indicates that its op-
eration proceeds in just one direction, namely, from input to
output [43]. �e transmission of data via the process layer
results in the extraction of useful features from the input
data, which are then shown in the output layers as a direct
consequence of the extraction. In the �eld of medicine, it is
used to the process of diagnosing sickness based on samples
of tissue collected from patients. Read structures, which are
sometimes tough to interpret by human medical profes-
sionals, are encouraged to be used as a result of this. Fig-
ure 10 is a representation of the proposed architecture for
the CNN, which, when implemented, would result in the
classi�cation of lung tumour stages based on the data ob-
tained [44]. Table 4 shows the tumor stages.

When compared to other types of tumours, the staging
method that is used for lung tumours is what distinguishes
them [45]. �e techniques that are used for determining the
stage of a lung tumour are, for the most part, de�ned by the
speci�c experiences of doctors as well as the general
agreement of the medical community found in both Tables 4
and 5.

3.6. IoMT Framework. An IoMT-based lung tumour iden-
ti�cation and stage classi�cation approach is discussed in
this part of the study. �is methodology makes use of deep
learning algorithms to predict the lung tumour picture that
has been provided by the public and an end user. Figure 11
shows the Internet of things architecture.

�e Internet of �ings (IoT) devices are networked with
one another in the �eld of computer vision for the purpose of
data transfer across a network. �is calls for interaction
between people and computers, in addition to contact be-
tween individuals on the human side. �e connection
provided by the Internet of �ings (IoT) is seeing meteoric
expansion in the realm of healthcare.�is endeavour will not
only be useful to patients, but also to the doctors who treat

Image Database
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Dataset

Feature
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Feature
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Classification
Accuracy

CNN
Classifier

Testing
Dataset

Figure 8: Classi�cation based on image database.

BASIC CNN STRUCTURE

Figure 9: Basic CNN structure.
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those patients. For instance, with the assistance of a con-
nection to the Internet of �ings, patients can get preven-
tative advice from their doctor without having to see him or
her, and they can also submit real-time data to their doctor
for improved treatment without having to pay a visit. Both of
these bene�ts are made possible without the patients having
to physically see their physician. Both of these advantages are
available to patients without the prerequisite of their having
to schedule an appointment. Figure 11 illustrates how data
may be gathered and transferred between devices that are
located in di¢erent locations by using sources that are ac-
cessible, such as networks and sensors. �e diagram is a
useful tool for illustrating this procedure. �e Internet of
�ings (IoT) is an essential technology that at the moment

has the potential to be employed in the administration of
remote medical care. �e Internet of �ings (IoT) is a
network of linked devices that may be worn or implanted
and are powered by lightweight and tiny batteries. �ese
devices may also communicate with one another through the
Internet. It distributes the information that was gathered by
sensors and transmitted through the network to medical
institutions, such as hospitals and clinics, in addition to
sending it to other sites. It is vital that the data be safe-
guarded while simultaneously making it accessible to all
relevant parties since the existence of this data, which is
developing at a rapid pace and may be referred to as “big
data,” making it necessary for the data to be protected. �e
data will be shared in an eªcient way by making use of an
intelligent and secure architecture, which will be put into
place at a variety of medical institutions.�is will ensure that
the data is kept con�dential. Figure 4 depicts the compre-
hensive structure of the system as a whole, which is based on
block chains and makes use of cloud storage to store elec-
tronic medical records (EMRs) and other types of infor-
mation.�e information that was acquired by instruments is
�rst delivered to a PDA device under the architecture that we
propose. After that, the PDA device will produce the hash of
the medical information by making use of the typical hash
algorithms. At this point, the hash will be uploaded to a
private block chain link that is accessible through the In-
ternet. Everyone involved in the healthcare industry, like as
hospitals, insurance companies, laboratories, and other
organisations, will function as a block-chain node to enable
the free °ow of information. �is includes patients, doctors,
and lab technicians. �is includes hospitals, clinics, and
research centres as well as other types of labs. Hash is being
directed by a PDA device; it will be recognised by every node
in the network. �is data block has to be validated and
veri�ed with the help of the nodes so that the hash can be
identi�ed.�e authentication operation is carried out on the
basis of the hash that has already been established, and after
that, as is customary, the hash of the most recent data block
is compared to the hash that has already been established. It
is possible that the hash of the most recent block of data
generated by the PDA device will be included in the block of
data that is produced by the PDA device. �is is something
that is a possibility. �ere is a possibility that this will take
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Figure 10: Architecture of the proposed technique.

Table 4: Lung tumor stages classi�ed based on its size.

Features Extracted
Standard deviation 0.12346
Mean 0.24597
Median 0.36798
Entropy 0.46479
Skewness 0.89764

Table 5: Estimated classi�cation results for test data.

Images Classi�cation trained Classi�cation tested
Img 1 Class 1 Class 1
Img 2 Class 2 Class 2
Img 3 Class 1 Class 1
Img 4 Class 1 Class 1
Img 5 Class 2 Class 2
Img 6 Class 1 Class 1
Img 7 Class 2 Class 1

CT IoT cloud computing doctor

Figure 11: Virtual monitoring and E-diagnosis framework.
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place. (e overwhelming majority of the nodes that com-
prised the block chain required authenticating blocks before
they could participate.

Following the completion of the approval process, the
block will be placed to the queue, at which time it will be
assigned an identification in the form of an ID number and a
concealed key that cannot be replicated will be generated.
After having been sent earlier, the ID and key are then
received by the PDA device where they were previously
delivered. Using the key, the PDA device encrypts the real
medical data and then sends the encoded data, together with
the ID and hash of the health data, to the cloud-based
database server so that it can be further processed. (e ID
and hash of the health-data are used in the verification
process to ensure that the data are genuine. If someone
makes an attempt to corrupt the data stored in a single block,
then that attempt will have an impact on the data stored in
the blocks that follow it in the chain. After the data has been
recognised by using the ID and decoding has been com-
pleted by using the key, certain medical institutions may
make a request to access medical information that has been
compiled and stored in the cloud storage. (is request could
come after the data has been recognised using the ID. Pa-
tients will gain access to the previously encrypted medical
information as soon as the decoding procedure is finished.
As a result of the fact that a great number of apps for medical
care that are powered by deep learning employ this answer as
the default, it is essential to be familiar with it. In the realm of
healthcare, deep learning systems have a great many dif-
ferent applications that they may do. Several of these ap-
plications, such as Medical Assessment Provision, Modified
Managements, and Predictive Healthcare, amongst others,
have been discussed in the past. (e fact that this archi-
tecture facilitates the safe transfer of data across a large
number of health institutions and that the data may be used
in a diverse collection of applications that are pertinent to
the field of medical care is the primary advantage that this
architecture provides. In our design, the prerequisites for
adequate safety have been satisfied. Authenticated users are
the only ones who can see and save data, whereas all other
users are unable to do so. Figure 12 shows the IoMT
framework.

Techniques using cryptography are helpful in the safe-
guarding of confidential information. Both the design of the
block-working chain and the fact that the access-regulator is
centred on a secret key contribute to the fact that the sys-
tem’s integrity is not compromised in any way. Due to the
fact that the hidden key can only be created by the nodes of
the block chain, information can only be decrypted by those
nodes. It is also important to note that basic safety measures
contributed to the value of IoMT and cloud-supported
medical care structure advantages in order to prevent other
calculating difficulties that result in extra resource con-
sumption as a result of the independent execution of en-
cryption algorithms. (is is important to note because it is
important to note that basic safety measures contributed to
the value of IoMT and cloud-supported medical care
structure advantages. If the strategy of encrypting infor-
mation at the source and then decrypting it at the matching

destination is employed, it will take a lengthy time, which is
unacceptable in applications such as health care. (is is
because medical information is accessible by a large number
of parties.

4. Analysis with the Experimental Outcomes

Utilizing several learning modules, the framework is con-
structed inside of an integrated development environment
(IDE) written in Python. For the objectives of pretraining
and evaluation, both LIDC-IDRI scanned images and PET
scanned photos are used in conjunction with one another.
(e platforms that have been used to verify these models are
as follows: “NVIDIA JETSONGPU System-on-Module with
256-core NVIDIA PascalTM GPU architecture and 256
NVIDIA CUDA cores” and “NVIDIA JETSON GPU Sys-
tem-on-Module with 256-core NVIDIA PascalTM GPU
architecture and 256 NVIDIA CUDA cores.” When com-
pared to other models that are presently being used, the
model that has been presented has a lower level of temporal
complexity. (is can be attributed to the model’s optimal
speed as well as its efficient design.(is is due to the fact that
the model that was recommended was created. Applying the
standard formula, which is presented for your reading in the
following part for your convenience, is what is done to
determine the performance parameters.

Figure 13 depicts a comparative comparison of our
proposed model with current models, such as the SVM
model and the enhanced FCM model, using performance
indicators, such as accuracy, sensitivity, and specificity.

In Figure 14, TS-1 to TS-5 describe the types of stages in
lung cancer that is predicted correctly and misclassified. It
shows that the TS-1 can be found at early stages with 88.56%
accuracy rate.

lung cancer
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Outcome with
performance

metrics

diagnostic
results

Figure 12: IoMT framework.
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Figure 15 shows the results of a comparison between the
proposed technique with the performance metrics of
existing IoMT techniques are shown in Figure 15.�is is as a
result of the utilisation of superior lung tumour segmen-
tation techniques for more accurate tumour prediction
selection.

5. Conclusion

�is article focuses on the construction of a lung tumour
detector that is based on the Internet of �ings in order to
decrease the mortality rate that is linked with lung tumours.
�e suggested SLD-SC module was able to identify the
tumour with a higher degree of precision thanks to the use of
unsupervised learning neural networks both as a predictor
and stage classi�er. �e LSTM model, which is the most
popular Q-learning model, has had its structure updated,
and it has been constructed as a lung tumour detector based,
among other things, on characteristics retrieved from
DICOM and PET scanned pictures. �is was accomplished
by using the information obtained from those two types of
images. On the basis of the segmented photos, which are
subsequently fed back into the segmenter, a multilayer CNN
model is used to identify and grade each patient’s severity
level. �is information is then sent back into the segmenter.
For the segmented images that were put through the eval-
uation process, an accuracy level of 97 percent in stage
categorization was achieved. �ese deep learning and smart
lung tumourmodels are able to identify tumours at an earlier
stage than was previously possible, and this is made possible
by the use of superior virtual monitoring and E-diagnosis
tools. During the course of our future work, we want to �rst
construct and then analyse the suggested system for huge
databases. Following that, we will publish our results about
how the system is able to manage vast amounts of hospital
data in a secure manner. In addition to that, it is intended
that throughout the course of future development, this
prototype will be turned into a fully functional Internet of
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Figure 13: Estimated performance metrics for validating the proposed SLD-SC model.
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(ings hardware. Limitations of the proposed work include
only few characteristics that have been retrieved for cancer
nodules. No preprocessing like noise reduction and picture
smoothing which might possibly help in boosting the de-
tection of nodules correctly has been applied. No catego-
rization as benign or malignant of removed cancer has been
conducted [46–49].
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�e focus of this research is to isolating and identifying bacteria that produce calcite precipitate, as well as determining whether or
not these bacteria are suitable for incorporation into concrete in order to enhance the material’s strength and make the en-
vironment protection better. In order to survive the high “potential of hydrogen” of concrete, microbes that are going to be added
to concrete need to be able to withstand alkali, and they also need to be able to develop endospores so that they can survive the
mechanical forces that are going to be put on the concrete while it is being mixed. In order to precipitate CaCO3 in the form of
calcite, they need to have a strong urease activity. Both Bacillus sphaericus and the Streptococcus aureus bacterial strains were
evaluated for their ability to precipitate calcium carbonate (CaCO3). �ese strains were obtained from the Department of
Biotechnology at GLA University in Mathura. �is research aims to solve the issue of augmenting the tension and compression
strengths of concrete by investigating possible solutions for environmentally friendly concrete. �e sterile cultures of the mi-
croorganisms were mixed with water, which was one of the components of the concrete mixture, along with the nutrients in the
appropriate proportions. After that, the blocks were molded, and then pond-cured for 7, 28, 56, 90, 120, 180, 270, and 365 days,
respectively, before being evaluated for compressibility and tensile strength. An investigation into the e�ect that bacteria have on
compression strength was carried out, and the outcomes of the tests showed that bacterial concrete specimens exhibited an
increase in mechanical strength. When compared to regular concrete, the results showed a maximum increase of 16 percent in
compressive strength and a maximum increase of 12 percent in split tensile strength. �is study also found that both bacterial
concrete containing 106, 107, and 108 cfu/ml concentrations made from Bacillus sphaericus and Streptococcus aureus bacteria
gave better results than normal concrete. Both cluster analysis (CA) and regression analysis (RA) were utilized in this research
project in order to measure and analyze mechanical strength.

1. Introduction

Concrete is thought of as a homogeneous substance since it
is created by combining cement, coarse and �ne aggregate,
and water in a certain ratio. Concrete is a porous material
and is sensitive to various assaults such as chloride, CO2,
sulfate, freeze and thaw cycles, and others because it is made
up of voids that are referred to as pores [1, 2]. Since these

pores are typically associated with one other, concrete is a
porous substance. Concrete has a design life of �fty years,
but owing to these assaults, it deteriorates considerably more
quickly than expected. �e infrastructure is built of concrete
[3–5]. Cementitious concrete is the most often used building
material and is also one of the most essential substances used
in construction business. Its annual production is around
10 km3/per year, and it is one of the very important materials

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 4411876, 12 pages
https://doi.org/10.1155/2022/4411876

mailto:arfatkhan@kku.ac.th
mailto:frie.ayalew@aastu.edu.et
https://orcid.org/0000-0002-2189-3974
https://orcid.org/0000-0002-1086-457X
https://orcid.org/0000-0003-0918-8874
https://orcid.org/0000-0002-1368-2640
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4411876


in the construction industry. Cement is the sole component
that is made, whereas the rest are naturally occurring and
sourced from the area [6]. *e manufacturing of 1 ton of
cement results in the release of around 1 ton of carbon
dioxide, and the building industry is responsible for ap-
proximately fifty percent of the world’s total CO2 emissions.
Because of its adaptability, concrete is employed in the
construction of a wide variety of structures, including
bridges, large buildings, off-shore constructions, airports,
sidewalks, railroad beds, and deep foundations, despite the
fact that it is fragile and has a low resistance to stress [7–9]. A
great number of concrete buildings are plagued by early
deterioration issues such as carbonation and chloride attack,
both of which ultimately result in the buildings needing to be
repaired and retrofitted. Over the last several years, research
into microbial (CaCO3) calcium carbonate has been more
popular in the field of building engineering. It is seen as a
potentially fruitful novel method for extending the useful life
of cement-based buildings [10–12]. *e CaCO3 calcium
carbonate precipitation that results from metabolic activity
of various microbe species, such as sulfate-reducing mi-
crobes, ureolytic microbes, nitrate reducing microbes, and
oxidation of organic microbes, is what allows this method to
self-heal the gaps in the concrete and the inevitable
microcracks that will form in the concrete. For instance,
ureolytic microbes are responsible for the production of an
enzyme known as urease, which decomposes urea into
carbonate ions [13, 14]. According to the findings of our
earlier studies, the process of carbonate precipitation by
microbes was carried out by utilizing ureolytic microbes.
Since they produce an enzyme called urease, these microbes
are able to affect the precipitation of CaCO3 in a given
environment. *is enzyme catalyzes the hydrolysis of urea
into carbon dioxide and ammonia, which ultimately results
in a rise in both the pH and the amount of carbonate in the
surrounding/environment in which the microbes are found.
*e incorporation of microbial species into concrete has
increased its strength and endurance, providing additional
benefits in the form of environmentally friendly and cost-
effective alternatives. Since bacteria thrive at alkaline pH, the
concrete’s resistance to alkali assault, chemical attacks,
freeze-thaw strike, and drying shrinkage is significantly
improved [15–17]. In a similar vein, the compression
strength of Bio-Concrete was the subject of a great deal of
research in order to evaluate the efficacy of bacteria-based
self-healing in the existing body of scholarly work. *is is
due to the fact that the strength of concrete is regarded as an
essential metric that represents the uniformity of a concrete
mix as well as the components of the material being used
[18–20]. *e compressive strength test has a direct bearing
on the general performance of the concrete as well as its
attributes. As a result, the compression strength technique
has been widely utilized to analyze the process of microbes-
based self-healing in cementitious concrete, combining
bacteria and associated chemical compounds in the research
that has been published [21, 22]. An examination of the
relevant literature reveals that virtually all bacteria are ca-
pable of producing calcium carbonate (CaCO3) as a pre-
cipitate; however, for the selected bacteria to provide the

greatest advantages, they must be alkaliphilic and thermo-
philic. Bacillus sphaericus, which is an alkaliphile and pre-
cipitates (CaCO3) calcium carbonate with a higher density,
and Streptococcus aureus, which is also an alkaliphile and
increases the compressive strength of concrete, are both
beneficial microorganisms [23, 24]. For instance, the re-
search group “Chattopadhyay et al.” found that the com-
pression strength of bacterial mortar increased with time,
specifically at seven, twenty-eight, and fifty-six days, in
comparison to the normal mix. *e precipitation of CaCO3,
which filled the gaps and improved the texture of the
concrete as a result, was thought to be responsible for the
increase in compression strength that was observed. Ad-
ditionally, “Ryu et al.” came to the conclusion that the
highest increase in compression strength was observed at a
microbial cell concentration of 30×105 cfu/mL, and also
that the compressive strength declined once this value was
exceeded [25]. In a similar vein, the “Manikandan et al.”
study indicated that a rise in compressive strength occurred
even at a high concentration level of 108 cells/mL. In the
same vein, the greatest notable improvement in compression
strength was seen when there were 106 cells per milliliter of
solution [26]. Predictions of compressive strength are ex-
tremely valuable because of the significant savings in both
money and time that they provide. Because of this fact,
researchers have been motivated to construct a mathe-
matical model that correctly forecasts the strength of various
forms of concrete. Despite this, there still is not a prediction
formula or code requirements for estimating the strength
properties of microorganism concrete [27, 28].

In order to find a solution to the problem of increasing
the tensile and compression strengths of concrete, the
purpose of this study is to investigate potential options.
Microorganisms grown in sterilized cultures were combined
with water, which was one of the components of the concrete
mixture, along with the nutrients in the right amounts. After
that, the blocks were cast, and then they were pond-cured for
7, 28, 56, 90, 120, 180, 270, and 365 days, respectively, before
being assessed for compressibility and tensile strength. In
order to assess and investigate the nature of mechanical
strength, this research study made use of both cluster
analysis (CA) and regression analysis (RA). After a thorough
study of old papers, the researcher found that not much
research has been done with Bacillus sphaericus and
Streptococcus aureus bacteria and also found that till date no
researcher has done a thorough study of the results through
cluster analysis for Bacillus sphaericus and Streptococcus
aureus bacterial concrete.*e researcher used three different
concentrations, namely 106, 107, and 108 cfu/ml, of Bacillus
sphaericus and Streptococcus aureus bacteria to determine
the relationship between bacterial concrete and normal
concrete.

*is paper shows the introduction of the study in Section
1 and the materials used for the research in Section 2,
bacteria (Bacillus sphaericus and Streptococcus aureus) used
in Section 2.1, and research methodology in Section 3.1;
Section 3.2 shows bacterial culture techniques, Section 3.3
shows concrete mix design, Section 4 shows results and
discussion, and Section 5 shows conclusions.
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2. Materials Used

OPC (ordinary Portland cement) of the grade 43 was utilized
in this experimental endeavor. In accordance with IS 4031-
1996 [29], this OPC was evaluated for both its physical
qualities and its optical properties. *e specific gravity,
Blaine’s fineness [30], soundness, and compressive strength
of Portland cement were all measured and analyzed to
identify their respective qualities [31, 32]. In this particular
project, the fine aggregates consisted of river and crushed
stone sand, both of which were sourced locally and were
readily accessible. Sand from rivers typically has a
specific gravity of about 2.68. As a coarse aggregate for this
project, crushed granite-shattered stone with a nominal size
of 20 millimeters is being employed [33–35]. In the ex-
perimental study, safe and potable water that was readily
available in the local area was utilized for all combinations.
Table 1 presents the variables studied and the procedure of
bacterial concrete.

2.1. Bacillus sphaericus Bacteria and Streptococcus aureus
Bacteria. Both Bacillus sphaericus and Streptococcus aureus
were obtained from the Department of Biotechnology at
GLA University in Mathura. *e fact that the microor-
ganisms Bacillus sphaericus and Streptococcus aureus are
able to survive in the highly alkaline surroundings of con-
crete during the formation of CaCO3 crystals on concrete
suggests that the presence of the microbes had no negative
implication on the hydration of reaction, which forms a
dense CaCO3 crystal in liquid medium [39, 61]. Ureolytic,
Gram +ve, anaerobic, and round-spore-forming Bacillus
sphaericus and Streptococcus aureus at a temperature of
four degrees Celsius were grown on nutrient agar slants, and
they were subcultured once every fifteen days on a medium
that had been filtered and sterilized [59, 62].

3. Methodology

3.1. Research Methodology. *e gathering of particular ex-
perimental data that contributes to a better understanding of
microorganism concrete and the features it possesses is the
primary aim of the current experimental research (durability
and strength). In the current experimental inquiry, tests on
the behavior of hardened and fresh characteristics of or-
dinary concrete grade and normal grade concrete without
and with the inclusion of microbes have been carried out.
*ese studies were carried out as part of the experimental
study. Concrete in its hardened state is subjected to the
appropriate laboratory tests, which enable the concrete
strength, such as compression strength and tension strength.
Research process methodology is shown in Figure 1.

*e primary purpose of this experimental inquiry is to
investigate the strength of normal concrete and bacterial
concrete. *e current work may be broken down into three
distinct stages:

Phase 1: growth of bacteria and culturing technique of
bacterial concrete

Phase 2: to study the compression strength and split
tensile strength of bacterial concrete
Phase 3: regression analysis and cluster analysis

3.2. Culturing Technique of Bacteria. Both Bacillus sphaer-
icus and Streptococcus aureus were cultivated in a medium
that was designed for the improved generation of CaCO3. *is
medium includes baking soda, ammonium chloride, urea, and
CaCl2, and it was dissolved in distilled water [36]. In order to
determine the growth curve, the colonies were cultivated in
batch culture aerobic endurance at 37 degrees Celsius and
100 revolutions perminute for a period of time [37, 41]. During
this process, aliquots of the cells were taken out for optical
density measurements and standard plate enumeration. We
used a UV-vis 3000plus dbl spectrometer [63] to determine the
initial concentration at 600nm, also known as OD 600 (De-
partment of Biotechnology, GLA University, Mathura).

3.3. Mix Design of Concrete. Concrete of the grade M30 was
mixed in accordance with the standards set out in IS 10262-
1982 [64]. For an exposure level of moderate and a water to
cement ratio of 0.46, the amount of cement necessary to
produce 1m3 of concrete is 400 kg. Casting concrete into
cubes of size 100 millimeters by 100 millimeters by 100
millimeters is carried out to determine the concrete’s
compressive strength, and casting concrete into cylinders of
size 100 millimeters in diameter and 200 millimeters in
length is carried out to determine the concrete’s split tensile
strength. Mix design is shown in Table 2.

4. Result and Discussion

4.1. Compression Strength. *e evaluation of the effect that
the incorporation of microorganisms into the mixture has
on the compression strength and stiffness of cement con-
crete blocks is another factor that is taken into consideration
[65–67]. *e compression strength of the concrete was
enhanced as a result of the influence of the bacterial isolates,
as can be seen in Figures 2, 3, and Table 3. It is clear that the
compression strength of microorganism concrete is
significantly higher than that of the conventional concrete.
*e increase in compressive strength that is brought about by
bacteria is presumably brought about by the deposition of
calcium carbonate [67] on the surfaces of the microbe cell and
the gaps inside the concrete, which plugs the holes that are
present in the binder matrix [68, 69]. *e filling of the gaps
inside the concrete with microbiologically generated concrete
mixes is the primary cause of the increase in compression
strength [70]. *e findings of the study indicated that the
addition of bacteria to concrete led to an increase in com-
pressive strength, which, in turn, would lead to an im-
provement in the concrete’s overall performance.

4.2. Split Tensile Strength. In order to evaluate the tension
strength of each mixture, three cylinders measuring 100mm
by 200mm were casted for every combination. In order to
create these cylinders, a mold made of cast iron and steel was
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Table 1: Variables studied and procedures of bacterial concrete.

Materials used Durability and mechanical test Existing structure
Pseudomonas bacteria [36–39] Compression strength [40–42] Self-healing [16, 43–45]
Bacillus subtilis [2, 4, 34] Tension strength [5, 46–48] Resettlement of original structure [1, 16, 49, 50]
Megaterium bacteria [5, 51, 52] Flexural strength [3], [28, 53, 54]
Cereus and sphaericus bacteria [55–57] Durability characteristics [12, 19, 58–60]

y= –2.2923× + 4624.4
R2 = 0.702
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Figure 1: Research process methodology.

Table 2: Materials utilized in concrete mix design in detail.

Concrete Mix Id Sample Bacteria cell
concentration (ml) OPC Coarse

aggregate
Fine

aggregate Water

Normal concrete Conv.
A — 400 1457 940 168
B — 400 1457 940 168
C — 400 1457 940 168

Bacillus sphaericus bacterial concrete

SP1
A SP106 400 1457 940 168
B SP107 400 1457 940 168
C SP108 400 1457 940 168

SP2
A SP106 400 1457 940 168
B SP107 400 1457 940 168
C SP108 400 1457 940 168

SP3
A SP106 400 1457 940 168
B SP107 400 1457 940 168
C SP108 400 1457 940 168

Streptococcus aureus bacterial concrete

SA1
A SA106 400 1457 940 168
B SA107 400 1457 940 168
C SA108 400 1457 940 168

SA2
A SA106 400 1457 940 168
B SA107 400 1457 940 168
C SA108 400 1457 940 168

SA3
A SA106 400 1457 940 168
B SA107 400 1457 940 168
C SA108 400 1457 940 168
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utilized. Casting and curing times for each mix percentage
were as follows: seven days, twenty-eight days, �fty-six days,
ninety days, one hundred eighty days, two hundred seventy
days, and three hundred sixty-�ve days. In accordance with
the Indian Standard code IS 516–1959 [71], a split tensile
strength test is performed at the ages of seven days, twenty-
eight days, �fty-six days, ninety days, one hundred twenty
days, one hundred eighty days, two hundred seventy days,
and three hundred sixty-�ve days using a compressive
testing machine with a capacity of two thousand

kilonewtons.�e loading part and the surface of the cylinder
specimen are separated by a wooden strip so that there is no
direct impact from the loading on the cylinder [55, 72, 73].
As shown in Figures 4, 5, and Table 4, the e�ect of the
bacterial isolates resulted in an increase in the split tension
strength of the concrete.�is improvement can be attributed
to the fact that the concrete was allowed to cure at a higher
temperature [58]. It would suggest that the addition of
Bacillus sphaericus and Streptococcus aureus was respon-
sible for the rise in the splitting tension strength.
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Figure 2: Graphical representation of compression strength result at di�erent days’ intervals.
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Figure 3: Graphical representation of average compression strength result at di�erent days’ intervals.
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4.3. Predicted Split Tension Strength. �e �ndings of the
experiments were evaluated using regression analysis [43],
which led to the discovery of the link between the com-
pression strength of microbiological and normal concrete as
well as tension strength of microbiological and normal
concrete. �is relationship may be expressed as equation (1),
[74]. �e predicted tensile strength’s results at di�erent day
intervals are shown in Table 5 and Figures 6 and 7.

Ftensile � 0.23fcompression0.73 . (1)

4.4. Regression Analysis. �e results of an experiment are
depicted in Figure 8, which shows the link between
the tension strength and the compression strength of bac-
terial concrete that was made with the bacteria Bacillus

Table 3: Compression strength result at di�erent days’ intervals.

Day Sample Normal concrete
Bacillus sphaericus bacterial concrete Streptococcus aureus bacterial concrete

106 cfu/ml 107 cfu/ml 108 cfu/ml 106 cfu/ml 107 cfu/ml 108 cfu/ml

7 days
A 21.71 26.32 27.31 25.53 24.91 25.61 23.36
B 20.39 25.16 26.63 25.32 23.31 25.74 22.34
C 19.86 25.72 27.81 26.72 23.67 23.31 23.91

28 days
A 35.61 39.72 40.19 38.32 38.61 39.65 37.31
B 36.32 38.31 41.62 39.61 38.39 38.23 35.64
C 35.68 37.69 40.03 38.59 37.42 39.69 37.65

56 days
A 40.88 42.39 44.39 41.67 43.23 45.37 42.37
B 40.32 40.61 43.27 40.31 42.64 44.47 41.86
C 41.23 42.13 43.53 40.63 41.35 44.83 43.73

90 days
A 43.61 49.24 49.57 47.67 49.23 49.91 47.21
B 41.08 49.67 47.62 45.34 48.27 48.07 46.63
C 42.71 48.63 49.67 47.57 49.86 49.03 47.67

120 days
A 45.83 51.71 52.37 49.54 52.71 53.43 49.87
B 44.65 52.16 50.33 48.62 52.65 53.41 49.31
C 45.79 51.75 52.64 49.37 53.53 52.62 49.64

180 days
A 47.64 53.62 54.45 51.47 54.43 55.53 51.07
B 47.64 53.49 53.43 50.39 53.41 55.61 52.31
C 46.59 51.35 53.06 50.87 53.63 55.39 50.03

270 days
A 46.23 55.12 56.39 52.39 56.86 57.74 52.75
B 48.23 53.19 54.71 52.61 55.37 56.81 51.21
C 48.17 55.64 56.23 52.39 56.26 56.37 52.86

365 days
A 49.13 56.87 57.61 53.67 56.07 58.96 53.39
B 49.08 56.61 56.63 54.89 56.61 57.07 53.61
C 50.23 56.12 57.81 52.93 57.37 58.83 53.37
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Figure 4: Graphical representation of split tension strength result at di�erent days’ intervals.
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sphaericus and Streptococcus aureus. �e linear equation
displays not only the percentage correlations between
compression strength and split tensile strength (σ) [75] but
also the regression coe«cients (R2) [76] that were derived
from the equation that was shown below.

y � 0.249x − 4.4595. (2)

�e following value for the regression coe«cient, R2

(0.8813), indicates that the regression line as well as the
statistics of compression strength and split tensile strength

7 Day’s 28 Day’s

SP 1
SP 2

SA 2
SA 3

SP 3
SA 1

56 Day’s 90 Day’s 120 Day’s 180 Day’s 270 Day’s 265 Day’s

Conv

13
12
11
10

9
8
7

Te
ns

ile
 S

tre
ng

th
 (M

PA
)

6
5
4
3
2
1

Figure 5: Graphical representation of average split tension strength result at di�erent days’ intervals.

Table 4: Tension strength result at di�erent days’ intervals.

Day Sample Normal concrete
Bacillus sphaericus bacterial concrete Streptococcus aureus bacterial concrete

106 cfu/ml 107 cfu/ml 108 cfu/ml 106 cfu/ml 107 cfu/ml 108 cfu/ml

7 days
A 2.03 2.68 2.91 2.39 2.31 2.56 2.3
B 2.11 2.39 2.89 2.41 2.29 2.63 2.16
C 2.13 2.7 2.93 2.52 2.17 2.81 2.21

28 days
A 3.16 4.51 5.31 4.31 4.62 6.02 4.27
B 3.23 4.31 5.62 4.16 3.98 6.13 4.31
C 3.68 5.03 5.17 4.39 4.57 5.87 3.92

56 days
A 4.16 6.23 7.08 5.23 5.17 6.31 5.13
B 4.39 6.13 7.16 5.16 5.93 6.42 5.31
C 4.08 6.27 7.11 5.39 5.23 5.98 5.27

90 days
A 5.09 7.18 8.21 6.08 6.14 7.21 6.17
B 5.67 7.23 8.18 6.17 6.31 7.52 6.19
C 5.83 6.98 8.31 5.87 5.93 7.43 6.45

120 days
A 5.98 8.17 9.17 7.17 8.03 8.13 7.17
B 5.87 8.31 9.19 7.77 8.12 8.39 7.13
C 5.92 8.42 8.92 7.52 8.11 7.81 7.06

180 day’s
A 6.13 9.16 10.16 8.13 8.87 9.16 8.16
B 6.34 9.38 10.23 8.91 8.92 9.23 8.32
C 6.24 8.93 10.08 7.86 8.99 9.33 8.05

270 days
A 6.87 10.19 11.26 8.17 9.62 10.19 8.91
B 6.67 9.89 11.38 8.39 9.39 10.27 8.89
C 6.54 10.21 10.97 8.17 8.91 9.89 7.98

365 days
A 6.91 11.31 12.03 9.16 10.11 11.61 9.17
B 6.97 11.22 11.98 9.71 10.27 11.91 9.23
C 7.08 11.34 11.91 8.98 10.33 11.89 9.31
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values has a solid connection with one another. As can be
seen from equation (2), the tensile strength improves as the
compressive strength does.

4.5. Cluster Analysis. Multivariate statistical techniques are
typically utilized for the categorization, analysis, and
interpreting of big data sets. �ese approaches are also
employed for the decrease of a dimension of complicated
datasets with a minimal loss of original data [77]. Cluster

analysis is a method of unsupervised pattern classi�cation
that organizes the objects into the categories (clusters) on the
basis of their commonalities within a category and their
di�erences from other categories. �e �ndings of CA lend a
hand in data interpretation and point to patterns in the data.
�e square root of the average squared of the distinctions
among corresponding values is computed in order to derive
the distance from site in the Euclidean distance, which is one
of the measurements that is utilized most frequently in order

Table 5: Predicted tensile strength result at di�erent days’ intervals.

Day Sample Normal
concrete

Bacillus sphaericus bacterial concrete Streptococcus aureus bacterial concrete
106 cfu/ml 107 cfu/ml 108 cfu/ml 106 cfu/ml 107 cfu/ml 108 cfu/ml

7 days
A 2.038227629 2.503436224 2.571832482 2.448358056 2.404809379 2.453956321 2.294631801
B 2.077793632 2.422404145 2.524926774 2.433640017 2.291045402 2.463043444 2.221051093
C 2.038227629 2.461646233 2.606120893 2.531153289 2.316821444 2.291045402 2.333946661

28 days
A 3.121586521 3.380684022 3.409839839 3.293278443 3.31145373 3.376333718 3.229685754
B 3.166899629 3.292651047 3.497988291 3.373846899 3.297668971 3.287630294 3.123506065
C 3.126064779 3.253665605 3.399924843 3.310201448 3.236634043 3.37881986 3.251144495

56 days
A 3.452476917 3.545113386 3.6664519 3.501055467 3.596259797 3.725366843 3.543892297
B 3.417887928 3.435816163 3.598688612 3.417269093 3.560363902 3.671274354 3.512701689
C 3.474030048 3.529227066 3.614461166 3.437051316 3.481408306 3.692946494 3.626576596

90 days
A 3.619309138 3.954758866 3.97408953 3.862307051 3.954172543 3.993969665 3.835064357
B 3.464799065 3.979940439 3.859349338 3.723568456 3.897734599 3.885938698 3.800612473
C 3.564629716 3.91893403 3.979940439 3.856390786 3.991048415 3.942439324 3.862307051

120 days
A 3.752902069 4.098616165 4.136738945 3.972333635 4.156327281 4.197696287 3.991632728
B 3.682116322 4.124623116 4.018477076 3.918345731 4.152873001 4.196549189 3.958862225
C 3.750510674 4.100930361 4.152297184 3.962378139 4.203430041 4.151145462 3.978185501

180 days
A 3.860532523 4.208587947 4.256045786 4.084720819 4.254904531 4.317506874 4.061522956
B 3.860532523 4.201136887 4.197696287 4.021973619 4.196549189 4.322046643 4.13327862
C 3.79823223 4.077766587 4.176456144 4.049905639 4.209160903 4.309558025 4.000977445

270 days
A 3.776785136 4.294212764 4.366217491 4.137892149 4.392753571 4.442279551 4.158629545
B 3.895376476 4.18392344 4.270871825 4.150569557 4.308422033 4.389933406 4.069647769
C 3.891838301 4.323748602 4.357170323 4.137892149 4.358867196 4.365086974 4.164958342

365 days
A 3.948307546 4.393317523 4.434976112 4.21145244 4.348116202 4.510604955 4.195401974
B 2.503436224 4.378646039 4.379775259 4.281124862 4.378646039 4.404590959 4.208014962
C 4.012647003 4.350946363 4.446210333 4.168983907 4.421481136 4.503342676 4.194254644
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Figure 6: Graphical representation of predicted split tension strength result at di�erent days’ intervals.
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to determine the degree to which two cases are comparable
to one another.

�rough cluster analysis, it was found that the com-
pression strength of bacterial concrete SP1, SA 1, SP 2, and
SA 2 increases in the same way, and similarly, compression
strength of SP3 and SA3 increases in the same group. Also,
the compression strength of normal concrete sets itself apart
from bacterial concrete. Cluster analysis results for com-
pression strength are displayed in Figure 9.

�rough cluster analysis, it was found that the tension
strength of bacterial concrete SP 3, SA3, and SA1 increases in
the same way, and tensile strength of SP 1, SA2, and SP 2
increases in the same group. Also, the split tensile strength of
normal concrete sets itself apart from bacterial concrete.
Cluster analysis results for split tensile strength are displayed
in Figure 10.
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Figure 7: Graphical representation of average predicted split tension strength result at di�erent days’ intervals.
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5. Conclusion

(i) *e study of this research work has shown that the
mechanical strength of concrete can be increased by
using Bacillus sphaericus and Streptococcus aureus
bacteria for bio-concrete.

(ii) Using both bacteria in concrete with different
concentrations showed that microbial concrete with
a concentration of 107 cfu/ml produced better re-
sults for mechanical strength.

(iii) *is study also found that both bacterial concrete
containing 106, 107, and 108 cfu/ml concentrations
made from Bacillus sphaericus and Streptococcus
aureus bacteria gave better results than normal
concrete.

(iv) Value of the regression coefficient indicates that the
regression line as well as the statistics of com-
pression strength and split tensile strength values
has a solid connection with one another.

(v) *rough cluster analysis, it was found that the
compression strength of bacterial concrete SP1 and
SA1 increases almost equally, similarly, the com-
pression strength of bacterial concrete SP2 and SA2
increases almost equally, and both the compressive
strength of both SP3 and SA increases almost
equally in a similar group. And in the cluster
analysis for split tensile strength, three groups were
formed, in which in the first group the tensile
strength of SP3, SA3, and SA1 increases almost
equally, and in the second group the tensile strength
of SP1, SA2, and SP2 is mutual, which grows almost
evenly, and in the third group comes the normal
concrete.

(vi) Research organizations from all over the world-
wide have been interested in the employment of
microbes for the purpose of increasing the lon-
gevity of construction materials as a consequence
of the encouraging findings obtained so far. Our
grasp of the opportunities and constraints pre-
sented by biotechnological processes on con-
struction materials may unquestionably benefit
from the work that has been carried out by a
number of research groups that have concen-
trated their attention on a variety of materials.
Studies are still being conducted on the preser-
vation of nutrients and microbial products since
these factors have an effect on the survival, de-
velopment, and creation of biofilms. “Bacillus
sphaericus and Streptococcus aureus bacterial
concrete” appears to become the most viable
technique for generating crack-resistant concrete
in the coming days, according to the findings of
this research as well as the prior research that has
been conducted.
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Subarachnoid hemorrhage (SAH) is one of the serious strokes of cerebrovascular accidents.�ere is an approx. 15% probability of
spontaneous subarachnoid hemorrhage in all acute cerebrovascular accidents (CVAs). Most spontaneous subarachnoid hem-
orrhages are caused by ruptures of intracranial aneurysms, accounting for about 85% of all occurrences. About 15% of acute
cerebrovascular disorders are caused by spontaneous subarachnoid hemorrhage. �is illness is mostly caused by brain/spinal
arteriovenous malformations, extracranial aneurysms, and hypertension. Computed tomography (CT) scan is the common
diagnostic modality to evaluate SAH, but it is very di�cult to identify the abnormality. �us, automatic detection of SAH is
required to recognize the early signs and symptoms of SAH and to provide appropriate therapeutic intervention and treatment. In
this article, the gray-level cooccurrence matrix (GLCM) is used to extract useful features from CT images. �en, the New
Association Classi�cation Frequent Pattern (NCFP-growth) algorithm is applied, which is based on association rules. �en, it is
compared with FP-growth methods with association rules and FP-growth methods without association rules. �e experimental
results indicate that the suggested approach outperforms in terms of classi�cation accuracy. �e proposed approach equates to a
95.2% accuracy rate compared to the conventional data mining algorithm.

1. Introduction and Background

SAH is a kind of acute cerebrovascular illness that can be
caused by a variety of factors. Subarachnoid space can be �lled
with blood if a blood vessel ruptures in the brain or spinal cord.
�e most frequent cause is cerebral thrombosis. A sub-
arachnoid hemorrhage can be classi�ed into two groups
according to the cause: spontaneous and traumatic.About 15%
of acute cerebrovascular disorders are caused by spontaneous
subarachnoidhemorrhage.�is illness ismost causedbybrain/
spinal arteriovenous malformations, extracranial aneurysms,
and hypertension.�is syndrome can be caused by a variety of
conditions, such as Moyamoya disease, vasculitis of the brain,
malignant tumors, homological abnormalities, meningitis,
encephalitis, and anticoagulation therapy issues [1, 2]. �e
most common subarachnoid hemorrhage occurs when an
intracranial aneurysm ruptures or a vascular abnormality
rupture occurs, while the others are uncommon. Generalized

nonaneurysmal nonperimesencephalic subarachnoid hem-
orrhages (PNSHs) and atraumatic convex subarachnoid
hemorrhages (cSAHs) are the most common types of spon-
taneous subarachnoid hemorrhages. Rinkei o�ered the fol-
lowing concept of PNSH in 1991: the front of the midbrain is
where the central section of the subarachnoid hemorrhage
occurs.�ebleedingmight be accompaniedbyanenlargement
of the annular cistern base. �e longitudinal �ssure cistern's
front half is not entirely �lled. Neither a cerebral hemorrhage
nor an expansion of the lateral �ssure cistern is apparent [3].
Approximately 15% of all spontaneous subarachnoid hem-
orrhages, according to some estimates [4], are brought on by
PNSH. sSAH occurs in the sulcus gyrus of the super�cial
cerebral cortex.�e cerebellum’s surrounding big sections, the
anterior and posterior longitudinal �ssures, or any subcuta-
neous cisterns are not typically a�ected by bleeding [5], and
only 7.45 percent of the time [6] is the ventricle a�ected. As a
result, early identi�cation and treatment are crucial in
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preventing and treating subarachnoid hemorrhage compli-
cations.*emost commonkind of spontaneous subarachnoid
hemorrhage is intracranial aneurysmal subarachnoid hem-
orrhage, which accounts for around 85% of cases [7]. Intra-
cranial aneurysm rupture is a gradual process. *e mortality
rate of thefirst hemorrhagemight reach 40%, and thedisability
rate can reach 33% [8, 9].*emortality incidence of rerupture
is as high as 60–70% if it is not recognized and treated
promptly, and the damage is significant [10]. More than 60
million people have aneurysms, and each year over 200,000
people have a ruptured and hemorrhaged brain aneurysm,
posing a serious risk to their lives and health and substantial
financial and psychological costs to society. *erefore, early
detection can be achieved with appropriate methods.

Intracranial aneurysms must be extracted, and appro-
priate therapeutic therapies must be carried out. Since its
inception, data mining has attracted a growing amount of
interest. It works well with large, incomplete, and noisy
practical applications. Datamining is used to analyze data that
has hidden value. *e data’s potential information is dis-
covered through induction, generalization, and reasoning.
Simultaneously, the data are continually enhanced through
the mining process, allowing the data to be completely
gathered, interpreted, and utilized to its full potential [11, 12].
New technologies are influencing medicine and research in
related sectors. We cannot fully utilize and benefit from data
until we store and analyze massive amounts of data. Due to
the inability of mostmodern database systems to process large
quantities of data, these data cannot be used for disease
analysis, diagnosis, and pathological research. Data expertise
cannot predict how data will develop in the future. In medical
data mining, doctors can gather precise information about
illnesses and how they are treated, improving hospital
management. Data mining and knowledge discovery are
discussed in this article, as well as how data mining is used in
medical applications. *e fundamental theories, broad
structure, and primary technologies and methodologies of
data mining are all thoroughly explained, followed by an
examination of the unique characteristics of medical data.
And then mix the two to come up with a process model for
medical data mining. Using association rule extraction and its
application to medical image mining, photographs are
merged using association rule extraction using the connected
theories of association rules and the essential methods of
association rule extraction. *e texture features of sub-
arachnoid hemorrhage in CT images are extracted using a
gray-level symbiosis matrix in order to provide supplemental
classification and diagnosis. Computed tomography (CT)
scan is the common diagnostic modality to evaluate SAH, but
it is very difficult to identify an abnormality. *us, automatic
detection of SAH is required to recognize the early signs and
symptoms of SAH and to provide appropriate therapeutic
intervention and treatment. In this article, the gray-level
cooccurrence matrix (GLCM) is used to extract useful fea-
tures from CT images. *en NCFP-growth algorithm is
applied, which is based on association rules. *en, it is
compared with FP-growth methods with association rules
and FP-growth methods without association rules. *e ex-
perimental results indicate that the suggested approach

outperforms in terms of classification accuracy. Further, the
article is divided into the following sections: Section 2 de-
scribes the literature review, Section 3 is the proposed
methodology, Section 4 is the experimental analysis, and
Section 5 is the conclusion.

1.1. Contributions. Contributions to this research paper are
as follows:

(i) A machine learning technique for detecting sub-
arachnoid hemorrhages in CT using association
rule mining is proposed.

(ii) *e GLCM is used to extract useful features from
CT images.

(iii) *e accuracy rate is improved up to 95.2%.

2. Literature Review

A perimesencephalic nonaneurysmal subarachnoid hem-
orrhage (PNSH) contributes to approximately 21%– 68% of
all spontaneous subarachnoid hemorrhages with negative
DSA. Most patients with this disease are asymptomatic, have
a small bleeding site, have a successful treatment process,
and are found to have no complications, such as vasospasm
or hydrocephalus, and recurrences are limited. Compared to
aneurysmal subarachnoid hemorrhage, cavity hemorrhage
has dramatically different consequences. It is considered
separate from benign subarachnoid hemorrhage. *e lit-
erature argues that for a condition with low morbidity,
death, and disability rates, it is relevant for complications
induced by examination procedures to be fewer than 0.5
percent. As a result, the technique of examination we use
should be noninvasive and effective. Not only does it de-
crease the patient’s exposure to the inspection procedure,
but it also has greater sensitivity, allowing it to rule out
aneurysms with a high death and disability rate. To effec-
tively diagnose PNSH, it must also have a larger negative
predictive value. In addition, another major subtype of
subarachnoid hemorrhage, spontaneous localized sub-
arachnoid hemorrhage, was found this year. Only a few cases
of cSAH had been recorded before Spitzer et al. described 12
cases in 2005 [5]. Kumar et al. found that it occurs in roughly
7.45 percent of people [6]. In addition, there has been no
extensive study of its incidence and gender differences. It has
a different cause of bleeding than PNSH, but it has a good
prognosis and is categorized as a benign subarachnoid
hemorrhage. Aneurysms should be recognized from such
subarachnoid hemorrhages in terms of diagnosis and
therapy. Digital subtraction angiography (DSA) is used to
diagnose aneurysms, assess their preoperative status, and
determine other vascular imaging indicators [12, 16]. DSA,
on the other hand, has a complication risk of around 1-2
percent, with about 0.5 percent experiencing irreversible
neurological impairment. It can be fatal in extreme cir-
cumstances. Other invasive treatments, such as angiography,
are available. *e drug’s drawbacks, such as radiation
danger, long inspection times, and high costs, limit its
widespread use in intracranial aneurysm screening and
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follow-up observation [17, 18]. It is particularly inappro-
priate for exclusion screening and follow-up of benign SAH
such as PNSH. As a result, noninvasive examination ap-
proaches are gaining popularity. In modern clinics, CT
angiography has become widely used to detect intracranial
aneurysms, treat endovascular problems, and perform
surgical procedures instead of using only DSA technology.
*ese noninvasive vascular imaging approaches allow for
the accurate diagnosis of aneurysms while eliminating the
risks associated with cerebral angiography [17, 18].

Manual CT image detection, on the other hand, has low
accuracy and efficiency, and the technology of data mining is
helping to alleviate this problem. Image mining is a young
field that has just recently evolved. Among the areas involved
are computer vision, image processing, image retrieval, data
mining, machine learning, database, and artificial intelli-
gence. Image mining is still in the exploratory research stage,
even though these disciplines are quite established in their
respective domains. Many researchers, both at home and
abroad, have actively explored this discipline and made
significant efforts in the following areas:

(1) Celestial image mining: this technology uses scien-
tists’ precisely classified sky photographs as the
training set to create a model for detecting galaxies,
and it has been used to effectively discover volcanoes
on Venus [19].

(2) Satellite remote sensing image mining [20]: satellite
imagery is being used more frequently in several
fields to solve surface challenges through remote
sensing.Whenmoving targets are detected in remote
sensing photographs and stored with their original
images in a database, a whole host of additional
information can be retrieved, including connections
to the moving targets.

(3) Spatial data mining [21]: using this tool, it is possible
to understand geography, identify spatial correla-
tions, and establish links between spatial data and
nonspatial data. People are hoping to build a geo-
graphic data cube and mine spatial data using it. In
this subject, geographical data association analysis is
a prominent research issue, and various methods
have been presented. An image data mining software
prototype developed at NASA’s Jet Propulsion
Laboratory, “Diamond Eye,” automatically extracts
semantic information from a picture and determines
the topography of craters. Satellite detection and
analysis have been very useful [22].

(4) Medical image mining [23]: image mining systems
have benefited from the availability of many medical
photos. *e physician has always documented the
diagnosis along with medical images. Visual qualities
in medical imaging may be connected to diagnosis
data in a variety of ways. Medical imaging has be-
come a specialized field. Some research organiza-
tions, for example, investigate the gap between
damaged brain tissues. Some research organizations
utilize similar approaches for judging early breast

cancer [24, 25]. *e diagnostic record’s correlation
between features and pathological characteristics can
aid doctors in determining the tumor’s location.
Multimedia Miner is a prototype application de-
veloped by Simon Frase University in 1998. In the
development of this approach, the DB-Miner rela-
tional database mining system and C-BIRD were
used [26]. By utilizing multidimensional analysis
technologies, a multimedia cube management sys-
tem is capable of building multimedia data cubes for
a variety of purposes, including summary knowledge
for categorization and association rule knowledge for
association purposes. MM-Associator is one of the
modules, and it mostly mines image association
rules. Image size, color, and image description are
among the data linked by these rules [27]. *e
prototype system is made up of three functional
modules: this module describes multimedia data
attributes using several abstract layers while allowing
users to scroll up and down to examine data on
different levels. (2) You can search for association
rules using image or video data withMM-Associator.
(3) MM-Classifier classifies multimedia materials
and provides explanations for each class, according
to Chen et al. [28]. Machine learning-based algo-
rithms play a vital role in lowering fatality rates and
effectively managing bleeding. An IoT classification
system based on support vector machines and feed-
forward networks is presented. *e machine learn-
ing-based tool can help specialists diagnose and
manage brain hemorrhages by providing informa-
tion on the kind of hemorrhage. Wang et al. [29]
gave an overview of how deep learning algorithms
may be used to identify and classify bleeding in CT
images automatically. Using AI-based technologies
to automate the diagnostic process would eventually
lead to a more effective and more timely cure. To
detect bleeding accurately, they use a deep learning
algorithm based on CNNs.

At this time, image mining research is rather developed,
and it can do different processing on medical pictures,
allowing difficult-to-observe lesions to become clearer while
also providing a degree of auxiliary diagnosis. Using this
technology, hospitals are able to communicate better with
each other, diagnose and treat illnesses more efficiently, and
reduce their workload on equipment, creating an im-
provement in overall medical quality.

3. Methodology

3.1. Association Rule’s Overview. *e link between distinct
things that exist in the same event is referred to as associ-
ation rules. Agrawal et al. suggested the extraction of as-
sociation rules for the first time in 1993. Since its
development in the 1990s, it has evolved into one of the most
important data mining methods. On the one hand, mining
association rules can provide us with association linkages at
multiple conceptual levels. *e association rule mining
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technique can be applied to obtain association rules for laws
between the different levels of a hierarchical tree describing a
domain-related idea. Alternatively, various types of data sets
have unique association rules. *e associations returned by
association analysis are evaluated by two indicators: the level
of support and the level of confidence represents both the
level of interest the community has in the rule and its re-
liability. Finding the rules that have higher support and
confidence than the threshold rules with the least support
and confidence is the goal of association rule mining.
However, there may be times when low-support limitations
are required, such as during sickness surveillance. Associ-
ation rule mining usually consists of two steps: finding data
points that meet the minimum degree of support, followed
by finding frequently occurring data points. A strong as-
sociation rule is constructed by taking frequent data points
with the lowest confidence level as the second step. *e first
phase of this mining strategy, which involves successfully
locating frequent data points, is the most difficult because it
has the biggest effect on the algorithm’s performance. *ese
two-step mining procedures are used by many famous al-
gorithms, such as Apriori, DHP, and others, for mining
association rules.

3.2. Classification of Association Rules

(1) Boolean association rules and numerical association
rules are classified according to the type of variables
they are associated with. An association between a
quantitative item or attribute is specified by a quan-
titative association rule. A Boolean association rule is
composed of items that are either present or absent.

(2) It is separated into single-dimensional association
rules and multidimensional association rules based
on the dimensionality of the data included in the
rules. A one-dimensional association rule deals with
some associations in a single attribute and has just
one dimension for each item or attribute. A multi-
dimensional association rule is one that deals with
the relationship between two or more unique at-
tributes and has two or more dimensions.

(3) Each association rule can be categorized into a
single-level rule and a multilevel rule based on the
level of abstraction from the data included in the
rule. *ere are no objects or characteristics in a rule
collection whose association is based on a single
abstraction level. Items or characteristics from dis-
tinct abstract levels are involved in the multilayer
association rules.

3.3. Association Rules Process. “Association rule mining” is
the process of removing rules from a transaction database
that satisfy the minimal support and confidence conditions.
A more basic mining strategy is to calculate all viable rules,
a and b. *is tactic, however, is obviously ineffective. A
little data collection can provide hundreds of rules. More
than 80% of the rules could be removed if the minimal

support level and the confidence level were decreased to
25% and 50%, respectively. As a result, the rules must be
pruned first to increase mining efficiency. *e calculation
method for the rule’s support shows that the rule’s X⟶ Y

support is solely dependent on the support count of the
item set X∪Y{ }. A significant number of association rule
extraction algorithms are divided into two stages: finding
common data points and finding association rules. *e
former is used to identify which data points people are
interested in (i.e., those that obtain more support than a
pre-determined support threshold), also known as frequent
data points. *ese rules are derived from frequently oc-
curring sets of items with confidence levels greater than the
threshold.

3.4. Algorithm for Association Rule Mining

3.4.1. Apriori Algorithm. *e Apriori approach [30], de-
veloped by Professor Agrawal for analyzing shopping
basket data, is the most basic and extensively used al-
gorithm in the study of association rules. By scanning the
database several times, the method obtains single-layer
Boolean association rules that require frequent data
points from the Latin Apriori, which means “from the
beginning.” Recursion, which is based on frequency set
theory, is an important idea. Prior knowledge of often
recurring data points gives the Apriori algorithm its
name. It mines frequent data points using a circular hi-
erarchical search. *is loop generates (k + 1)-data points
using k-data points. *e most common 1-items set is
incredibly T1, and T1 is then used to mine T2, and T2 is
then used to mine T3. *is process must be repeated for
each layer of mining, up to the point where no more
frequent items can be mined. T1 is generated by the al-
gorithm, which then searches the database D, removes a
portion of the item set from the candidate set, and returns
T2. It then scans the database D again, generating a
candidate set of T3 through T2. *is step is continued until
there are no more data points to add to the list. *e Apriori
algorithm has a unique feature. In compliance with the
definition, an itemset cannot be a frequent itemset if it does
not meet the minimal support condition. A new itemset aI
will be created from the itemset I if a new item is added to it.
I cannot be a frequent itemset since the number of occur-
rences must be less than I. Its converse statement is that if an
item set fails to reach the minimal support level, then all
feasible supersets fail as well. Following this, we describe how
Tk designs Tk + 1 and uses Apriori characteristics to identify
frequent data points through the two procedures of joining
and deleting.

(1) Connection step: to mine Tk + 1, two Tk itemsets can
be joined to form a candidate set of Tk + 1, which is
designated as Lk + 1.*e two data points in Tk are t1
and t2. If the data points t1 and t2 are identical except
for the final and penultimate items, other items are
identical; however, the penultimate item is not
identical. As long as the entry in each Tk’s t1 and t2 is
expected to be in lexicographical order, then Tk’s t1
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and t2 can be connected, and this connection
method can ensure the presence of all and non-
duplicate candidate item sets.

(2) Deletion step: *e above connection principle gen-
erates the candidate set Lk + 1, which is a superset of
Tk + 1. *ere are two parts to the deleting procedure
here as well. First, according to the Apriori property,
eliminate all previously discovered supersets of in-
frequent data points. *en scan the database for data
points with support less than the minimal support
criterion, and mark them as infrequent data points.

(3) Wemay deduce from the deletion step that each item
put in Lk + 1 has to be searched in the database
before being added to Tk + 1. *e Apriori algo-
rithm’s verification step is its bottleneck. In the
example above, the database would need to be
searched ten times, resulting in a substantial I/O
load, and here the Apriori algorithm would gain
most of its benefits. Following the discovery of all
frequent data points, association rules must be
generated using frequent data points. Most algo-
rithms, including Apriori, use a similar rule gener-
ating mechanism. All nonempty subsets S are
constructed for each frequent itemset T. For each
nonempty subset, if σ(T)/σ(S)≥min conf, a strong
association rule S⟶ (T − S) is generated.

*e general form of the Apriori Algorithm [30] is as
follows:

L1 � {large 1-data points}
For (k� 2; Lk-1 ≠ ≠0; k++) do
Ck�Apriori-gen (Lk− 1)

for (all transactions t ϵCt, do
increment c.count

end
Lk� (c ϵCk | c.count≥minsup}
End

Solution�Uk Lk

3.4.2. DHP Algorithm. By interlinking frequent data points
of the previous layer, frequent data points of the next layer
can be linked to the next layer’s candidate sets. After
obtaining the frequent item sets of this layer from the
candidate set, the cycle continues. As the candidate set
grows, the screening algorithm becomes less efficient since it
requires one-to-one comparisons with the database to
compute the level of support for each item and reduce the
number of candidate sets to a minimum, thus decreasing the
number of comparisons, so that algorithmic speed can be
improved. Using DHP (Direct Hash Table Prulling), you can
reduce the number of superfluous candidate sets for a
mining association rule through the use of a hash table
structure. When building (k+ 1)-data points from k-data
points, create a hash bucket that will be used later to further
filter the set of candidates. At the same time, the database

needs to regularly be updated with fresh data points. Al-
though resources may be needed to update the hash bucket
and a database, the DHP technique dramatically lowers the
number of candidate sets, improves performance, and
minimizes comparisons.

3.4.3. Algorithm for Partition. Apriori uses the Partition
algorithm to generate rules from frequent data points. On
the other hand, the Partition technique segments the da-
tabase to reduce the cost of each database scan. *e essential
premise is that if an item set is common over the entire
database, it must also be frequent across a subset. A frequent
itemset mining operation is performed on each segment of
the database in order to determine the frequent itemset for
that segment. *e second stage involves combining all the
segmented frequent item sets into a large candidate set, then
filtering and verifying the true frequent item set of the whole
database by comparing the large candidate set to the entire
database. Because the Partition method uses the divide-and-
conquer strategy, the entire procedure only searches the
database twice, considerably lowering I/O usage. However,
sorting the database before mining is required to eliminate
duplicate frequent data points between various segments,
which restricts the implementation of the Partition method
to some extent.

3.4.4. Algorithm for FP-Growth. *e FP-growth method
may immediately build frequent data points without going
through the candidate item set stage. *e FP-growth algo-
rithm likewise employs the divide-and-conquer technique,
but it does so in two stages: after compressing the entire
database into an FP-tree while maintaining item informa-
tion, a series of condition databases corresponding to fre-
quently occurring items are generated for the compressed
database. *e FP-growth method is the most distinct from
the other modified Apriori algorithms discussed. *ey have
distinct classification standards for common data points. FP-
growth classifies frequent items in decreasing order of
support, whereas the Apriori method divides frequent items
into 1-item sets, 2-item sets,...., and k-item sets according to
their size; item mining is done in increasing order of length,
whereas item mining is done in decreasing order of length.
After sorting, the transaction’s frequent elements are added
to the FP-tree, which is then mined recursively.

3.4.5. NCFP-Growth Algorithm. *e shortcomings of
mining association standards have been repeatedly men-
tioned since the topic was first raised. Several additional
criteria have been proposed to improve the analysis of as-
sociation rules and avoid the development of fake associa-
tion rules. In this article, the NCFP-growth algorithm is
proposed as an improved frequent pattern tree construction
based on the NCFP-growth algorithm. By effectively in-
corporating interest degree weights into the system, the FP-
growth algorithm reduces the number of redundant and
inaccurate rules. Furthermore, this strategy effectively
compresses the search space of the algorithm and reduces
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the size of the tree and the system storage space compared to
the FP-growth method. *e NCFP-construction tree: the
transaction database DB is the input; min sup is the minimal
support threshold; min up is the minimum interest weight;
min up is the whole collection of frequent patterns. *is is
how it’s done: (1) examine the DB (transaction database); (2)
identify the W elements with the highest degree of support
using the minimal support minimum support; (3) arrange
the W elements in table L in ascending order of degree of
support. (4) Under NCFP-tree, create a root node and set its
value to null. (5) Complete each transaction using the
transaction database. (6) Sort the frequent things in each
transaction that satisfy min up in the order in L; the sorted
table is labelled [p|P, T], where p is the first element and P is
the list of remaining elements. (7) If T has a child named N
item name� p item name, N’s count is incremented by one;
otherwise, a new node N with a count of one and a link to its
parent node T is created. Utilizing the structure of a node
chain, connect N’s node chain to the node with the same
item name; if P is not empty, repeat steps 2 and 3 above.
Afterwards, the NCFP-tree is built in the samemanner as the
FP-tree. As can be seen in Figure 1, the NCFP-growth al-
gorithm is illustrated.

NCFP-growth algorithm shows that the system filters the
original frequent items further when a new threshold is
applied to them, thus reducing the possibility that too many
absurd or redundant associations are generated, and en-
abling users to extract more practical association rules that
are relevant to their needs.

3.5. Gray-Level Cooccurrence Image’s Matrix. Each pixel in
each image has a distinct or same gray level. *e texture
information in an image can be analyzed by considering the

distance between two pixels. *e conditional probability
density function of approximated gray levels can be used to
determine the gray levels of two pixels based on their
cooccurrence matrix. To calculate the probability of another
pixel with a gray level of j at a distance (Dx, Dy) having the
same gray level as the pixel with a gray level of I, we use the
following formula:

P(i, j, d, θ) � (x, y)f(x, y) � i, f x + Dx, y + Dy 

� j, x, y � 0, 1, 2, . . . , N − 1.
(1)

*ere are four values: 0°, 45°, 90°, and 135° for the gray
level, x, y for the coordinates of the image pixels, and for the
gray level.*us, the gray-level pair (i, j) describes the texture
information of the image. Clearly, the matrix resulting from
the gray-level cooccurrence is symmetric. If, for example,
M(1, 1) � 1, which means that there are only two hori-
zontally adjacent gray level 1 pixels in the original image,
thenM (1,1)� 1. Grayscale pixels with gray scales 1 and 2 are
horizontally adjacent in the original image. *erefore,
M(1, 2) � 2, meaning there are two grayscale pixels.

*e image’s coordinates are given by x, y image’s θ gray
level as indicated by i, j and the image’s direction is
expressed by four values: 0°, 45°, 90°, and 135°. *e gray-level
pair describes the texture information of the image in this
way (i, j). *e GLCM that results is obviously symmetric.
Using the GLCM element M(1, 1) as an example, M(1, 1) �

1 indicates that in the original picture, only a pair of pixels
with a gray level of 1 are horizontally contiguous. Because
there are two pairs of pixels in the original image with gray
scales of 1 and 2 horizontally contiguous, M(1, 2) � 2,

3.6. Association Rule Mining Method. *us, by converting
gray-level cooccurrences from the arachnoid CT images into
mathematical texture features, the process model of CT
image mining is shown in Figure 2.

Image cropping, image noise reduction, and image
enhancement are all required before extracting features.
After the CT is complete, you can create a matrix of gray-
level cooccurrences. *e main goal of creating the matrix is
to figure out what the gray level L and step are. Adding up
the amount of data and computing the GLCM of the image
determine two parameters of long D. Let’s use the 288288
image format as an example. When the image is not
compressed and step size D� 1 and gray level L � 256 is
used, calculating the GLCM will take a very long time. In
order to compress the original image, L was reduced and D
was raised. With smaller gray levels L and larger step sizes
D, the GLCM is more affordable to construct, but the less
accurate the results, the more information lost. *e higher
the cost of building the gray-level cooccurrence matrix, the

Output frequent pattern

Create condition for pattern-based
mining of NCFP-tree

Determine minimum support and
minimum support weight

Scan Database

Carry out the construction of NCFP-tree

Figure 1: NCFP-growth algorithm.

Image Feature
Library

Grey Level Co-
Occurrence

Matrix

CT Image

Figure 2: Process model of CT image mining.
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higher the L, the smaller the D, and the more information
kept. By identifying L and D, one can create the image’s
gray-level cooccurrence matrix.*ematrix can be retrieved
for its six attributes, which are energy, contrast, entropy,
median, local stability, and correlation. A CT image mining
database may be created by combining the following 6
elements of the arachnoid CTpicture with the doctor’s pre-
diagnosis of the patient’s subarachnoid hemorrhage (ab-
breviated as PD). PN, PD, H, I, J, K, L,M, and Class are the
attributes for each instance of each object stored in the
database. PN indicates a probable diagnosis, PD indicates
the physician’s prediagnosis,H indicates the characteristics
extracted from six gray-level cooccurrence matrices, K, L,
and M indicate whether the subarachnoid hemorrhage
diagnosis is ultimately confirmed, and Class indicates the
actual statement made by the physician. Using association
rule mining, it is possible to diagnose and classify a da-
tabase that has already been created. Here is a demon-
stration of how to mine a database section for subarachnoid
hemorrhage diagnostic criteria. *e present database is
included in Table 1.

*e following recommendations are based on clinical
medical experience and intelligent image diagnosis princi-
ples; subarachnoid hemorrhage, or Class 1, is defined as a
diagnosis that is based first on a clinical diagnosis and then
on arachnoid CT image values that are at least 1, and at least
two of the K, L, and M values are 1. According to the study,
the patient still suffered from subarachnoid hemorrhage,
even though the initial diagnosis of No. 81 in the database
did not match the initial criteria. *is demonstrates that
mining association guidelines should be used to assess the
practicality and scientificity of diagnostic criteria.

4. Experiment and Analysis

4.1. Data Collection. *ere are several subarachnoid hem-
orrhage findings in CT images that appear to have irregular
edges, dark surfaces, rough textures, and uneven grayscale
distributions.Table 2 represents theQuantity andGroupingof
Data image, which has 309 groupswith a total of 642 images in
each group. We assembled 50 sets of 1000 arachnoid CT
images (both normal and pathological) from an affiliated
hospital of a top-threemedical hospital into an imagedatabase
to explore how arachnoid CT images are applied clinically.

4.2. NCFP-Growth Compared to Other Growth Algorithms

4.2.1. UCI Data Experiment Using Algorithms. *e NCFP-
growth algorithm put forward in this study is among a
number of algorithms that are assessed using common data
from the data mining industry. In its ML Repository, UCI
has eight datasets: diabetes, glass, hepatitis, iris, horses, la-
bour, and led7. Figure 3 shows the comparison of five al-
gorithms for classifying glass and diabetes, Figure 4 shows
hepatitis and heart disease and the accuracy of five algo-
rithms, Figure 5 shows the five algorithms for iris and horse

Table 1: CT image feature data fragment.

PN PD H I J K L M Class
60 1 1 0 0 1 0 1 1
61 1 1 0 1 0 1 0 0
62 1 1 1 1 0 1 1 1
63 0 0 1 1 1 1 0 0
64 1 1 0 0 1 0 1 1
65 0 0 1 0 1 0 1 0
66 1 1 1 0 1 1 0 1
6667 1 1 1 1 0 1 0 1
68 1 0 1 1 1 1 0 1
69 0 1 0 0 0 1 1 0

Table 2: Quantity and grouping of the data image.

Classification type Group Number of images
Normal 50 900
Abnormal 15 300
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Figure 3: Comparison of five algorithms for classifying glass and
diabetes.
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Figure 4: Hepatitis and heart disease: accuracy of five algorithms.
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classification accuracy, and Figure 6 shows the five algo-
rithms used to classify led7 and labour in accuracy. We
illustrate how to achieve comparable outcomes in com-
parison experiments using the five strategies outlined above.

*e histogram clearly illustrates that the NCFP-growth
algorithm outperforms the others in terms of accuracy. Due
to the NCFP-growth algorithm, the mining accuracy is
improved. Since it trims duplicate candidate’s sets while
searching for frequent item sets, the Partition algorithm’s
divide-and-conquer strategy can considerably increase the
algorithm’s performance.

4.2.2. Analyzing the Subarachnoid Hemorrhage Dataset to
Experiment with NCFP-Growth. On the subarachnoid
hemorrhage data set, we perform 10-fold cross-validation
and compare the classification accuracy with those of the

different standard approaches discussed in the section, in-
cluding Apriori, DHP, Partition, and FP-growth, which is
depicted graphically in Figure 7. Experimental settings in-
clude 1% minimum support and 50% minimum constraint.
Table 3 represents the number of FP-growth and association
rules of NCFP-growth as follows.

Table 3 illustrates the fact that NCFP-growth is less
complex than other algorithms, with 9252 candidate asso-
ciation rules instead of 3122 in FP-growth. NCFP-growth
also reduced its classification rules from 63 to just 26
compared to FP-growth. Figure 7 illustrates that using the
NCFP-growth algorithm equates to a 95.2% accuracy rate
compared to the conventional data mining algorithm.

5. Conclusion

Data mining for medical purposes uses association rules
extraction technologies to examine the application of these
technologies. *is article employs association rules mining
to diagnose subarachnoid hemorrhage (SAH). *e article
explains in detail the approach used to implement this data
mining technique. An Apriori algorithm for identifying
frequent associations is presented, along with a review of the
principles and fundamentals of association rule extraction.
GLCM is the most powerful feature extraction used for
characteristics of CT scans, followed by association rule
image mining. Moreover, alternative mining methods based
on different growth algorithms are compared to the NCFP-
growth algorithm based on association rules. *e NCFP-
growth algorithm was found to be more accurate for SAH
and it might be used to diagnose actual cases of such disease.
*e process segmentation is not applied in the proposed
model, which is the main drawback of this article.
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Figure 5: Five algorithms for iris and horse classification accuracy.
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algorithms.

Table 3: Number of FP-growth and association rules of NCFP-
growth.

Algorithm Number of CARs Number of classifiers
FP-growth 8756 63
NCFP-growth 3122 26
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Additionally, the ensemble of deep learning models will be
applied in the future for the diagnosis of SAH. *e experi-
mental results indicate that the suggested approach outper-
forms in terms of classification accuracy. *e proposed
approach equates to a 95.2% accuracy rate compared to the
conventional data mining algorithm.
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E-health has grown into a billion-dollar industry in the last decade. Its device’s high throughput makes it an obvious target for
cyberattacks, and these environments desperately need protection. In this scientific study, we presented an artificial intelligence
(AI)-driven software-defined networking (SDN)-enabled intrusion detection system (IDS) to address increasing cyber threats in
the E-health and internet of medical things (IoMT) environments. AI’s success in various fields, including big data and intrusion
detection systems, has prompted us to develop a flexible and cost-effective approach to protect such critical environments from
cyberattacks. We present a hybrid model consisting of long short-term memory (LSTM) and gated recurrent unit (GRU). +e
proposed model was thoroughly evaluated using the publicly available CICDDoS2019 dataset and conventional evaluation
measures. Furthermore, for proper validation, the proposed framework is compared with relevant classifiers, such as cu-GRU+
DNN and cu-BLSTM. We have further compared the proposed model with existing literature to prove its efficacy. Lastly, 10-fold
cross-validation is also used to verify that our results are unbiased.+e proposed approach has bypassed the current literature with
extraordinary performance ramifications such as 99.01% accuracy, 99.04% precision, 98.80 percent recall, and 99.12% F1-score.

1. Introduction

+e internet of things (IoT) has been identified as an es-
sential research domain for the present and coming decade.
+e applications of IoT have been integrated into industries
and health areas to aid the people and emerged as industrial
internet of things (IIoT) and IoMT. +e IIoT revolution is
exploding, resulting in massive monetary gains and auto-
mation [1]. On the other hand, the IoMT has also grown into
a multibillion-dollar industry. While providing significant
benefits, the pervasive and open nature of the IoMT eco-
system makes it a possible target for various emerging cyber

threats and attacks [2–5]. +e extensive connectivity and
continuous sharing of data of these devices make them a
prime target of different threat actors that can execute
anomalous activities against them [6]. +e exploit’s moti-
vations are to obtain important information, steal money,
and damage the system’s resources [7–9]. As the number of
linked IoTdevices grows, critical infrastructure and assets of
different organizations are also becoming vulnerable to
numerous cyberattacks. Cyber threats could cost up to $ 90
trillion by 2030 if no reasonable alternative is given before
then [10, 11]. IoMT environments pose three issues as
follows: +e first is the heterogeneous network and dynamic
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nature, the second is its hugely scattered design, and the last
is the protocols that the IoT use to address concerns like
computing limits and power consumption in network
sensors [12, 13]. +e most common issue in IoMT setups is
keylogging, botnet attacks, and zero-day exploits [14–16].

+e intruder’s primary purpose is to contaminate sen-
sitive machines with different techniques, including denial-
of-service (DoS) attacks, distributed denial of service
(DDoS), and advanced persistent threats (APTs), in order to
gain control and change their functioning [17, 18]. +e
nuclear program of Iran, for example, was targeted by the
Stuxnet worm in 2010. Later, in 2013, Iranian hackers gained
access to the dam’s ICS. In Ukraine, Black Energy malware
caused a power outage for 230,000 people in 2015 [19]. As a
result, these incidents demonstrated that typical cyberse-
curity methods, such as authentication, security rules, se-
curity firewalls, both software and hardware-based, and IDS,
are no longer beneficial.

Similarly, the IIoT’s digital landscape is vulnerable to
sophisticated hacking techniques, physical security risks,
and a wide range of devices that can be easily infected by
botnet attacks [20]. Furthermore, the IoMT demands a
different detection mechanism for its environments due to
low latency and resource limitations. Hence, such envi-
ronments need a scalable, cost-effective, and adaptive in-
trusion detection mechanism against emerging cyber
threats. +e proposed network model is shown in Figure 1.

1.1. Contribution. +e main contributions of this research
are as follows:

(i) We presented a novel, i.e., Cu-LSTM+ GRU SDN-
enabled intelligent framework to detect threats
quickly and effectively in the IoMT environment.
+e proposed SDN-enabled model does not over-
burden the IoMT resource.

(ii) We employed a publicly available, state-of-the-art
CICDDoS2019 dataset to evaluate the performance
of the proposed model.

(iii) We evaluated the proposed model’s performance by
employing two existing benchmark algorithms, i.e.,
Cu-GRU-DNN and Cu-BLSTM, which were
trained and assessed on the same dataset.

(iv) To comprehensively assess the proposed model’s
performance, we have compared it to the existing
literature.

(v) For a better assessment, we have utilized the
standard evaluation metrics.

(vi) Finally, 10-fold cross-validation is also used to verify
that our results are unbiased.

+e rest of this paper is organized as follows: the back-
ground and existing literature are explained in Section 2. +e
proposed approach, dataset, and other specifics are discussed in
Section 3. Experimentation and assessment criteria are covered
in Section 4. Section 5 consists of results and discussion. Finally,
the conclusions and future work of this research are given in
Section 6.

2. Background and Existing Literature

In the years ahead, SDN is likely to be the most promising
networking model. An application plane, data plane, control
plane, and respective APIs, i.e., southbound API and
northbound API, make up SDN’s architecture. +e com-
munication between the applications and controller is based
on the northbound interface. +e functions of the south-
bound APIs include communicating with network virtual-
ization protocols, switching fabric, and also a decentralized
computing network. +e SDN architecture separates the
control plane from the application and data plane [8]. +e
control plane is a centralized and intelligent device that gives
an overview of the underlying network. In addition, the
control plane is a concentrated data processing and decision-
making unit. It also can send data across the entire network.
+e data plane, on the other hand, represents the collection
of SDN agents and the devices used for forwarding. Because
the whole framework is dependent on the control plane, it is
configurable and has the ability to expand its capabilities by
incorporating further modules. As a result, SDN offers
flexibility and creativity, and its detailed design is explained
in [21]. All SDN controllers can extend different modules.

Because of this, the authors’ proposed detection tech-
nique is implemented on the control plane. +e architecture
and design of different SDN controllers are mostly the same;
nevertheless, their functionality differs. +e implementation
language varies from controller to controller. Floodlight, for
example, uses Java as its implementation language, while
POX is written in Python. According to modern scientific
evolution, the IoT has manifested competencies that touch
almost every aspect of our life. Because of its ease of ac-
quisition, IoT is vulnerable to a variety of security threats
that must be handled. SDN is a powerful technology that
offers a potential way out for IoT security and integrity.

In the past few years, scholars have shown a keen interest
in DL and its applicability in a variety of fields, including
vehicle production, law, and health care [22–24]. +e DL
techniques have improved the area of computer engineering
through various applicabilities, which are practically
employed in every industry, frommedical appliances to self-
driving cars. +e deep neural network (DNN) models make
use of the neural network architecture, which is why they are
termed as deep neural networks [25–27]. +ese models are
trained on a large amount of labeled data and to extract
features from it without the need for human intervention.
Additional DL applications include speech recognition
software, fraudulent activity detection, image categorization,
and intrusion detection. It can also be used to detect pe-
destrians, which reduces accidents. Different technological
efforts have been made to address IoT’s vulnerable char-
acteristics; nevertheless, SDN-based security solutions have
shown to be the most effective [28]. Other cutting-edge
technologies link with SDN to effectively fulfill the purpose
under issue. +e SDN blockchain integration is shown,
which addresses all of the critical security apprehensions of
IoT from an ultramodern standpoint. +e primary ability of
that amalgamation is the protection from DoS attacks,
impersonating attacks, and routing attacks [29–32].
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Furthermore, there is a lot of effort in the field of NIDS in
SDN [33]. Another security model that should be discussed
here is designed to protect the critical IoT ecosystem from
many types of security attacks. +e proposed scheme is a
large-scale responsive atmosphere SDN-enabled block-
chain-inspired solution. +e model’s performance is ex-
amined, and the positive results appear to make it an
appropriate alternative for large-scale IoT networks [34].
SDN collaborates with the convolutional neural networks
(CNN) to provide notable protection for IoT against a wide
range of genuine issues. +e tree of DDoS-based attacks is a
warning indicator that communication in an IoT-based
autonomous ecosystem may be disrupted. +is behavior
attracted the concentration of researchers, prompting the
creation of an SDN-enabled CNN-based security architec-
ture for IoT networks with limited resources. +e proposed
framework’s most notable attribute is its ability to detect
security threats quickly while using minimal network tools
[7].

In terms of resource consumption, SDN-enabled secu-
rity systems are thought to be outstanding. +e SDN central
controller’s constitutional scheduling mechanism is always
accompanied by exceptional network resource management.
As a result, the attribute is passed down to SDN-enabled
intrusion detection techniques, making it easier for IoT to
satisfy defense frameworks while using the fewest resources
possible [35]. In reference [36], the researchers presented a
biometric mechanism to improve IoT security. +e security
of the system has been increased by an average of 96.82%
using the suggested methodology. +ey used a combination
of biometrics and coding. Based on experimental results, the

given solution enhances the security of the system by an
average of 120.38%. By using biometric features and in-
corporating the findings of the evaluation, the risk of po-
tential security issues occurring is reduced by 90.71%.
Furthermore, because of IoT-specific service requirements
(i.e., resource restrictions, low latency, flexibility, dissemi-
nation, and portability), attack detection differs dramatically
from the previous approaches [36]. As a result, an adjustable,
modular, dynamic, and cost-effective detection method
against a variety of prevalent emerging cyber threats is
critical for the IoMT networks. +e authors of [37] used
GRU-RNN for NIDS. +ey used the NSL-KDD dataset with
six basic features and obtained an accuracy of 89%, which is
insufficient for today’s emerging security attacks.

In reference [38], an IoT-enabled healthcare system
prototype-based framework is given.+e solution makes use
of a smart gateway design to make data storage and pro-
cessing easier, and cloud-based analysis and decision-
making. +e security of this solution is determined by the
operating system’s security features and capabilities. +e
authors of [39] proposed a deep learning-based technique
for detecting anomalies. CNN, LSTM, and MLP were
employed in this system. Tshark andWireshark were used to
collect data for the experiment. In reference [40], the hi-
erarchical architecture for usage in the domain of health is
discussed, and the security of the data. Information relating
to health data analysis is maintained separately in the cloud
and fog infrastructure in this way. +e MAPE-K-based
model is also used in the solution to provide computations
for executing various applications along with data encryp-
tion. In reference [41], the researchers suggested a DL
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Figure 1: Proposed SDN-based model.
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technique for flow-based intrusion based on a DNN. +is
framework used Snort (a network intrusion detection sys-
tem) and Barnyard and obtained 85% accuracy. +e authors
of [42, 43] proposed a technique in SDN that relies on
multilayer perception to overcome concerns with the botnet
detection mechanism (MLP). Real data were used in the
experiment, with a 98% accuracy rate. +e authors proposed
an RNN-based IDS in [44, 45] and used the NSL-KDD
dataset for training. +e analysis was carried out on the
network traffic. For multiclass classification, this approach
secured an accuracy rate of 81.29%. In reference [46], the
authors described an intelligent SDN-based method for IoT
intrusion detection. +e researchers trained and experi-
mented with deep learning classifiers on the CICIDS2017
dataset and improved detection accuracy.

3. Materials and Methods

+is paper proposed an intelligent DL-driven threat de-
tection technique for IoMT scenarios. +is part covers our
research approach, including the hybrid attack architecture,
dataset description, proposed detection model, environ-
mental setup, and metrics used for evaluation.

3.1. Detection Technique and Network Model. +e SDN has
grown in popularity as an embedded design during the last
few years. +e application plane of the SDN is designed to
operate a wide range of apps and supply various services to
end users.+e control plane and the data plane are separated
in the SDN design for simplicity and flexibility. On the other
hand, the SDN’s control plane is in charge of transmitting
data, routing selections, and threat detection. Furthermore,
the control plane improved the network’s global view and
main controller capabilities, making the collection of net-
work data easier. To detect risks and exploitation in the
IoMT environment, we propose Cu-LSTM+ GRU. +e
proposed model is placed in the SDN control plane, as
shown in Figure 1. It is placed in the control plane for a
variety of motives.

First and foremost, it is fully programmable and can also
extend IoMT devices on the data plane. Second, SDN
provides a solution for heterogeneity among IoMT devices
and SDN controllers. Furthermore, the control plane can
manage the primary IoMT devices in its data plane without
depletion.+e data plane is responsible for transporting data
packets from the source to the destination and forwarding
actual IP packets. +e SDN framework and IoMT integra-
tion present a better solution to thoroughly monitor net-
work traffic to detect intrusions, unauthorized events, and
security attacks while being cost-effective and centrally
controlled.

+e Cu-LSTM+ GRU model is used in this strategy to
detect advanced malware in the IoMT scenario. With better
detection ratios and minimal false positives, the training and
testing of the proposed model are performed by using the
CICDDoS 2019 dataset. +e proposed model consists of
multiple layers, i.e., LSTM consists of 3 hidden layers with
600, 400, and 200 neurons while GRU consists of 2 layers of

300 and 150 neurons, respectively. For the activation
function in the output layer, we employed softmax and
ReLU in the other layers. +e experimentation was carried
out using 64 batch sizes until 20 epochs for better outcomes.
+e experiment is performed with the CUDA-enabled
version. Furthermore, the proposed approach makes use of
TensorFlow’s backend and Python’s Keras framework. A
comparison is made with the proposed approach using the
two classifiers. Cu-GRU+ DNN consists of 2 layers of GRU
and 2 layers of DNN with 400, 300, 300, and 100 neurons.
However, Cu-BLSTM has three layers with neurons of 400,
300, and 100, respectively.

3.2. Dataset. +e selection of an adequate dataset is critical
when evaluating the performance of threat detection
schemes. +e literature research reveals that different
authors used different datasets for threat identification in
such environments, such as NSL-KDD, KDD CUP99, and
so on. Many of them lack the IoT support feature. Hence,
the proposed work used an IoT-based dataset, i.e.,
CICIDDoS2019 [47], which is publicly available. +is
dataset contains the most serious malware, such as DDoS
and reflection attacks. Furthermore, the dataset is based on
network flow and has IoMTsupporting characteristics. +e
dataset contains more than 80 traffic features. +e pro-
posed model is concerned with 9 classes of the dataset. +e
details of the attacks and their instances are given in
Table 1.

3.3.Dataset’sPreprocessing. +e following steps were used to
preprocess the dataset in the proposed study. We initially
identified all rows with NaN values and blank rows and
further eliminated them completely, so the proposed
model’s performance and quality of data may not be affected.
Using the label encoder, we next make the numeric values
from all the non-numeric values, i.e., sklearn, because the DL
algorithms mostly interpret numeric data. In addition, we
used one-hot encoding on the output label to limit the odds
of unexpected results, as model performance can be affected
by category sorting. For data normalization, we used the
MinMaxScaler, which improves the model’s efficiency.

4. Environment/Experimental Setup

In our experiment, we used a graphic processing unit (GPU)
and a Core i7-7700 processor for testing purposes. Fur-
thermore, Python V3.9 and Keras have been used to train the
suggested module. +e experiment requirements, such as
hardware and software requirements, are listed in Table 2.

4.1. Metrics Used for Evaluation. We assessed the suggested
architecture’s performance using standard assessment
measures such as precision, recall, accuracy, and F1-score. In
order to determine specific values (MCC), we have to cal-
culate the true positive (TP), true negative (TN), false
positive (FP), false negative (FN), false omission rate (FOR),
and Matthew’s correlation coefficient.

4 Computational Intelligence and Neuroscience
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5. Results and Discussion

In this section, we have described the complete results of our
proposed hybrid model (Cu-LSTM+ GRU). We also com-
pared this model against two additional hybrid models, i.e.,
Cu-GRU+ DNN and Cu-BLSTM, and current methodolo-
gies in the literature, for a thorough performance review.+e
authors also performed a 10-fold cross-validation to show
the unbiased results of the proposed model. +e results are
given in Table 3. Furthermore, the performance of our
proposed model is assessed with the help of the standard
metrics mentioned below.

5.1. ROC Curve Analysis. +e effectiveness of an IDS can be
evaluated using the critical metric known as ROC. True-
positive (TPR) and true-negative (TNR) rates are associated,
and the findings are plotted using ROC. +e ROC curve for
our approach is shown in Figure 2. +e link between a true
positive and a true negative is depicted in the following
diagram. +e figure depicts the efficacy of the proposed
model.

5.2. Confusion Matrix Analysis. +e classification model’s
output is shown in this evaluation matrix. +e proposed
model Cu-LSTM+ GRU accurately recognizes the classes
based on the confusion matrix results. Figure 3 shows the
confusion metrics for the proposed models proving that
it successfully identifies the classes correctly and
efficiently.

5.3. Precision, Recall, Accuracy, and F1-Score. +e accuracy
of a classifier demonstrates its efficiency and performance
[48]. It indicates how many samples the suggested technique
correctly identifies. +e accuracy performance of the

proposed model is shown in Figure 4. +is hybrid model has
a 99.01% accuracy rate and a 98.80% recall rate. +e records
that are accurately identified reflect precision.

Furthermore, our suggested model has a precision of
99.04% and an F1-score of 99.12%, respectively. Complete
detail of each fold is also given in Table 2 regarding the
accuracy and other evaluation metrics. +e per-class accu-
racy of all the three models is also provided in Table 4,
proving the efficiency of the proposed model.

5.4. FDR, FPR, FNR, and FOR Analysis. We calculated the
FDR, FOR, FPR, and FNR to adequately examine our
proposed technique. Figure 5 shows the results. +e FOR
and FPR of Cu-LSTM-GRU have a value of 0.00172% and
0.00193%, whereas FNR and FDR are 0.00121% and
0.00164%, respectively. As a result, the proposed model, i.e.,
Cu-LSTM+ GRU, outperforms the other two models.
Furthermore, Cu-GRU+ DNN shows better performance
than Cu-BLSTM.

5.5. MCC, TNR, and TPR Analysis. To further assess the
proposed model, we employed a confusion matrix to con-
duct an in-depth study of the MCC, TNR, and TPR analysis
results. MCC, TNR, and TPR have values of 98.92%, 99.36%,
and 99.13%, respectively. A closer examination of Figure 6
demonstrates that the proposed model outperforms the
other two models.

5.6. Speed Efficiency. +e testing time taken by our sug-
gested method is demonstrated in Figure 7. We do not
include the training phase because it was primarily per-
formed offline. Testing is crucial when demonstrating the
model’s performance and efficiency. Our suggested hybrid

Table 1: CICDDoS 2019 details.

Attacks Instances
Normal 56,600
DrDoS-MSSQL 2400
Dr-DoS 2350
DrDoS-SSDP 2368
PORTMAP 2496
UDP-lag 2300
SYN 2341
DrDoS-UDP 2600
WebDDoS 2365
Total 75,820

Table 2: Experimental setup.

Processor I7 (3.33 GHz)
OS Windows 10
RAM 16GB
Language Python
GPU Geforce 1060
IDE Spyder
Generation 8th

Libraries NumPy, TensorFlow, pandas, Keras, and scikit-learn

Computational Intelligence and Neuroscience 5
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techniques took only 19.35ms to complete, which is a
computationally efficient time. Cu-BLSTM, on the other
hand, is computationally superior to Cu-GRU-DNN,
having a testing time of 24.50ms.

5.7. 8e Comparison of Cu-LSTM+ GRU with the Existing
Literature. We compared the proposed method with the
existing two hybrid DL models (Cu-GRU+ DNN and Cu-
BLSTM) to demonstrate its efficacy. Both models were

evaluated using the same metrics and dataset, and the
CICDDoS2019 dataset has been used to test and train all three
models.

A comparison with other benchmark algorithms is also
made. Table 5 shows a comparison of the suggested model to
the current literature. +e proposed model (Cu-LSTM+
GRU) clearly surpasses the existing literature regarding the
accuracy, F1-score, precision, and speed efficiency. In ad-
dition, the suggested model’s testing time is only 19.35ms,
which is much faster than previous benchmarks.

Table 3: 10-Fold results of Cu-LSTM+ GRU, Cu-GRU+ DNN, and Cu-BLSTM.

Model 1 2 3 4 5 6 7 8 9 10

Accuracy (%)
Cu-LSTM+GRU 98.25 98.23 99.15 98.89 99.08 99.31 99.16 99.12 99.16 99.84
Cu-GRU+DNN 97.56 97.21 97.86 97.54 98.54 98.57 99.15 98.81 98.62 98.86
Cu-BLSTM 98.36 98.36 98.41 98.93 98.87 98.87 98.69 98.36 98.24 98.29

F1-score (%)
Cu-LSTM+GRU 98.24 98.63 99.68 99.06 99.06 99.25 99.19 99.34 99.08 99.68
Cu-GRU+DNN 98.62 98.45 98.15 98.62 98.62 98.74 99.11 99.15 98.82 98.18
Cu-BLSTM 98.94 98.91 98.29 98.29 98.68 98.15 98.19 98.81 99.16 99.43

Recall (%)
Cu-LSTM+GRU 98.96 98.92 99.26 98.61 98.21 98.61 98.89 98.97 98.69 98.92
Cu-GRU+DNN 98.15 98.06 98.04 98.04 98.61 98.25 98.54 98.95 99.15 98.87
Cu-BLSTM 98.15 98.16 98.16 98.85 98.71 98.06 98.15 98.64 98.64 98.86

Precision (%)
Cu-LSTM+GRU 98.16 98.68 99.14 99.14 99.32 99.36 99.86 99.51 98.91 98.34
Cu-GRU+DNN 98.69 98.85 98.85 98.09 97.93 97.19 98.14 98.31 98.16 98.31
Cu-BLSTM 98.19 98.96 98.48 98.48 98.86 98.46 98.69 99.05 99.17 98.78
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Figure 3: Confusion matrix of cu-LSTM+ GRU.

Table 4: Per-class accuracy of the models.

Class Cu-LSTM+GRU Cu-GRU+DNN Cu-BLSTM
Normal 99.84 98.86 98.93
DrDos-MSSQL 98.15 97.56 98.87
DrDoS-SSDP 99.12 98.54 98.29
DrDoS 98.23 97.86 98.36
SYN 98.25 97.21 98.24ss
WebDDoS 99.16 98.57 98.36
PORTMAP 99.31 99.15 98.93
DrDoS-UDP 99.08 98.62 98.41
UDP-lag 99.15 98.81 98.87
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D6. Conclusions and Future Work

With the development of IoMT and E-health, the risk of
cyber assaults has skyrocketed. +ese diverse devices make
deploying traditional intrusion detection systems chal-
lenging in such environments. +erefore, the SDN paradigm
provides a promising solution for protecting IoMT/E-health
infrastructures. +e proposed framework provides a quan-
titative, economical, and precise solution. A complete model
test is run in combination with typical test metrics. We
compared the result of the proposed model with two other
classifiers that have been trained and evaluated under the
same environment and with the current benchmarks. +e
proposed hybrid Cu-LSTM+ GRU model outperforms the
current benchmark models with 99.01% accuracy and
precision and F1-score of 99.12% and 99.04%, respectively.
Furthermore, the computational complexity of the proposed
model is very low, i.e., 19.35ms. Despite its great perfor-
mance, our proposed technique has a shortcoming that we
intend to solve in the future, i.e., the proposed model would
be more beneficial if it could identify insider threats.

In the future, we aim to use some other deep learning
algorithms with blockchain to develop a new intrusion
detection system for such environments. Finally, the authors
endorse SDN-empowered, deep learning-based intrusion
detection systems for the security of IoMT environments.
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In this research, an intelligent and cost-e�cient system has been proposed to detect the improper sitting posture of a person
working at a desk, mostly in o�ces, using machine learning classi�cation techniques.�e current era demands to avoid the harms
of an improper posture as it, when prolonged, is very painful and can be fatal sometimes.�is study also includes a comparison of
two arrangements. Arrangement 01 includes six force-sensitive resistor (FSR) sensors alone, and it is less expensive. Arrangement
02 consists of two FSR sensors and one ultrasonic sensor embedded in the back seat of a chair. �e K-nearest neighbor (KNN),
Naive Bayes, logistic regression, and random forest algorithms are used to augment the gain and enhanced accuracy for posture
detection. �e improper postures recognized in this study are backward-leaning, forward-leaning, left-leaning, and right-leaning.
�e presented results validate the proposed system as the accuracy of 99.8% is achieved using a smaller number of sensors that
make the proposed prototype cost-e�cient with improved accuracy and lower execution time. �e proposed model is of a dire
need for employees working in o�ces or even at the residential level tomake it convenient to work for hours without having severe
e�ects of improper posture and prolonged sitting.

1. Introduction and Literature Review

�e economic growth of any country around the globe is
directly linked to the number of employees working in
o�ces as it increases GDP, however, working nonstop sitting
on o�ce chairs can cause actual harm tomental and physical
health. According to a survey, 60% of Americans experience
real health problems because of the use of technology during
the day, including insomnia, eye strain, headache, and more,
out of which 30 percent have severe back pain and 27 percent
have neck pain because of prolonged sitting in an improper
posture [1]. Moreover, if a person sits on a chair in the wrong
posture for a long time, it can cause more severe and painful
diseases, such as pressure ulcers, back pain, spinal dys-
function, joint degeneration, rounded shoulders, and a
potbelly. �e wrong posture causes an increase in pressure,
friction, and shear on the chair, and rubbing the chair with

the skin for a long time can tear the skin apart, resulting in
severe pressure ulcers, leading to death.

In general, the o�ce timings are eight hours, and people
also work overtime or work longer than that without no-
ticing their improper sitting patterns. For example, sitting
eight hours on a chair with no physical activity can increase
pressure at speci�c points in the body. �e continuous
rubbing of the skin on the chair surfaces results in pressure
ulcers and other joint pains. Moreover, if the table height
and distance from the table to a chair are not correct, the
person has to bend toward his laptop, making a curve in his
spine. �ese body curves can cause many hazards, such as
back pain. Such improper postures, when taken for a pro-
longed period, can cause severe damage to health, and they
must be prevented.

A good working environment is crucial in helping
employees put their best foot forward. Sit-stand working
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stations provide a good environment and reduce discomfort.
Studies conclude that sit-stand working stations reduce
perceived discomfort and increase productivity [2]. Sitting
on the chair in an awkward posture or in one posture for a
long time will cause harmful diseases, including pressure
ulcers. (e severe impacts of improper posture increased the
importance of pressure recognition systems.(ere are many
methods and techniques to detect the wrong posture to
prevent getting improper posture and severe effects. One of
the highest accuracy techniques to detect posture is FSR
sensors and machine learning. Scientists and researchers
have done much research on detecting posture accurately,
mainly for wheelchair users. In addition to the traditional
algorithms of the Naive Bayes classifier (NB), decision tree
(DT), neural network (NN), multinomial logistic regression
(MLR), and support vector machine, a system was developed
to classify the sitting postures using different machine
learning algorithms, such as the convolutional neural net-
work (CNN) algorithm (SVM). A sensing cushion was
created by installing a pressure sensor mat (8 8) within the
children’s chair seat cushion [3]. A pressure mapping device
was used to measure the pressure in the right, one-sided
prone, chin supported, and slumped sitting positions [4].
(e WDI (XAP) found a statistically significant difference
between the three incorrect sitting postures (one side prone,
chin propped, and slumped sitting) and the correct sitting
posture (one side prone, chin propped, and slumped sitting)
[5]. An embedded device was utilized to acquire position-
related information using a machine learning method
termed dimensionality reduction (DR) and classification.
(e system includes a DR step based on the principal
component analysis (PCA) [6]. For pose detection between
the matrix stored (in the system) and new data obtained by
pressure and distance sensors, K-nearest neighbours (KNN)
classifiers are used [7–13]. Noninvasive optical fiber sensor
architecture can be fitted to the bottom of a shoe for remote
plantar pressure monitoring, which might be utilized in an
IoTe-Health system to track people’s health.(e study looks
at creating an optical fiber sensor multiplexed network
(using fiber bragg gratings) to measure the distribution of
foot plantar pressure during locomotion (walking) [8].

Picture data from the posture was captured using a
film-type pressure sensor. (e study enlisted the partici-
pation of twenty-six children, who were photographed in
seven distinct poses. (e authors employed a seven-layer
convolutional neural networks (CNN) technique. In ad-
dition, the artificial neural networks (ANN) approach, one
of the machine learning techniques, was utilized to com-
pare classification accuracy [14–20]. (e system (FPGA) is
made of six flex sensors, an ADC board, and a machine
learning algorithm based on a two-layer artificial neural
network (ANN) developed on a Spartan-6 field pro-
grammable gate array [10]. (e system achieves 97.78
percent accuracy with a floating-point evaluation and 97.43
percent accuracy with a 9-bit fixed-point implementation.
(e maximum propagation delay for the ANN and ADC
control logic is 8.714 ns [11]. Ahmad et al. employed the J48
algorithm to identify the five types of sitting postures using
the pressure readings of twelve pressure sensors as features,

achieving 99.47 percent experimental classification accu-
racy [12]. A center of pressure, contact area proportion, and
pressure ratios are used in another article to identify five
common trunk postures, two common left foot postures,
and three common right foot postures. Lower-resolution
mapping characteristics were compared to high-resolution
sensor pressure mats on the backrest and seat pan features
[21–26]. To recognize the postures of each body compo-
nent, five distinct supervised machine-learning approaches
are used [13]. Using a specific hardware system that in-
terprets video in real-time using convolutional neural
networks, a system based on the worker’s postural detec-
tion is created, constructed, and tested. (is device can
identify the worker’s neck, shoulders, and arms position
and provide advice to help them avoid health problems
caused by bad posture [12]. Many additional efforts, such as
clinical implication assessment for diabetes mellitus [27],
are built on machine learning techniques. (ere are also a
slew of additional classification-based efforts to resolve
health difficulties [28]. An intelligent way to forecast the
accuracy of a model is to use an artificial neural network
[29]. Multiple approaches are used in previous studies for
the detection of posture, however, in this work, the cost is
considered the main factor, and the higher accuracy of the
system is achieved. Moreover, the proposed system is
portable and multiple configurations of sensors are tested
in this system [30]. Table 1 shows a comparison of prior
research literature reviews. A system is designed to measure
the variation in FSR sensor data on a chair according to the
changing of the body sitting positions and the collection of
that data.

(i) Two arrangements have been used in this study to
find the cost-efficient and higher accuracy ar-
rangement of sensors according to the weight dis-
tribution of a sitting person on a chair

(ii) Different machine learning techniques are used to
clean the dataset to make it more efficient and useful

(iii) Four machine learning algorithms are applied to
detect the posture of a sitting person

(e paper is divided into the following sections: designed
system, materials and methods, hardware, software, con-
figurations and specifications, data processing, results and
discussion, conclusion, and future work.

2. Designed System

(e sensors are connected to Arduino, and then the dataset
is generated through serial communication, as shown in
Figure 1.(e data is stored in an excel file. In this way, data is
stored, and then four different machine learning algorithms
are applied to this data. (is system supports mainly the
table working in offices or at home. While working on
laptops or computers in an office or at home, posture can
easily be detected, and a warning of improper posture will be
given on the laptop when that posture is taken for a pro-
longed period of time. (e FSR sensors are very thin and
small that they cannot be noticed, or no one can be annoyed
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or disturbed by these sensors. Hence, it is an easy and ef-
ficient system to detect a person’s posture when working on
a table. It is a regular practice that people bend over to focus
on the screen, and it can impact their health badly and have
severe health hazards. (us, this system makes posture
detection more straightforward and efficient.

3. Materials and Methods

(e process of posture detection can be done in various ways
and methods, one of which is the approach discussed in this
paper, which is the analysis and computation of pressure
distribution data on a chair. In this approach, the force
resistive sensors FSR are placed in a meaningful manner on a
standard ordinary office chair, and when a person sits on it,
the pressure distribution on the chair is measured by the
sensors, and the posture is predicted using machine learning
algorithms. In this paper, four machine learning algorithms
are applied, including logistic regression, KNN, random
forest, and Näıve Bayes, to predict the four improper sitting
patterns, such as bending forward, bending backward,
bending left, and bending right, as in Figure 2.

3.1. System. (is study uses FSR (force-sensitive resistor)
sensors that exhibit varying degrees of resistance to force
directly proportional to the pressure exerted on them.
Firstly, the FSR sensors are used to measure the pressure
difference according to weight distribution on a chair. (en,
this data is refined into a functional form to apply machine
learning algorithms for the prediction or detection of the
posture. (e embedded system consists of two main parts,
such as hardware and software.

3.1.1. Hardware. (e weight distribution is evenly or un-
evenly divided on a chair when a person sits on it according
to its sitting position. Hence, the pressure distribution on a
chair is linked to a person’s body mass and weight.
(erefore, for the better capturing of pressure sensor data,
the placement of FSR sensors must be meaningful. In this
paper, two sensor placements are discussed to study the
change in accuracy by changing the sensor arrangement.(e
two arrangements of sensors are as follows:

(1) Arrangement 01. In this arrangement, six FSR sensors are
placed to cover the main pressure points of the human body,
such as under the thighs, hip joints, and sides, as shown in
Figure 3. When a person leans to the right, the right sensors
have a higher-pressure value than the left ones and vice
versa. In this way, the wrong posture is detected through the
pressure distribution technique. (e sensors work in a pair
as the front two sensors are mainly used to detect the
forward-leaning, and backward leaning is also detected by
two sensors. When the pressure on the front two sensors
increases, the person is sitting, leaning forward, and it is
similar to backward leaning. Similarly, the left and right
sensors are used to detect a person’s left- and right-leaning
positions. (e chair used in this research is 16×16 inches in
size, and the vertical distance between the forward and
backward pair of sensors is 5 inches, while the left-right
sensors are embedded at edges, with a distance of 10 inches.
(e FSR sensor used in this study is approximately 1 inch
long.

(2) Arrangement 02. (e need for a second arrangement
arises because of the higher cost of FSR sensors. In this
approach, an ultrasonic sensor is used instead of FSR sensors
for backward or forward-leaning detection.

Table 1: Literature review.

Sr
no Paper Type of sensors No. of

postures Classifiers/software Accuracy
(%)

1 [3] A film-type 8× 8 FSR 5 (CNN), (DT), (SVM), (MLR), (NN), and (NB) 95.3

2 [11] Inverse piezoresistive
nanocomposite sensors 3 (ree-layer BP neural network 98.75

3 [9] Pressure sensor of film type 7 (CNN), (ANN) 97.5
4 [10] An array of six flex sensors 7 Artificial neural network 97.8

5 [12] 16 sensors with 16 matrices 4 k-nearest neighbors (k-NN), support vector machines (SVM),
random forest (RF), decision tree (DT) and LightGBM 99.03

6 [31] Accelerometer, gyroscope, and
magnetometer sensors 5 Naive Bayes, SVM, and KNN 99.90

Figure 1: System diagram. FSR sensor data are being sent to the
laptop through Arduino serial communication.
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�e optimal range for ideal posture is set on an ultra-
sonic sensor, and when the range exceeds, the forward-
leaning posture is detected, and when the distance between
the ultrasonic sensor and the person reduces to zero, it is
predicted as a backward leaning position. Arduino mega is
used for arrangement 01 because of the more signi�cant
number of FSR sensors, and Arduino UNO is used for
arrangement 02 because of the smaller number of FSR in-
puts. For this reason, arrangement 02 is considered cost-
e�cient. Moreover, FSR sensors are reduced to more than
half in arrangement 02. Figure 4 shows two FSR and one
Ultrasonic sensor deployed in arrangement 2. A laptop
processor is used for machine learning algorithms and
Arduino serial communication. Table 2 shows hardware and
speci�cations used for the proposed system.

�e cost comparison of arrangement 01 and arrange-
ment 02 is given in Table 3.

3.1.2. Software. �e sensor data is sent to Arduino IDE via
serial communication, and then Excel is used for storing the
collected data. �e Google collab notebook is used for

machine learning algorithms in this paper. �e collab runs
the code on local hardware. �us, execution time may vary
from system to system.

3.2. Data Acquisition. �e data is collected at COMSATS
UNIVERSITY Islamabad, Lahore campus, and students of
di�erent weights, heights, and body mass contributed to this
study. �e teachers and sta� also contributed to dataset
generation. Hence, the age ranges from 20 to 45 years. �e
number of samples collected is 635 di�erent persons, and
among them, 155 samples are forward-leaning, 145 are
backward-leaning, 160 are right-leaning, and 175 are left-
leaning, as shown in Figure 5(a). �e BMI range of collected
sample data varies from 16 to 35.

3.3. Data Preprocessing. Data preprocessing is an e�cient
technique to make raw data valuable and signi�cant. Data
preprocessing techniques re�ne the dataset into a functional
form in this study. �e repeated, corrupted, and null entries
are eliminated from the dataset. Decreasing the irrelevant

16 Inch

5"

10"

1"

Figure 3: Arrangement 01, six sensors arrangement on a chair. 16 Inch

10"

Figure 4: Arrangement 02: two FSR and one ultrasonic sensor.

(a) (b) (c) (d)

Figure 2: Four improper postures, namely left-leaning, right-leaning, forward-leaning, and backward leaning (from left to right).
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column is a signi�cant step in removing the data and time
columns from the dataset. Moreover, outliers that lead to the
wrong prediction are removed. Another major step in data
preprocessing is extracting null rows and columns and then
removing them and placing them by their primary values.
�e smote analysis also removes the values where repetition
exists to make the dataset more signi�cant.

3.4. Data Processing. After the preprocessing of data, four
machine learning algorithms are applied to detect the
posture, and their accuracy and execution time are com-
pared. Logistic regression predicts the output, which is
present in categorical form. It can be either Yes or No, 0 or 1,
true or False, etc., and it gives a value between 0 and 1. When
applying logistic regression, the output is in categorical
form. Logistic regression gives a value between 0 and 1, and
it cannot go above this limit, forming an S-like curve. �e

S-form curve is called the Sigmoid function or the logistic
function [32]. �e probability of a record belonging to the
positive class given feature prediction by the logistic re-
gression (9).

P �
1

1 + e− β0+β1X1+β2X2+β3X3.........+βnXn( ). (1)

�e other algorithm used in this study is KNN. Using
KNN, the quick identi�cation of the category or class is
achieved [33]. �e working of the KNN algorithm is as
follows:

(i) Selecting the number K of the neighbors
(ii) Euclidean distance of K number of neighbors is

calculated
(iii) �e K nearest neighbors from the calculated Eu-

clidean distance

Table 2: Hardware component details.

Hardware Speci�cation

Arduino mega Arduino mega is a microcontroller kit for building digital devices based on the ATmega 2560. It has 54 digital
input/output pins

Laptop A laptop used for data collection and processing has the following speci�cations: intel core i5, 6th generation, G3
2.40GHz processor, and 8GB ram

Force-sensitive
resistance

A force-sensitive resistor (FSR) is a material that changes its resistance, when a force or pressure is applied, the
output voltage varies from 0 to 5V, depending on the amount of force applied to the sensor

Sonar sensor Sonar sensors use ultrasonic sound waves to detect objects and distance. It sends an ultrasonic pulse out at 40 kHz,
which travels through the air, and if there is an obstacle or object, it will bounce back to the sensor

Table 3: Cost comparison of arrangement 01 and arrangement 02 of sensors distribution.

Components Arduino UNO Arduino mega FSR Sensors Ultrasonic Sensors Total

Arrangement 01 Quantity 0 1 6 0 73.08$Cost 0 35.88$ 6.2× 6� 37.2$ 0

Arrangement 02 Quantity 1 0 2 1 37.89$Cost 24.95$ 0 6.2× 2�12.4$ 0.54$

Number of Samples

175 155

160
145

Forward
Backward

Right
Left

(a)

Voting

Prediction

Training Data 1 Training Data 2

Decision
Tree 1

Decision
Tree 2

Data Set

(b)

Figure 5: (a). Ratio of samples for postures, including forward, backward, left, and right. (b) Flow diagram 1: random forest
working.

Computational Intelligence and Neuroscience 5



(iv) Counting the number of data points from k
neighbors in each category

(v) For which number of the neighbor is maximally
assigning them a new data point

Distance functions used to calculate the distance from
the nearest neighbor are Euclidean (2), Manhattan (3), and
Minkowski (4).

Euclidean �

�����������

∑
k

i�1
xi − yi( )2

√√

, (2)

Manhattan �∑
k

i�1
xi − yi
∣∣∣∣

∣∣∣∣, (3)

Minkoswski � ∑
k

i�1
xi − yi
∣∣∣∣

∣∣∣∣( )
q 

1/q

. (4)

�eworking diagram of the random forest is as shown in
a ®ow diagram in Figure 5(b).

Another algorithm used in this study is Näıve Bayes. In
the naı̈ve Bayes algorithm, the occurrence of a certain feature
is independent of the occurrence of other features [34].

�e working of the naı̈ve Bayes algorithm is as follows:

(1) Converting the given dataset into frequency tables
(2) Likelihood table generation by �nding the proba-

bilities of given features
(3) For calculating the posterior probability using the

Bayes theorem

�e highest accuracy provider algorithm is random
forest. Both big and small data can be handled using random
forest. �e random forest is a combination of multiple
decision tree algorithms [35]. Figure 6 illustrates a complete
overview, including working and back-end environment of
the proposed system.

KNN is a lazy learner that stores data at the time of
classi�cation, however, the advantage of using KNN is that it
is straightforward to implement. �e logistic regression
classi�cation algorithm gives about 86.78% precision and an
accuracy of 83.34%, just in a training time of 0.029 s. Logistic
regression produces accurate results using binary classi�-
cation tasks, while the proposed system consists of multiclass
classi�cation. Random forest contains several decision trees
consisting of various subsets in the given dataset. It takes an
average to improve the predictive accuracy of that dataset.
As the number of trees increases in the forest, it leads to
higher accuracy and prevents the problem of over�tting.
Random forest generates a predicting precision of 97.3%, an
accuracy of 97.08%, and the training time for data is just
0.662 s. Naı̈ve Bayes generates the predicting precision of
82.22%, the accuracy of 77.38%, and the training time for
data is just 1.5 s. It is a probabilistic classi�er, which means it
predicts based on the probability of an object. �e examples
of the Naı̈ve Bayes algorithm are spam �ltration, sentimental
analysis, and classifying articles. Arrangement 01 results and
comparison of di�erent algorithms is given in Table 4.

4. Results and Discussion

Machine learning algorithms are used in this research to
predict four improper sitting postures. Two di�erent ar-
rangements are used to study the accuracy and cost-e�cient
system. �is designed system has evaluated classi�cation
algorithms, including logistic regression, Naive Bayes, KNN,
and random forest. Classi�ers used in this system are judged
based on their performance parameters, including precision,
accuracy, and training time.

4.1. Results of Arrangement 01. For this arrangement, the
KNN (k-nearest neighbor) algorithm predicting precision is
89.8%, accuracy is 93.97%, and execution time is about
0.552 s. KNN is a nonparametric algorithm. It never makes
any assumption on underlying data. Figure 7 shows the plots
of random forest algorithm for arrangement 01.

Unwanted data Removal

Unwanted Outliners Managing

Missing Data Handling

Structural Errors Fixing

Data Set
FSR Sensors

Hardware

Office Environment Backend Processing

Data Cleansing

Posture Recognition

ML
ALGORITHMS

KNN LR NB RF

Figure 6: Complete system overview, including working and back-end environment.
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4.2. Arrangement 02 Results. In this arrangement of sensors,
two FSR and only one ultrasonic sensor are used. For sonar
con�guration, KNN (k-nearest neighbor) algorithm pre-
dicting precision is 99.97%, accuracy is 99.97%, and its
execution time is about 0.519 s. �e Logistic Regression
classi�cation algorithm gave a precision of about 99.96% and
an accuracy of 99.97%, just in a training time of 0.029 s.
Random forest generates the predicting precision of 99.78%,
the accuracy of 99.998%, and the training time for data is just
0.062 s. Näıve Bayes generates the predicting precision of
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Figure 7: Random forest graphs: (a) learning curves, (b) performance of the mode, and (c) scalability of the model.
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Figure 8: Table 3: arrangement 02: random forest graphs: (a) learning curves, (b) scalability of the model, and (c) performance of the model.

Table 4: Arrangement 01, machine learning algorithms comparison.

Algorithms Precision (%) Accuracy (%) Training time (s)
Logistic regression 86.78 83.34 0.029
Naı̈ve bayes 82.22 77.38 1.5
KNN 89.8 93.97 0.552
Random forest 97.3 97.08 0.662

Table 5: Comparison of machine learning algorithms of ar-
rangement 02.

Algorithms Precision
(%)

Accuracy
(%)

Training time
(s)

Logistic
regression 99.96 99.98 0.029

Naive bayes 82.22 77.38 2.56
KNN 99.97 99.97 0.519
Random forest 99.78 99.998 0.062
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82.22%, the accuracy of 77.38%, and the training time for
data is just 1.5 s. Figure 8 and Table 2 show the plots of
random forest algorithm for arrangement 02 and compar-
ison, respectively. (Table 5)

5. Conclusion and Future Work

In this era of technology, everything and every solution is
just a click away on technical gadgets and computers.
Nevertheless, this technology stuff somewhere has a sig-
nificant impact on the overall health factors of the human
body. (is study presents a solution to the improper sitting
habits of any person who works a lot sitting at a desk. In this
study, FSR sensors and an ultrasonic sensor are used to
detect the sitting posture of a human body. Four machine
learning algorithms are applied to the dataset generated on
four different improper sitting postures: forward-leaning,
backward-leaning, left-leaning, and right-leaning. (e ac-
curacy of 99.998% is achieved using the Random forest
machine learning algorithm when applied to arrangement
02 data set: two FSR sensors and one ultrasonic sensor. (e
system can be used in offices and at home during desk work
to prevent improper posture hazards and maintain fitness.
(is paper’s vital scientific contributions are as follows: (1)
compared to flex and textile sensor systems, the proposed
technique reduces the number of sensors and processing
complexity, resulting in lower hardware overhead. (is
energy-efficient and trustworthy continuous sitting position
detection system will play a more critical role in reducing
musculoskeletal disorders and protecting users’ dignity. (2)
(e proposed solution does not have a drift problem, and
hence, repetitive calibrations may be avoided. As a result, it
is more dependable and power-efficient than the acceler-
ometer-based system, resulting in a longer battery life. (3)
(e proposed approach provides a more private user ex-
perience than the camera-based system. For future work, the
communication can be done wirelessly to send the sitting
posture history to health professionals and analyze in a
better/faster way to understand the medical history. Fur-
thermore, the real-time posture detection on a smartphone
can be done as it is easy to access and efficient to detect the
posture while a person sits anywhere rather than specifically
on an office chair or work desk.
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Human cognition is in�uenced by the way the nervous system processes information and is linked to this mechanical explanation of
the human body’s cognitive function. Accuracy is the key emphasis in neuroscience which may be enhanced by utilising new
hardware, mathematical, statistical, and computational methodologies. Feature extraction and feature selection also play a crucial
function in gaining improved accuracy since the proper characteristics can identify brain states e�ciently. However, both feature
extraction and selection procedures are dependent on mathematical and statistical techniques which implies that mathematical and
statistical techniques have a direct or indirect in�uence on prediction accuracy. e forthcoming challenges of the brain-computer
interface necessitate a thorough critical understanding of the complicated structure and uncertain behavior of the brain. It is
impossible to upgrade hardware periodically, and thus, an option is necessary to collectmaximum information from the brain against
varied actions. e mathematical and statistical combination could be the ideal answer for neuroscientists which can be utilised for
feature extraction, feature selection, and classi�cation. at is why in this research a statistical technique is o�ered together with
specialised feature extraction and selection methods to increase the accuracy. A score fusion function is changed utilising an
enhanced cumulants-driven likelihood ratio test employing multivariate pattern analysis. Functional MRI data were acquired from
12 patients versus a visual test that comprises of pictures from �ve distinct categories. After cleaning the data, feature extraction and
selection were done using mathematical approaches, and lastly, the best match of the projected class was established using the
likelihood ratio test. To validate the suggested approach, it is compared with the current methods reported in recent research.

1. Introduction

e signi�cance of neuroscience has become iconic in recent
years due to the demand for intelligent systems in daily life.
In the last decade, neuroscience becomes very famous due to
its tremendous advances and applications. Neuroscientists
from all over the world have progressed in this area; indi-
vidual investigators also played a vital role in this �eld and
worked in small groups on speci�c projects. Since neuro-
science is an emerging �eld and has enormous applications,

and therefore, during the last decade, a huge amount of
funding is provided. In 2013, US President approved a grant
of USD 100 million to unlock the mysteries of the brain [1].
Similarly, in 2013, the European Union [2] also approved
funding of 1 billion Euros for human brain projects. e
main driving force in the �eld is the impact of brain disease
on the population and the knowledge gaps in neuroscience,
requiring a collaborative large-scale e�ort of scientists. e
increasing demand for this �eld is due to its strength as it can
be used in various �elds. From medical to defense, it can be
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used in any field including trials in court and as a basic
research tool. Previously, it was used as evidence by the court
in India [3], also used in various medical applications [4],
and can be used for defense purposes [5, 6]. It can also be
used to see the effect of the brain on various products. A
blind test was done between Pepsi and Coke based on
functional magnetic resonance imaging (fMRI) data to see
which one is better [7]. *e results showed that although
Coke is a more valuable and successful brand, more people
liked Pepsi. In Baylor College of Medicine, Houston per-
formed another research in which fMRI data were used to
see the brain activations for the taste of Pepsi and Coke [8].
*e participants drank Pepsi or Coke and different parts of
the brain light up depending on the cola being drunk. A
linear regression analysis using behavioral preferences in-
dicated the difference in brain responses evoked by Coke and
Pepsi in the ventromedial prefrontal cortex. *e average
count was higher for labeled Coke compared to the labeled
Pepsi. *is shows that high activation was found when the
participant drank their favorite cola. It is concluded that if
acceptable accuracy can be achieved, then the prediction of
the human brain can help in many applications including
medical and health care.

In the above paragraph, the importance of prediction is
discussed that how it can change our lives. Although several
other applications are dependent on this field [9–11], the
purpose of this paper is not to mention all the applications as
they will be beyond the scope. *e primary question that
arises in the current situation is why we are not using this
field for various applications as discussed above, for ex-
ample, in court trials, and it is easy to predict from a sus-
pect’s brain measure whether he/she is involved in crime or
not. *e answer is it is not possible till now due to limited
accuracy and reliability.

*is research work comes under the field of computa-
tional neuroscience which uses theoretical neuroscience to
validate and crack computational models. *is should also be
seen as a domain of theoretical neuroscience, but both areas
are mostly related. *e word mathematical neuroscience is
used to emphasize the numerical character of the discipline
occasionally [12, 13]. Computational neuroscience focuses on
the description and physiology of biologically plausible
neurons (and neural systems) as well as their dynamics, but
biologically unreal models used for relativism, theory of
control, cybernetics, quantitative psychology, machine
learning, artificial neural networks, artificial intelligence, and
computer education are not directly involved [14, 15]. While
there is shared motivation and often no strict boundary
within disciplines, paradigm abstractions depend on the
complexity of the study and on the functionality by which
biological structures are evaluated in computational neuro-
science. In the current study, a method is proposed that can
improve the accuracy and hence make this field more reliable.
*ere are different steps from experiment design to the
prediction of the class including data collection, feature ex-
traction, and selection as shown in Figure 1. Different studies
focused on different steps, but the common goal was to
achieve better accuracy [16, 17]. For example, a better ex-
periment design can improve prediction accuracy, and

similarly, by collecting quality data, accuracy can be im-
proved. In short, the current research is mainly focusing on
the analysis of fMRI data instead of depending on new
hardware so in this study we have also focused to improve the
accuracy by introducing a novel method. Since fMRI is a
mature modality in neuroscience and is used for two decades,
a lot of literature is available, and various techniques are used
for better results. *e primary focus of these studies was on
experiment design and specific brain regions instead of new
statistical techniques like many studies that used a support
vector machine (SVM) for classification and took features
from the region of interest (ROI) [17–20]. *erefore, the
target of this study is to introduce a novel method in neu-
roscience and compare the results with the existing methods.

Prediction of the human brain is always a challenging
task for neuroscientists due to its complex structure and
rapid changing behavior. In the initial years of research,
univariate-based approaches were very common and pro-
vided acceptable results [21, 22]. Univariate is the simplest
form of analyzing data in which the data being analyzed
contains only one variable. As univariate has a single var-
iable, it does not deal with relationships or causes. Over time,
improvements were done not only in hardware but new
methods were also introduced for the analysis of complex
brain data. Instead of univariate analysis, brain mapping and
multivariate pattern analysis (MVPA) were introduced
which improved the previous results significantly
[17, 23, 24]. In MVPA, the primary focus is on distributed
patterns of activity for analysis and comparison. In this way,
the differences between different brain conditions can be
detected with higher sensitivity.

In the initial years, functional magnetic resonance imaging
(fMRI) was the most common, reliable, and widely used ap-
proach for the collection of brain data [22, 25], and in most of
the initial studies, the datawere extracted only from a particular
brain region like occipital region for any visual task or from a
temporal region in case of a cognitive task. As time passes,
other modalities were also extensively used in neuroscience
which provided good results such as an electroencephalogram
(EEG), magnetoencephalography (MEG), and functional near-
infrared spectroscopy (fNIRS) [26, 27]. In fMRI, brain activity
is measured by identifying the changes that occurred due to the
flow of blood.*e fMRI uses the blood oxygen level-dependent
(BOLD) contrast which was initially discovered by Seiji Ogawa
[28]. In case of any neuronal activity, more blood is needed in
that region which later flows and increases the blood level in
that region. Due to blood flow, more BOLD contrast can be
observed in that region. Since, in fMRI, brain activity is
measured using blood flow, it is an indirect method tomeasure
brain activity. Functional MRI is an indirect method of
measuring brain activity patterns, but still the best among other
modalities due to its higher spatial resolution. On the other
hand, in EEG, the direct neuronal activity can be measured as
its time resolution is in milliseconds, which is good compared
to fMRI as it has in seconds.

*e collection of brain data is itself a difficult task in-
cluding experiment design and conduction. However, after
the recording of brain data, the primary goal is to clean the
data and find a significant difference in the temporal and
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spatial characteristics of the data, which contrasts the various
states as precisely as possible. e goal of neuro-computing
is to achieve this precise contrast, so a variety of simple and
traditional statistical methods such as grand averages and
region of interest were used in building the good model
[22, 29, 30]. Currently, these methods are not common due
to limited accuracy and reliability in comparison with new
and complex statistical methods [20, 31, 32]. Although it is
not possible to measure and analyze the billions of neurons
present in the brain and none of the current modalities can
do that, improvement is always demanding and challenging.
Moreover, it is not easy to update the hardware regularly.
at is why presently the focus of neuroscientists is on
computations based on statistical and machine learning
techniques which are applied in various �elds, to improve
the results instead of waiting for new technology [33–36].

Various research groups are working on neuro-com-
puting, and improvements have already been observed both
in terms of hardware and computational techniques, but this
�eld still has a lot of potentials. Neuroscientists also used
both fMRI and EEG together (simultaneously) in some
studies [37–39] for improved results. In short, this �eld still
has a chance of improvement in many ways. In hardware
improvements, 7 Tesla fMRI machines and 512 channel EEG
caps are available, and researchers are focusing on statistical
and mathematical approaches to bring advancement in
existing techniques with the help of advanced hardware.
Many novel approaches are observed during the last decade,
especially for feature extraction, feature selection, and
prediction [26, 40]. Various projection and dimension re-
duction methods also emerged for the extraction of sig-
ni�cant data. e common algorithms used for feature
extraction are principal component analysis (PCA), inde-
pendent component analysis (ICA), t-test, and many others
[17, 41–43].

Apart from the above-discussed techniques, machine
learning plays a vital role in the prediction of brain activities
as the brain consists of a huge amount of data. Di�erent
machine learning and prediction techniques are used in this
regard such as linear discriminant analysis (LDA), support
vector machines (SVM), Näıve Bayes, Bayesian, and many
others [42, 44–51]. Each of them took part in better results;

however, SVM is the most common in neuroscience com-
pared to others. e likelihood ratio test (LRT) is also a
statistical test used for comparing the best �t of two sta-
tistical models. LRT has mostly been used in likelihood
ratio-based score fusion (LRBSF) which is a mature and
widely used technique, especially in biometric systems [52],
and however, it is rarely used in the neuroscience research
area. In an existing study, [53], it was shown that LRBSF can
produce better results in terms of accuracy for both fMRI
and EEG data sets as compared to many existing methods,
especially SVM.

1.1. Contribution of the Research. In this manuscript, a
hybrid method is proposed. In the proposed algorithm, time
series mathematical equations of various cumulants are used
along with the likelihood ratio-based score fusion (LRBSF)
method. e results are compared with the recent state-of-
the-art methods. In the proposed method, the initial β values
are taken as features that are found using GLM. ese
features are further re�ned with various orders (up to
fourth) of cumulants and �nally used likelihood ratio-based
score fusion (LRBSF) which helped in better results with less
time. In LRBSF, the number of features plays a great role,
and limited features increase the performance by reducing
the processing time of the existing method other than the
prediction results.

1.2. Organization of the Article. e rest of the paper is
organized as follows. Section 2 presents the experimental
methodology of this paper. Section 3 deals with the statistical
techniques which are mainly used in this research article.
Section 4 represents the results based on the experimental
setup, and a detailed discussion is given in the section. In the
last Section 5, a conclusion of this research work is
presented.

2. Experimental Methodology

e motivation behind the presented research work is to
propose a method based on cumulants that can help in
improving the accuracy using the fMRI data because the

Experiment
Design Data Collection Pre-processing Data

Transformation

Results Prediction Feature
Extraction

Data
Selection

Optimal Predictor

Figure 1: System model for the analysis of fMRI data.
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implementation of neuroscience applications is dependent
on higher accuracy. *e reliability of any method is de-
pendent on accuracy; if the accuracy is higher, the method is
considered accurate and reliable. Cumulants are widely
adopted in classification problems such as modulation
recognition [54, 55]. To the best of our knowledge, this
approach is seldom explored for fMRI analysis. *erefore, a
novel prediction approach of cumulants-driven likelihood
ratio-based score fusion (LRBSF) along with multivariate
pattern analysis (MVPA) is presented in this research article
to optimize the prediction results based on the fMRI data set.

For this study, the experiment was designed in e-prime
[56], and fMRI was collected using a 3 T Philips machine and
preprocessed using standard preprocessing methods in SPM
[57]. During analysis, raw data were taken as features that
were followed by feature selection done using a t-test.
Multivariate pattern analysis (MVPA) has been used with
fMRI data to extract information from distributed activation
patterns of the brain. *e significant features were still in
large numbers, so different orders of cumulants were applied
to reduce the number of features. Finally, the likelihood ratio
test (LRT) was applied to those selected features and found
the prediction accuracy.

*e main steps of fMRI data analysis include experiment
design, data collection, preprocessing, data transformation,
data selection, feature extraction, prediction, and finally,
results which are shown in Figure 1, and details are given in
the following section.

2.1. Experiment Design. *e initial step is the experiment
design which helps in the extraction of data from the brain.
Better experiment design can collect valuable and numerous
data from the brain like event-related design, which helps in
measuring the rapid change of brain-behavior. For the fMRI
study, experiment design is an important factor as fMRI
scans are expensive and time-consuming and need human
resources.*at is why experiment design should be carefully
designed which can extract sufficient data for further
analysis. *e best experiment design can maximize the
contrast of interest.

2.2. Experimental Data Collection. After the experiment
design, data collection is a key step in which extensive care is
required to retrieve useful data. *e main goal during data
collection is to record the data according to the task with the
minimum artifacts or noise. In fMRI, data collection re-
quires special consideration. *e collected data should have
strong physiological signals so that the discrimination be-
tween the brain states can be done easily along with the
safety measures due to human involvement. For the ex-
perimental setup, healthy subjects were selected, and all were
Hospital Universiti Sains Malaysia (HUSM) students. *eir
ages were between 18 and 26. *e approval of the study
protocol was taken from the Human Research Ethics
Committee (HREC), Universiti SainsMalaysia (USM) under
IRB Reg. No: 00004494, FWA Reg. No: 00007718, and USM
issuing letter number is USMKK/PPP/JEPeM[257.3.(4)].
*erefore, it does not require registration with the

International Committee of Medical Journal Editors
(ICMJE). *e consent from all participants (subjects) was
obtained before the start of the experiment. For safety
purposes, the data were recorded in the company of the
doctor at HUSM. A brief training session was arranged for
each participant before the data collection.

Subject selection and machine parameters should pre-
cisely be chosen. Moreover, the duration of the session
should not be too long. In this study, the data were collected
from 12 subjects, and 8 were used for the analysis as data of 4
subjects were excluded due to artifacts and low accuracy. A
total of 260 images were shown to the subjects in three
different sessions, and all the images were grayscale images.
*ese images were taken from the study [53] and are
available online. *ese images were belonging to five dif-
ferent categories as described earlier means a picture of a
human or animal or fruit or natural scene or building was
presented to the subject. *e subject should see the image
carefully and recognize the category or class of the image.
*e target of the study is to see and find the differences in
brain activities for various types of images significantly, in
other words, to know whether the brain behaves differently
for different categories.

Functional MRI data were collected using 3 Tesla ma-
chines with response time (TR) � 2000ms, echo time
(TE) � 30ms. After every 2 second, 35 slices of the brain
were taken. *e anatomical data of 5mins were separately
taken which was later used during the registration of
functional images with a structural MRI image. *e pre-
processing of the data was done using SPM 8. All the
gradient echo-planar imaging (EPI) images were realigned
to the first image as it has minimum head movement. *e
normalization was done using the Montreal Neurological
Institute (MNI) space, and spatial smoothing was done with
a voxel size of 3 × 3 × 3mm. *e final dimension of each
fMRI image is 63 × 53 × 46. *e proposed method is trained
and tested along with other methods that are used as the
baseline compared to the proposed method. *e reported
results are with 8 subjects, and the average accuracy of them
is mentioned in the result section.

2.3. Preprocessing. Preprocessing also plays a vital role
during the analysis as it detects and reduces most of the
artifacts and noise from the data. *e main steps involved in
preprocessing are slice timing correction, realignment,
coregistration, segmentation, spatial normalization, and
smoothing. In slice time correction, the differences in slice
acquisition times are corrected.*is correction is required to
make the data on each slice correspond to the same point in
time. *e realignment process detects and corrects the
motion of the subject inside the scanner during recording.
During the process of coregistration, the functional images
(T2) are aligned with the anatomicalMRI images also known
as T1 or structural images. In segmentation, the gray matter,
white matter, and cerebral spinal fluid are separated and can
be seen separately. Since every brain size is different, nor-
malization is done to put the different scanned images into a
standard Montreal Neurological Institute (MNI) template.
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*e standard MNI template is based on the average of MRI
scans of healthy subjects. In smoothing, average values of the
neighbor voxels are found for minimal noise. *is is the last
step of preprocessing which blurs the fMRI image by giving
different weights based on the Gaussian kernel.

2.4. Data Transformation. After preprocessing, data trans-
formation is done which is the initial stage of analysis. Data
can be transformed in various ways, depending on the
analysis procedure. In data transformation, the data are
converted from one format to another format which may be
more suitable for analysis. *e new format can be a new
destination system.*e fMRI data are a 4-D data set that can
be transformed into a 1-D data vector or can analyze as 2-D
data with a different number of slices against the time.

2.5. Data Selection. *e next step is data selection which has
a convincing role in analysis, as it helps in extracting most of
the significant information from the brain. *e brain’s slight
behavior is changed during the task so data selection is
necessary as most of the fMRI data slices do not have any
contrast information. *e size of fMRI data is large and less
significant, so data selection becomes important in fMRI
data. In the literature, various algorithms and methods are
used for data selection like t-test, analysis of variance
(ANOVA), entropy, Bhattacharyya distance, and others. In
this study, β values found using t stats are used as initial
features which are later refined using cumulants.

2.6. Feature Extraction. Feature extraction is an important
part in which significant features should be extracted to
make the analysis more valuable and reliable with improved
accuracy. In fMRI data analysis, various features are already
used such as region of interest, temporal-based feature se-
lection, Dynamic causal modeling, features found using
convolutional neural network, and many others. *is es-
sential part mostly uses statistical and mathematical
methods to correlate different brain areas and helps in
finding differences between the tasks. In the current study,
various order cumulants are used as features that are given to
the classifier for prediction.

2.7. Prediction. In this final step, prediction algorithms are
used which help in determining the right classes for the
testing data. Various algorithms and machine learning
methods are used for this specific purpose such as support
vector machine (SVM), linear discriminant analysis (LDA),
Softmax, and others. *e outcome of optimal predictor is in
the form of accuracy based on true positives and true
negatives which is later compared with various existing
methods for validation.

3. Statistical Methodology

*e proposed methodology of the paper is described as
follows.

3.1. General Linear Model. *e t-stats were found using a t-
test from the raw data used as features for further analysis.
*ese t-stats are found using the general linear model
(GLM). *e general linear model (GLM) is similar to sta-
tistical analyses [58], but it is also completely ideal both for
various contextual and multifaceted variables. GLM is
suitable for carrying out all parametric statistical tests with a
dependent variable, like some factory configuration
ANOVA, and designs with a combination of multiple
variables (covariance analysis, ANCOVA). GLM is a key
instrument for fMRI data analysis since being introduced by
Friston and colleagues into the neuroimaging community
[59] thanks to its versatility to integrate numerous, quan-
titative, and qualitative independent variables. In terms of a
linear combination of the explanatory variables and an error
term, a general linear model describes the response variable
Yj.

Yj � xj1β1 + xj2β2 + · · · + xjLβL + ϵj. (1)

*e β parameters here are undisclosed to be estimated.
xjL is the explanatory variable, and ϵ is the error term that is
arbitrary, with zero mean and variance σ. *ey are dis-
tributed independently and equally normally (i i d). *e xj

must be calculated j � 1, 2, . . . , j and L � 1, 2, . . . , L for each
observation. In a single session, there are 400-time points
mean value of J� 400, and 9 or 12 columns mean value of
L� 9 or 12, according to the experiment performed. GLM
can be written in matrix form which helps in deriving least
squares parameter estimation. Equation (1) can be expanded
as follows:

y1 � x11β1 + x12β2 + · · · + x1LβL + ϵ1,

≔ � ≔ ,

yj � xj1β1 + xj2β2 + · · · + xjLβL + ϵj,

≔ � ≔ ,

yJ � xJ1β1 + xJ2β2 + · · · + xJLβL + ϵJ,

(2)

where Y is the observing column vector
Y � yj j � 1, 2, . . . , J, ϵ is the error terms column vector, and
β is the parameter column vector; X is the matrix of order
J × L, and it is defined as the design matrix. *e architecture
matrix has one column or explaining element and one row
per observation per model parameter.

3.2.Cumulants. *e estimated parameters of GLM are fed to
the optimal detector block as input data, which includes
feature extraction and prediction stages after it has been
transformed and selected. *e extraction block calculates
statistics called cumulative characteristics consisting of
moments. Let Mpq represents the moments of input data
x(n) which are estimated parameters of GLM and is cal-
culated using

Mpq � E x(n)
p− q

x
∗
(n)

q
 , (3)
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where E ·{ } is defined as the expected value function which
calculates the expected value of a random variable, and p and
q are the indexed power term to define cumulants.

E x{ } � 
∞

−∞
xf(x)dx . (4)

For the defined input data x(n), cumulants Ψij of the
second and fourth order are as follows [34]:

Ψ20 � E x
2
(n) ,

Ψ21 � E |x(n)|
2

 ,

Ψ40 � M40 − 3M
2
20,

Ψ41 � M40 − 3M20M21,

Ψ42 � M42 − M20



2

− 2M21.

(5)

3.3. LikelihoodRatioTest. *e likelihood ratio test (LRT) is a
test that is based on statistical analysis. It is a hypothesis test
that tells how rightly two models can fit. *is helps in
choosing the best model between them [52]. *e best model
is chosen based on the likelihood function, means which
maximizes the likelihood function.

Let Y � [y1, y2, y3, . . . , yk] represents the match scores
for K individual matchers. *e random variable yk repre-
sents the kth matcher’s match score, where k � 1, 2, . . . , K.
Let’s call the two classes M0 and M1, where M1 denotes a
true positive (genuine) class and M0 denotes a true negative
class. *e conditional joint densities of the k match scores
assigned to the first and second classes, respectively, are
p(Y|H0) and p(Y|H1), where Y � [y1, y2, y3, . . . , yk], and
assume that the null hypothesis is H0 and the alternative
hypothesis is H1. Suppose the aim is to categorise the ob-
served match score vector Y into one of two classes: M0 or
M1. *e null hypothesis should be dismissed, and the al-
ternative hypothesis should be accepted.*e likelihood ratio
between null and alternative hypotheses is evaluated and
analyzed for a decision threshold θ. *e likelihood ratio test
(LRT) is described as

LR Y, H0, H1(  �
p Y|H0( 

p Y|H1( 
, (6)

where Y is the observed parameter, p(Y|H0) is the likeli-
hood function for the null hypothesis which is evaluated for
Y, similarly p(Y|H1) is the likelihood function for alternate
hypothesis, and θ is the decision threshold which decides the
acceptance or rejection of the null hypothesis. For example,
if LR(Y, H0, H1)≥ θ, the null hypothesis is accepted; oth-
erwise, the alternative hypothesis is accepted.

In this study, Kernel density estimation (KDE) [53, 60]is
used along with LRT for the acceptance or rejection of the
null/alternative hypothesis. *e approximation of proba-
bility density functions (pdfs) for training data is done using
KDE. *is is a nonparametric approach and has benefited
because there is no permanent structure in KDE. Moreover,
during estimation in KDE, all the data points are included in
the analysis.

3.4. Proposed Algorithm. *e collected data are first trans-
formed into a simple matrix having rows and columns. *is
transformation is done using GLM based on T-values which
is explained in the next section.*e /beta values found using
the design matrix are used as initial features and are
comprehensively discussed in the performance evaluation
section. SPM is used for the initial analysis of the data.

*e kernel density function which is also known as
kernel density estimation (KDE) is used for estimated class
value; that is, the best match of each class with the test vector
is found. Features from 50 to 5000 have been used and
transformed these features using cumulants to reduce the
size of the features vector. As a result, a maximum of eight
features has been formed instead of 50 or 5000. Now, it is
easy for kernel density function in terms of computation to
process and find the best match during the fusion of match
scores. Moreover, in this study, one-to-one results are ex-
tended to multiclass classification or multiclass decoding. In
this case, one out of five classes was found using the pro-
posed method. *e detail is discussed in the result section.
For cross-validation, Monte Carlo sampling is used, and the
accuracy is found based on the average of 100 trials for each
class to make the result reliable. *e pseudo-code of the
proposed methodology is depicted in Algorithm 1.

4. Results and Discussion

In this section, a detailed performance evaluation of the
proposed optimal predictor is presented. In the experiment
design, we had different images which were divided into five
different categories. *ese images were taken from [61], and
the categories were also made based on the same study. *e
images of five different classes are human, animal images,
images of the building, images of natural scenes, and images
of fruits. *e design matrix is a matrix of values that consists
of explanatory variables of different conditions or categories.
Since there are five different categories, one variable (re-
gressor) is defined for every category in the design matrix. A
total of five variables are defined in the design matrix for five
different conditions, and furthermore, for baseline and re-
alignment parameters, separate variables (regressors) are
used in the design matrix. Six realignment parameters are
used to remove noise also known as nuisance regressors.
*ere are five conditions, six nuisance regressors and a
baseline, so a total of 12 regressors are used in the design
matrix. *e activity difference is found between the con-
dition and the baseline for each category separately. For
example, the activity difference between humans and
baseline is shown in Figure 2. *e statistical analysis of the
image (Figure 2) is mentioned in the corresponding Table 1.
Table 1 explains the degree of freedom, full width at half
maximum (FWHM), voxel size, the position of voxels, z-
values, number of clusters, number of significant voxels in
each cluster, and other information. In the figure, the red
arrow (<) shows the current location of the voxel (mostly the
highest significant voxel), and the detail of this voxel is
present in the first row (if highly significant) of Algorithm 1
with MNI coordinates, as also shown in red color. Since the
significant voxels are important during analysis, so in the
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tables, the arrangement of voxels/clusters is shown in
descending order means voxels/clusters with higher T-
values are mentioned �rst. In Algorithm 1, the �rst three
rows show the three most signi�cant voxels of the most
signi�cant cluster while the �rst row shows the most sig-
ni�cant voxels of the whole brain region for this task. In
Figure 2, the brain activations are shown between humans
and baseline while the behavior of the brain is the same for
other sessions and participants. In the glass brain, it is
observed that the activation area is the same for all the
conditions (occipital region), but small di�erences can be
seen among di�erent categories. Generally, in the brain,
there is always a small di�erence during the task concerning

baseline [57], so further statistical analysis is required to �nd
that di�erence. In the �rst-level analysis, those signi�cant
voxels are found which shows the activity di�erences during
the condition to baseline for all sessions of every participant.
ese voxels are just the β-value for each trial and each voxel
which was then used as a feature [17] for further analysis. In
the existing study [17], these β-values are directly used as
features and given to the classi�er, that is, SVM to �nd the
accuracy. On the other hand, in the current study, these
features are further re�ned using a di�erent order of
cumulants, and �nally, instead of using SVM, a di�erent
statistical technique is used, that is, LRT. SVM is the most
common, reliable, and widely used classi�er in neuroscience

(i) Data Transformation.
(a) Estimated values of the voxels are found using the General linear model.
(b) e signi�cant brain area is found and shown based on the highest T-value.
(ii) Data Selection
(a) e signi�cant features are selected based on p-values.
(b) Set several selected features having lower p-values.
(iii) Feature Extraction
(a) Extract the HOCs from data x(n) using equation (5) [Ψ]Ni�1, where N is number of selected features.
(iv) Likelihood Ratio Test
(a) Do the estimation of the densities for di�erent classes using the Kernel density estimator.
(b) e density-based score fusion is done using likelihood ratio-based score fusion
(c) e estimation of the score of the class is done using the likelihood ratio test using equation (6).

ALGORITHM 1: Optimal prediction algorithm.

Human vs Baseline
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Extent threshold k = 0 voxels

contrast

Figure 2: (a) (First-level analysis event-related design: human images vs baseline). (b) Design matrix which has 12 columns. In the design
matrix, a number of variables are given horizontally, and trials are given vertically.
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studies, but we propose different classification technique
which shows better results compared to SVM.

During the analysis, the raw fMRI data were cleaned and
passed through GLM to find the β-values which were used as
initial features since fMRI data have a lot of features so
feature reduction or refinement is very common. *ese
initial features were refined and passed through LRT to
predict the right class. *e accuracy between 5 different
classes was found using the one-to-one decoding method
[62] between every two classes separately. *e same pro-
cedure was repeated for other existing methods as shown in
Table 2 to see the performance of the proposed method.
*ere were a total of 10 one-to-one decoding combinations
due to five different classes. *e data were randomly dis-
tributed between 90% of training data and 10% of test data
using Monte Carlo cross-validation. *e 10% test data
evaluate the performance of the proposed method. One-vs-
one decoding results are shown in Figure 3 for all 10
combinations along with the number of features. In Figure 3,
it is mentioned that the best results exist between 400 − 500
features in most of the cases. Classification accuracy is found
for every individual participant but after combining the
voxels of all three sessions. Classification is done one-
against-one with multiclass SVM between every condition
and participant separately. An uncorrected p-value of 0.001
is used to find the significance of every category.

It is very common in existing studies to take initial
features from fMRI data (either raw data or β-value) and
used SVM to find the prediction accuracy [17, 19, 63, 64].

In this study, we have proposed a different method that is
more refined in terms of significant features and pre-
dictors. *at’s why to check the performance of the
proposed system, the results are compared with various
existing methods. *e performance is checked based on
accuracy and time which is one of the important factors.
*e proposed method is compared with various other
methods mentioned in Table 2 and is also shown
graphically in Figure 4. In linear discriminant analysis
(LDA), β-values were taken as features as directly given to
the classifier [17]. *e features were not refined like the
proposed method. Similarly, for the LibSVM case, same
β-values were taken as features, and LibSVM was used as a
classifier [65]. In the case of LRBSF, same features were
used for the further process, but instead of any existing
classifier, LRTwas performed to find the best match of the
predictor. In the existing study, LRT is used with refined
features, that is, features found using cumulants.

For multiclass discrimination, the above-mentioned
method (2 class likelihood ratio test) is extended to mul-
ticlass. Instead of choosing the best score match between two
classes, we have chosen the match score with the highest
value between the match score of the test vector and the class
type. *e result of multiclass decoding is shown in Figure 5
which indicates the accuracy against the number of features
for all five classes simultaneously. *e result is approxi-
mately 35% which is quite good as the chance in multi-
decoding is quite low, especially in 5 classes. Multiclass
likelihood test is also used using LRBSF.

Table 1: Static table for human vs baseline shows the degree of freedom, FWHM, voxel size, the position of voxels, t-value, cluster, and other
details.

Statistics: p-value adjusted for search volume
Set level Cluster level Peak level

mm mm mm
p c pFEWcorr

qFDRcorr
kE puncorr pFEWcorr

qFDRcorr
T Z puncorr

0.002 45 0.000 0.000 2094 0.000 0.000 0.000 9.75 Inf 0.000 −15 −85 4
0.000 0.000 9.67 Inf 0.000 −9 −91 l
0.000 0.000 8.94 Inf 0.000 −27 −61 −2

0.000 0.000 80 0.000 0.007 0.003 5.25 5.15 0.000 57 23 52
0.328 0.047 4. 44 4 .38 0.000 54 32 34

0.000 0.000 118 0.000 0.013 0.006 5.12 5.03 0.000 −45 −1 40
0.029 0.010 4 .96 4 .88 0.000 −36 −4 61
0.953 0.190 3.90 3.86 0.000 −45 −7 55

0.005 0.001 39 0.000 0.026 0.010 4.98 4.9 0.000 24 −67 61
l.000 0.676 3.35 3.32 0.000 30 −73 73

0.004 0.001 40 0.000 0.037 0.012 4.91 4.83 0.000 −15 68 40
0.000 0.000 248 0.000 0.071 0.020 4.77 4.70 0.000 27 11 70

0.143 0.029 4.62 4.56 0.000 21 23 67
0.221 0.037 4.52 4.46 0.000 9 17 73

0.000 0.000 64 0.000 0.082 0.021 4.74 4.67 0.000 −24 −10 76
0.628 0.081 4.24 4.19 0.000 −12 −19 85
0.677 0.088 4.20 4.15 0.000 −18 −16 76

0.205 0.021 16 0.008 0.082 0.021 4.74 4.67 0.000 75 −19 7
l.000 0.777 3.27 3.25 0.001 69 −13 7

0.000 0.000 123 0.000 0.087 0.021 4.73 4.66 0.000 33 47 1
0.174 0.031 4.58 4.51 0.000 24 38 −11

Table shows three local maximamore than 0.8mm apart. Height threshold: T� 3.11, p� 0.001 (1.000). Extent thresMd: k: 0 voxels. Expected voxels per cluster,
<k> 2.012. Expected number of clusters, <c≥ 28.41. FWEp: 4.846, FDRp: 4.427, FWEc: 27, FDRc: 14. Degree of freedom� [1.0, 3.91, 0]. FWHM: 7.7, 7.9,
7.6mm mm mm; 2.6, 2.6, 2.5 (voxels}. Volume: 1481436� 54868 voxels� 2846.7 resels. Voxel size: 3.0 3.0 3.0mm mm mm; (resel: 17.29 voxels).
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Table 2: Accuracy comparison of various methods using the fMRI data set.

Condition LDA (%) Deep learning (%) Lib SVM (%) LRBSF (%) Proposed method (%)
Human vs animal 58.10 60.60 59.50 61.15 66.98
Human vs building 62.40 64.14 63.27 64.92 70.43
Human vs natural scenes 65.95 67.94 67.60 68.37 71.84
Human vs fruit 62.84 67.20 64.13 67.79 69.96
Animal vs building 65.25 68.80 66.23 69.42 71.71
Animal vs natural scenes 68.84 70.95 67.49 71.30 73.66
Animal vs fruit 66.12 67.17 67.74 67.73 68.88
Building vs natural scenes 58.54 60.10 57.68 59.47 67.72
Building vs fruit 62.29 64.25 63.93 64.62 70.10
Natural scenes vs fruit 62.47 64.84 63.92 65.52 69.82
Average 63.25 65.60 64.10 66.10 70.11
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Figure 3: Average prediction accuracy of various combinations against the number of features. One-versus-one prediction for �ve di�erent
conditions which made 10 di�erent combinations.
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A comprehensive analysis of brain response and be-
havior is done, and the new features are used to improve the
accuracy and response time. is study will help in various
ways as it is contributing in many ways. e likelihood ratio
test (LRT) is applied with cumulant features along with
MVPA, and moreover, di�erent classi�ers are used to
compare the results with LRT. is study gives the basic
knowledge as well as focuses on advanced statistical and
mathematical methods like LRT and the role of di�erent
levels of cumulants for the fMRI data set.

In short, this study is an addition to the existing methods
proposed for fMRI data analysis. Since hardware limitations
are not easy to overcome, new statistical and mathematical
methods are always helpful in the analysis of neuronal data
including fMRI, EEG, and MEG data.

5. Conclusion

In this study, a hybrid method is proposed which is an
extension of various existing methods such as basic β-values
or raw fMRI data are used as features for further analysis in
most of the existing studies [17, 64]. In this study, these

β-values are further polished to make the features more
signi�cant. Similarly, instead of using SVM which is the
most common and widely technique of classi�cation, a
di�erent statistical technique is used in neuroscience, that is,
LRBSF. is technique is widely used in other applications
[52, 66, 67] but has never been used in the analysis of fMRI
data before. is LRBSF technique was initially introduced
for fMRI data in 2017 by our research group [53]. In other
words, this study is an extension and improvement of the
previous study in terms of accuracy and response time. In
the previous study, the response time was quite high which is
improved in this study along with the accuracy. In short, this
study includes numerous statistical and mathematical
methods during the extraction of features. ese new fea-
tures are combined with the existing method, that is, LRBSF,
which provides a novel hybrid method for the analysis of
brain data acquired using fMRI. e new features which are
introduced in the proposed algorithm are di�erent levels of
cumulants, and these features improved the overall accuracy
from 66% to 70% while less response time is used than the
previous one [53].

In the future, this algorithm can be applied to other
modalities such as EEG and MEG. Moreover, other statis-
tical methods such as the Gaussian mixture model and
sequential Markov chain methods [27] and further levels of
cumulants can be used with the existing methods to see the
e�ect of additional features. is will be a new challenge for
the researchers to work on various statistical techniques
along with di�erent modalities. e purpose is to achieve
su�cient accuracy so that the neuroscience applications can
widely be used especially BCI applications which can easily
work with EEG data. By achieving acceptable accuracy, the
fear among people can be reduced and actively build public
support for neuroscience research.e goals should be set so
that the public can recognize this �eld and share.

Data Availability

e data were collected at the Hospital Universiti Sains
Malaysia (HUSM). e details of the data are given in the
manuscript.e processed data can be provided on demand.
In our study, we have normal subjects, not patients, and we
only examine the e�ect (for example, provider knowledge or
attitudes). erefore, the International Committee of
Medical Journal Editors (ICMJE) on trial registrations is not
required.

Conflicts of Interest

e authors declare that they have no con�icts of interest.

References

[1] V. Lekka, “Mapping the relations between history and history
of science: the case of the history of psychiatry,” Rethinking
History, vol. 21, no. 4, pp. 606–617, 2017.
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