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Itch is one of the major clinical manifestations of psoriasis, which is closely related with neurogenic inflammation and difficult to
control. Colquhounia Root (CR) is a Chinese herb exhibiting broad bioactivities on anti-inflammation. This study was designed to
explore the antipsoriatic and anti-itch potential of CR and its underlying mechanisms. Mice in a model of imiquimod-induced
psoriasiform dermatitis were treated topically with CR for 7 days, and the severity of skin lesions and itch was significantly
ameliorated. CR reduced the inflammatory cell infiltration, as well as mast cells in skins. Particularly, the expression of
inflammatory cytokines and chemokine including Il17a, Il22, and Ccl20 and itch-related molecules such as SP, CGRP, and NGF
in lesions were decreased in diseased mice upon application with CR. The normal human epidermal keratinocytes were
stimulated with the M5 cytokine cocktail, the mixture of IL-17A, IL-22, Oncostatin M, IL-1α, and TNF-α, and cell viability
and mRNA expression levels of inflammatory factors and itch-related molecules were measured after being treated with CR.
We found that CR inhibited both cell hyperproliferation and overexpression of inflammatory cytokines and itch-related
molecules in vitro. Altogether, we conclude that CR relieves psoriatic lesions and itch via controlling immunological and
neurogenic inflammation.

1. Introduction

Psoriasis is a chronic immune-mediated inflammatory disease
mainly manifested as scaly erythema and patches in the skin.
Patients suffering from psoriasis often complain of disgusting
appearance, chronic itch, and joint pain [1–3]. Itch is one of
the most troublesome symptoms of psoriasis, affecting the
quality of life and sleep of patients. It is probably unrelated
to the severity of psoriasis due to its particularmechanisms [4].

The pathophysiological mechanism of itch in psoriasis,
which is mainly related to mental stress and neurogenic inflam-
mation, remains poorly understood. Studies have shown that
itch-related molecules released by epidermal keratinocytes and
other cells in the dermis such as calcitonin gene-related peptide
(CGRP), substance P (SP), nerve growth factor (NGF), and
TRPV1 and inflammatory cytokines (IL-17 and IL-22), as well
as chemokine CCL20, are important in mechanisms of itch
[5–10]. Their expressions are significantly increased in the skin
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specimens of psoriasis patients, involved in the occurrence and
development of psoriatic itch [2, 11].

In the last few decades, considerable progress has been
made in the treatment of psoriasis including topical or oral
traditional medications, novel biologics, and phototherapies.
With the in-depth study of psoriasis, psoriatic itch has grad-
ually been noticed. However, traditional antipruritic thera-
pies (such as antihistamines) are limited in the treatment
of itch in psoriasis. Traditional topical drugs like vitamin
D3 derivatives and coal tar for clinical treatment of psoriasis
have little effect on itch or even aggravate it [12]. Biological
agents, such as TNF-α and IL-17 inhibitors, can quickly and
effectively relieve itch, but some patients could not afford
them because of high prices or high-risk adverse reactions
[13], such as infection, urticaria, and tumor in the long term
[14]. Therefore, successful treatment of psoriatic itch is still
challenging. It is necessary to further explore and develop
treatment strategies and drugs to relieve psoriatic itch.

Nowadays, the use of botanical therapeutics has been
taken attention by dermatologists, such as Tripterygium wil-
fordii and Colquhounia Root (CR) [15]. CR is a traditional
Chinese medicine, containing several bioactive ingredients
such as triptolide and tripterine [16], is widely used in the
treatment of autoimmune-related diseases such as systemic
lupus erythematosus, rheumatoid arthritis, chronic nephri-
tis, vasculitis, and psoriasis, with anti-inflammatory and
analgesic effects [17–19]. However, it has not been reported
whether CR has the effect of inhibiting itch in psoriasis.
Therefore, we aim to explore the effects and mechanisms
of topical treatment with CR.

2. Materials and Methods

2.1. Mice. Forty-one female C57BL/6J mice, weighing 18-
20 g, were purchased from Xi’an Jiaotong University Labora-
tory Animal Center and were kept at a standardized breed-
ing environment. Standard diet and water were available to
all mice anytime. All animal experiments were approved by
the Institutional Animal Ethics Committee of Xi’an Jiaotong
University.

2.2. Preparation of CR. CR tablets (Z20027411) were pro-
vided by Pharmaceutical Factory of the Chongqing Acad-
emy of Chinese Mataria Medica. We grounded 5 g CR
tablets into powder and then mixed it in 250 g Vaseline to
keep the effective concentration which was 0.002%, and then
stored it at 4°C.

2.3. Imiquimod- (IMQ-) Induced Psoriasiform Dermatitis
(PsD) in Mice and Treatment. Mice were randomly divided
into three groups, the normal control group, disease group
(IMQ), and CR treated group (IMQ+CR). We followed the
methods of William et al. to establish the IMQ-induced pso-
riasiform dermatitis mouse model [20]. Mice were anesthe-
tized with isoflurane, and their hair on the back skin was
shaved (3 cm × 3 cm). Then, 62.5mg of IMQ creams (Min-
gxin Pharmaceutical Co., Ltd., Sichuan, China) was applied
daily onto the dorsal skins for 7 consecutive days to induce
psoriasiform dermatitis in the IMQ group and IMQ+CR

group mice. CR were daily administered to the dorsal skins
for 9 consecutive days from two days before IMQ applica-
tion. Mice in the normal group were treated with Vaseline.
A blinded observer measured the thickness of the dorsal
skins by a vernier caliper daily and observed and photo-
graphed the back skin with a dermoscope simultaneously.
Psoriasis Severity Index (PSI) scores were used to evaluate
the severity of skin lesions every day [21], which were graded
from 0 to 4 for erythema, thickness, scaling, and total. All
mice were euthanized, and their skin specimens were stored
for determination and further experiments. The experiment
scheme is shown in Figure 1(a). Liver and renal injury bio-
markers were carried out by an autoanalyzer (LABOSPECT
008 ASi, Hitachi, Japan).

2.4. Behavioral Tests. We did the behavioral tests following
the methods of Sakai et al. [22]. Firstly, we pretreated and
habituated all mice to a transparent acrylic box for 30min
twice. Twenty hours after each topical application, we video-
taped the number of scratch bouts of mice for 30 minutes.
Then, the scratch bouts of mice in videos were counted by
a blinded observer. A scratch bout was defined as once or
more times rapidly front and backward pointing and touch-
ing movement with hind claws in the skin lesions and end-
ing by licking or biting the toes or placing the back claws
on the floor. Other movements away from the treated area
as ear scratching and grooming were excluded.

2.5. Histopathology and Immunohistochemistry (IHC). Skin
specimens in paraformaldehyde-fixed (4%) were embedded
in paraffin for haematoxylin and eosin staining (H&E) and
IHC. Mast cells were stained by Toluidine blue following
the way of Puebla-Osorio et al. [23]. We assessed the histo-
pathological alterations with computer-assisted quantitative
image analysis in lesions, including epidermal thickness,
area of Munro’s microabscesses (MM), and the number of
mast cells. Tissue sections were prepared for IHC with SP
(Cat, No. sc-21715, 1 : 50, Santa Cruze), CGRP (Cat, No.
sc-57053, 1 : 50, Santa Cruze), and NGF (Cat, No. sc-
32300, 1 : 50, Santa Cruze) antibodies. The integrated optical
density (IOD) of SP, CGRP, and NGF in the image was mea-
sured by Image Pro plus 6 software.

2.6. mRNA Quantification. RNA, extracted from skin speci-
mens with TRIzol reagent (Thermo Fisher Scientific) accord-
ing to the instruction, was converted into cDNA with the
RevertAid First Strand cDNA Synthesis kit (Thermo Fisher
Scientific). Quantitative real-time polymerase chain reaction
(qPCR) was performed on a PCR machine (CFX CNNNECT
Real-time system; Bio Rad, Hercules, CA, USA). The gene-
specific primers are summarized in Table 1. The data were
analyzed with the 2−ΔΔCT method and normalized by
GAPDH.

2.7. Flow Cytometry. Skin samples from each group were cut
into pieces using ophthalmic scissors and digested using colla-
genases (2.6mg/ml, Sigma) and DNase (0.1mg/ml, Sigma) for
1.5 h. The cell suspension was filtered by a 40μm nylon net.
Then, cells from the skin were stained with anti-mouse-
BV785-CD45.2 (Cat, No. 109839, 1 : 200, BioLegend), anti-
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mouse-AF700-TCRβ (Cat, No. 109224, 1 : 200, BioLegend),
anti-mouse-PE-Cy5-CD4 (Cat, No. 100514, 1 : 200, BioLe-
gend), anti-mouse-BV711-CD8 (Cat, No. 100759, 1 : 200,
BioLegend), anti-mouse-APC-CD11b (Cat, No. 101212,
1 : 200, BioLegend), anti-mouse-FITC-F4/80 (Cat, No.
123108, 1 : 200, BioLegend), anti-mouse-Pacific blue-Ly6G
(Cat, No. 127612, 1 : 200, BioLegend), and anti-mouse-PE-
γδT (Cat, No. 553178, 1 : 200, Becton Dickinson). Finally, we
detected and analyzed all samples with a flow cytometer. Gat-
ing strategy of cells in flow cytometry is shown in supplemen-
tary Figure 1.

2.8. Cell Culture and Treatment. We performed all culture
experiments on the normal human epidermal keratinocytes
(NHEKs) which were obtained from ATCC (Manassas,
VA). Cells were cultured with Dulbecco’s modified Eagle’s
medium (DMEM, Hyclone) supplemented with 10% heat-
inactivated fetal bovine serum (FBS), 100U/ml of penicillin,
and 100μg/ml of streptomycin and were placed in an incu-
bator at a 37°C humidified atmosphere with 5% CO2.
NHEKs were treated with 10 ng/ml of M5 cocktail (IL-17A,
IL-22, Oncostatin M, IL-1α, and TNF-α) [24], with or with-
out CR dissolved in DMSO for 24 h.

2.9. Cell Viability Assay. We tested the effect of CR on the
growth of NHEKs by CCK-8 assay following the methods
of Ru et al. 2020 [25]. We seeded NHEKs onto 96-well plates
at a density of 2000 cells per well. Then, the medium was
replaced with fresh medium containing 10 ng/ml M5 and
various concentrations (0, 0.25μg/ml, 0.5μg/ml, 1μg/ml,
and 2μg/ml) of CR and medium containing 0.1% DMSO
were used as the vehicle control after 24 h. After 24h incuba-
tion, 10μl of CCK8 solution (Cat. No. AR1160, Boster) was
added to each well. Following 4h incubation at 37°C, the
absorbance of each well at 450 nm was determined.

2.10. Statistical Analysis. Results are expressed as the mean
± SEM and were analyzed statistically using Graphpad
Prism software. A t-test was used to compare the differences
between two groups. One-way ANOVA with a post hoc
comparison (Tukey’s HSD) test was used to compare the dif-
ferences in more than two groups. Statistical significance was
defined as P < 0:05.

3. Results

3.1. Topical Treatment of CR Alleviates the Psoriasis-Like
Lesions Induced by IMQ. The IMQ-induced PsD model is
one of the best psoriatic mouse models with similar immu-
nological alteration to human [26]. In order to understand
the anti-inflammatory effects of CR, we applied CR to
IMQ-induced mice. Topical treatment of CR has shown no
obvious damage to liver and renal function of mice or even
improved related index compared with the IMQ group (Sup-
plementary figure 2).

The erythema, thickness, and scaling were observed after
IMQ application (Figures 1(b) and 1(c)). The severity of
these lesions was increased continuously with daily IMQ
application (Figure 1(d)). By comparison, the severity of
the skin lesions observed in the IMQ-induced PsD mice

was reduced by the coadministration of CR (Figures 1(b)
and 1(c)). In these mice, reduced scales, skin thickness,
and cumulative scores were observed from day 5 to day 7
compared with mice in the model group (Figure 1(d)). How-
ever, the erythema of skin in the CR-treated group was not
relieved (Figure 1(d)). Under the dermoscope, regularly dis-
tributed dotted vessels and scales were observed in the IMQ
group, while they were diminished in the CR-treated group.

The sections of the IMQ-treated group showed the
representative histopathological changes of psoriasis with
hyperkeratosis, parakeratosis, and acanthosis, while these
features were absent in normal mice (Figure 2(a)). However,
CR treatment partially inhibited these characteristic changes
in psoriatic lesions (Figure 2(a)). Statistical analysis also
showed a significant decrease in the epidermal thickness in
CR-treated mice (Figure 2(b)). In human psoriasis, neutro-
phils aggregation in the cornified layer known as MM, indi-
cated that neutrophils may play an important role in disease
pathogenesis [27]. IMQ-treated skins also showed MM for-
mation (Figure 2(c)). MM in the model group were larger
and more numerous than those observed in CR-treated mice
(Figure 2(c)). The average area of total MM of each mouse
was dramatically diminished in CR-treated mice vs. model
mice (P < 0:01) (Figure 2(d)).

Taken together, these results suggest that CR treatment
could alleviate the severity of IMQ-induced PsD in mice.
Therefore, it is necessary to study how this treatment exerts
its therapeutic effect on psoriasis.

3.2. CR Treatment Improves the Immune Microenvironment of
the Psoriatic Skins of Mice. The immune cell infiltration in
mouse skins was then evaluated by flow cytometry. After
administration of IMQ cream for 7 days, a significant increase
of CD45+ cells ratio was observed in the IMQ group (P < 0:001
) compared with the normal group (Figure 3(a)). The ratio of
neutrophils located in the skins was also increased after apply-
ing IMQ (P < 0:01) (Figure 3(a)). CR treatment significantly
decreased both CD45+ cells and neutrophils (P < 0:01). How-
ever, the ratio of macrophages and αβT cells in the skin showed
no statistical differences between each group, whereas the pro-
portion of CD4+ and CD8+αβT cells was increased in the IMQ
model group and decreased in the CR treatment group
(Figure 3(a)).

Th17-related cells play an important role in inducing
dermal inflammation and epidermal hyperplasia in psoriasis
[28], so we analyzed the expression levels of inflammatory
cytokines and chemokines in the mouse skins. IMQ treat-
ment significantly induced the expression of Il17a, Il22,
and Ccl20 compared with the normal group, which showed
the proinflammatory effect of IMQ by promoting the release
of inflammatory factors. Moreover, a significant decrease in
the levels of Il17a, Il22, and Ccl20 was observed after CR
treatment (Figure 3(b)).

These results suggest that topical CR treatment is more
likely to have a direct anti-inflammatory effect on IMQ-
induced PsD in mice.

3.3. Topical CR Application Relieves Psoriatic Itch and
Reduces Itch-Related Mediators of Skins. As the IMQ mouse
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Figure 1: Continued.
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model is widely used in itch research of psoriasis, we observed
the CR’s effect on mice’s itch behavior [22]. The counts of
spontaneous scratch bouts were gradually increased in IMQ-
treated mice compared with the control group (Figure 4(a)).
CR application significantly reduced the scratch bouts since
day 2 to day 7 (Figure 4(a)) and also diminished mast cells
in dermis (Figures 4(b) and 4(c)). Mast cells are found to play
a role in the induction or aggravation of psoriatic itch in
previous studies [29]. The number of mast cells in the IMQ
group was significantly higher than that in the normal control
group. The reduction of mast cells by CR treatment was
consistent with the results of itch behavioral test (Figures 4(b)
and 4(c)). Both results suggest that CR can alleviate itch in
psoriatic mice.

The pathogenesis of itch in psoriasis is still not fully
understood. Nowadays, it is reported to be closely related
with neurogenic inflammation [2]. To determine how CR
treatment regulated itch in the IMQ model, we measured
mRNA expression of itch-related genes Sp, Cgrp, and Ngf

by RT-qPCR in skins. Sp (P < 0:01) and Cgrp (P < 0:05) in
the IMQ group were increased vs. those in the control group
(Figure 5(a)). Of note, Sp (P < 0:05) and Cgrp (P < 0:05) in
the CR group were both reduced compared with those in
the IMQ group (Figure 5(a)). But there were no differences
in mRNA levels of Ngf among the three groups (P > 0:05)
(Figure 5(a)). The same results were also confirmed from
protein level by IHC. The Sp, Cgrp, and Ngf in the epidermis
of psoriatic lesions were all increased markedly (P < 0:01)
with IMQ application compared with the normal group,
which were reduced (P < 0:01) after CR treatment
(Figures 5(b) and 5(c)). Thus, it suggests that CR could neg-
atively regulate itch-related molecules in PsD mice’s skin to
control itch.

3.4. CR Downregulates M5-Induced Inflammatory Cytokines
and Itch-Related Molecules in NHEKs. Hyperproliferative
keratinocytes not only mediate inflammation but also influ-
ence itch during psoriasis [30]. Consequently, the effects of
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Figure 1: CR treatment attenuated the severity of IMQ-induced PsD in mice. (a) The scheme of IMQ-induced murine model and CR
treatment. Clinical presentation of mice (b) and dermoscopic presentation (scale bar = 1mm) (c) of the back skin of mice after 7 days of
IMQ treatment with or without the topical application CR. (d) The daily scores of erythema, skin thickness, scaling of back skin, and
PSI scores were compared among normal group (n = 11), IMQ group (n = 15), and IMQ+CR group (n = 15). Data are shown as the
Mean mean ± SEM and were analyzed by using t-test. ∗P < 0:05, ∗∗P < 0:01, and∗∗∗P < 0:001, showing the difference between the IMQ
group and IMQ+CR group.
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CR on keratinocytes were then investigated. The cell viability
of NHEKs treated with CR was measured using CCK-8 assay.
After NHEKs being treated with different concentrations of
CR, no significant toxicity was observed. In contrast, 0.5, 1,
and 2μg/ml of CR could slightly promote cell viability
(P < 0:05) (Figure 6(a)). In M5 (10ng/ml) induced
inflammatory condition in vitro, the viability of NHEKs was
significantly enhanced after 24h (P < 0:001) (Figure 6(a)).
However, when we combined CR (0.5 or 2μg/ml) with M5
to treat keratinocytes, the induced cell viability was inhibited
(Figure 6(a)). In addition, the inflammatory cytokines and
itch-related molecules were determined in NHEKs with M5
stimulation. We found that M5 (10ng/ml) could significantly
upregulate mRNA levels of IL-6, CXCL8, IL-1β, and CCL20
(P < 0:05) (Figure 6(b)). The expression of NGF was also
increased in the M5 group (P < 0:05), while SP and CGRP
did not. Interestingly, CR treatment partially decreased
expression of inflammatory cytokines IL-6, CXCL8, IL-1β,
and CCL20 and itch-related molecules SP, CGRP, and NGF
induced by M5 (P < 0:05) (Figure 6(b)). In general, these
results suggest that CR treatment could regulate keratinocytes
viability and reduce inflammation and the expression of some
itch mediators in a psoriatic cell model.

4. Discussion

Nowadays, most treatment protocols are targeted at the
inflammatory response of psoriasis, only a few of them spe-
cifically for improving psoriasis itch. The main compositions
of CR tablets were analyzed by HPLC as triptolide and epi-
catechin in Zhou et al.’s study in 2018 [16]. Oral administra-
tion of CR has also been successfully used in the treatment of
psoriasis [19]. However, the mechanisms of topical treat-
ment with CR in psoriasis are still unclear. Long-term oral
CR always accompanies with liver, kidney, and reproductive
systemic damage, so that topical preparations of CR could be
a better choice preventing these side effects.

Itch is a subjective sensation, which could be quantified by
observing the spontaneous behaviors of experimental animals.
Rapid back-and-forth movements of the hind paw around
skin lesions in mice can imitate patients’ scratching behaviors.
Therefore, we apply this model in our research. The results
showed that scales and thickness of skin were significantly
reduced in CR-treated mice, consistent with previous studies
of Tripterygium wilfordii [31]. However, the erythema in the
CR group was not improved than that in the IMQ group.
We speculate that it may be related to irritant contact derma-
titis with external application by CR. Even so, the overall
inflammation of the psoriatic lesions was greatly improved,
and the number of scratches was significantly reduced in the
CR group. These observations suggest that CR can relieve
inflammation and pruritus in psoriasis.

Excessive inflammatory response in psoriasis has been
confirmed to be related with itch [2]. Several studies reported
that CD4+ T cells were crucial for initiating and maintaining
the pathogenic process of psoriasis. The percentage of
CD4+T cells was increased in the blood of psoriasis patients
[32]. CD4+ T cells in skins consist of different helper T (Th)
cells (Th1, Th2, Th9, Th17, Th22, and Treg cells) [33]. In pso-

riasis, keratinocytes regulate differentiation and activation of
Th17 and Th22 cells by producing IL-1β and IL-6 [28]. In
our study, the total ratio of αβT cells did not change signifi-
cantly among three groups. However, the increased proportion
of CD4+/CD8+αβT cells in the IMQ group was decreased by
topical application of CR. The ratio of CD4+/CD8+αβT cells
is positively related with Koebner phenomenon caused by
scratching in psoriasis [34, 35]. Scratch-induced skin injury is
definitely correlated with itch. Consistent with previous
research, we observed an increase in neutrophil infiltration in
IMQ-induced PsD in mice, as well as scratch behaviors [22,
27]. Previous studies have shown that scratch injury to

Table 1: Primer sequences for quantitative reverse-transcription
polymerase chain reaction.

Gene symbol Sequence

Il17a
F: 5′-TTTTCAGCAAGGAATGTGGA-3′
R: 5′-TTCATTGTGGAGGGCAGAC-3′

Il22
F: 5′-ATGAGTTTTTCCCTTATGGGGAC-3′
R: 5′-GCTGGAGTTGGACACCTCAA-3′

Ccl20
F: 5′-GCCTCTCGTACATACAGACGC-3′
R: 5′-CCAGTTCTGCTTTGGATCAGG-3′

Sp
F: 5′-AAGCGGGATGCTGATTCCTC-3′

R: 5′-TCTTTCGTAGTTCTGCATTGCG-3′

Cgrp
F: 5′-GAGGGCTCTAGCTTGGACAG-3′

R: 5′-AAGGTGTGAAACTTGTTGAGGT-3′

Ngf
F: 5′-TGATCGGCGTACAGGCAGA-3′

R: 5′-GCTGAAGTTTAGTCCAGTGGG-3′

Gapdh
F: 5′-AGGTCGGTGTGAACGGATTTG-3′

R: 5′-TGTAGACCATGTAGTTGAGGTCA-3′

IL6
F: 5′-CCAAGAGGTGAGTGCTTCCC-3′
R: 5′-CTGTTGTTCAGACTCTCTCCCT-3′

CXCL8
F: 5′-CAAGGCTGGTCCATGCTCC-3′

R: 5′-TGCTATCACTTCCTTTCTGTTGC-3′

IL1β
F: 5′-GCAACTGTTCCTGAACTCAACT-3′
R: 5′-ATCTTTTGGGGTCCGTCAACT-3′

CCL20
F: 5′-CTGCTACTCCACCTCTGCG-3′
R: 5′-TTGCGCACACAGACAACTTT-3′

SP
F: 5′-TGATCTGAATTACTGGTCCGACT-3′

R: 5′-TCCGGCAGTTCCTCCTTGA-3′

CGRP
F: 5′-ATGCAGCACCATTCAGGTCTG-3′
R: 5′-CCAGCCGATGAGTCACACAG-3′

NGF
F: 5′-GGCAGACCCGCAACATTACT-3′
R: 5′-CACCACCGACCTCGAAGTC-3′

GAPDH
F: 5′-CTGGGCTACACTGAGCACC-3′

R: 5′-AAGTGGTCGTTGAGGGCAATG-3′
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Figure 2: CR treatment reduced the epidermal thickness and diminished neutrophil accumulation in IMQ-induced PsD in mice. (a)
Representative microscopic images of H&E-stained skin sections from each group (scale bar = 145μm). (b) Epidermal thickness was
evaluated using Leica Microsystems software under a microscope. n = 11 in the normal group; n = 15 in IMQ group and IMQ+CR
group. (c) Representative image of MM (scale bar = 145 μm). (d) Quantification of MM area. n = 15 in both the IMQ and IMQ+CR
group. Epidermal thicknesses were compared by using one-way ANOVA and post hoc Tukey’s test, and MM areas were compared using
a t-test. Data are shown as the Mean ± SEM. ∗∗P < 0:01 and∗∗∗P < 0:001.
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Figure 3: CR treatment decreased immune cell infiltration and cytokine production in murine skins of IMQ-induced PsD. (a) Flow
cytometry analysis of immune cells (CD45+ immune cells, neutrophils, macrophages, αβ T cells, and CD4+/CD8+αβ T cells) from skin
tissues among groups. n = 5 in the normal group, n = 8 in the IMQ group, and n = 10 in the IMQ+CR group. (b) mRNA expression of
Il17a, Il22, and Ccl20 in mouse skin was measured via RT-qPCR, and the relative mRNA expression was normalized to Gapdh
expression. n = 6 in the normal group, n = 8 in the IMQ group, and n = 8 in the IMQ+CR group. Statistical analysis was performed using
one-way ANOVA followed by post hoc Tukey’s test. Data are shown as the Mean ± SEM. ∗P < 0:05, ∗∗P < 0:01, and∗∗∗P < 0:001.
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Figure 4: Pruritus was improved after CR treatment in IMQ-induced PsD in mice. (a) Spontaneous scratching was measured and compared
among groups. n = 11 in the normal group and n = 15 in both the IMQ group and IMQ+CR group. (b) Mast cells were stained using
Toluidine blue (scale bar = 73 μm). (c) Numbers of mast cells in each group were counted. n = 5 in the normal group and n = 6 in both
the IMQ group and IMQ+CR group. Statistical analysis was performed using one-way ANOVA followed by post hoc Tukey’s test. Data
are shown as the Mean ± SEM. ∗P < 0:05, ∗∗P < 0:01, and∗∗∗P < 0:001.
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Figure 5: CR treatment reduced the expression of itch-related molecules in IMQ-induced PsD in mice. (a) mRNA expression of Sp, Cgrp,
and Ngf in skins was detected by RT-qPCR. n = 6 mice in the control group and n = 8 mice in both the IMQ group and IMQ+CR group.
Results of mRNA were normalized to Gapdh expression. (b) Representative immunohistochemical images of SP, CGRP, and NGF
expression from the epidermis of back skins among groups (scale bar = 73 μm). (c) Mean of integrated optical density (IOD) of Sp, Cgrp,
and Ngf in skins from each group. n = 5 mice in three groups. Statistical analysis was performed using one-way ANOVA followed by
post hoc Tukey’s test. Mean ± SEM values are indicated, ∗P < 0:05, ∗∗P < 0:01, and∗∗∗P < 0:001.
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Figure 6: CR treatment regulated cell viability and function of M5-induced keratinocytes in vitro. M5 (10 ng/ml) was used to stimulate NHEKs
with or without CR treatment ((a): 0, 0.25μg/ml, 0.5μg/ml, 1μg/ml, and 2μg/ml; (b): 0.5μg/ml). (a) Cell viability was measured by using CCK-8
(n = 4). (b) The mRNA expression of IL-6, CXCL8, IL-1β, CCL20, SP, CGRP, and NGF was detected by RT-qPCR (n = 3). The relative mRNA
expression was normalized to GAPDH expression. Statistical analysis was performed using one-way ANOVA followed by post hoc Tukey’s test.
Mean ± SEM values are indicated. ∗P < 0:05, ∗∗P < 0:01, and∗∗∗P < 0:001.
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epidermal keratinocytes promoted the release of CCL20 and
CXCL8, which was related to the recruitment of both neutro-
phils and IL-17a-producing immune cells [36]. CCL20 was
expressed abundantly in human psoriatic epidermis [9, 37].
Dupilumab inhibits the IL-4/IL-13 signaling pathway to reduce
itching and itching in atopic dermatitis, which may reduce the
release of CCL20 from keratinocytes and also reduce Th17 cell
infiltration [38]. As well as in psoriasis, the enrichment of IL-
17A-producing immune cells leads to produce high levels of
IL-17A, which further stimulates keratinocytes producing
CCL20, CXCL8, and IL-36γ to recruit more IL-17A-
producing immune cells and neutrophils [39]. In our findings,
the neutrophil infiltration and also increasing expression of
CCL20 in IMQ treatedmice were both inhibited by CR. As well
in vitro, dexamethasone partially inhibited scratch-induced
CXCL8 and CCL20 secretion in the keratinocyte model [36].
In order to mimic a psoriatic environment, we chose an M5-
induced keratinocyte model to investigate the effects of CR.
As expected, CR reduced the expression levels of inflammatory
cytokines IL-6, IL-8, CXCL8, and CCL20. Interestingly, we

observed that CR could promote cell viability slightly in
NHEKs, while in NHEKs treated with M5, CR inhibited cell
viability. We speculate that CR might regulate the viability of
keratinocytes under different circumstances, which should be
explored in further study.

Notably, the number of mast cells was significantly
reduced in lesions of CR application. Several researches
observed that mast cells are hyperactivated in psoriatic
lesions of progressive stage. The use of certain medications
to treat psoriasis, such as glucocorticosteroids, may lead a
decline of the mast cell count [11]. Our observation indicates
that CR may function as an inhibitor of itch in psoriasis by
decreasing the number of mast cells in skin lesions.

In addition, the itch sensation is transmitted to the brain
via itch neural pathways from skin lesions [40, 41]. Sensory
nerve fibers increased in the psoriatic epidermis and dermal
papilla, which were stimulated (endogenous or exogenous)
by various neuropeptides and neurotrophic molecule, such
as CGRP, SP, and NGF. Also, in the epidermis, neuropep-
tides released from the nerve fibers stimulate keratinocytes
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Figure 7: Characterization of the mechanism of CR for psoriasis pruritus improvement. CR treatment relieves the symptoms of psoriasis
pruritus by inhibiting increased mast cells and neutrophils, as well as the upregulation of the inflammatory factors IL-17a, IL-22, IL-6,
CXCL8, IL-1β, and CCL20 and itch-related molecules SP, CGRP, and NGF in psoriasis.
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to release proinflammatory cytokines such as IL-6 and IL-8.
On the other hand, CGRP and SP induce the release of vaso-
active amine by mast cells, promoting the infiltration of neu-
trophils and T cells closely related with itch [42–45]. The
main source of NGF in the skin is keratinocytes [46]. The
expression of NGF in psoriatic patients with pruritus is
higher than that without pruritus [47]. These molecules
work directly or indirectly on the nerve and lead to or aggra-
vate the degree of itch in psoriasis [48, 49]. In our research,
topical CR preparation can significantly relieve itch accom-
panied with reduced levels of CGRP, SP, and NGF in lesions
from psoriatic mice. Additionally, in a psoriatic cell model,
itch-related molecules SP, CGRP, and NGF were found
decreased in NHEK cotreated with CR and M5. However,
the expression of CGRP and SP in vitro was not upregulated
by M5. We speculate that M5-induced keratinocytes may
not be an optimal itching cell model in psoriasis.

5. Conclusion

In summary, we firstly prove that CR can not only inhibit the
increased mast cells and neutrophils in lesions but also down-
regulate the inflammatory factors and neuropeptides and neu-
rotrophic molecule to reduce the inflammation and itch in
IMQ-induced murine model of psoriasis, which is also vali-
dated in a psoriatic cell model (Figure 7). In conclusion, CR
is considered to be an ideal topical therapeutic drug for anti-
itch treatment not just anti-inflammation in psoriasis.
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A variant of somatic nuclear autoantigenic sperm protein (sNASP) was identified from the murine lupus susceptibility locus
Sle2c1 by whole exome sequencing (WES). Previous studies have shown that mutant sNASP could synergize with the Faslpr

mutation in exacerbating autoimmunity and aggravating end-organ inflammation. In the current study, the sNASP mutation
was introduced into Sle1.Yaa mice to detect whether it has a synergistic effect with Sle1 or Yaa loci. As expected, compared
with Sle1.Yaa mice, Sle1.Yaa.ΔsNASP mice showed enlarged lymph nodes, aggravated renal inflammation, and shortened
survival time. The proportions of CD3+ T cells, activated CD19+CD86+ B cells, Th1 cells in the spleen and lymph nodes, and
Th17 cells in lymph nodes in Sle1.Yaa.ΔsNASP mice were increased compared to those in Sle1.Yaa mice. The levels of IFN-γ
and TNF-α in the serum of Sle1.Yaa.ΔsNASP mice were higher than those of Sle1.Yaa mice. The above results show that
mutant sNASP can interact with different lupus susceptibility genes and promote the disease process of systemic lupus
erythematosus.

1. Introduction

Systemic lupus erythematosus (SLE) is a highly heteroge-
neous autoimmune disorder that causes damage to multiple
organ systems. The interactions between susceptibility genes
and environmental factors play a dominant role and result in
an irreversible loss of immunologic self-tolerance [1]. So far,
genome-wide association studies (GWAS) have identified
more than 100 alleles (SNPs), which increase the risk of
developing lupus in humans [2]. However, due to the inher-
ent limitations of human clinical studies, the role of these
genes is rarely elucidated. Because the clinical manifestations
of spontaneous lupus mice are comparable to those of
human SLE patients, various mouse models have been devel-
oped to dissect the genetic and cellular mechanisms of SLE
[2], as well as to identify and validate therapeutic targets [3].

The murine lupus susceptibility locus Sle2c1 derived
from the NZM2410 strain has been proven to promote the

proliferation of B1a cells in the abdominal cavity and syner-
gism with lpr mutation in the B6.Sle2.lpr mice, leading to
more severe lupus nephritis and marked lymphadenopathy
compared to B6.lpr mice [4]. Recently, a variant of somatic
nuclear autoantigenic sperm protein (sNASP), which is a
chaperone of histones, was identified from the Sle2c1 locus
by whole exome sequencing (WES). A nonsynonymous
mutation of two adjacent bases on the sNASP gene resulted
in changes of the 281 and 282 amino acids in the histone
binding region from valine and leucine to isoleucine and
phenylalanine. In our previous study, we revealed that the
mutant sNASP has a greater affinity to the H4 histone or
H3.1/H4 tetramer than the normal sNASP protein in vitro,
suggesting that the amino acid changes alter its three-
dimensional structure and function. To confirm the role of
mutant sNASP in Sle2-mediated autoimmune phenotypes,
we generated B6.ΔsNASP.lpr mice by introgressing the
mutant sNASP onto B6.lpr mice and examined evidence of
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disease at 6 months of age [5]. Our results demonstrate that
the variant of sNASP in the B6.lpr strain was responsible for
aggravating inflammatory pathology alterations in the kid-
ney and lung and the majority of the cellular dysfunction
in the spleen and lymph nodes.

Sle1.Yaa mice contain Sle1 and Y-linked autoimmune
accelerator (Yaa) loci and develop a lupus-like disease with
splenomegaly and glomerular nephritis in males [6].
Although the Yaa locus translocated from the X chromo-
some may contain as many as 16 genes, the major candidate
gene for causation of the Yaa-associated autoimmune phe-
notype has been TLR7 [7]. Decreased autoantigen tolerance
is part of the manifestation of SLE. Polymorphisms of the
SLAM/CD2 gene cluster identified in the Sle1 locus are
responsible for the loss of tolerance to the H2A/H2B/DNA
subnucleosome antigen [8]. Yaa is highly epistatic with the
Sle1 locus, culminating in severe pathology and fatal disease
at a relatively young age and release of inflammatory
cytokines.

Whether mutant sNASP works synergistically with other
lupus genes to promote the inflammatory response and pro-
gression is unknown. Therefore, we introduced the mutant
sNASP into Sle1.Yaa mice to determine whether it has epi-
static product effect with Sle1 or Yaa loci. The synergistic
effect between the sNASP mutant and the Sle1.Yaa locus
was determined by measuring the changes of lymphocyte
subsets in peripheral immune organs, terminal organ dam-
age, levels of serum inflammatory cytokines, and survival
time of mice.

2. Materials and Method

2.1. Mice. Sle1.Yaa mice were purchased from the Jackson
Laboratory (Bar Harbor, ME, USA). The Sle1.Yaa.ΔsNASP
line was derived by breeding female B6.ΔsNASP mice to
male B6.Sle1.Yaa mice and subsequent intercrossing of
progeny. All animals were cared for under experimental pro-
tocols approved by the Weifang Medical University Animal
Care Committee and housed in a specific pathogen-free
(SPF) facility.

2.2. Data and Sample Collection. Mice were sacrificed at 6
months after birth, and the spleen, lymph nodes, kidney,
and lung were collected. Weight of fresh organs was com-
pared between the two genotypes. Spleen and lymph nodes
were ground to prepare single-cell suspension, and cell sub-
sets were determined by flow cytometry. Pathological lesions
of the kidney and lung were evaluated after staining. Pro-
teinuria was measured using Coomassie brilliant blue G-
250 (Solarbio, Beijing, China) as per the manufacturer’s
instructions. Bull serum albumin (BSA) serial dilutions were
prepared for a standard curve.

2.3. Kidney and Lung Histopathology. For histology, tissues
of the kidney and right upper lobe lung were fixed in 4%
paraformaldehyde and embedded in paraffin, and the sec-
tions were stained with hematoxylin and eosin (H&E). In
addition, the sections of kidney were also stained with peri-
odic acid Schiff (PAS). Renal and lung lesions were scored in

a blind method as the previous reports [9, 10]; glomerular
lesions and lung pathology alterations were rated as grades
0-4 from normal to severe as previously described [5]. For
immunohistochemistry, kidneys were embedded in an opti-
mal cutting temperature (OCT) compound and stored at
−80°C. Frozen sections were fixed in cold acetone at 4°C
for 10min and blocked with 2% newborn bovine serum
(NBS) for 10min. Sections were stained with FITC-
conjugated rat anti-mouse C3 (SC-58926, Santa Cruz Bio-
technology, Dallas, TX) and IgGκ BP-CFL 488 (SC-516176,
Santa Cruz Biotechnology, Dallas, TX). All images were
obtained by Olympus BX53 fluorescence microscope and a
DP80 camera. On average, 20 glomeruli were randomly
selected from each sample and semiquantitatively assessed
as 0-4 grades according to staining intensity using ImageJ
software (NIH).

2.4. Cytokine ELISA. Serum concentrations of the cytokines
IL-1β, IL-6, IL-17, IFN-γ, and TNF-α were determined by
mouse uncoated ELISA kits (Invitrogen, Carlsbad, CA,
USA) according to the manufacturer’s instructions.

2.5. Flow Cytometry. lymphocyte subsets in the spleen and
lymph nodes were analyzed by flow cytometry as previously
described. In brief, the isolated immunocytes were first
blocked with excessive rat anti-mouse CD16/32 antibody
(2.4G2) for 30min at 4°C, then stained with antibodies for
30min at 4°C, washed and determined by a BD FACSVerse
flow cytometer (BD Biosciences, San Jose, CA, USA).The
antibodies used for flow cytometry were CD3 (17A2), CD4
(RM), CD8 (53-6.7), CD19 (1D3), CD86 (GL1), CD5 (53-
7.3), CXCR5 (2G8), PD-1 (J43), CD1d (1B1), IFN-γ
(XMG1.2), IL-4 (11B11), IL-17A (TC11-18H10), and
CD69 (H1.2F3). All antibodies were purchased from BD
Pharmingen (San Jose, CA, USA) or eBioscience (San Diego,
CA, USA). For intracellular staining, cells were first stimu-
lated with the leukocyte activation cocktail (BD Biosciences,
San Jose, CA, USA) for 4 h, then fixed with the fixation/perm
dilution (Invitrogen, Carlsbad, CA, USA) before intracellular
staining.

2.6. Statistical Analysis. Data analyses and graphs were per-
formed with Prism 5.0 software (GraphPad). Student’s
paired t-test was used for comparison between the two
groups. All values were reported as mean ± SEM, and P <
0:05 was considered significant.

3. Results

3.1. The sNASP Variant Aggravates End-Organ Damage in
Sle1.Yaa.ΔsNASP Mice. To confirm whether the mutant
sNASP has epistatic interactions with the Sle1 and Yaa loci,
we analyzed the pathological alterations of the Sle1.Yaa.Δs-
NASP strain compared to the control Sle1.Yaa mice at 6
months of age. The spleen sizes of Sle1.Yaa.ΔsNASP were
comparable to that of Sle1.Yaa mice(Figure 1(a)), but
Sle1.Yaa.ΔsNASP mice presented larger pooled lymph nodes
(385:04 ± 81:92mg), about 3 times larger than that of
Sle1.Yaa mice (145:02 ± 50:78mg). Sle1.Yaa.ΔsNASP mice
also presented larger kidneys than that of Sle1.Yaa mice
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(Figure 1(c)), which were consistent with the increase of
proteinuria in Sle1.Yaa.ΔsNASP mice (Figure 1(d)).

The pathology of their kidneys and lungs was also exam-
ined in our studies and showed more severe end-organ dam-
age in sNASP mutant mice. Glomerular enlargement,
mesangial cell proliferation, mesangial expansion, glomeru-
lar necrosis, tubular edema, and necrosis were observed in
both groups. However, the degree of glomerular endovascu-
lar hyperplasia, mesangial cell proliferation, inflammatory
cell infiltration, and renal tubular lesions, such as edema
and necrosis of renal tubular epithelial cells, was higher than
in Sle1.Yaa mice. We measured the long axis of the glomer-
ulus and compared the size of the glomeruli of the two
groups of mice. The results showed that the glomeruli of
Sle1.Yaa.ΔsNASP mice were significantly larger than those
of Sle1.Yaa mice (Sle1.Yaa: 83:15 ± 3:485 μm, Sle1.Yaa.Δs-
NASP: 92:33 ± 2:474 μm, P = 0:0455) (Figure 2(a)). Immune
complexes in the kidney were detected using the indirect
immunofluorescence staining. The Sle1.Yaa.ΔsNASP mice
showed significantly more C3 deposition in glomeruli than
Sle1.Yaa (Figure 2(c)), yet there was no statistical difference
for IgG deposition in glomeruli between Sle1.Yaa.ΔsNASP
and Sle1.Yaa mice (Figure 2(b)). Pathological manifestations
of inflammatory cell exudation, alveolar wall thickness, and
fibrosis were observed in the lungs of both groups.
Sle1.Yaa.ΔsNASP mice appeared to have developed more
severe lung inflammation and fibrosis; however, no signifi-
cant statistical difference in the histopathological score was
observed (Figure 2(d)).

3.2. The sNASP Variant Can Increase the Levels of Serum
Inflammatory Cytokines in Sle1.Yaa.ΔsNASP Mice. Cyto-
kines play an important role in SLE initiation and progres-
sion, so we measured the expression of serum IL-1β, IL-6,

IL-17, IFN-γ, and TNF-α using ELISA. Interestingly, IL-1β
was decreased in Sle1.Yaa.ΔsNASP mice (Figure 3(a)), while
IFN-γ (Figure 3(b)) and TNF-α (Figure 3(c)) were increased
compared with Sle1.Yaa mice, and there was no difference in
the levels of IL-17 (Figure 3(d)) and IL-6 (Figure 3(e))
between the two groups. These results reveal that IFN-γ
and TNF-α may play a major role in the exacerbation of
inflammation led by mutant sNASP.

3.3. Sle1.Yaa.ΔsNASP Mice Developed More Severe
Lymphocyte Subset Disorder. The imbalance and dysfunction
of T and B lymphocyte subsets is an important cause of SLE.
Therefore, we compared the main lymphocyte subsets in the
spleen and lymph nodes between two groups of mice
(Table 1). Compared with the Sle1.Yaa mice, the percentages
of CD3+ T cells, activated CD19+CD86+ B cells, Th1 (CD4+-

IFN-γ+) cells (Figure 4(a)), and CD19+CD5+CD1dhigh Breg
cells (Figure 4(b)) increased significantly while CD19+B cells
decreased in the spleen of Sle1.Yaa.ΔsNASP mice. In the
lymph nodes, the percentages of activated CD19+CD86+ B
cells, CD4+IFN-γ+ Th1 cells (Figure 4(c)), and CD4+IL-
17A+ Th17 cells (Figure 4(d)) in the Sle1.Yaa.ΔsNASP mice
were greater than those in the Sle1.Yaa mice. Other subsets,
such as CD3+CD4+ T cells, CD3+CD4+ T cells, Tfh, activated
CD4+CD69+ T, and CD4+IL-4+ Th2 cells, were comparable
between Sle1.Yaa.ΔsNASP and Sle1.Yaa mice.

3.4. Effect of sNASP Gene Mutation on the Survival Rate of
Sle1.Yaa Mice. An overall survival trend for Sle1.Yaa.Δs-
NASP compared to the Sle1.Yaa mice up to 12 months is
shown in Figure 5. Kaplan-Meir lifespan analysis indicated
a significant P value of 0.0411 for overall survival differences.
The variant of sNASP decreased the survival rate of Sle1.Yaa
mice from 72.973% to 66.667% by month 6, 56.757% to
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Figure 1: The sNASP variant promotes end-organ damage in Sle1.Yaa mice. The weight of the spleen (a), lymph nodes (b), and kidney (c).
Determination of urine protein (d).
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Figure 2: Pathological changes of the kidney and lung in mice. Representative HE-stained and PAS-stained kidney section (×400
magnification) and renal histopathology scores (a). Representative images of mouse IgG (b) and C3 (c) deposit in glomeruli from
Sle1.Yaa and Sle1.Yaa.ΔsNASP mice (×400 magnification) and their respective fluorescence intensity grades. Representative H&E-stained
lung section (×100 magnification) and pulmonary histopathology scores (d).
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Figure 3: The level of serum inflammatory cytokines in mice. Decreased level of IL-1β in Sle1.Yaa.ΔsNASP mice compared with Sle1.Yaa
mice (a), but the levels of IFN-γ (b) and TNF-α (c) were increased in Sle1.Yaa.ΔsNASP mice compared with Sle1.Yaa mice. The levels of IL-6
(d) and IL-17A (e) had no significant change.

Table 1: Effects of NASP variant on splenic and lymph nodes’ lymphocyte subsets.

Lymphocyte subsets
Spleen Lymph nodes

Sle1.Yaa (n = 10) Sle1.YaaΔsNASP (n = 10) Sle1.Yaa (n = 10) Sle1.YaaΔsNASP (n = 10)
CD3+ 32:12 ± 2:377 39:90 ± 1:661∗ 48:35 ± 3:245 47:54 ± 3:400
CD19+ 52:85 ± 2:984 44:01 ± 1:633∗ 42:73 ± 3:195 42:77 ± 3:306
CD3+CD4+ 66:09 ± 2:272 63:54 ± 1:080 57:11 ± 4:764 61:26 ± 2:177
CD3+CD8+ 19:87 ± 1:715 24:06 ± 0:9000 33:09 ± 4:928 27:39 ± 1:980
CD19+CD86+ 32:95 ± 2:352 52:54 ± 2:678∗∗ 39:00 ± 3:660 49:88 ± 3:172∗

CD4+CD69+ 37:70 ± 5:005 35:86 ± 3:319 28:61 ± 2:023 24:54 ± 4:058
Tfh (CD4+CXCR5+PD-1+) 6:308 ± 1:349 5:210 ± 1:487 2:154 ± 0:2812 2:408 ± 0:5558
Breg (CD19+CD5+CD1dhigh) 4:762 ± 0:4781 7:664 ± 0:5883∗∗ 3:133 ± 0:3116 3:892 ± 0:2756
Th1 (CD4+IFN-γ+) 39:29 ± 1:980 46:75 ± 2:217∗ 23:36 ± 2:333 31:36 ± 2:180∗

Th2 (CD4+IL-4+) 1:193 ± 0:2066 0:9120 ± 0:0969 0:5752 ± 0:1106 0:4593 ± 0:0573
Th17 (CD4+IL-17A+) 0:4778 ± 0:1230 0:5944 ± 0:0679 0:5990 ± 0:0725 1:130 ± 0:1004∗∗

Results are mean ± SEM; ∗P < 0:05 vs. Sle1.Yaa mice; ∗∗P < 0:01 vs. Sle1.Yaa mice.
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37.255% by month 9, and 45.946% to 23.529% by month 12
(Figure 5).

4. Discussion

Spontaneous mouse lupus models, such as NZB/W F1,
NZM2410, MRL/lpr, and BXSB/Yaa, are useful tools for
the study of the etiology of the disease. A series of gene alter-
ations found in these models are deemed to be related to

lupus, such as the Fas gene in MRL/lpr and TLR7 in
BXSB/Yaa mice. In the past decade, three lupus susceptibil-
ity genes, CDKN2c, CSF3R, and mutant Skint6, have been
identified from the Sle2c1 locus of the NZM2410 strain [4,
5, 10, 11]. Recently, we revealed a novel mutant sNASP in
the Sle2c1 locus, which can cooperate with Faslpr mutation
to amplify autoimmunity and greatly exacerbate kidney
and lung damage in the B6.lpr strain [5]. Whether mutant
sNASP works synergistically with other lupus genes to
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promote the inflammatory response and progression is
unknown. Therefore, we introduced the mutant sNASP into
Sle1.Yaa mice to determine whether it has an epistatic prod-
uct effect with Sle1 or Yaa loci. As predicted, the mutant
sNASP further aggravated the immune disorders in
Sle1.Yaa.ΔsNASP mice and led to a stronger autoimmune
response, which was reflected in the hyperplasia of periph-
eral lymphoid organs, especially lymph nodes.

T cells have been found to play a crucial role in the path-
ogenesis of SLE [12, 13], among which CD4+ T cells are
active mediators for the pathogenesis of SLE [13, 14]. Cyto-
kine dysregulation promotes immune dysfunction, and tis-
sue inflammation is one of the hallmarks of SLE [15, 16].
Th1 cells secrete cytokines such as IFN-γ and TNF-α, which
can activate macrophages and inflammatory T lymphocytes.
Uncontrolled Th1 activity devotes to a wide range of auto-
immune disorders [17, 18]. A host of reports on spontane-
ous and induced lupus models pointed to the onset of SLE
associated with high levels of IFN-γ and TNF-α [18, 19].
Compared to Sle1.Yaa mice, the proportion of Th1 cells
secreting IFN-γ in peripheral lymphoid organs in
Sle1.Yaa.ΔsNASP mice was significantly higher, and the
levels of IFN-γ and TNF-α in the serum were also increased.
We hypothesize that the Th1 subset is one of the main tar-
gets of the mutant sNASP and contributes to the lupus path-
ogenesis, and the variant leads to uncontrolled IFN-γ and
TNF-α transcription. In addition to Th1 cell subsets, more
and more studies have confirmed that IL-17 plays a momen-
tous role in human SLE patients and murine lupus models
[20, 21]. Our results indicated that the proportion of Th17
cells in the lymph nodes of Sle1.Yaa.ΔsNASP mice increased
significantly and almost twice that of Sle1.Yaa mice. Studies
have shown that IL-17 can promote autoreactive B cell pro-
liferation and differentiation and autoantibody production
alone or in combination with the B cell activating factor
(BAFF) [22]. As a potent proinflammatory cytokine, IL-17

can induce various cells such as epithelial cells and fibro-
blasts to secrete chemokines and cytokines to mediate tissue
damage [23, 24]. Thus, IL-17 may be another contributor
among the CD4+ T lymphocyte subsets to more end-organ
severe glomerular mesangial expansion and pulmonary
interstitial fibrosis in sNASP mutant mice. We were sur-
prised to find that there was no difference in the proportion
of CD4+CD69+ T cells in Sle1.Yaa.ΔsNASP compared to
Sle1.Yaa. The variant not only affects T cell subsets, we also
found that the increased CD19+CD86+ B cells in both the
spleen and lymph nodes indicate enhanced activation of B
cells in Sle1.Yaa.ΔsNASP mice. Interestingly, the proportion
of Breg cells in the spleen of Sle1.Yaa.ΔsNASP increased
slightly than those in Sle1.Yaa mice. Breg cells mainly medi-
ate immunosuppression by secreting IL-10, while IL-10 can
affect the development of T helper lymphocytes by inhibit-
ing Th1 cells secreting IFN-γ and IL-2 [25]. We consider
that the hyperproliferation of Th1 cells disrupts the balance
between Th1 and Breg cells and that increased secretion of
IFN-γ feedback promotes proliferation and differentiation
of Breg cells to inhibit Th1 cells [26, 27].

Similar to what has been reported previously in
B6.ΔNASP.lpr mice, we found that Sle1.Yaa.ΔsNASP mice
have more severe renal damage than Sle1.Yaa mice. The pro-
teinuria and C3 disposition of Sle1.Yaa.ΔsNASP mice were
also increased. In previous studies, we have substantiated
that the rec1c allele and the variant of sNASP promote the
lung inflammation when coexpressed with the Faslpr muta-
tion [5]. However, in our present study, we observed that
the sNASP mutation only slightly exacerbated lung inflam-
mation in Sle1.Yaa.ΔsNASP mice. The above results suggest
that mutant sNASP seems to only aggravate the existing
inflammatory response rather than start a new inflammatory
response, because there is already intense renal inflamma-
tion in Sle1.Yaa mice. Along with these manifestations, the
survival rate of Sle1.Yaa.ΔsNASP mice declined significantly
compared to that of Sle1.Yaa mice.

How the mutant NASP promotes inflammation has yet
to be further elucidated. As a key molecule in chromosome
assembly, sNASP plays an important role in the late stage
of DNA replication and chromosome folding [28–30]. It
binds to H3, H4, and H1, participates in histone transport,
and promotes cell proliferation [30, 31]. The sNASP also
regulates chromatin accessibility through maintaining his-
tone H3K9me1 [32], and DNA methylation has been shown
to affect the function of T cells in lupus mice [33, 34]. Many
studies have shown that the sNASP is involved in the chem-
ical modification of histones H3 and H4. After binding the
histone H3-H4 heterodimer, the sNASP mediates histone
acetyltransferase activity 1 (HAT1) to the carboxyl end of
histone H4 and catalyzes the acetylation of lysine at posi-
tions 5 and 12 (h4k5ac, h4k12ac). A recent study showed
that sNASP can negatively regulate toll-like receptor signal-
ing by binding tumor necrosis factor receptor associated fac-
tor 6 (TRAF6) and preventing its ubiquitination in the
cytoplasm of the macrophage [35]. As a candidate gene for
human SLE [36], TRAF6 has a central role in the nuclear
factor NF-κB activation pathway. It regulates inflammation,
survival, and activation of multiple immune cell subsets.
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Figure 5: Effect of sNASP gene mutation on the survival rate of
Sle1.Yaa mice. Survival was monitored in two groups of Sle1.Yaa
(n = 37) and Sle1.Yaa.ΔsNASP (n = 51) mice up to 12 months. A
Kaplan-Meir survival analysis was shown. The log-rank (Mantel-
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In conclusion, the mutant sNASP may participate in the
disease process by changing the acetylation modification of
the histone, DNA methylation of immune cells, or TRAF6-
centered signaling transduction pathway. At least one point,
as in our preliminary study, the mutant sNASP enhances the
response of macrophages to LPS stimulation and leads to
increased release of inflammatory cytokines (data not listed).
On the whole, this study further confirmed that the mutant
sNASP is a unique lupus susceptibility gene, which can
cooperate with different lupus susceptibility genes to aggravate
inflammatory response and promote disease progression.
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Alloxan (ALX) and streptozotocin (STZ) are extensively used to induce type 1 diabetes (T1D) in animal models. This study is aimed at
evaluating the differences in immune parameters caused by ALX and STZ. T1D was induced either with ALX or with STZ, and the
animals were followed for up to 180 days. Both ALX and STZ induced a decrease in the total number of circulating leukocytes and
lymphocytes, with an increase in granulocytes when compared to control mice (CT). STZ-treated mice also exhibited an increase
in neutrophils and a reduction in the lymphocyte percentage in the bone marrow. In addition, while the STZ-treated group
showed a decrease in total CD3+, CD4-CD8+, and CD4+CD8+ T lymphocytes in the thymus and CD19+ B lymphocytes in the
pancreas and spleen, the ALX group showed an increase in CD4-CD8+ and CD19+ only in the thymus. Basal levels of splenic
interleukin- (IL-) 1β and pancreatic IL-6 in the STZ group were decreased. Both diabetic groups showed atrophy of the thymic
medulla and degeneration of pancreatic islets of Langerhans composed of inflammatory infiltration and hyperemia with
vasodilation. ALX-treated mice showed a decrease in reticuloendothelial cells, enhanced lymphocyte/thymocyte cell death, and
increased number of Hassall’s corpuscles. Reduced in vitro activation of splenic lymphocytes was found in the STZ-treated group.
Furthermore, mice immunized with ovalbumin (OVA) showed a more intense antigen-specific paw edema response in the STZ-
treated group, while production of anti-OVA IgG1 antibodies was similar in both groups. Thereby, important changes in immune
cell parameters in vivo and in vitro were found at an early stage of T1D in the STZ-treated group, whereas alterations in the ALX-
treated group were mostly found in the chronic phase of T1D, including increased mortality rates. These findings suggest that the
effects of ALX and STZ influenced, at different times, lymphoid organs and their cell populations.

1. Introduction

Diabetes mellitus is a chronic disorder characterized by per-
sistent levels of hyperglycemia caused by an insufficient pro-
duction of insulin by the β cells of the pancreas due to a

destruction of these cells in type 1 diabetes (T1D) or by inef-
fective insulin action in type 2 diabetes (T2D) [1–3]. Rodents
have been extensively used as diabetes experimental models
[4]—chemically induced diabetes is mainly useful for study-
ing T1D. Alloxan (ALX) and streptozotocin (STZ) bind to
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the glucose transporter- (GLUT-) 2 receptor, causing cell
death by reactive oxygen species (ROS) generation (ALX)
or inducing DNA damage (STZ) directly [5]. These diabeto-
genic agents, however, may have different toxicological
effects depending on the dose and route of administration
[6]. Although they have been used for quite a long time, the
immunotoxicological effects of ALX and STZ are not fully
clear yet.

One of the obnoxious effects of STZ is its toxicity to lym-
phocytes, diminishing T cell proliferation [7, 8], reducing
the CD8+ T cell population in the blood and causing lym-
phopenia in the spleen and blood [7]. Gaulton et al. com-
pared the toxicity of ALX and STZ in immune cells, both
in vivo and in vitro, and found a greater impairment of lym-
phocyte function even when STZ was administered in doses
lower than necessary for T1D onset. In contrast, a 10-fold
increase in the ALX dose was not harmful to lymphoid cells
[9]. Diab et al. conducted a similar study to evaluate the
cytotoxicity of both agents, finding in vitro changes in blood
cell populations, reduction of splenocytes, and immunosup-
pressive effects on graft transplantation in individuals
treated with STZ [10].

A database search carried out by Muller et al. showed
that in 131 articles on murine islet transplantation, 76.3%
used the STZ diabetic model, while 3.8% used ALX [7].
STZ is the preferred model because it has a longer half-life,
with prolonged hyperglycemia and lower mortality rates
[10, 11]. Although less expensive, ALX is very unstable and
may induce a reversible hyperglycemia that is undesirable
and sometimes lethal [12].

Since the study of immune cell responses is of para-
mount significance/importance in T1D models, the compar-
ison of different immune cell variables is vital to better
understand the behavior of these cells and how they could
be influenced by the choice of diabetogenic agents. To clarify
these effects, this study is aimed at evaluating the differences
in immune parameters caused by ALX and STZ, with special
attention to T cell phenotype and function in lymphoid and
nonlymphoid tissues.

2. Methods

2.1. Animal Model. Wild-type C57BL/6J male mice (12-14
weeks old, 25 ± 2 g at baseline) were housed at 22°C under
a 12/12-hour light-dark cycle and given ad libitum access
to food and water. This study was carried out in strict accor-
dance with the principles and guidelines of the National
Council for the Control of Animal Experimentation (CON-
CEA) and approved by the Ethics Committee on Animal
Use (CEUA) at the Faculty of Pharmaceutical Sciences, Uni-
versity of São Paulo (FCF/USP), Brazil (protocol number:
CEUA/FCF/338).

2.2. Induction of Diabetes. The animals were divided into
three groups: (1) wild-type C57BL/6J control mice (CT),
(2) ALX-treated mice, and (3) STZ-treated mice. Briefly, to
induce T1D with ALX, the animals were fasted for 12 hours,
followed by an intravenous (i.v.) injection of 60mg/kg of
alloxan monohydrate (Sigma-Aldrich, San Louis, MO,

USA) dissolved in 100μL of sterile saline solution (0.9%
NaCl) [13] using insulin syringes with 12:7mm × 29G
needle (BD Ultra-Fine, Franklin Lakes, New Jersey, USA);
for STZ, the animals were fasted for 5 hours, followed by
an intraperitoneal (i.p.) injection of 65mg/kg of streptozoto-
cin (ChemCruz®, Santa Cruz, CA, USA) dissolved in 300μL
of 0.1M citrate buffer, pH4.5, for 5 consecutive days [3],
using insulin syringes with 12:7mm × 29Gneedle. After 15
days from the start of the induction protocol, the glycemia
of the animals was measured using Accu-Chek Advantage
II (Roche Diagnostics, São Paulo, SP, Brazil). Only the ani-
mals with glycemia above 300mg/dL were considered dia-
betic for this study.

2.3. Physical Observation. In one set of experiments, daily
observation throughout the study was carried out for mor-
tality and general well-being in all groups. The consumption
of water and food was monitored by weighing the average
amount of food (g) and water (mL) consumed per mouse,
for 5 days [14]. Following diabetes induction, glycemia and
body weight were monitored at various time points (15th,
30th, 60th, 90th, and 180th days) and compared to CT mice.

2.4. Insulin Tolerance Test (ITT). Insulin tolerance tests were
performed after 6 hours and on the 90th and 180th days after
inducing T1D. Initial blood glucose levels were determined
followed by intraperitoneal injection of human insulin
(Humulin®, Fegersheim, France) (0.75 unit/kg) using insulin
syringes with 12:7mm × 29Gneedle. Blood glucose levels
were measured via tail vein blood at 5, 10, 15, 20, 25, and
30 minutes after the injection [15–17].

2.5. Glucose Tolerance Test (GTT). Glucose tolerance tests
were performed after an overnight fast (12 hours) and on
the 90th and 180th days after inducing T1D. Initial blood glu-
cose levels were determined followed by intraperitoneal
injection of glucose solution (Thermo Fisher Scientific,
Rockford, IL, USA) (1 g/kg) using insulin syringes with
12:7mm × 29Gneedle. Blood glucose levels were measured
via tail vein blood at 15, 30, 60, 90, and 120 minutes after
the injection [16, 18].

2.6. Hematological Parameters. Blood samples were collected
via a facial plexus route on the 15th, 30th, 90th, and 180th days
after inducing T1D. Samples of EDTA-anticoagulated blood
(1 : 10) were used to determine the following hematological
parameters [19]: red blood cells (RBC), hemoglobin
(HGB), hematocrit (HCT), mean corpuscular volume
(MCV), mean corpuscular hemoglobin (MCH), mean cor-
puscular hemoglobin concentration (MCHC), red cell distri-
bution width (RDW), platelets (PLT), leukocytes (WBC),
lymphocytes (Lymph), monocytes (Mon), granulocytes
(Gran), and the percentage of lymphocytes (Lymph%),
monocytes (Mon%) and granulocytes (Gran%). All analyses
were performed using an automated hematology counter
(BC-2800Vet Mindray, Shenzhen, GD, China).

Bone marrow was collected from femurs on the 15th day
after inducing T1D, and cell suspensions were centrifuged in
glass slides at 400 × g, 4°C, for 5 minutes, using a Cytospin
centrifuge (Thermo Fisher Scientific), and allowed to dry for
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20 minutes at room temperature [20]. The slides were
stained using fast panoptic (LB Laborclin, Pinhais, PR, Bra-
zil). A total of 100 cells were counted based on morpholog-
ical criteria, classified as either mononuclear or
polymorphonuclear [21, 22], using a conventional optical
microscope (CX31RBSFA, Tokyo, Japan).

2.7. Histopathological Analysis. Histopathological analyses
were performed in fragments of thymus, spleen, and pan-
creas tissue collected on the 15th day after inducing T1D.
Samples were fixed in a solution of 10% paraformaldehyde,
dehydrated with alcohol, diaphanized in xylol, and embed-
ded in paraffin. Blocks were cut into 3μm width slices, and
fragments were captured with glass slides and stained with
hematoxylin and eosin (H&E) [23].

General toxicity processes were described and classified
according to structural changes by a semiquantitative analy-
sis, as follows: absent, when there was no compromise of the
tissue, score = 0; discrete, with up to 25% of area commit-
ment, score = 1; moderate, from 26% to 50% of area com-
mitment, score = 2; and accentuated, with more than 50%
of area commitment, score = 3 [23–25].

2.8. Spleen and Pancreas Homogenates. Tissue samples of
spleen and pancreas were separately collected from the mice
on the 15th day after inducing T1D and homogenized in
radioimmunoprecipitation assay (RIPA) buffer (50mM Tris,
pH8.0, 150mM NaCl, 1% Triton X-100, and 0.1% SDS)
containing a protease inhibitor (Sigma-Aldrich), with a tis-
sue homogenizer (Polytron PT 1600E, Cincinnati, OH,
USA). Supernatants were separated from the cellular debris
by centrifugation at 239 × g for 5 minutes, collected and
stored at −80°C.

Protein concentration in the homogenates was deter-
mined using Pierce™ BCA Protein Assay Kit (Thermo Fisher
Scientific), according to the manufacturer’s instructions.

2.9. Cytokine Determination. ELISA was used to determine
the concentration of the following cytokines: interleukin-
(IL-) 1β, IL-4, IL-12p70, tumor necrosis factor- (TNF-) α,
and interferon- (IFN-) γ (Duo-set ELISA, R&D Systems
Inc., Minneapolis, MN, USA); IL-2, IL-6, and IL-10 (BD
OptEIA™ ELISA Set, BD Biosciences, San Diego, CA,
USA); and IL-17A (ELISA MAX Deluxe Set, Biolegend,
San Diego, CA, USA) in pancreas and spleen homogenates
on the 15th day after inducing T1D. The assays were per-
formed according to the manufacturers’ instructions.

2.10. Flow Cytometry. Following euthanasia, pancreas,
spleen, and thymus were removed on the 15th day after
inducing T1D and macerated through a 40μm cell strainer.
Spleen cell suspension was lysed using ACK Lysing Buffer
(Gibco, Grand Island, NY, USA), and cell suspensions con-
taining 1:5 × 106 cells/mL were prepared in PBS containing
1% fetal bovine serum (FBS) and stained at 4°C for
30minutes with fluorochrome-conjugated monoclonal anti-
bodies against the following molecules (cell clone): CD3-PE
(17A2), CD19-PE-Cy7 (6D5), CD25-PB (PC61), and
CD11b-APC-Cy7 (M10/70) (Biolegend) and CD4-APC
(RM4-5) and CD8-PE-Cy5 (53-6.7) (BD Biosciences). The

cells were acquired in a FACSCanto II cytometer (BD Biosci-
ences), and analysis was performed using the FlowJo soft-
ware, version 10.0.7 (Tree Star, Ashland, OR, USA).

2.11. Immunization of Mice and Induction of Antigen-
Specific Paw Edema. In another set of experiments, mice
received three subcutaneous (s.c.) immunizations, with a
15-day interval between each one, consisting of 20μg/mice
of OVA (Sigma-Aldrich) emulsified in 100μL of squalene
adjuvant (Sigma-Aldrich). Doses were administered with a
15-day interval from one another [26]. Thirty days after
the last immunization, the mice were submitted to the pro-
tocol of diabetes induction with either ALX or STZ.

The diabetic animals, together with the immunized CT
and naïve mice, were challenged with s.c. injection of OVA
(10μg in 30μL of saline) on the right paw. As a control,
the mice also received a s.c. injection of 30μL saline on the
left paw. Footpad thickness was measured immediately
before and 6 hours after the inoculation using a caliper
(Mitutoyo, Kawasaki, OL, Japan). The results are expressed
as the mean difference between the measurements, as
described [27].

2.12. Determination of OVA-Specific Anti-IgG1 and Anti-
IgG2a Antibodies. After the immunization and antigenic
challenge described above, blood samples were collected to
determine OVA-specific anti-IgG1 and anti-IgG2a antibod-
ies. The plates were coated overnight at 4°C with OVA
(20μg/mL) in sodium carbonate buffer (pH9.5), washed
with PBS/0.05% Tween-20, and blocked with assay diluent
PBS/10% FCS for 1 hour. Following washing, serum samples
were added to the plates and incubated at room temperature
(RT) for 2 hours. After new washing, anti-IgG1 or anti-
IgG2a (BD Biosciences) conjugated with peroxidase was
added and incubated for 1-hour RT. After washing, 3,3′
,5,5′-Tetramethylbenzidine (TMB) Substrate Reagent Set
(BD Biosciences) was added and the plates were left for
30minutes RT in the dark [26]. Colorimetric reaction was
stopped by adding 2NH2SO4. Absorbance was acquired at
450 nM in the microplate reader SpectraMax 190. The data
are shown in optical density (O.D) units.

2.13. Spleen Cell Proliferation. Spleen cell proliferation was
evaluated at different stages of the study and by different
methodologies. In all cases, spleens were removed, individu-
ally macerated through a 40μm cell strainer, and the cell
suspensions were lysed using ACK Lysing Buffer (Gibco)
before the respective assay.

On the 15th day after inducing T1D in naïve mice, spleen
cell suspensions containing 107 cells/mL were stained with
carboxyfluorescein succinimidyl ester (CFSE)-FITC
(eBioscience, San Diego, CA, USA) according to the manu-
facturer’s protocols. The cells were plated with complete
medium (RPMI 1640 supplemented with 10% FBS, 1% peni-
cillin/streptomycin, 2mM L-glutamine, and 25mM HEPES,
all from Gibco) and stimulated with Concanavalin A (Con
A—0.5 and 1μg/mL, Sigma-Aldrich) for 72 hours at 37°C
and 5% CO2 [26]. After that, the cells were stained at 4°C
for 30minutes with anti-mouse CD4-APC and CD8-PE-
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cy5 (BD Biosciences), acquired in a FACSCanto II cytometer
and analyzed as described above.

In mice immunized with OVA, spleen cell suspensions
containing 106 cells/mL were prepared in complete medium
and stimulated with Con A (0.5 and 1μg/mL, Sigma-
Aldrich) for polyclonal activation or with OVA (1 and
10μg/mL, Sigma-Aldrich) for antigen-specific proliferation.
Proliferation was evaluated by a colorimetric assay using
resazurin (Sigma-Aldrich), as previously described [28].
The results are expressed as the difference between the
absorbance reading at 570 and 600nm by a spectrophotom-
eter (SpectraMax 190, San Jose, CA, USA) [29, 30].

2.14. Statistical Analysis. Statistical analyses were performed
using the GraphPad 6 software (San Diego, CA, USA), and
the data are presented as mean ± standard error of themean
ðSEMÞ using analysis of variance (ANOVA), two-way for
GTT and ITT and one-way for the other evaluations,
followed by Bonferroni’s multiple comparison test when
appropriate. The significance level was set at p ≤ 0:05.

3. Results

3.1. ALX and STZ Increased Blood Glucose Levels, Induced
Bodyweight Loss, and Changed Blood Cell Counts. The effects
of ALX and STZ treatment for T1D induction in mice were
identified by measuring body weight and glycemia after a
15-day protocol. Both ALX- and STZ-treated animals exhib-
ited glycemia above 300mg/dL until the 180th day, with the
ALX-induced animals maintaining higher levels of hypergly-
cemia until the 90th day (Figure 1(a)). The group treated
with STZ showed a greater and more pronounced weight
loss than the ALX group during the whole period evaluated
(Figure 1(b)). Both diabetic groups showed an increase in
water intake (Figures 1(i)), but not food intake
(Figures 1(h)) compared to the CT group. After 180 days
from T1D induction, there was no signal of insulin or glu-
cose tolerance in the ALX and STZ groups (Figures 1(d)–
1(g)). However, some animals from the ALX group started
to die after 60 days (Figure 1(c)) and presented tumor nod-
ules throughout the body (data not shown), as it has already
been reported by other authors [31–33].

In order to explore the impacts of ALX and STZ on the
population of blood cells in the early and chronic phases of
T1D, we analyzed the whole blood count at different time
points—15th, 30th, 90th, and 180th days—and identified that
both the ALX- and STZ-treated groups revealed a decrease
in leukocytes (Figure 2(i)) and lymphocytes (Figure 2(j))
on the 15th day. A lower percentage of lymphocytes
(Figure 2(m)) and an increased percentage of granulocytes
(Figure 2(o)) were found on the first 15 days in both the
T1D-induced groups; despite fluctuating during the study,
the number of lymphocytes remained lower in the last mea-
surement (180th day) when compared to the CT group
(Figure 2(j)). The total leukocyte count varied over the study
period. For monocytes, however, while ALX lowered their
count by the 15th day, this alteration only occurred after
the 30th day in the STZ-induced group (Figure 2(k)). ALX-
induced animals showed consistently increased parameter

values on the 30th day for red blood cell count
(Figure 2(a)), hemoglobin (Figure 2(b)), and hematocrit
(Figure 2(c)), while their mean corpuscular hemoglobin con-
centration (Figure 2(f)) was lower in the same period. In
addition, a differential count of nucleated cells in the bone
marrow showed a decreased percentage of lymphocytes in
the STZ-induced group in comparison with CT and ALX
groups, suggesting its toxicity (Table 1). In parallel, the
STZ-induced group presented an increased percentage of
neutrophils in the bone marrow when compared to the other
groups (Table 1).

3.2. STZ Impaired the Basal Production of IL-1β in the
Pancreas and IL-6 in the Spleen. To assess whether ALX
and STZ can influence the immunological steady-state pro-
file of the animals, the basal levels of IL-1β, IL-2, IL-4, IL-
6, IL-10, IL-12, IL-17, IFN-γ, and TNF-α in spleen
(Figure 3(a)) and pancreas (Figure 3(b)) homogenates were
measured. A significant reduction of IL-6 in the spleen and
IL-1β in the pancreas in the STZ group was found, while
all other cytokines were not altered. This could be a result
of an imbalance of secretory cells due to the hyperglycemic
environment rather than a toxicity of STZ.

3.3. Lymphocyte Populations in the Thymus, Spleen, and
Pancreas Were Affected by STZ. Knowing that lymphocytes
are the cell type most affected by the toxicity of ALX and
STZ, T and B cell populations were determined in the thy-
mus, spleen, and pancreas. It was found that the STZ-
induced group showed a reduction in the percentage of total
CD3+, CD4-CD8+ T lymphocytes, and CD4+CD8+ double-
positive cells in the thymus (Figure 4(a)). A reduction in
CD19+ B lymphocytes in the spleen (Figure 5(a)) and pan-
creas (Figure 6(a)) was also found. The ALX-induced group
only showed changes in the thymus, including an increase in
CD4-CD8+ cells, as well as CD19+ B lymphocytes
(Figure 4(a)). This suggests that the diabetogenic agents
influence lymphocyte subpopulations differently in the eval-
uated organs.

3.4. ALX and STZ Induced Morphological Changes in the
Thymus and Pancreas, but Not in the Spleen. We also inves-
tigated whether ALX and STZ induced morphological
changes in the pancreas, spleen, and thymus. In the pan-
creas, it was possible to identify, in both diabetic groups,
atrophy of the islets of Langerhans (Figures 6(b) and 6(c)),
inflammatory infiltration, and hyperemia with vascular dila-
tion (Figure 6(b)). Being the pancreas a target organ of the
diabetogenic agents, this may indicate that the destruction
of the β cells was effective, followed by an inflammatory pro-
cess as a side effect. The treatment seemed not to affect the
integrity of the spleen in any diabetic group (Figure 5(c)).
In the thymus, it was observed atrophy of the medullary
region in both the ALX- and STZ-induced groups
(Figures 4(b) and 4(c)). Enhanced death of lymphocytes/thy-
mocytes, with an increase in Hassall’s corpuscles and a
decrease in the number of reticulum and epithelial cells in
the ALX-induced group (Figure 4(b)), might indicate a

4 Mediators of Inflammation



⁎ ⁎ ⁎ ⁎ ⁎

⁎⁎
⁎

⁎

⁎

CT
ALX
STZ

Time (day)

G
ly

ce
m

ia
 (m

g/
dL

)

0 15 30 60 90 180
0

100

200

300

400

500

600

(a)

⁎ ⁎
⁎

⁎
⁎

CT
ALX
STZ

Time (day)
0 15 30 60 90 180

W
ei

gh
t (

g)

20

25

30

35

(b)

Time (day)

Su
rv

iv
al

 (%
)

0
0

20

20

40

40

60

60

80

80

100

100 120 140 160 180

CT
ALX
STZ

(c)

⁎

⁎
⁎

⁎ ⁎

⁎ ⁎

⁎ ⁎

⁎

⁎

⁎ ⁎

⁎

CT
ALX
STZ

G
ly

ce
m

ia
 (m

g/
dL

)

0

100

200

300

400

500

600

ITT (Day 90)

Time (minute)

0 5 10 15 20 25 30

(d)

⁎

⁎
⁎ ⁎ ⁎ ⁎ ⁎ ⁎

⁎ ⁎ ⁎ ⁎ ⁎
⁎

CT
ALX
STZ

G
ly

ce
m

ia
 (m

g/
dL

)

0

100

200

300

400

500

600

ITT (Day 180)

Time (minute)

0 5 10 15 20 25 30

(e)

⁎

⁎
⁎ ⁎ ⁎ ⁎ ⁎

⁎⁎
⁎⁎⁎

CT
ALX
STZ

G
ly

ce
m

ia
 (m

g/
dL

)

0

100

200

300

400

500

600

Time (minute)

15 30 60 90 120

GTT (Day 90)

0

(f)

⁎
⁎ ⁎ ⁎

⁎
⁎

⁎
⁎⁎

⁎⁎
⁎

G
ly

ce
m

ia
 (m

g/
dL

)

0

100

200

300

400

500

600

GTT (Day 180)

Time (minute)

15 30 60 90 1200

CT
ALX
STZ

(g)

CT ALX STZ

Food intake

(g
/d

ay
/m

ou
se

)

0

1

2

3

4

5

(h)

Figure 1: Continued.
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change in the epithelial component of the thymus and the
natural process of replacement of lymphocytes/thymocytes.

3.5. ALX and STZ Did Not Affect the In Vitro Proliferative
Activity of CD4+ and CD8+ T Lymphocytes in the Spleen. In
order to determine whether the diabetogenic agents were

capable of influencing the functional status of lymphocytes,
in vitro polyclonal proliferation was tested. Both CD4+ and
CD8+ T lymphocytes showed no difference in activation
induced by Con A after induction of T1D with ALX or
STZ (Figure 5(b)), indicating that the agents did not inter-
fere with in vitro cell proliferation.

CT ALX STZ

Water intake

(m
L/

da
y/

m
ou

se
)

0

5

10

15

20
⁎

⁎

(i)

Figure 1: Long-term diabetogenic effects of ALX and STZ on mice. T1D was induced as described in Methods, and parameters were
evaluated at different time points. (a) Blood glucose levels and (b) body weight were evaluated on the 15th, 30th, 60th, 90th, and 180th

days following administration of the drugs. (c) Survival rate was monitored for 180 days (CT and STZ groups represented as overlapping
lines). (d, e) Insulin tolerance test and (f, g) glucose tolerance test were evaluated on the 90th and 180th days. (h) Food and (i) water
intake was evaluated for five days. Data are presented as mean ± SEM, ∗p ≤ 0:05 (5-6 animals per group).

RBC

Time (day)

X1
06  (m

L)

15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

Time (day)
15 30 90 180

0

5

10

15

⁎
⁎

⁎ ⁎ ⁎
⁎ ⁎ ⁎

⁎
⁎⁎⁎⁎

⁎
⁎

⁎⁎⁎

⁎

⁎

⁎ ⁎

⁎
⁎

⁎

⁎
⁎

⁎
⁎

HGB

g 
(d

L)

0

5

10

15

20
HCT

(%
)

0
10
20
30
40
50

MCV

fL

0

20

40

60
MCH

pg

0

5

10

15

20

*

MCHC

g 
(d

L)

0

10

20

30

40
RDW

(%
)

0

5

10

15

20
PLT

X1
06  (m

L)

X1
06  (m

L)

X1
06  (m

L)

X1
06  (m

L)

X1
06  (m

L)

0

500

1000

1500

2000
WBC

0

5

10

15

20

25
Lymph

0

5

10

15

20

Mon

0.0

0.2

0.4

0.6 Gran

0

2

4

6 Lymph

Pe
rc

en
t i

n 
W

BC

0

20

40

60

80

100 Mon

Pe
rc

en
t i

n 
W

BC

0

1

2

3

4 Gran

Pe
rc

en
t i

n 
W

BC

0

10

20

30

40

CT

STZ
ALX

Complete blood count

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Figure 2: STZ effects on hematimetric parameters of immunological cells in the early phase of T1D are restored in the chronic phase of the
disease. T1D was induced as described in Methods, and blood samples were collected in EDTA on the 15th, 30th, 90th, and 180th days, to
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3.6. STZ Caused Changes in the Immune Response Behavior
In Vivo and In Vitro of Immunized Animals. To assess
whether ALX and STZ acted on the cellular and humoral
acquired immune responses already established in vivo, mice
were immunized with OVA and T1D was induced using
both agents. Immunized mice from the STZ-induced group
displayed an increased footpad thickness following challenge
with OVA in comparison with mice from the CT and ALX-
induced groups (Figure 7(a)). In addition, while all animals
produced similarly increased levels of specific anti-OVA
IgG1, anti-OVA IgG2a was virtually absent in immunized
animals (Figure 7(b)). However, when the lymphocyte pro-
liferative activity was evaluated in vitro, the immunized ani-
mals in the STZ-treated group showed a reduced polyclonal
activation under Con A stimulation, but not OVA-specific
activation, when compared to the CT and ALX-induced
groups (Figure 7(c)). Together, these findings suggest an
effect of STZ on the cell-mediated immune response of
immunized animals while the humoral immune response
did not seem to be affected.

4. Discussion

Animal models have been responsible for knowledge
improvement and medical advances in several areas and
from different perspectives. Chemically induced diabetes in
rodent models has been developed to study not just the ill-
ness but also to better understand aspects of the condition.
Because diabetes is a multifaceted and multifactorial disor-
der, animal models help to demystify different characteris-
tics of its pathophysiology [13, 34, 35]. Since an
immunopathogenic component in T1D had been previously
described [36], much attention converged on choosing a
model that could better contribute to the study of lympho-
cytes and their physiology. Although ALX and STZ are the
most common pharmacological agents used to induce
T1D, many toxicological effects on lymphoid organs and
cells have been described [9, 10, 37–44].

Both agents were capable of maintaining the animals
under T1D conditions during the whole study without caus-
ing reversible diabetes or inducing insulin or glucose toler-
ance effects [45, 46]. Therefore, it was possible to evaluate
acute and chronic effects of T1D. Regarding blood cell
counts, in the early phase of T1D, alterations in the propor-

tion of immune cells were found in both the STZ- and ALX-
treated groups. This initial phase was marked by an acute
stress response which correlated to a reduction in the num-
ber of lymphocytes and monocytes and an increase in the
percentage of granulocytes in animals treated with STZ dur-
ing the first 30 days of diabetes induction, when compared to
the CT group. The initial alteration in the blood cell count
was spontaneously compensated during the study timeline
and became very close to CT parameters, suggesting that
there is a natural ability, even for diabetic animals, to adapt
to this adverse condition. Interestingly, in the chronic phase
of diabetes, the ALX group started to present subcutaneous
tumor nodules after 90 days (data not shown), which might
have contributed to the ~30% mortality observed in this
group [31–33].

While some studies state that alterations in T1D animals
are a consequence of drug pharmacodynamics [9, 10,
37–44], others claim that these changes are due to the hyper-
glycemic environment triggered by each agent [47–52].
Indeed, hyperglycemia affects the immune system [53] and
can lead to defects in host immunity, such as impaired cell
migration, phagocytosis, and intracellular killing [54]. A
hyperglycemic state also increases the synthesis of advanced
glycation end products (AGEs), secretion of proinflamma-
tory cytokines, and oxidative stress pathways [55]. Whether
these changes are connected to our findings remains to be
determined.

Regarding the diabetogenic drugs used in this work, STZ
might have some level of toxicity to bone marrow precursor
cells since, in animals treated with this agent, a reduction in
the percentage of lymphocytes and an increase in neutro-
phils were found. This toxic influence has already been
described and may be explained by the STZ ability to cause
endogenous suppression in the DNA of cells recently iso-
lated from the bone marrow of healthy animals, showing
that it might not be a change related to insulin deficiency
[44]. This toxicity is reversible, as the harmful effects that
ALX exerts on erythropoietic cells are compensated after
one week of treatment [56]. In addition, a fluctuation in cell
population might occur. Here, there was no difference in the
number of neutrophils and lymphocytes in the bone marrow
of the ALX-treated group when compared to the CT group,
as confirmed by flow cytometer analyses conducted in bone
marrow samples from ALX-treated BALB/C mice [57].

While changes in bone marrow precursors are thought
to be correlated to STZ toxicity, alterations in red blood cell
parameters in the ALX-treated group are most likely linked
to an early exposure to a hyperglycemic environment and,
later, to the renal function failure caused by the ALX ability
to promote kidney injury [58, 59]. Moreover, since the ALX-
treated group presented higher glycemia, this might be asso-
ciated to a higher oxidative stress induction and vascular
complications found in diabetic patients [60].

Lymphocytes from spleen and pancreas, however, were
little affected, with only a slight reduction in the population
of B lymphocytes in the STZ-treated group, which have
already been described as sensitive to the agent [7]. In vitro
activation of CD4+ and CD8+ T lymphocytes isolated from
the spleen did not show proliferation impairment in any of

Table 1: STZ-treated animals showed an increase in the percentage
of neutrophils and a decrease in lymphocytes in the bone marrow.
Data are presented as percentage ± SEM, ∗p ≤ 0:05 (5-6 animals per
group).

Percentage ± SEM
Cells (%) CT ALX STZ

Blast 0:2 ± 0:2 0:0 ± 0:0 0:0 ± 0:0
Ring forms 3:3 ± 0:6 3:2 ± 1:0 1:5 ± 0:7
Segmented
neutrophils

67:0 ± 1:9 75:6 ± 4:2 81:0 ± 2:1∗

Monocytes 2:0 ± 0:7 2:0 ± 0:5 1:0 ± 0:4
Lymphocytes 27:5 ± 2:3 19:2 ± 4:0 16:5 ± 2:5∗
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Figure 3: Short-term diabetogenic effects of ALX and STZ on the basal levels of cytokines in spleen and pancreas homogenates. T1D was
induced as described in Methods, and (a) spleens and (b) pancreases were collected on the 15th day. Tissue homogenates from the CT, ALX-,
and STZ-treated groups were evaluated for the presence of the cytokines IL-1β, IL-2, IL-4, IL-6, IL-10, IL-12p70, IL-17, TNF-α, and IFN-γ.
Data are presented as mean ± SEM, ∗p ≤ 0:05 (5-6 animals per group).
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the groups, suggesting low to no toxicity of the diabetogenic
agents in secondary lymphoid organs. After immunization,
however, in vitro activation of lymphocytes was shown to
be more affected in animals induced with STZ. Similar
results have been described by Itoh et al. [52], credited as
an early deterioration in the immunological function [47],
which later was shown to be a consequence of changes in
the mitochondrial function that interfered with the metabo-
lism of immune cells [61]. Lymphocyte proliferation impair-
ment for animals treated with STZ was also described in
other studies [9, 42, 43, 62], reinforcing the idea of STZ tox-
icity to lymphocytes.

Knowing that STZ might interfere with different
immune cell populations and that lymphocytes present
greater sensitivity to STZ, we showed a reduction in the total
percentage of CD3+, CD8+, and double-positive CD4+CD8+

T lymphocytes in the thymus of the STZ group. These find-
ings suggest that STZ impairs the development and matura-
tion process of T lymphocytes. The double-positive stage
precedes positive selection in the thymus that determines
the differentiation either into CD4+ or CD8+ T cells through
the continuous interaction between TCR and MHC/peptide
complexes expressed by thymic epithelial cells [63]. Thus, it
is possible that our findings are somehow related to the abil-
ity of the STZ to promote up or downregulation of MHC, as

previously identified by Klinkhammer et al. who found that
STZ induced an increase in class II antigen expression in dif-
ferent tissues, presumably due to its alkylating potential,
which influenced MHC gene methylation [64]. Although
we have not evaluated the expression of MHC in cells from
the different organs, it is reasonable to expect that the afore-
mentioned findings are also occurring in our experimental
system. Nevertheless, the changes found in the ALX-
treated group seem to make more sense in the context of dia-
betes, since a hyperglycemic environment leads to an
increase in proinflammatory cytokines, causing deleterious
effects in the body, followed by an increase in CD8+ T cells
[65], which might be correlated with a profuse expression
of MHC class I observed in autoimmune diabetes [66]. Cor-
ollary, there may be an enhancement in the number of B
lymphocytes in order to restrain the damage, as they are
responsible for inducing T lymphocyte tolerance in the
thymus.

Atrophy of the thymus after treatment with diabetogenic
agents was found in other studies with ALX [41, 67] and
STZ [44, 68], which can partially explain our results. In addi-
tion, other thymic alterations were observed in the ALX-
treated group, involving the lymphocyte/thymocyte natural
replacement process by the epithelial component [24]. Here,
in the ALX-induced group, however, these changes were not
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Figure 4: Short-term diabetogenic effects of ALX and STZ on the thymus. T1D was induced as described in Methods, and (a) thymuses
from the CT, ALX, and STZ groups were collected on the 15th day and characterized according to the percentage of CD3+, CD4+CD8-,
CD4-CD8+, CD4+CD8+, T lymphocytes, and CD19+ B lymphocytes. (b) Evaluation of structural changes in the thymus. (c)
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spinal region in diabetic animals induced with ALX or STZ. Data are presented as mean ± SEM, ∗p ≤ 0:05 (6-13 animals per group).
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found when performing proliferation assays using mature
lymphocytes.

Therefore, hyperglycemia itself may not be completely
responsible for the changes found in the STZ-induced group,
contrary to the findings by Sinzato et al. [51], indicating that
a direct toxic effect of the agent on the lymphocyte popula-
tion might occur, as stated in other studies [7, 8]. According
to Muller et al., STZ is an analog of the glucose molecule
and, therefore, may eventually be captured by glucose trans-
porters in lymphocytes [7]. It is important to highlight that
STZ is an agent that can possibly react with the genetic
material of cells [69] and may also interfere with lymphocyte
precursor populations in the bone marrow.

A chronic low-grade inflammation profile is a common
feature of the T1D state [37, 65], contributing to the side
effects of the disease. In our hands, however, this low-
grade inflammation was not detected, as none of the agents
was able to interfere with normal physiological concentra-

tions of the cytokines evaluated in the spleen and pancreas,
except for the decrease in the expression of IL-6 in the spleen
and IL-1β in the pancreas, both in the group treated with
STZ. Considering that IL-6 has the ability to promote activa-
tion and expansion of T cells, as well as differentiation of B
cells [70], and that almost all stromal cells and cells of the
immune system produce IL-6 [71], it is reasonable to assume
that the reduction in their physiological concentration
derives from the indirect effects of STZ, since the major pro-
ducers of this cytokine do not belong to the lymphoid cell
lineage (the cell population involved in the STZ toxicity).
As such, changes in the feedback between lymphocytes and
this cytokine may lead to impaired innate and adaptive
immunity in viral, parasitic, and bacterial infections [72].
In spite of this, the decrease in IL-1β in the pancreas can
be linked to intrinsic cellular defects of diabetic cells related
to the induction of tolerance to stimulation [73] that some-
how does not seem to be manifested in animals induced with
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Figure 5: STZ has short-term diabetogenic impact on the population of B lymphocytes in the spleen. T1D was induced as described in
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ALX, although it might not be derived from a direct effect of
STZ, since this agent has its toxicity mainly associated with
lymphocytes.

We have observed a similar polyclonal spleen cell prolif-
eration in the CT, ALX-treated, and STZ-treated groups
after 15 days from T1D induction. Rubinstein et al.
described similar findings at a similar time point and also
at 1 and 3 months after T1D induction with STZ in rats,
although a decreased proliferation was observed after 6
months [74]. On the other hand, Liu et al. observed that
spleen cells of STZ-diabetic rats could proliferate more or
less than cells from control rats depending on the Con A
concentration used in the assay [75]. We have tested only
two Con A concentrations in our assay with no differences
observed and no later time points were evaluated. Regarding
ALX-induced T1D, we have not found any study with a sim-
ilar experimental approach to compare our findings.

In animals immunized with OVA, we observed an
increased paw edema induced by antigenic challenge in the
STZ group. Even though our findings contrast with those
by Ishibashi et al., who found an increased antigen-specific
paw edema in STZ-induced diabetic mice [76], there are

many fundamental differences between their experimental
protocol and ours: (I) Ishibashi et al. used sheep red blood
cells (SRBCs) as an immunogen (a complex antigen with
multiple epitopes), while we used OVA (a single protein
with fewer epitopes); (II) immunization with SRBC was per-
formed without adjuvant, while OVA immunization was
done in the presence of squalene; (III) SRBC immunization
was carried out after T1D induction with STZ, while OVA
immunization was performed previous to STZ induction.
Thus, a direct comparison between the two studies is not
possible.

Regarding humoral responses in diabetic animals, the lit-
erature varies from impaired IgG responses following immu-
nization [77, 78], to differences observed only after 6 months
of T1D induction [74], to no differences [79]. Such findings
differ from ours because we induced T1D after the immuni-
zation of the animals. Thus, once the antibody response is
already established, the development of diabetes does not
impact the production of IgG subclasses. Our results are in
line with a previous case-control study that matched chil-
dren with and without T1D, showing that no significant dif-
ferences were observed in the antibody levels to
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Figure 6: Short-term diabetogenic effects of ALX and STZ on the pancreas. T1D was induced as described in Methods, and (a) pancreases
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pneumococcal serotypes, Haemophilus influenzae, as well as
tetanus and diphtheria toxoids, that could be below the pro-
tective threshold between groups [80].

Choosing an appropriate animal model when planning a
study is vital, as it is responsible for providing relevant and
understandable scientific data. Although it is important to
ensure the beneficial use of the model, there is not a perfect
one yet and animals are not analogous to humans. Consider-
ing our study and the literature, animals induced with STZ
would not be the best choice to study viral infections such
as severe acute respiratory syndrome caused by coronavirus
2 (SARS-CoV-2). Here, where the model is only evaluated
after T1D is established, it is not possible to conclude that
the changes found were caused directly by the action of
ALX or STZ or in response to T1D itself. Although it is clear
that the immune response of animals induced with ALX or
STZ is different after induction, further studies are needed
to investigate the toxicity trigger of agents in immune cells
during the development of T1D, to identify and separate
direct effects of the agents and secondary effects of T1D.
However, this does not compromise or diminish our find-
ings, as it is necessary to consider that both groups of ani-
mals treated with ALX or STZ present a hyperglycemic
environment in their conditions, which makes clear a greater

influence of the STZ agent on aspects of the immune
response.

5. Conclusions

In summary, we observed that both diabetogenic agents, ALX
and STZ, influenced the architecture of lymphoid and non-
lymphoid organs, as well as the relative proportion of certain
cell populations. Nevertheless, the changes in the immune
response profile in vivo and in vitro were more intense in the
animals treated with STZ and in the early phase of diabetes.
In the animals induced with ALX, there was a natural ability
to balance most of the alterations observed. This was not
observed in the animals induced with STZ, probably due to
the greater toxicity of STZ to lymphoid organs, which may
be associated with reactions in the STZ methyl group with
the genetic material of lymphoid precursors.

Data Availability

The data in this study are available upon reasonable request to
the corresponding authors (Dr. Anderson Sá-Nunes, sanune-
s@usp.br or/and Joilson O. Martins, martinsj@usp.br).
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Figure 7: STZ short-term diabetogenic effects promote alterations in immune responses in vitro and in vivo. Mice were immunized with
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Gut microbiota has attracted widespread attention due to its crucial role in disease pathophysiology, including type 2 diabetes
mellitus (T2DM). Metabolites and bacterial components of gut microbiota affect the initiation and progression of T2DM by
regulating inflammation, immunity, and metabolism. Short-chain fatty acids, secondary bile acid, imidazole propionate,
branched-chain amino acids, and lipopolysaccharide are the main molecules related to T2DM. Many studies have investigated
the role of gut microbiota in T2DM, particularly those butyrate-producing bacteria. Increasing evidence has demonstrated that
fecal microbiota transplantation and probiotic capsules are useful strategies in preventing diabetes. In this review, we aim to
elucidate the complex association between gut microbiota and T2DM inflammation, metabolism, and immune disorders, the
underlying mechanisms, and translational applications of gut microbiota. This review will provide novel insight into developing
individualized therapy for T2DM patients based on gut microbiota immunometabolism.

1. Introduction

Diabetes mellitus (DM) is a group of chronic metabolic
diseases characterized by hyperglycemia. There are two most
common forms, namely, type 1 diabetes mellitus (T1DM)
and type 2 diabetes mellitus (T2DM). T2DM accounts for
about 90% of all diabetes cases, resulting from insulin resistance
combined with impaired insulin secretion. DM can cause a
variety of acute and chronic complications, such as blindness,
amputation, heart disease, kidney failure, and premature death.
According to the latest version of the diabetes map released by
the International Diabetes Federation (IDF) in 2019, about 463
million adults worldwide suffer from diabetes, with an average
growth rate of 51%. The number of diabetic patients will reach
700 million by 2045 with increasing economic burden for dia-
betes worldwide [1]. The pathogenesis of diabetes is complex
and unclear. Accumulated evidence has implicated genetics,

infection, immune disorders, obesity, and diet are closely
related to diabetes. Diet control, reasonable exercise, oral anti-
diabetic drugs, and insulin injection are routine options for
the prevention and treatment of diabetes. However, none of
them can fundamentally prevent the development of diabetes
and associated complications. During the last decade, the role
of gut microbiome has drawnmuch attention across the world.
Understanding the interplay of gut microbiome and diabetes
would provide new insight into developing therapeutics for
diabetes.

With the development of high-throughput sequence,
research on gut microbiota breaks through the shackles of
the traditional manner of living bacterium cultivation. The
whole picture of gut microbiota is gradually revealed. Gut
microbiota consists of more than 1000 bacterial species,
mainly distributing in 9 phyla, most of which belong to the Fir-
micutes, Bacteroidetes, Proteobacteria, and Actinobacteria [2].
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The main physiological functions of gut microbiota include
the following: food digestion and absorption, enhanced host
immune, biological antagonism, strengthened antitumor
responses, and synthesized beneficial compounds [3, 4]. Once
the gut microbiota is out of balance, a series of diseases would
be induced, including metabolic diseases, cardiovascular and
cerebrovascular diseases, autoimmune diseases, inflammatory
bowel disease, psychotic disorders, and cancer [5].

A number of studies have demonstrated that gut microbi-
ota plays an important role in T2DM. Gut microbiota partici-
pates in regulating glucose and insulin sensitivity. Symptoms
of diabetic patients can be improved bymodifying gutmicrobi-
ota, which helps to reverse the impaired glucose tolerance and
fasting glucose in prediabetes. This review will focus on eluci-
dating the correlation between gut microbiota and T2DM,
the pathogenesis of T2DM mediated by gut microbiota, and
the therapeutic interventions based on gut microbiota.

2. Gut Microbiota of T2DM

The first study on gut microbiota of T2DM was reported in
2010 [6]. It has been found that the abundance of class
Clostridia and phylum Firmicutes in T2DM patients consider-
ably declined, while the level of class Betaproteobacteria was
highly increased and positively associated with plasma glu-
cose. Additionally, the ratios of Bacteroidetes to Firmicutes
and Bacteroides-Prevotella to C. coccoides-E. rectale are posi-
tive correction with plasma glucose, suggesting that T2DM is
correlated with the intestinal microbiota composition. In
2012, a metagenome-wide association study (MGWAS) has
revealed the characterization of gut microbiota in T2DM [7].
Herein, moderate gut microbial dysbiosis is applied to charac-
terize the gut microbiota of T2DM patients. The abundance of
butyrate-producing bacteria (Clostridiales sp. SS3/4, Faecali-
bacterium prausnitzii, Roseburia intestinalis, Eubacteriumrec-
tale, and Roseburia inulinivorans) is decreased, while the
abundance of opportunistic pathogen bacteria (Bacteroides
caccae, Clostridium hathewayi, Clostridium symbiosum,
Eggerthella, lenta Clostridium ramosum, and Escherichia coli),
mucin-degrading bacteria (Akkermansia muciniphila), and
sulfate-reducing bacteria (Desulfovibrio sp. 3_1_syn3) is
increased. A gut-microbiota-based T2DM classifier system
can accurately classify T2D individuals, and the area under
the receiver operating characteristic (ROC) curve is 0.81.
Functional analysis has shown that glucose membrane trans-
port, methane metabolism, heterogeneous biomass degrada-
tion, branched-chain amino acid transport and metabolism,
and sulfate reduction pathways are enriched in patients with
T2DM. Some functional genes related to flagella assembly,
bacterial chemotaxis, butyrate biosynthesis, cofactors, and
vitamin metabolism are decreased, while the activity of seven
antioxidative stress-related enzymes is upregulated in T2DM
[7]. A previous study has suggested that four intestinal Lacto-
bacillus species increased in patients with diabetes, while the
abundance of five Clostridium species decreased [8]. Lactoba-
cillus is positively correlated with fasting blood glucose (FBG)
and glycosylated hemoglobin (HbA1c), while Clostridium is
negatively associated with HbA1c, FBG, C peptide, insulin,
and plasma triglyceride and positively correlated with high-

density lipoprotein (HDL) and adiponectin [8]. The
metagenomic-cluster-based T2DM identification model
showed superior discriminatory power (AUC = 0:83), in
which Roseburia and Faecalibacterium prausnitzii displayed
highly discriminant for T2DM. Regarding the gut barrier
function, signaling pathways regarding energy metabolism
and absorption, glycerides, and fatty acid synthesis, cysteine
and methionine metabolism are also activated [8]. Taken
together, different cohort studies have shown inconsistent
findings. It has also been found that the differences were
mainly associated with metformin treatment, rather than dia-
betes itself. Excluding the biological interference ofmetformin,
the reduction of Roseburia spp., Subdoligranulum spp., and
Clostridiales spp. was significantly correlated with T2DM,
and the trend of enriched Lactobacillus was reversed [9]. In
addition, metformin treatment leads to higher abundance of
Escheria and lower abundance of Intestinibacter, which can
be explained by the adverse gastrointestinal reactions such as
diarrhea, nausea, vomiting, and abdominal distension [9].
Further analysis based on gut microbial function showed that
metformin treatment reduced the intestinal lipid absorption
and LPS-induced inflammatory response and increased the
production of butyrate and propionate [9]. In addition, many
studies have further confirmed the importance of metformin
in regulating gut microbiota [10, 11]. It is suggested that the
study of the correlation between gut microbiota and diabetes
has been proved as an alarm for the impact of antidiabetic
agents on gut microbiota homeostasis with T2DM; therefore,
any treatment on gut microbiota should be carefully applied.

During the past few years, researchers have investigated
the role of gut microbiota in prediabetes patients or newly
diagnosed without antidiabetic drugs, hoping to better explain
the correlation between diabetes and gut microbiota. Allin
et al. have found that the level of Clostridium and Akkerman-
sia muciniphila decreased significantly, while the level of
Dorea, Ruminococcus, Sutterella, and Streptococcus increased,
implicating that abnormal changes in gut microbiota occurred
in the period of prediabetes [12]. Another study performed in
the Swedish population has demonstrated that compared with
the normal glucose tolerance (NGT) group, the composition
of intestinal flora in impaired glucose tolerance (IGT),
impaired fasting glucose and glucose tolerance (CGT), and
untreated diabetes (T2D) groups has significantly changed,
but no significant change was observed in the impaired fasting
glucose (IFG) group [13]. It could be concluded that gut
microbiota plays an important role in leading to diabetes by
regulating systemic insulin resistance. Besides, in cases of pre-
diabetes and T2D patients, the abundance of several butyrate
producers decreased, such as Pseudoflavonifractor spp., Clos-
tridium spp., Alistipes spp., Faecalibacterium spp., and Oscilli-
bacter spp. The AUC of this gut-microbiota-based T2DM
classifier model was 0.7. Therefore, its prediction power in dis-
tinguishing individuals with T2DM from those with NGT was
moderate. However, an improved model for distinguishing
T2DM and CGI had better AUC (AUC = 0:78), implicating
the gut-microbiota-based classifier system could accurately
assess the blood glucose status. Moreover, the ability of certain
gut microbiota producing butyrate was inhibited, while genes
involved in the biosynthetic pathway of intestinal biotin were
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significantly upregulated [13]. Accordingly, gut microbial dys-
biosis plays a critical role in the pathogenesis of diabetes,
which can change IGT rather than IFG.

In summary, the gut microbiota has been considered as a
marker of metabolic diseases including T2DM [14]. Butyrate,
metabolites of intestinal bacteria, can affect the insulin sensi-
tivity. A decrease of butyrate has been proved to be positively
correlated with diabetes [15]. Therefore, increasing the abun-
dance of butyrate-producing bacteria or improving the buty-
rate synthesis ability of intestinal bacteria may be an effective
method to prevent or treat diabetes.

3. Causality between Gut Microbiota and T2DM

Gut microbiota studies in large cohorts have emphasized the
complex association between intestinal flora and T2DM. Ani-
mal studies from sterile mice have determined that gut micro-
biota is the vital cause of disease [16]. The sterile mice have
lower insulin resistance and lower level of body fat than con-
ventional mice. Subsequent gut microbiota transplantation
tests have also confirmed that obesity and insulin resistance
are significantly increased in sterile mice treated with ob/ob
mice gut microbiota [17]. However, the results presented in
sterile mice could not be used as a direct proof for human
research due to the different genetic backgrounds [18]. A
human study from 952 volunteers in the Netherlands finally
knocked down the real hammer for the causal relationship
between gut microbiota and T2DM [15]. Researchers have
analyzed the whole genome and intestinal metagenome of
subjects, measured fecal short-chain fatty acid (SCFA) levels,
and counted clinical parameters. The causality betweenmicro-
bial characteristics and blood glucose characteristics was eval-
uated by bidirectional Mendelian Randomization (MR)
analyses. It has been found that the increase of butyrate driven
by host genetics was related to the improvement of insulin
response after the oral glucose tolerance test. The abundance
of Eubacterium and Roseburia intestinalis increased, and the
abnormal level of production or absorption of propionate
was related to the increased risk of T2DM. Accordingly, buty-
rate can promote postprandial insulin secretion and propio-
nate generation in feces, which elevates the risk of T2DM.
Nevertheless, more prospective cohort studies are warranted
in different regions for deep exploration.

4. The Function of Gut Microbiota in
T2DM Pathophysiology

Metabolites and components of gut microbiota affect the
progress of various diseases primarily through distinct
signaling pathways (Figure 1). It has been well documented
that SCFAs, bile acid, branched-chain amino acids (BCAAs),
imidazole propionate, and lipopolysaccharide (LPS) are
important regulators in T2DM. We have discussed the
detailed mechanism as follows.

4.1. SCFAs. SCFA is a metabolite produced by intestinal bac-
teria to metabolize dietary fiber, including acetate, propio-
nate acid, and butyrate [19]. As one of the most extensively
studied metabolites, SCFAs affect glucose metabolism and

insulin sensitivity by participating in a variety of pathways,
thereby affecting the development of diabetes. Their core
functions can be summarized as follows: (1) Stimulating the
secretion of intestinal hormones: SCFAs can be used as
energy-regulated signaling molecules, directly bound to the
free fatty acid receptor (FFAR2 or FFAR3) on the surface of
intestinal L cells, and stimulate the secretion of peptide YY
(PYY) and glucagon-like peptide-1 (GLP-1) by colon L cells.
These two intestinal hormones are responsible for delaying
gastric emptying, inhibiting appetite, promoting insulin
secretion, and reducing glucagon [20–23]. (2) Energy supply:
SCFAs account for 5%-10% of total energy consumption in
normal colon, especially butyrate [24]. (3) Increasing the
intestinal gluconeogenesis: by acting in a cAMP-dependent
mechanism, butyrate is able to promote the expression of
intestinal gluconeogenesis-related genes. Besides, propionate
is an important substrate of gluconeogenesis, which activates
the intestinal gluconeogenesis-related genes through the
intestinal-brain nerve circuit including FFAR3 regulating
blood glucose and lipid metabolism [25]. (4) Maintaining
the integrity of the intestinal barrier: the intestinal barrier
in T2DM patients is damaged by proinflammatory compo-
nents, including LPS resulting in insulin resistance [26, 27].
Butyrate enhances the integrity of intestinal barrier by
increasing the expression of Claudin-1 mediated by the inter-
action between transcription factor SP1 and specific modifi-
cation in the promoter region of binding protein Claudin-1,
which leads to the redistribution of ZO-1 and Occludin on
cell membrane [28]. Gut microbiota has been proved to oper-
ate host-secreted mucus glycoproteins as a source of nutri-
ents under dietary fiber deficiency, and it can cause the
degradation of colonic mucus barrier [29]. The addition of
butyrate and propionate to human goblet-like LS174T cells
can increase the expression of MUC2 mediated by acetyla-
tion/methylation of AP-1 and MUC2 promoter histones.
MUC2 synthesis increases intestinal mucus thickness, ulti-
mately leading to a decrease of intestinal permeability and
protection of the integrity of intestinal barrier [30]. Moreover,
acetate has been implicated as a good regulator in reducing
mucosal permeability and enhancing intestinal barrier [31].
(5) Maintenance of intestinal anaerobic environment: butyrate
activates peroxisome proliferator-activated receptor g (PPAR-
g) in colon cells and drives the energy metabolism of colon cells
to transform to β-oxidation. In addition, butyrate reduces the
bioavailability of respiratory electron receptors of Enterobacteri-
aceae in the colon cavity and prevents the abnormal prolifera-
tion of opportunistic pathogen bacteria, ca. Escherichia coli
and Salmonella, and maintains the intestinal microecological
balance in T2DM patients [32]. (6) Enhanced immunity:
patients with T2DM are associated with chronic low-grade
inflammation [33, 34]. Symptoms of patients can be alleviated
by inhibiting inflammation. Propionate can change the hemato-
poietic function of bone marrow in mice and increase the pro-
duction of macrophages and dendritic cells [35]. Butyrate has
an anti-inflammatory effect by promoting the production of
regulatory T cells (Treg) and reducing inflammation [36–39].

4.2. Bile Acid. The primary bile acids are synthesized from
cholesterol in the liver. Primary bile acids are secreted into
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the intestine and often converted into secondary bile acids by
gut microbiota, affecting glucose metabolism and insulin sen-
sitivity through different signaling pathways [40]. Secondary
bile acid stimulates the farnesoid X receptor (FXR) and leads
to the release of fibroblast growth factor 19/15 (FGF19/15).
FGF19/15 acts as ligands to improve insulin sensitivity and
glucose tolerance. Secondary bile acid can also activate the
thiol guanosine receptor-5 (TGR-5) receptor, promote mus-
cle energy consumption and the secretion of GLP-1 by intes-
tinal L cells, and rescue insulin resistance and abnormal
glucose metabolism [41, 42]. Gut microbiota can transform
primary bile acids into secondary bile acids, regulate bile acid
diversity, and decouple them through bile salt hydrolase,
which is essential in bile acid synthesis, modification, and sig-
nal transduction. Abnormal bile acid metabolism mediated
by gut microbiota will affect the role of bile acid in the regu-
lation of glucose metabolism [43, 44]. Recent studies have
shown that the metabolism of bile acid is abnormal in
patients with gut microbial dysbiosis with increased secretion
of secondary bile acids such as lithocholic acid and deoxy-
cholic acid. Bile acid stimulates the release of 5-hydroxy
tryptamine by enterochromaffin cells, resulting in reduced
insulin release and enhanced glucagon secretion [45]. Fur-
thermore, bile acid can also directly cause altered structure,
function, and stability of intestinal flora [46].

4.3. LPS.A number of studies have shown that T2DM patients
have a low degree of inflammation due to increased LPS in the
peripheral circulation [47–49]. High levels of serum LPS are
mainly produced by gram-negative bacteria, which increases
the intestinal permeability and leads to elevated LPS in the
peripheral circulation. LPS recognizes the receptor TLR4 with
the help of CD14, which leads to macrophage aggregation and
NF-κB inflammatory signaling pathway activation, character-

ized by elevated production of inflammatory factors such as
TNF-γ, IL-1β, IL-6, and TNF-α. After that, abnormal phos-
phorylation of insulin receptor substrate and insulin resistance
occur [50]. Furthermore, β cells are damaged followed by
inhibited insulin secretion and downregulated expression of
the Homeobox1 (PDX1) gene in the pancreas and duodenum
[51, 52].

4.4. BCAAs. BCAAs mainly include leucine, isoleucine, and
valine, which are essential amino acids for the human body.
They cannot be synthesized by the host, must be obtained from
diet, and are mainly produced by gut microbiota metabolism
[53]. Elevated plasma level of BCAAs is a risk factor for T2DM
[54–56]. Increased intake of BCAAs in diet promotes the devel-
opment of T2DM and insulin resistance [57, 58]. The metagen-
ome of gut microbiota in 277 nondiabetic and 75 diabetic
patients has suggested that the functional genes of BCAA syn-
thase and internal transport proteins were enriched in T2DM
patients [59]. The main driving bacteria for the synthesis of
BCAAs are Prevotella copri and Bacteroides vulgatus. Feces
microbiota transplantation of P. copri in a mouse model can
cause the insulin resistance, decrease glucose tolerance, and
increase plasma BCAAs. The mechanism of insulin resistance
induced by BCAA is found to be closely related to the mTOR
signaling pathway. High expression of phosphorylated mTOR-
Ser2448, phosphorylated S6K1Thr389, and phosphorylated IRS1-
Ser302 has been found in mice fed with BCAAs, which can
block the normal conduction of insulin signaling and cause insu-
lin resistance [60]. In addition, BCAAs can increase the oxida-
tion of free fatty acids and activate phosphatidylinositol 3
kinase (PI3K). PI3K activation can further induce insulin resis-
tance through AKT phosphorylation [61]. However, further
research is needed in that the exact molecular mechanism
remains unclear.

Dietary fibers

SCFAs
Escherichia

Secondary bile acids Imidazole 
propionate

BCAAs LPSSalmonella
O2

Gut microbiota

Mucus

Energy FFAR2/3

GLP-1 PYY Glucose 
metabolism

DC

Treg

Inflammation

Gut-barrier
integrity

FGF19/15 GLP-1 5-HT
mTORC

TNF-𝛼
NF-𝜅B TLR4

CD14

IL-1𝛽
IL-6
TNF-𝛾

Insulin
sensitivity

Insulin
resistance

mø

Insulin
secretion

cAMP
ZO-1

rearrangement

Intestinal 
gluconeo-

genesis

Claudin-1

Goblet cell 𝛽-ox FXR TGR5 EC cell

PPAR-γMucin 
production

Intestinal epithelium

Bile acids Histidine Gram-negative bacillus

Figure 1: The main mechanisms between gut microbiota and T2DM. SCFAs mediate glucose homeostasis by energy supply for colonocytes,
increasing intestinal hormone secretion and gluconeogenesis, decreasing gut permeability, maintaining intestinal anaerobic environment, and
regulating host immune. Imidazole propionate and BCAAs can block insulin signaling and activate mTORC1 responsible for insulin
resistance. Bile acids have effects on glucose metabolism by binding to FXR and TGR5 and stimulate the release of 5-hydroxy tryptamine
in enterochromaffin cells to induce insulin resistance. LPS induces low-grade inflammation and insulin resistance by binding to TLR4.
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4.5. Imidazole Propionate. The study by Koh et al. has elabo-
rated the new mechanism that imidazole propionate, a prod-
uct of histidine metabolism in the intestinal flora, affected
glucose metabolism through the mTORC1 signaling pathway
[62]. It has been clarified that imidazole propionate directly
exerts effects on p38γ mitogen-activated protein kinase
(MAPK), promotes p62 protein phosphorylation, and then
induces mTORC1S2448 phosphorylation. The downstream
S6K1 protein phosphorylation is further activated, which
causes abnormal serine phosphorylation of insulin receptor
substrate, IRS degradation, and insulin resistance. A recent
multicenter cohort study has revealed that imidazole propio-
nate increased in prediabetes and T2DM patients with Bacter-
oides 2 enterotype and low abundance of microbial genes. It is
positively associated with the richness ofClostridium bauman-
nii, Clostridium parasymbiotics, and Ruminococcus gnavus
and negatively associated with anti-inflammatory bacteria
[63]. Imidazole propionate was also positively correlated with
systemic inflammation [63].

5. Therapies for T2DMBased on GutMicrobiota

In view of the important role of gut microbiota in T2DMpath-
ophysiology, the prevention and treatment of diabetes by reg-
ulating intestinal flora is currently a research hotspot. Many
studies have found that the characteristics of individual intes-
tinal flora can affect the effect of traditional treatment.

5.1. Fecal Microbiota Transplantation. Fecal microbiota
transplantation (FMT) is a useful treatment strategy for gas-
trointestinal diseases with ineffective antibiotic treatment,
including ulcerative colitis, Clostridium difficile infection,
and irritable bowel syndrome [64]. It is very effective in the
treatment of C. difficile infection [65], and 60% of patients
were cured within 1 month without serious adverse conse-
quences [66]. In 2012, the first clinical trial of FMT in the
treatment of metabolic syndrome was reported, in which
nine patients with metabolic syndrome received fecal micro-
biota from healthy lean donors [66]. After six weeks of treat-
ment, the insulin sensitivity was significantly improved, and
the butyrate-producing bacteria increased [67]. Another
larger study has demonstrated the beneficial effect of FMT
in the treatment of metabolic syndrome [68]. The fecal
microbiota transplantation from healthy donors to patients
can effectively improve peripheral insulin resistance in the
short term (6 weeks), with a decrease in HbA1c and an
increase of plasma γ-aminobutyric acid (GABA) level. How-
ever, there was individual difference in patients’ response to
FMT. Patients with low baseline intestinal flora diversity
showed a more significant effect, suggesting that the charac-
teristics of patients’ gut microbiota were crucial factors affect-
ing the treatment. de Groot et al. have further demonstrated
the effect of homologous FMT donors’ own metabolic char-
acteristics on FMT by using gastric bypass donor (RYGB-
D) and metabolic syndrome donor (METS-D) [69]. The
results showed that the insulin sensitivity of patients with
metabolic syndrome after 2 weeks of transplantation of
METS-D intestinal flora was significantly reduced, accompa-
nied by the increase of lithocholic acid, deoxycholic acid, and

isolithocholic acid. However, the intestinal transit time of
patients receiving RYGB-D intestinal flora was reduced,
and the expression and plasma level of chemokine ligand 2
(CCL2) were increased, implicating that the donor should
be carefully selected in the treatment of FMT.

5.2. Dietary Fiber. Change of food structure is the most basic
auxiliary means for the treatment of diabetes, among which
dietary fiber has attracted much attention due to its strong
effect on improving T2DM [70, 71]. According to the Chinese
Diabetes Dietary Guidelines 2019, T2DM patients should
increase dietary fiber intake by 25-30 g/d, and whole grains
and legume carbohydrates should account for 1/3 of the sta-
ple food. A large-scale long-term study from three forthcom-
ing cohorts has found that the increasing amount of total
whole-grain intake and commonly consumed whole-grain
foods results in a decreased risk of type 2 diabetes, providing
strong support for daily food recommendations of sufficient
whole-grain consumption as a health-giving diet style to pre-
vent type 2 diabetes [72]. Ma-pi diet is rich in complex carbo-
hydrates, beans, fermented products, sea salt, and green tea,
which can increase the diversity of gut microbiota, enrich
short-chain fatty acid-producing bacteria and mucus-
producing bacteria, such as Faecalibacterium, Akkermansia,
Lachnospira, Bacterioides, and Roseburia, inhibit Collinsella
and Streptococcus bacteria with proinflammatory effect, and
reduce inflammation in T2DM [73, 74]. WTP diet is a high
dietary fiber diet based on whole grain, supplemented by tra-
ditional Chinese medicine homologous food and probiotics
[75]. The dietary fiber can enrich SCFA-producing bacteria,
improve the level of intestinal SCFAs, prevent the growth of
harmful bacteria, activate intestinal cells to secrete GLP-1,
and increase insulin and HbA1c levels in patients. The abun-
dance of SCFA-producing bacteria is higher with reduced
HbA1c. It is worth noting that gut microbiota will also affect
the response of individuals to dietary fiber. The analysis of
gut microbiota between individuals with well or poor glucose
metabolism after eating barley bread has revealed that Prevo-
tella exists in most individuals who respond to barley bread
compared with those without response to dietary intervention
[76]. Prevotella is considered to be directly related to the effect
of high fiber intake.

5.3. Probiotics. Probiotics, generally gram-positive bacteria, are
defined as live microorganisms which confer health benefits
on human health at an adequate level. According to current
research, there are mainly three types of probiotics for diabe-
tes: (1) common probiotics. These types of bacteria mainly
from Lactobacillus and Bifidobacterium are widely used in
food fermentation and have high safety in use [77, 78]. The
intervention of probiotics in T2DM patients has been carried
out in many clinical trials, but the results are inconsistent.
Meta-analysis of multiple clinical trials showed that probiotics
could effectively reduce FBG, fasting insulin, and HbA1c and
improve the efficacy of HOMA-IR [79]. Another meta-
analysis found that probiotics effectively reduced oxidative
stress markers (TAS, TAS and MDA), and the benefits in
reducing HbA1c were not clear, suggesting that probiotics
mainly alleviated diabetes by improving oxidative stress rather
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than glucose metabolism [80]. Sun et al. meta-analysis showed
that multistrains combined with probiotic capsules were able
to effectively reduce FBG and HbA1c in patients with
T2DM, but the effect was not significant in patients with other
risk factors [81]. The inconsistent results might be attributed
to the use of strains, doses, intervention time, and single or
multiple strains; thus, more clinical trials are needed to evalu-
ate the role of conventional probiotics in preventing and
improving T2DM [82]. (2) Novel probiotics. A. muciniphila
has recently become the new candidate for probiotics to
improve a variety of diseases [83–85]. The abundance of A.
muciniphila in T2DM patients is significantly reduced [86].
Oral administration of A. muciniphila in mice can improve
the secretion of GLP-1 in mouse colon cells [87], improve glu-
cose tolerance [88], restore intestinal barrier, and reduce
inflammation [89]. In addition, the application of A. mucini-
phila pasteurization agent and specific membrane proteins
isolated from A. muciniphila in obese mice with diabetes
significantly reduces the fat content in mice and improves
insulin resistance and dyslipidemia [90]. Depommier et al. have
reported A. muciniphila in obese patients with insulin resis-
tance [91]. Supplementation of pasteurized A. muciniphila sig-
nificantly improved insulin resistance and lipidmetabolism but
reduced liver damage and inflammation-related plasma
markers. Another potential probiotic for T2DM is Faecalibac-
terium prausnitzii, an important butyrate-producing bacte-
rium, which is negatively correlated with T2DM [13]. In
db/db mice, its anti-inflammatory metabolite AMA restores
the structure and function of the intestinal barrier by regulating
the tight junction pathway and the expression of ZO-1 [92]. In
addition, F. prausnitzii was significantly enriched in the treat-
ment of diabetes through diet, fecal transplantation, drugs,
and other measures (described below), which suggested that
F. prausnitzii was very important in the treatment of T2DM.
However, the application safety of this bacterium is still not
clear due to a lack of effective human research. (3) Genetic
engineering bacteria. The strain was genetically modified to
produce biological factors for the disease. One example related
to T2DM is the application of Lactococcus lactis as a carrier to
produce GLP-1 [93]. Oral administration of the Lactococcus
lactis can reduce blood glucose and increase insulin concentra-
tions in rats. Nevertheless, there is still a long way to go for
clinical applications of probiotics in T2DM in the future.

5.4. Exercise. Exercise is essential for improving insulin sensi-
tivity, reducing blood glucose, and inhibiting inflammation
[94, 95]. According to the Guideline for prevention and treat-
ment of type 2 diabetes in China, adult patients with T2DM
walk fast at least 150min per week, play Taijiquan, cycling,
table tennis, and golf, and exercise muscle strength and
endurance by resistance exercise 2-3 times per week. The
study of gut microbiota provides a new perspective to the
mechanism by which exercise regulating diabetes. Exercise
not only increases the diversity of gut microbiota but also
increases the abundance of A. muciniphila in athletes’ intes-
tinal flora, which is negatively correlated with obesity and
T2DM [96]. Accumulated studies have shown that the abun-
dance of Bacteroides increased after exercise training, while
the abundance of Clostridium genus and Blautia decreased

[97]. The change of gut microbiota has positive correlation
with the absorption of glucose, implicating that exercise
decreased the blood glucose level of diabetic patients through
gut microbiota. Gut microbiota can regulate diabetes through
the SCFA/FFAR/GLP-1 signaling pathway [98]. The antidia-
betic efficacy of exercise is also affected by individual gut
microbiota. Studies on drug-naive and overweight diabetic
patients showed that the glucose homeostasis and insulin
sensitivity regulated by exercise have significant relationship
to the feature of gut microbiota and the ability to metabolize
and ferment proteins and carbohydrates [99]. The gut micro-
biota of the responders who benefit from exercise has
enhanced the ability to synthesize SCFAs, GABA, and
decompose BCAAs, while the gut microbiota of the nonre-
sponders has produced more harmful metabolites. The fecal
microbiota transplantation in mice has confirmed that gut
microbiota improved insulin resistance by exercise. The
baseline gut microbiota characteristics of patients, such as
the abundance of Bacteroides and concentration of GABA,
can accurately predict the response to exercise intervention.

6. Gut Microbiota and Antidiabetic Drugs

6.1. Metformin. Since the inception of metformin in the mid-
20th century, it has become the first choice for the treatment
of T2DM, which can inhibit liver gluconeogenesis and
improve insulin sensitivity. However, the specific mechanism
of action of metformin is still under exploration. Numbers of
studies have shown that the hypoglycemic mechanism of
metformin may be mediated by gut microbiota. To the best
of our knowledge, metformin affects glucose metabolism
targeting gut microbiota in the following aspects: (1) Balan-
cing the ecology of intestinal microorganism, improving the
disorder of gut microbiota in T2DM patients, and making
it closer to healthy individuals [9]. (2) Improving the synthe-
sis ability of SCFAs, increasing the abundance of SCFA-
producing bacteria, such as Shewanella, Lactobacillus, Blau-
tia Bifidobacterium, Akkermansia, Prevotella, Megasphaera,
and Butyrivibrio species [9, 11, 100]. As mentioned above,
SCFAs can improve insulin sensitivity and exert a hypoglyce-
mic effect by increasing the secretion of GLP-1 and PYY.
Studies have shown that metformin can indeed improve the
plasma and intestinal GLP-1 levels in T2DM patients [101–
103]. (3) Regulating the glucose metabolism through the bile
acid pathway. Sun et al. elaborated that metformin played a
hypoglycemic effect through intestinal Bacteroides fragilis-
bile acid GUDCA-intestinal FXR metabolic axis [10].
Metformin inhibited the growth of B. fragilis by modifying
the metabolism of folic acid and methionine, thereby reduc-
ing the activity of bile acid hydrolase BSH and increasing the
level of GUDCA. As an endogenous competitive antagonist
of intestinal FXR receptor, GUDCA inhibited the FXR
signaling pathway. Inhibition of the intestinal FXR signaling
pathway could increase the secretion of GPL-1 and regulate
glucosemetabolism [104]. (4) Increasing the abundance of pro-
biotics. In the study of gutmicrobiota, the increase in the abun-
dance of probiotics (such as Lactobacillus and Bifidobacterium)
after metformin administration is common [8, 10, 100]. A
recent study on mice showed that SGLT1 activated in the
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proximal intestine of mice through glucose induction could
reduce glucose production. A high-fat diet reduced the expres-
sion of SGLT1 in the proximal ileum of mice and reduced the
abundance of Lactobacillus. Metformin offsets these microbial
changes and restores glucose sensing [105], but whether this
phenomenon exists in humans needs further study. (5) Effected
by imidazole propionate. As described above, imidazole propi-
onate blocks insulin conduction through the mTORC1 signal-
ing pathway and then induces diabetes. Recent studies showed
that imidazole propionate also determines the hypoglycemic
effect of metformin [106]. In T2DM patients who take metfor-
min but still have high blood glucose, the concentration of
imidazole propionate is higher. The mouse experiment con-
firmed that imidazole propionate destroyed the hypoglycemic
effect of metformin. Further cytological experiments revealed
that imidazole propionate inhibited metformin-induced aden-
osine 5′-monophosphate-activated protein kinase (AMPK)
activation by inhibiting AMPK phosphorylation through the
p38γ/Akt pathway. The p38γ kinase inhibitor could effectively
block the inhibitory effect of imidazole propionate on metfor-
min, which provided a new idea for the individualized treat-
ment of diabetic patients. In addition, up to a third of
patients who take metformin were reported to have gastroin-
testinal side effects, such as diarrhea, abdominal distension,
and nausea. It has been demonstrated that metformin signifi-
cantly increased the abundance of Escherichia coli and upregu-
lated the corresponding virulence factors and gas metabolism
genes [9, 11].

6.2. Acarbose. Acarbose is an α-glucosidase inhibitor, which
reduces the digestion and absorption of carbohydrates in
the small intestine, thereby reducing the postprandial blood
glucose level. Acarbose completely acts in the intestine,
which may partially affect the composition of distal gut
microbiota. A previous study has shown that the gut micro-

biota of prediabetes who took acarbose changed significantly,
where the abundance of Lactobacillus, Faecalibacterium, and
Dialister was enriched [107]. Among them, Dialister was
negatively correlated with HbA1c in prediabetes patients,
indicating its potential role in glucose metabolism regulation
[107]. Acarbose can also increase the abundance of Bifido-
bacterium longum and Enterococcus faecalis in patients with
T2DM. E. faecalis were negatively correlated with LPS con-
centration, while B. longum was positively correlated with
HDL cholesterol concentration [108]. The data from newly
diagnosed T2DM patients showed that acarbose increased the
abundance of probiotics Lactobacillus and Bifidobacterium,
while the content of Bacteroides was significantly reduced.
The metabolic spectrum of bile acid in plasma and feces has
changed, suggesting that acarbose may affect the gut-mediated
bile acid signal pathway and improve the glucose metabolism
[109]. In addition, similar to metformin, the baseline character-
istics of individual gut microbiota determine the therapeutic
effect of acarbose. The metabolic parameters of patients with
intestinal flora dominated by Bacteroides, including FBG, insu-
lin, C-peptide levels, and insulin resistance, are improved more
significantly compared with patients with intestinal flora dom-
inated by Prevotella [109]. Accordingly, stratification of T2DM
patients according to gutmicrobiota characteristics before treat-
ment is useful for individualized treatment.

6.3. Traditional Chinese Medicine. Traditional Chinese med-
icine has shown some advantages in improving the life qual-
ity of T2DM patients by influencing insulin resistance [110,
111]. Therefore, the Guideline for prevention and treatment
of type 2 diabetes in China takes traditional Chinese medicine
as an adjuvant drug for T2DM treatment. Many components
of traditional Chinese medicine do not enter the blood, but it
has a clear effect. Increasing data has suggested that its effi-
cacy may be mediated by gut microbiota [112]. Gegenqinlian

Table 1: Baseline gut microbiota or bacterial metabolite characteristics of responders and nonresponders.

Treatment
Responders Nonresponders

Predictors
Increase Decrease Increase Decrease

Exercise

Lanchospiraceae
bacterium

Streptococcus mitis
Bacteroides
SCFAs
GABA

Bacteroides xylanisolvens
Alistipes shahii
Prevotella copri

BCAAs

Alistipes shahii
Detrimental
metabolites

Alistipes putredinis
Ruminococcus

gnavus
GABA
SCFAs

Bacteroides
xylanisolvens
Bacteroides

cellulosilyticus
GABA

FMT
Subdoligranulum

variabile
Dorea longicatena

Eubacterium ventriosum
Ruminococcus torques

Ruminococcus
torques

Low baseline diversity
Subdoligranulum

variabile

Barley bread Prevotella species Bacteroides species Prevotella copri

Drugs

Metformin Imidazole propionate Imidazole propionate Imidazole propionate

Acarbose
Bacteroides
UDCA

PBA/SBA ratio

LCA and DCA
12-α OH/non-12α OH BA

ratio
Prevotella Bacteroides/Prevotella

SCFAs: short-chain fatty acids; GABA: γ-aminobutyric acid; BCAAs: branched-chain amino acids; FMT: fecal microbiota transplantation; UDCA:
ursodeoxycholic acid; PBA: primary bile acids; SBA: secondary bile acids; LCA: lithocholic acid; DCA: deoxycholic acid; BA: bile acid.
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decoction can significantly enrich the abundance of F. praus-
nitzii in the intestinal tract of T2DM patients, which has
significantly negative correlation with FBG, HbA1c, and
postprandial 2 h blood glucose levels and has positive corre-
lation with HOMA-β [113]. AMC, an herbal formula con-
taining eight traditional Chinese medicines, can effectively
alleviate hyperglycemia and hyperlipidemia in diabetic
patients and alter the gut microbiota of T2DM patients
[114]. They significantly increase the symbiotic bacteria uti-
lized by Blautia spp., which is associated with lipid homeo-
stasis and glucose. AMC shows superior effects in
improving insulin resistance (HOMA-IR) and plasma tri-
glycerides and plays a vital role in regulating gut microbiota,
and only AMC increases the symbiotic bacteria using Faeca-
libacterium spp. It has been shown that berberine can effec-
tively reduce the HbA1c of patients, and the effect of
berberine in inhibiting the biotransformation of dicarboxylic
acid is mediated by Ruminococcus bromii in T2DM [115].

7. Conclusion

Gut microbiota plays an important role in T2DM by exerting
effects both in composition and function. A decrease of
butyrate-producing bacteria, such as Faecalibacterium and
Roseburia, and reduction of butyrate are common in
T2DM, which may be the principal causes of T2DM. Several
factors associated with gut microbiota have been elucidated
in T2DM, including SCFAs, bile acids, LPS, BCAAs, and
imidazole propionate. Gut microbiota can not only be used
as a diagnostic biomarker but a potential therapeutic target
for T2DM. Nevertheless, characteristics of individual gut
microbiota have an important influence on different treat-
ments, particularly the ratio of Prevotella/Bacteroides. As a
result, the treated subjects can be divided into responders
and nonresponders (Table 1). However, the exact core driv-
ing bacteria or flora is still unclear. Therefore, multicenter
and comprehensive studies are warranted for further investi-
gation. Additionally, the multiomics has been extensively
applied for gut microbiota research, such as metagenomics,
transcriptomics, proteomics, and metabolomics exploring
the role of gut microbiota in T2DM. Elucidation of the pre-
cise role and mechanism of gut microbiota in T2DM will
provide novel insight into developing individualized therapy
for T2DM patients.
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Background. Immunoglobulin E (IgE) is the most important promoter of allergic inflammation. However, there are few systematic
studies on IgE in age range, genders, disease spectrum, and time regularity. Aim. To screen the common allergens, allergen
spectrum, and IgE difference between type 2 inflammatory allergic diseases and other allergic diseases in Weifang, China.
Methods. A retrospective study was performed by estimating patients’ clinical data suffering from allergic diseases (urticaria,
pollinosis, allergic rhinitis, atopic dermatitis, and bronchial asthma) between May 2019 and April 2020 using an allergen
detection kit of Macro-Union Pharmaceutical. Results. 732 of the 1367 patients showed different antigen positive, and the
positive rate was 53.5%. The most common allergens were dust mites, mixed fungi, Artemisia pollen, cat/dog dander, and
cockroaches. There were 27.0% (369/1367) of the patients with single positive allergen-specific IgE (sIgE), 26.5% (363/1367)
with multiple-positive IgE. The total immunoglobulin E (tIgE) levels varied with gender, age, and type of disease. There was a
difference in the distribution of allergens between children and adults. A positive correlation between the serum-specific IgE and
the corresponding local inhaled allergen density was observed. Conclusions. In this study, we found that type 2 inflammatory
allergic diseases have higher serum IgE and a higher probability of inhaled sIgE positive. According to age, gender, and
condition, serological IgE detection of allergens provides new insight into the early diagnosis and prevention of allergic diseases.

1. Introduction

IgE-mediated allergic diseases are usually multisymptomatic,
including allergic rhinitis (AR), allergic asthma (AS), urti-
caria, atopic dermatitis (AD), and eczema, which have
become significant public health issues. The pathogenesis
remains largely unknown. Allergic inflammation induced
by certain inhaled substances or food antigens in the envi-
ronment has been implicated in IgE-mediated allergic dis-
eases. Based on the biological mechanisms that underline
these diseases, AR, atopic dermatitis, and AS are widely
regarded as classic type 2 inflammatory (Th2-dominated
response) with the increase of circulating IgE level-
eosinophilic inflammation in the human body [1–4]. Long

sustained exposure to airborne allergens is known to result
in persistent inflammation in AR and AS. Regarding urti-
caria, IgE-mediated mast cell activation, degranulation, and
release of histamine and inflammatory mediators play critical
roles in the pathogenesis of allergic diseases [5]. Many studies
have suggested that IgE plays a crucial role in immune and
inflammatory responses, which is a Th2 biomarker and par-
ticipates in regulating Th2 inflammatory response.

The prevalence of allergic diseases has been raised due to
increased environmental and industrial exposures in recent
decades [6–8]. Environmental factors play an important role
in the pathogenesis of AR and other respiratory and skin
allergic diseases [9–11]. The prevalence of IgE-mediated
allergic diseases increased progressively in the developed
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countries, which currently account for 10% of children
subject to food allergy [12], and 40% of the population with
allergic rhinitis [13, 14]. There are over 330 million asthma
patients worldwide [15], which accounts for 20% of children
and 2-18% of adults among the AD population [16]. How-
ever, up to now, the high prevalence of allergic diseases in
the population has not been effectively curbed, and people
are still plagued by diseases, which indicates that the human
understanding of the diagnosis and treatment of such
diseases is still insufficient [17–19]. The increased global
prevalence of allergic diseases is mainly attributed to envi-
ronmental factors, suggesting that controlling environmental
exposures may protect against allergic diseases in predis-
posed individuals. Therefore, it is of great significance to
identify allergens for the prevention and treatment of allergic
diseases. With industrialization development in China, aller-
gic diseases have become a public health concern with
increasing incidence. The prevalence of allergic disorders is
closely related to various environmental allergens implicated
in AR and asthma, including dust mite, mold, pollen, and
animal fur [20, 21]. Although the prevalence and possible
causes of AR/AS have been well documented in many devel-
oped countries, little information is available in China [22].
Because of the vast territory, different topographic, climatic,
and economic conditions, and plant species, allergen spec-
trum is different from region to region in China. In view of
this, we collect data of 1367 patients with allergic diseases,
including AS, AR, AD/eczema, and urticaria. In this study,
we aim to explore the allergen spectrum of Weifang city in
China and investigate the association between allergic
reaction and specific allergens, which will thus provide a
rationale for the selecting allergens to be tested based on
the clinical presentations.

2. Methods

2.1. Study Subjects. This retrospective study was approved by
the Ethics Review Board of Weifang People’s Hospital,
Weifang, China. A total of 79 nonatopic subjects and 1367
patients with AR, AS, AD, and urticaria, who received treat-
ment at the Department of Allergy, Respiration and Pediat-
rics in Weifang People’s Hospital between May 2019 and
April 2020, were enrolled in the study. Only the first test
report was included if the same person met the diagnostic
allergen detection multiple times within the same time range.
Patients with ambiguous and suspicious diagnoses were
excluded. There were 638 males and 729 females aged from
2 months to 87 years old. There were 266 infants aged 0-4
years, 341 school-age children (5-11 y) and adolescents
(12-17 y), and 760 adults aged over 18 years. Four hundred
four cases of urticaria, 345 cases of AD and eczema, 324 cases
of AS and cough variant asthma (CVA), and 233 patients of
AR (including pollinosis) were all included (Table 1).

2.2. Allergen-Specific IgE Antibody Detection. 2-4ml fresh
peripheral venous blood was collected and clotted at room
temperature for 20 minutes, centrifuged at 3600 rpm for 4
minutes. The serum was separated and stored at 4°C for
examination. The inhaled allergens and ingested allergens

were tested using an allergen sIgE antibody detection kit
(Beijing Macro-Union Pharmaceutical Co. Ltd., China).
The allergen-specific IgE antibody detection kit was used to
detect serum sIgE by chemiluminescent immunoassay,
whose clinical usefulness was documented compared to other
assays for specific IgE measurement [23]. A standard curve
was established for quality control. Briefly, 96-well plates
coated with allergen were put into the CLIA200 automatic
operation platform. 50μl of the sample diluent was added
into each well. 50μl of the sample was added to the mix.
The coated plate was sealed with the sealing film and incu-
bated in a 37°C constant temperature incubator for 45
minutes. After incubation, the vessel was diluted and
released. The working solution shall not be less than 350μl
for washing, which shall be left for 30 s and pat dry for five
times in total. After washing the plate, we added 100μl
enzyme conjugates to each well and passed the plate after
incubation. After that, 50μl luminescent substrate A and
substrate B were added into each well, respectively. The vessel
was shaken at room temperature for 5 minutes, avoiding
light. The luminescent intensity (RLU) of each pore was mea-
sured by chemiluminescent immunoassay (Yantai Addcare
Bio-Tech Co. Ltd., China). The double logarithm fitting soft-
ware was used for analysis.

2.3. Diagnosis of Allergic Diseases. In this study, we have
defined different allergic diseases simply and effectively
according to the international consensus of diagnostics so
that researchers can screen them from thousands of medical
records: AR: rhinorrhea, nasal obstruction, nasal itching, and
sneezing with or without ocular symptoms [24]; AS: recur-
rent episodes of wheeze, cough, breathlessness, and chest
tightness, which are usually associated with variable airflow
obstruction and bronchial (airway) hyperresponsiveness
[25]; AD: xerosis, pruritus, and erythematous lesions with
increased transepidermal water loss [26]; urticaria: the sud-
den appearance of wheals and/or angioedema, those with a
course of more than six weeks are defined as chronic urticaria
(CU), or acute urticaria [27, 28]; eczema: clusters of punctate
erythema and needle to miliary-sized papules and papules
and herpes, dense patches, basal flush, mild swelling, diffuse
boundary, dry skin, and severe itching [29]; papular urticaria:
typical local or systemic red papules with constant itching;
anaphylactic reaction: the severe allergic reaction that is rapid

Table 1: Number and percentage of allergic diseases among 1367
patients.

Diseases Number (proportions)

Urticaria (acute/chronic) 404 (29.6%)

Allergic dermatitis/eczema 345 (25.2%)

Allergic asthma/CVA/chest tightness 324 (23.7%)

Allergic rhinitis/pollinosis 233 (17.0%)

Anaphylactic reaction without clear
predisposing factors

16 (1.2%)

Papular urticaria 30 (2.2%)

Allergic conjunctivitis 7 (0.5%)

Others 22 (1.6%)
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in onset and may cause death including difficulty in breath-
ing and chest tightness, laryngeal edema, and anaphylactic
shock [30].

2.4. Statistical Analysis. SPSS version 19.0 software (SPSS
Inc., Chicago, IL, USA) was used for data analysis. Positive
rate (%) is the percentage of the positive serum test to various
allergens. Different diseases are considered as categorical var-
iables. The chi-square test evaluates the difference among
variables. A two-tailed p < 0:05 is considered to be statisti-
cally significant.

3. Results

3.1. Age, Gender, and Serum tIgE in All Participants. 1367
patients and 79 nonatopic subjects were included in the
study. The patients’ mean age was 25.1 years (95% CI, 24.0
to 26.1 years). There were 267, 338, and 762 patients in the
0-4 (infancy), 5-17 y, and adult groups. The tIgE of 934
patients (68.3%) exceeded 100 IU/ml. The mean value of tIgE
was 225.4 IU/ml in males and 192.3 IU/ml in females. There
was a significant difference in tIgE between groups regarding
gender (p < 0:001) (Table 2).

The mean of tIgE in the 0-4 age group was 190.6 IU/ml
(95% CI, 173.9 to 207.4 IU/m). The mean value of tIgE in
the 5-17 groups was 252.0 IU/ml (95% CI, 229.7 to 274.4
IU/ml). The mean value of tIgE in the adult groups was
194.1 IU/ml (95% CI, 182.4 to 205.8 IU/m). The difference
of tIgE was significant between the adolescent and adults
(p < 0:001). Similar results were found between the infant
group and the adolescent group (p < 0:001). There were 544
cases of hypersensitivity of the respiratory system. The aver-
age total IgE was 263.3 IU/ml. The tIgE of 828 patients only
with cutaneous symptoms was 171.7 IU/ml. When we further
refined the disease into AR, AS/cough/chest distress, acute/-
chronic urticaria, and eczema/AD (complications excluded),
the average tIgE was decreased in turn, and the differences
between groups were statistically significant (Figure 1).

3.2. Average Age Associated with Single Positive Allergen in
Allergic Disease Patients. As shown in Table 3, the number
of allergens of allergic disease patients was as follows: dust
mite (394), mixed fungi (266), Artemisia pollen (173),
Humulus scandens pollen (123), cockroach (109), dog
dander (104), cat dander (89), ragweed pollen (77), milk
(49), egg white (42), soybeans (40), tree pollen (poplar/willo-
w/elm) (36), sea fish/crab (30), peanuts (23), and sea shrimp
(19). As a result, it could be quickly concluded that dust mites,
mixed fungi, Artemisia pollen, and Humulus pollen were the
main allergens causing allergic diseases in Weifang, China.

The age of the allergic population varied with different
allergens: egg: 7.5 years (95% CI, 4.3 to 10.7 years), milk:
7.7 years (95% CI, 4.7 to 10.7 years), peanut: 15.8 years
(95% CI, 9.2 to 22.5 years), mixed fungi: 19.1 years (95%
CI, 16.9 to 21.3 years), dust mite: 22.4 years (95% CI, 20.6
to 24.3 years), Artemisia pollen: 24.2 years (95% CI, 21.4 to
27.0 years), cat: 25.4 years (95% CI, 21.3 to 29.5 years), dog:
25.5 years (95% CI, 21.8 to 29.2 years), Humulus scandens:
27.7 years (95% CI, 24.4 to 30.9 years), tree pollen: 30.1 years

(95% CI, 24.3 to 35.9 years), soybean: 27.4 years (95% CI,
20.9 to 33.9 years), ragweed pollen: 27.5 years (95% CI, 23.1
to 31.9 years), and cockroach: 32.4 years (95% CI, 28.6 to
36.2 years) (Figure 2).

3.3. sIgE Level of Inhaled Allergens and Ingestible Allergens in
Different Allergic Disease Patients. The level of inhaled sIgE
was significantly different between the respiratory allergic
disease and the allergic skin disease (p < 0:001). In contrast,
no statistical differences of sIgE were found between groups
of AR and AS, urticaria, and eczema. There was no significant
difference of sIgE between the two groups of inhaled
allergens and ingestible allergens. Moreover, patients with
respiratory allergies had higher levels of sIgE than those with
allergic dermatosis, and most patients with respiratory
allergies were aeroallergens positive (Figures 3 and 4). There
was no significant correlation between tIgE and sIgE in all
allergic groups.

3.4. Time Regularity of Allergic Disease Positive with Specific
Allergens. The median concentration of sIgE in patients
positive with 15 specific allergens in different months of the
year was analyzed. There was a peak in March, June, and
November for dust mite and mixed fungi, respectively. Also,
patients’ sIgE level positive with dust mite peaked in August,
while Artemisia and Humulus pollen had only one peak in
September. The peak of poplar/willow/elm’s sIgE appeared
in June, while the annual dispersal of tree pollen occurred
in May. Accordingly, as reported in the previous study, there
was one month time postponement between the air concen-
tration of tree pollen and the corresponding serum sIgE con-
centration of patients [31]. A positive correlation was found
between annual total pollen quantity and median sIgE values
(Figure 5). In contrast, the incidence of ingestible allergens,
especially regarding peanuts, soybeans, and milk, was most
common in March and July (Figure 6).

4. Discussion

More and more epidemiological studies have confirmed the
objective existence of “atopic march”; consequently, the early
prevention and prediction of allergic diseases have become a
hot issue [32–35]. Numerous studies have confirmed that
antigens can sensitize the body through the damaged epider-
mal layer, thereby initiating local and systemic immune
responses, increasing the incidence of eczema, AR, and AS
[36]. It has been proposed that the observed temporal rela-
tionship between atopic diseases may help earlier diagnosis
and may facilitate novel approaches to prevent the disease
[34, 37]. This study found that the primary manifestation
of allergic infants and young children is AD caused by ingest-
ible allergens. Allergic adolescents mainly have respiratory
disorders. The sIgE of dust mites and various airborne pollen
is gradually detected, which can change with age. Recently,
Belgrave et al. concluded that the developmental profiles of
eczema, wheeze, and rhinitis were heterogeneous, and only
a tiny proportion of children (7% of those with symptoms)
followed trajectory profiles resembling the atopic march
[38]. Nevertheless, each region has its unique allergen
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spectrum due to differences in heredity, diet, and lifestyle.
Zhang and Zhang [39] reviewed the sensitization pattern to
inhalant allergens among AR patients in the mainland of
China. They found that the prevalence and type of aeroaller-
gens were different in diverse cities and regions. This study
investigates the disease spectrum of allergic diseases accord-

ing to the other areas and allergens by pooling data from
1367 patients with allergic diseases.

Although previous studies have shown the association of
serum tIgE and sIgE levels with allergic diseases, few studies
address this association in general. We have found that the
mean tIgE in males was higher than that in females

Table 2: Characteristics of all participants regarding age and tIgE.

Nonatopic subjects Patients
Male Female Total Male Female Total

Patients, no. (%) 37 (46.8) 42 (53.2) 79 (100) 638 (46.7) 729 (53.3) 1367 (100)

Age range (year
(minimum-maximum))

7-75 4-76 4-76 0.3-86 0.4-87 0.3-87

Mean age (y (95% CI)) 41.7 (36.0-47.5) 36.6 (30.6-42.5) 38.2 (34.0-42.5) 20.0 (18.5-21.6) 29.2 (27.8-30.6) 25.1 (24.0-26.1)

Mean total IgE
(IU/ml (95% CI))

64.6 (45.7-83.5) 63.4 (51.5-75.3) 64.0 (53.3-74.6) 225.4 (211.4-239.5) 192.3 (182.2-204.4) 207.8 (198.5-217.0)

Sensitization to
respiratory allergens,
no. (%)

0 (0) 2 (4.8) 2 (2.5) 341 (53.4) 323 (44.3)a 664 (48.6)

Sensitization to
ingestible allergens

0 (0) 0 (0) 0 (0) 89 (13.9) 63 (8.6)b 152 (11.1)

Chi-square test: ap = 0:001; bp = 0:002.
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Figure 1: Mean value of total IgE in different diseases (∗∗p = 0:024, ∗∗∗p < 0:001).

Table 3: Number of allergen-positive patients with the relevant allergic diseases.

Ar Mite Dog Cat Cr Ra Hu Fungi Tree Egg Milk Peanut Soy Shrimp Fish
∗Allergic rhinitis/pollinosis 48 117 22 19 13 22 33 58 6 0 5 1 7 1 1
∗Allergic asthma/allergic cough/chest tightness 61 130 30 23 28 22 33 95 10 8 7 6 5 1 3
∗Acute/chronic urticaria, papular urticaria 26 83 25 23 33 20 26 54 14 15 19 11 14 6 9
∗Eczema/allergic dermatitis 30 60 26 24 33 10 25 59 5 19 18 4 12 11 16

Anaphylactic 8 4 1 0 2 3 6 0 1 0 0 1 2 0 1

Cr: cockroach; Hu: Humulus scandens; Ra: ragweed pollen. ∗Jonckheere-Terpstra test: p = 0:229.
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(p < 0:05). We hypothesize that sex hormone may affect the
level of serum IgE. In terms of age, the concentration of tIgE
is observed to increase from birth to adolescence and then
decrease during adulthood, which has been validated in a
previous study [40, 41]. It has been suggested that the level
of tIgE in Th2-driven respiratory inflammatory diseases is
significantly higher than that in inflammatory skin diseases.
Therefore, tIgE has developed as a Th2 biomarker, which is
involved in regulating Th2 inflammatory response. The

determination of serum tIgE in asthma patients can help
determine the disease’s severity, thus guiding the acute attack
period’s treatment and preventing remission [42].

The main allergens of respiratory allergy are dust mites,
mixed fungi, Artemisia pollen, and Humulus scandens
pollen. Dust mites are the main allergens in north China,
consistent with other reports [39, 43]. Limited by the types
of allergens detected in the study, we do not have the data
of the most common allergens in spring, such as Platanus
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orientalis and ash tree pollen. Therefore, a large part of AR
and pollinosis patients with negative sIgE and high tIgE in
spring are diagnosed by the skin prick test (SPT). At the same
time, poplar/willows, which are native trees of north China,
have visible white floccules but are rarely sensitized. For
inflammatory skin diseases, urticaria accounts for 29.6% of
the allergic population in this study, and 37% of them are
detected as allergen-positive. Although the etiology of urti-
caria is complex, many relevant causes and/or triggers have
been discovered, such as food in infants and children [44].
We have found that ingestion of many foods, including eggs,
milk, and peanuts in sensitized infants/children, may cause
acute urticaria more frequently than in adults. In adult urti-
caria, the IgE antibody in blood is more likely to be specific
for inhalant allergens, such as dust mites and airborne pollen.

In this study, 87% of allergen-related eczema appeared
after childhood. Food sensitization was only present in 21%

of patients. 58% of the eczema population had more than
one allergen. We also observed some IgE sensitization pat-
terns, mainly including dust mites and molds, associated
with persistent eczema/allergic dermatitis, especially in
adults. The main food allergens for infantile eczema were still
eggs and milk. Sensitization to sea fish/crab, sea shrimp, and
peanuts among atopic children in Weifang was rarely
observed. Although allergic patients will be refrained from
eating spicy foods and seafood, we hypothesize that a non-
IgE-mediated pathway may cause aggravation of dermatitis
symptoms after seafood intake. Attributed to the gene differ-
ences with western populations, peanut and soybean nuts are
not the leading causes of allergy in the Chinese population.

Among all immunoglobulin subclasses, IgE stands out
concerning its low serum concentration and short half-life
of 2 days. Seasonal allergen exposure can induce a rapid
increase in allergen-specific IgE levels [45, 46]. This study
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analyzed the time regularity of serum sIgE concentration of
four main allergens, including dust mite, mixed fungi, Arte-
misia pollen, and Humulus pollen. There is a 1 month post-
ponement between the serum sIgE concentration peak and
the corresponding plant pollens’ seasonal dissemination peak
[47, 48]. Although the environmental density data of dust
mites and fungi are insufficient in Weifang, the role of mete-
orological factors in the survival and reproduction of fungi
and dust mites is critical [49, 50]. We speculate that the
serum concentration of dust mites and fungi is closely related
to seasonal reproduction. Therefore, it is necessary to detect
airborne pollen and fungi as one of the routine meteorologi-
cal forecast items and guide the allergic population to prevent
and/or relocate to an allergen-free area for seasonal allergens.

Besides, sIgE levels of dust mites in inflammatory skin
diseases (urticaria, eczema), classical type 2 inflammatory
allergic diseases (AR and AS) are all statistically significant.
The results have shown the allergic levels of dust mites in
allergic skin patients were lower than those in respiratory
allergic patients (p < 0:05). Similar findings have been found
about fungi. There is a saying in China, namely, “one respira-
tory tract, one disease.”We have found that AR patients tend
to have higher sIgE antibodies than those with AS, especially
in the two significant allergens of dust mites and Artemisia
pollen. Recent cross-sectional studies have shown that the
same individual can display different inflammation profiles
in various respiratory tract sites [51]. There is an issue of
whether each allergen family should be given a different
cut-off. In addition to the most critical four allergens causing
allergies, airborne pollen concentrations and food allergen
antibodies are lower. However, their role in the allergy pro-
cess is undeniable. This confusion was particularly evident
after clinical verification of SPT.

Our study has some limitations. First, the patient’s
information is not further refined, including asthma, rhinitis,
dermatitis symptom scores, and other indicators to assess the

disease’s severity. Change in IgE concentration with seasons
has not been accurately counted. Second, the number of
patients in each group is different. Almost half of the patients
are diagnosed with urticaria and patients with AD account
for only 3.2% of the sample. Third, the reagent kit does not
contain the most common inhaled allergens of the Platanus
orientalis in the north of China in spring and the ingestive
allergens of wheat. Finally, because most of the patients are
referred fromWeifang, IgE’s disease entity and measurements
may not represent atopic patients’ general population in
Shandong province. More studies are warranted to elucidate
the role of serological IgE detection of allergens according to
different age, gender, and other factors in allergic diseases.
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Background. Pregnancy maintenance depends on the formation of normal placentas accompanied by trophoblast invasion and
vascular remodeling. Various types of cells, such as trophoblasts, endothelial cells, immune cells, mesenchymal stem cells
(MSCs), and adipocytes, mediate cell-to-cell interactions through soluble factors to maintain normal placental development.
Extracellular vesicles (EVs) are diverse nanosized to microsized membrane-bound particles released from various cells. EVs
contain tens to thousands of different RNA, proteins, small molecules, DNA fragments, and bioactive lipids. EV-derived
microRNAs (miRNAs) and proteins regulate inflammation and trophoblast invasion in the placental microenvironment.
Maternal-fetal communication through EV can regulate the key signaling pathways involved in pregnancy maintenance, from
implantation to immune regulation. Therefore, EVs and the encapsulating factors play important roles in pregnancy, some of
which might be potential biomarkers. Conclusion. In this review, we have summarized published studies about the EVs in the
placentation and pregnancy-related diseases. By summarizing the role of EVs and their delivering active molecules in
pregnancy-related diseases, it provides novel insight into the diagnosis and treatment of diseases.

1. Introduction

Extracellular vesicles (EVs) are secreted by cell membrane or
cells with diameters ranging from 40nm to 1000 nm [1, 2].
EVs mainly include microbubbles, ectosomes, exosomes,
and microparticles according to their subcellular sources
[3–5]. Exosomes with a diameter of 40~100nm are the most
commonly studied EVs, which are firstly found in sheep
reticulocytes [6]. EV plays an important role in a series of
biological processes by transferring lipids, proteins, nucleo-
tides, and other bioactive components. These encapsulated
bioactive molecules can be delivered to specific targeted cells
(Figure 1). In particular, some EVs carrying noncoding
RNAs, such as microRNA (miRNA) and long-chain noncod-
ing RNAs (lncRNA), can be transferred to specific cells and

regulate the expression and function of target mRNA at dif-
ferent biological stages [7]. EVs participate in the exchange
of substances and information between cells mainly through
the following pathways [8–10]. Firstly, EV membrane pro-
teins can bind to the targeted cell membrane, thereby activat-
ing the signaling pathway in cells. Secondly, EVs can be
digested by proteases in extracellular matrix. The digested
fragments can be used as ligands to bind to the receptors
on the cell membrane, thereby regulating intracellular com-
munication. Thirdly, EVs can be directly fused with the tar-
get cell membrane, and then, EVs containing bioactive
components are nonselectively released into recipient cells.

EVs from different cell sources can exert multiple effects.
EVs derived from mesenchymal stem cells (MSC) can signif-
icantly improve myocardial cell survival, prevent myocardial
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cell injury, promote angiogenesis, and improve cardiac func-
tion by regulating inflammation and autoimmune [11–13].
Due to the advantages of nanomolecular structure and excel-
lent biocompatibility, EVs have great application potential as
drug carriers. MSC-derived EVs are used to treat chronic
skin ulcers, which can promote wound healing and reduce
scar formation [14]. In addition, EVs play a key role in tumor
occurrence, immune surveillance, immune escape, and
tumor microenvironment reprogramming [15–17]. Accord-
ingly, EVs and their encapsulated bioactive molecules are
essential for intercellular communication in many diseases,
including pregnancy disorders. The role of EVs in immune
regulation has been extensively studied. EVs from intestinal
epithelial cells (IECs) released during sepsis have been
reported to improve intestinal inflammation by transferring
miRNAs into cells [18]. EVs are involved in maintaining T
cell tolerance and long-term T cell memory [19]. EV-
encapsulated proteins participate in immune regulation by
influencing the secretion of anti-inflammatory cytokines
[20]. Thyroid stimulating hormone receptor (TSHR) released
by EV improves autoantibody-mediated activation of Graves
disease by blocking autoantibodies [21]. Baskaran et al.
reported that EVs play an indispensable role in sperm matu-
ration by regulating autoimmunity [22]. This local immunity
privilege at the maternal-fetal interface has been attributed to
the expression of Fas ligand (FasL) related to placental exo-
somes, programmed death ligand 1 (PD-L1), and TNF-
related apoptosis-inducing ligand (TRAIL), which all induce
maternal T cell incompetence and death [23, 24]. Expression
of NKG2D receptor ligand, UL-16-binding protein (ULBP),
and MHC class I chain-related protein (MIC) on placental
exosomes have been shown to downregulate NK cell activity
and inhibit maternal cytotoxicity [25].

In the past decades, the role of EV in regulating placenta
implantation and pregnancy diseases has attracted much
attention due to its key role in regulating inflammation and
immunity. The aim of this study is to summarize the current
published studies on the association of EVs with placenta
implantation and pregnancy-related diseases. In particular,
we aim to explore the role of EVs in the diagnosis and treat-
ment of pregnancy-related diseases.

2. EVS from Placental Tissues and Stem Cells

Placenta is the fundamental physiological barrier for mater-
nal immune tolerance to fetus and various pathogens. EVs
released by syncytiotrophoblasts, trophoblasts, extravillous
trophoblasts, and placental vascular endothelial cells play a
key role in pregnancy [26]. Placenta and umbilical cord are
rich in MSCs, which are promising treatment strategies for
various diseases [27]. It has been shown that EVs from
human umbilical cord MSCs (hUC-MSCs) could protect
against severe burn-induced hyperinflammation through
the way of paracrine secretion [28]. Surico et al. have found
that hUC-MSCs are involved in preeclampsia (PE) and affect
fetal growth restriction (FGR) by delivering bioactive compo-
nents encapsulated in EVs [29]. hUC-MSC-derived EVs have
also been found to confer effect on the paracrine of tropho-
blast cells, which facilitates their use in treating pregnancy-
related disorders. Decidual MSC-derived EVs can also exert
inhibitory effects on angiogenesis and maintain the balance
of maternal-fetal interface by regulating macrophage polari-
zation in PE [30]. Accordingly, placenta tissue MSCs and
hUC-MSC-derived EVs play key roles in maintaining placen-
tal functions and protecting against pregnancy disorders.

Protein, lipids,
nucleotides

Inflammation,
autoimmunity,
tumorigenesis,

placental microenvironment

Preeclampsia,
fetal growth restriction,

gestational diabetes
mellitus,

intrahepatic cholestasis of
pregnancy,

spontaneous abortion

EVs
(exosomes,

microparticles)
Immune cellsStem cells

Tumor cells Placental tissue cells

Placental tissue cells EVs

Figure 1: Role of EVs in placenta and pregnancy disorders. EVs mainly include exosomes and particles, which can be derived from stem cells,
tumor cells, immune cells, and placental tissue cells. They participate in intercellular communication by transmitting bioactive proteins,
lipids, and nucleotides to targeted cells. EVs, especially EVs derived from placental tissue cells, play a crucial role in regulating
inflammation, autoimmune, tumor occurrence, and placental microenvironment balance. EVs have been used to prevent pregnancy
diseases such as PE, fetal growth restriction, and spontaneous abortion.
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Accumulated data have shown that MSC transplantation
may be extremely beneficial for pregnancy-associated dis-
eases [31]. In the past few years, the use of MSC-EVs in preg-
nancy disorders has drawn more and more attention.
Placental tissue cell-derived EVs can be produced regardless
of physiological or pathological pregnancy. Reduced circulat-
ing EVs are associated with placental dysfunction [32]. Cir-
culating EVs play a crucial role during pregnancy [33]. EVs
derived from placental tissue cells increased gradually with
the progress of pregnancy, especially during delivery, but sig-
nificantly decreased to nonpregnancy level 48 hours after
delivery [34]. EVs derived from placental tissue cells can
selectively transfer bioactive molecules, such as stress-
induced protein molecules, apoptosis-related molecules,
cytokines, mRNA, and miRNA. EVs actively participate in
maternal-fetal communication during pregnancy by regulat-
ing different processes [35]. The fetus is the mother’s alloge-
neic graft. Successful pregnancy depends on the maintenance
of maternal-fetal interface immune tolerance. Th1/Th2 bal-
ance during pregnancy is essential to maintain maternal
and fetal microenvironment [36]. Placenta-derived EVs pro-
mote maternal immune tolerance by inhibiting maternal T
cell response and maintaining Th1/Th2 balance [35].
Placenta-derived EVs produce Syn-2, which proves to play
an immunosuppressive role in placenta [37]. Placental
tissue-derived EVs and exosome inclusion factors are impor-
tant regulators of placental immunity and homeostasis [37].
The delivery of bioactive molecules by EVs is beneficial to
placental function. During pregnancy, EVs can be trans-
ported to the fetal side as drugs and other goods [38]. EVs
also play an important role in regulating systemic inflamma-
tion by releasing cytokines. Therefore, EVs from placenta tis-
sues and stem cells are essential for maintaining maternal-
fetal immunity and protecting inflammation.

MSC-derived noncoding RNAs can serve as useful bio-
markers in pregnancy disorders [28–30]. However, whether
MSC-derived noncoding RNAs can exert their effects
through EVs and mediate intercellular communications in
maternal-fetal immunity needs to be elucidated in the future.
During the past few decades, noncoding RNAs derived from
placental stem cells have been demonstrated to participate in
pregnancy regulation, such as lncRNAs and miRNAs [39–
41]. Placental tissue-derived EV miRNAs have been impli-
cated in the antiviral immunity at the maternal and fetal
interface [42]. In addition, studies have found that EVs from
placental tissue cells also have significant effects on preg-
nancy complications by transferring miRNAs to recipient
cells [43]. Accordingly, those noncoding RNAs from placen-
tal tissues and stem cell-derived EVs serve as key biomarkers
for gestational disorders.

3. EVS and Pregnant Disorders

EVs are the “fingerprints” of their primitive cells and are
involved in regulating pregnancy complications. EVs
derived from placental tissue may be another way for the
fetus to communicate with mothers. EV regulates inflam-
matory cascade reactions in some complex pregnancy,
such as PE and intrauterine growth restriction [44]. Here,

we summarize the research progress of the role of EVs
and their encapsulated factors in some common pregnancy
diseases (Table 1).

3.1. EVS and PE. PE is an idiopathic pregnancy disease char-
acterized by hypertension and proteinuria after 20 weeks of
pregnancy. The global incidence of PE is 3-8%, and its path-
ogenesis is still unclear. The basic pathological changes of PE
are systemic vasospasm, vascular endothelial injury, and
ischemia. PE leads to reduced perfusion of all organs and
poses risks to both mothers and children. Its performance
is often significantly improved after childbirth or termination
of pregnancy, suggesting that placental-derived media play a
key role in the pathogenesis of PE.

A number of studies have suggested EVs and their encap-
sulated factors are involved in the pathogenesis of PE [45,
46]. Bioactive molecules in placental tissue-derived EVs
might be as potential biomarkers for the diagnosis and prog-
nosis of PE [47]. Placental protein 13 (PP13) has been iden-
tified in maternal circulating exosomes or microvesicles
[48]. Low serum level of PP13 predicts high risk of PE and
other obstetric complication [48]. Salomon et al. have found
that total plasma exosomes and placental tissue exosomes
both significantly increased in patients with PE compared
with normal pregnancies [49]. Similarly, placental EVs in
the blood circulation of PE patients are significantly lower
than that in patients with early-onset PE [50]. Chang et al.
showed that exosome soluble fms-like tyrosine kinase-1
(sFlt-1) and soluble endoglin (sEng) inhibited the growth
and tube formation of human umbilical vein endothelial cells
in PE [51]. In addition, circulating EVs from placenta can
activate immune cells and may affect the production of
inflammatory cytokines in PE pregnancy [52]. As a result,
EV-delivering factors are essential regulators in PE.

In the last decade, EV-encapsulated noncoding RNAs
have been found to affect the development of PE [40]. Some
placental tissue-derived miRNAs can be released into the
maternal circulation from the trophoblast layer via EVs
[53]. A few EV-encapsulated miRNAs are potential markers
for PE [54]. Diverse miRNA profiles in circulating EVs from
early and late onset of PE have been demonstrated, which
implicates that EV-derived miRNAs are key factors associ-
ated with PE [55]. Li et al. have demonstrated there are spe-
cific miRNA expression and signals in serum exosomes
from PE pregnancies, suggesting the modifying effect of
plasma exosomal miRNAs in the pathogenesis of PE [56].
Increased expression of miR-201-3p has been demonstrated
in the circulating EVs of patients with PE [57]. The study
by Shen et al. has suggested that placental tissue cell-
derived exosomal miR-155 inhibits the expression of endo-
thelial nitric oxide synthase in PE [58]. In addition, there
are many other EV-derived miRNAs demonstrated as key
biomarkers in PE, such as EV-encapsulated miR-136 and
miR-495 [59]. Exosomal miR-210 has been reported to be
produced by trophoblasts and participates in the intercellular
communication in PE [60]. Some EV-derived miRNAs have
been suggested as circulating markers for PE, including miR-
517-5p, miR-520a-5p, and miR-525-5p [61]. Accordingly,
EV-encapsulated noncoding RNAs are key regulators in PE.
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The role of stem cell EV-derived miRNAs in PE has also
been extensively investigated in the past few years. It has been
reported that the umbilical cord blood stem cells EV-derived
miR-125a-5p plays a critical role in PE [62]. It has been dem-
onstrated that hUC-MSC EVs can inhibit placental cell apo-

ptosis and promote angiogenesis in PE [63]. Besides, MSC-
derived exosomal lncRNA H19 has been demonstrated to
increase the invasion and migration of trophoblast cells by
regulating let-7b through AKT signaling pathway in PE
[64]. Accordingly, stem cell-derived EVs and the

Table 1: EV-derived biomarkers in autoimmunity and pregnancy disorders.

Biomarker Type of biomarker Type of derived EVs
Diseases and
pregnancy
condition

Function Reference

Thyrotropin receptor Receptor Exosomes
Graves’
disease

Sequestering autoantibody and
ameliorating autoantibody-mediated

activation
[21]

UL-16-binding
protein

Protein Exosomes
Placenta
during

pregnancy

Downregulate NK cell activity and
inhibit maternal cytotoxicity

[25]

MHC class I chain-
related protein

Protein Exosomes
Placenta
during

pregnancy

Downregulate NK cell activity and
inhibit maternal cytotoxicity

[25]

Syncytin-2 Protein Exosomes
Normal

pregnancy
Exerting immunosuppressive effects on

T cells
[37]

Placental protein 13 Protein
Exosomes or
microvesicles

PE and other
obstetric

complications

Binding to glycosylated receptors,
bringing about hemagglutination,
immunoregulation and vasodilation

[48]

Soluble fms-like
tyrosine kinase-1

Protein Exosomes PE
Attenuating the proliferation,

migration, and tube formation of
human umbilical vein endothelial cells

[51]

Soluble endoglin Protein Exosomes PE
Inhibiting the growth and tube

formation of human umbilical vein
endothelial cells

[51]

MiR-201-3p
Nucleotide/noncoding

RNA
Exosomes PE

Having a role in the pathomechanism
of PE

[57]

MiR-155
Nucleotide/noncoding

RNA
Exosomes PE

Inhibiting the expression of endothelial
nitric oxide synthase

[58]

MiR-136 and miR-495
Nucleotide/noncoding

RNA
MSC-derived
exosomes

PE
Promising circulating biomarkers in

early detection of PE
[59]

MiR-210
Nucleotide/noncoding

RNA
Exosomes PE

Produced by trophoblasts and
participating in the intercellular

communication
[60]

Phosphoenolpyruvate
carboxykinase

Kinase Urine exosomes
Gestational
diabetes
mellitus

Affecting insulin resistance [66]

Sterile 20-like kinase 1 Protein

Cardiac
microvascular
endothelial cell-
derived exosomes

Diabetes
Inhibiting autophagy, promoting
apoptosis and suppressing glucose

metabolism
[70]

EVs-encapsulated
miRNAs

Nucleotide/noncoding
RNA

EVs
Gestational
diabetes
mellitus

Serving as biomarkers for the diagnosis
and treatment of gestational diabetes

mellitus
[79–82]

MiR-150
Nucleotide/noncoding

RNA
Piglet’s umbilical
vein-derived EVs

FGR Promoting angiogenesis [86]

MiR-21, miR-29a and
miR-590-3p

Nucleotide/noncoding
RNA

Urinary exosomes ICP
Downregulating intercellular adhesion

molecule 1
[90]

MiR-300 and miR-
299-5p

Nucleotide/noncoding
RNA

EVs
Congenital
obstructive
nephropathy

Reregulating renal fibrosis [99]

EVs: extracellular vesicles; FGR: fetal growth restriction; ICP: intrahepatic cholestasis of pregnancy; MSCs: mesenchymal stem cells; PE: preeclampsia.
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encapsulated bioactive molecules can regulate angiogenesis
and autoimmune balance in PE, which may be promising
therapeutic strategy for patients with PE.

3.2. EVS and Gestational Diabetes Mellitus. Pregnancy can
cause diabetes in pregnant women who have no diabetes pre-
viously and also exacerbate the condition of patients with
existing diabetes. Gestational diabetes has a greater impact
on both mothers and children, and the near-term and long-
term complications of mothers and children are higher. Preg-
nant women with diabetes are more likely to subject to
hypertension during pregnancy than nondiabetic women
[65]. Diabetes can increase the chance of infection, dystocia,
birth canal injury, surgery, and postpartum bleeding in preg-
nant women as well as elevated incidence of large children,
restricted fetal growth, spontaneous abortion, embryonic ter-
mination, and premature birth.

The development of gestational diabetes mellitus is
related to heredity, autoimmunity, and environmental fac-
tors. Increasing evidence has suggested the crucial role of
EVs in gestational diabetes mellitus. The study by Arias
et al. has demonstrated the potential role of plasma EV-
encapsulated factors as early biomarkers for gestational dia-
betes mellitus [65]. Sharma et al. have found that human
urine-derived EVs contained gluconeogenic enzymes that
affect glucose metabolism [66]. Elevated phosphoenolpyr-
uvate carboxykinase (PEPCK) in urine exosomes is related
to high risk of diabetes and early insulin resistance [66]. In
addition, currently available data has suggested EVs play an
important role in autoimmune reaction in islets of type 1 dia-
betes [67]. Moreover, EVs produced by adipose tissue and
muscle tissue regulate glucose and lipid balance and even
the inflammatory environment by transferring specific mole-
cules to a variety of insulin-sensitive peripheral tissues [67].
As a result, the effect of EVs in gestational diabetes mellitus
is essential.

EV-encapsulated factors can be used as useful bio-
markers for a variety of diseases and complications [68].
Many studies have shown EV-encapsulated proteins,
mRNAs, and DNAs and are new diagnostic markers for dia-
betic nephropathy [68]. EVs can also be used as delivery vehi-
cles for the treatment of diabetic nephropathy. A previous
study has demonstrated that the urinary exosomal Elf3 may
be an early noninvasive marker for podocyte injuries in dia-
betic nephropathy [69]. Mammalian sterile 20-like kinase
1- (Mst1-) enriched EVs released from cardiac microvascular
endothelial cells play an important role in inhibiting autoph-
agy, promoting apoptosis, and suppressing glucose metabo-
lism in cardiomyocytes [70]. All these findings have
supported the vital role of EVs in glucose metabolism and
diabetes progression.

Insufficient myocardial angiogenesis can induce diabetes-
related ischemic cardiovascular [71]. CD133+ exosomes
derived from human umbilical cord blood improve cardiac
function in diabetic stroke mice [72]. MSC EVs protect β
cells from hypoxia-induced apoptosis [73]. More and more
evidence suggests that EVs and delivered miRNAs have neu-
roprotective effects and may be a treatment for diabetes-
related stroke [74]. Studies have shown that EVs extracted

from plasma of pregnant women with gestational diabetes
significantly promote the production of inflammatory cyto-
kines [75]. EVs can also regulate placental and fetal mem-
brane endothelial dysfunction in gestational diabetes
mellitus [76]. Adipose tissue-derived EVs mediate placental
immunity in gestational diabetes mellitus, which may be
associated with some adverse outcomes, including fetal over-
growth [77]. EVs represent a new mechanism for regulating
maternal glucose homeostasis during pregnancy [78]. Taken
together, the role of EVs in gestational diabetes mellitus is
critical. At the same time, the mechanism of EVs wrapped
bioactive factors in gestational diabetes remains to be further
studied.

Increasing evidence has supported that EV-transferred
miRNAs and other noncoding RNAs can be used as promis-
ing biomarkers for gestational diseases including gestational
diabetes mellitus [79]. Nair et al. have reported that placental
tissue-derived EV miRNAs can regulate skeletal muscle insu-
lin sensitivity [80]. Placental tissue-derived EVs may exert
effects on insulin sensitivity in normal and gestational diabe-
tes mellitus pregnancies. Taken together, EVs offer new
options for the treatment of gestational diabetes mellitus
[81]. EV-encapsulated noncoding RNAs can also serve as
biomarkers for the diagnosis and treatment of gestational
diabetes mellitus [82].

3.3. EVS and Fetal Growth Restriction (FGR). FGR usually
leads to low birthweight births. However, the underlying bio-
logical mechanism has not been fully elucidated. FGR can be
secondary to various pregnancy complications, such as gesta-
tional hypertension, diabetes, and intrahepatic cholestasis.
Previously found aberrantly expressed miRNAs in maternal
circulation [83]. New evidence suggests that miRNAs are
specifically expressed in maternal blood of FGR in the second
trimester of pregnancy, suggesting possible fetal growth
markers [84]. Besides, Miranda et al. reported that placental
exosome-derived miRNAs in maternal plasma can predict
fetal growth and can be used as indicators of placental func-
tion [85]. Studies have shown that EV miR-150 derived from
umbilical vein of normal piglets can promote angiogenesis in
intrauterine growth restriction pigs [86]. It is reported that
circulating plasma exosomes in early pregnancy had the same
C19MC microRNA as placental tissues of GH, PE, and FGR
patients after delivery [87]. Maternal plasma exosome analy-
sis of selected C19MC microRNAs [88] showed that FGR
women had a new downregulated biomarker (miR-520a-
5p) in the first three months of pregnancy, which was not
found in maternal plasma analysis [89]. In summary, these
established findings strongly demonstrate the important role
of EVs and encapsulation factors including miRNAs in FGR,
providing new clues for understanding the pathogenesis of
FGR.

3.4. EVS and Intrahepatic Cholestasis of Pregnancy (ICP). ICP
is a common complication during pregnancy. Due to bile
acid toxicity, the incidence and mortality of perinatal compli-
cations increased significantly. The etiology of ICP is still
unclear, which may be related to female hormones, genetic
and environmental factors. The previously published data
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show the pivotal role of EVs in ICP. Those active factors usu-
ally consist of lipids, proteins, and nucleotides. The upregula-
tion of miR-21, miR-29a, and miR-590-3p in urinary
exosomes can increase the incidence of ICP by downregulat-
ing intercellular adhesion molecule 1 (ICAM1) [90]. Never-
theless, more studies are needed to further clarify the role
of EVs and EV-encapsulated bioactive factors in ICP.

3.5. EVS and Spontaneous Abortion or Premature Delivery.
Spontaneous abortion is highly correlated with embryo chro-
mosomal abnormalities. Premature birth will cause great
harm to pregnant women and fetuses. The organ develop-
ment of premature infants is not good. The smaller the gesta-
tional age at birth, the lighter the weight, and the worse the
prognosis. The causes of premature delivery include infec-
tion, malnutrition, cervical insufficiency, uterine malforma-
tion, and pregnancy complications. EVs have been shown
to be involved in the development of spontaneous abortion
and premature delivery by regulating homeostasis imbal-
ances, particularly inflammation and endocrine signals [91].
MSC-derived exosomes regulate maternal-fetal interface T
cells and macrophage-mediated immune response, affecting
the outcome of spontaneous abortion or premature delivery
[92]. The key role of stem cell-derived EVs in animal models
of pregnancy has also been demonstrated [93]. The exact
mechanism of endometrial cell-derived EVs mediating
maternal crosstalk and affecting pregnancy outcomes during
implantation remains unclear. Some studies have shown that
EVs derived from placental tissue can predict pregnancy out-
comes, including spontaneous abortion and premature deliv-
ery. Panfoli et al. confirmed that MSC-EVs affect aerobic
metabolism in term and preterm infants [94]. Most impor-
tantly, EVs are professional carriers of fetal signals that affect
pregnancy outcomes [95]. Amniotic fluid EVs have been
shown to deliver information to normal and abnormal births
[96]. In addition, exosomal miRNAs were found in maternal
circulation, which may represent the “fingerprint” of preg-
nancy progression [97]. In summary, the study of EVs and
their bioactive factors in spontaneous abortion or premature
delivery is expected to find new therapeutic strategies for
these diseases.

3.6. EVS and Prenatal Diagnosis. Prenatal diagnosis includes
chromosomal abnormalities, sexually related genetic dis-
eases, genetic metabolic defects, and congenital structural
abnormalities. The important role of circulating EVs has
been demonstrated in prenatal and neurodegenerative dis-
eases [98]. Studies have shown that EV miRNAs can be used
as biomarkers for prenatal diagnosis of congenital hydrone-
phrosis [99]. They found that reduced expression of EV-
transmitting miR-300 and miR-299-5p in amniotic fluid of
congenital hydronephrosis could predict renal fibrosis. Inter-
estingly, studies by Goetzl et al. showed that EVs derived
from fetal central nervous system could be purified from
maternal plasma, which was related to the abnormal prolifer-
ation and differentiation of neural stem cells [100]. There-
fore, EVs may be a potential way for early prenatal
diagnosis of fetal neurological diseases. EVs, especially exo-
somes, are also involved in Down syndrome [101], suggest-

ing that EVs play an important role in the regulation of
central nervous system development. Although EVs and the
transfer of bioactive factors have been associated with some
prenatal and neurodegenerative diseases, more studies need
to explore their role in prenatal diagnosis.

4. Conclusion and Perspectives

At present, studies have shown that EVs play a key role in
tumorigenesis, stem cell capacity maintenance, inflamma-
tion, and immune disorders. They participate in the
exchange of substances and information between cells by
transmitting bioactive molecules, including lipids, proteins,
and nucleotides. Cellular EVs in placenta tissue have a good
record in maternal circulation, thus affecting pregnancy out-
comes. Targeting EVs and the encapsulated bioactive factors
may be promising strategies for the treatment and prevention
of pregnancy disorders. However, the molecular mechanism
and function of EVs in placenta and pregnancy-related com-
plications warrant further elucidation in the future.
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There is a current imperative to reveal more precisely the molecular pathways of early onset of systemic autoimmune diseases
(SADs). The investigation of newly diagnosed drug-naive SAD patients might contribute to identify novel disease-specific and
prognostic markers. The multiplex analysis of 30 plasma proteins in 60 newly diagnosed drug-naive SADs, such as RA
(rheumatoid arthritis, n = 31), SLE (systemic lupus erythematosus, n = 19), and SSc (systemic scleroderma, n = 10) patients,
versus healthy controls (HCs, n = 40) was addressed. Thirty plasma cytokines were quantified using the Procarta Plex™ panel.
The higher expression of IL-12p40, IL-10, IL-13, IFN-γ, M-CSF, IL-4, NTproBNP, IL-17A, BMP-9, PYY (3-36), GITRL, MMP-
12, and TNFRSF6 was associated with RA; IL-12p40, M-CSF, IL-4, GITRL, and NTproBNP were higher in SLE; or NTproBNP,
PYY (3-36), and MMP-12 were increased in SSc over HCs, respectively. The cleaved peptide tyrosine tyrosine (PYY 3-36) was
elevated in RA (361:6 ± 47:7 pg/ml) vs. HCs (163:96 ± 14:5 pg/ml, mean ± SEM, ∗∗∗p = 4 × 10−5). The CI (95%) was 268.05-
455.16 pg/ml for RA vs. 135.55-192.37 pg/ml for HCs. The elevated PYY (3-36) level correlated significantly with the increased
IL-4 or GITRL concentration but not with the clinical scores (DAS28, CRP, ESR, RF, aMCV). We are the first to report cleaved
PYY (3-36) as a specific plasma marker of therapy-naive RA. Additionally, the multiplex plasma protein analysis supported a
disease-specific cytokine pattern in RA, SLE, and SSc, respectively.

1. Introduction

Systemic autoimmune rheumatic diseases (SADs) including
rheumatoid arthritis (RA), systemic lupus erythematosus

(SLE), and systemic sclerosis (SSc) are characterized by an
abnormal immune system response, complement dysregula-
tion, imbalance of cytokines production, and inflammation
[1]. Their etiology, complex pathogenesis, heterogeneous
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presentation, and unpredictable disease course are still not
fully understood [2]. Therefore, the limitation in diagnosing,
classifying, and treating both RA, SLE, and SSc is significant.
Clinical remission is reached in less than half of the patients,
the personalized therapeutic strategy is still lacking, and the
gap between the first symptoms and the diagnosis may often
lead to irreversible pathologic changes [3]. SADs display clin-
ical heterogeneity as presented by variable prognosis, unpre-
dictable susceptibility to rapid progression to structural
damage in joints in RA, and severe extra-articular organ
manifestations in SLE and SSc. In summary, the need for
biomarkers facilitating early diagnosis and profiling those
individuals at the highest risk for a poor outcome has become
essential [4]. Biomarkers of RA [5, 6], SLE [7, 8], or SSc [9,
10] have been recently reviewed elsewhere. Many of the pre-
vious studies have been performed in established or late-stage
disease in SADs. There is a current imperative to reveal more
precisely the molecular pathways of early treatment-naive
SADs [11]. Furthermore, very few studies have reported a
systematic molecular characterization in RA, SLE, and SSc
parallelly, but none in early treatment-naive patients with
SADs. The investigation of newly diagnosed drug-naive
SAD patients might contribute to identify novel disease-
specific and prognostic markers. The parallel investigation
of SADs also could give us the possibility to recognize novel
checkpoints in their pathways and unknown molecular ther-
apeutic targets. Therefore, we aimed to assay the plasma
content of thirty soluble mediators in newly diagnosed
therapy-naive RA, SLE, or SSc patients versus age- and
gender-matched healthy controls.

2. Materials and Methods

2.1. Patient and Public Involvement. Patients were enrolled
during regular visits at the Department of Rheumatology
and Immunology (University of Szeged). Healthy controls
were voluntary staff members of the BRC or University
of Szeged. Subjects were informed about the research by
a physician. Written informed consent was obtained from
all subjects, and our study was reviewed and approved by
an independent ethical committee of the university. Labo-
ratory studies and interpretations were performed on
coded samples lacking personal and diagnostic identifiers.
The study adhered to the tenets of the most recent
revision of the Declaration of Helsinki. Details about the
study design and handling of biological materials were
submitted to the Human Investigation Review Board of
the University of Szeged under the 149/2019-SZTE Project
Identification code.

2.2. Study Cohorts. The multiplex protein analysis of 60
drug-naive SAD patients, RA patients (n = 31, age median
57, 70.9% female (F), Supplementary Table 1); SLE
patients (n = 19, age median 51, 89.4% F, Supplementary
Table 2); SSc patients (n = 10, age median 51, 88.9% F,
Supplementary Table 3), and 40 age- and gender-matched
healthy controls (age median 48.5, 72.5% F) was performed.
We enrolled newly diagnosed drug-naive RA, SLE, and SSc
patients, who had not received antirheumatic treatment,

including nonsteroidal anti-inflammatory drugs (NSAIDs),
disease-modifying antirheumatic drugs (DMARDs), or
glucocorticoids until the time of blood sampling. The RA
patients were diagnosed according to the latest ACR/EULAR
criteria [12] (Supplementary Table 1). The SLE patients who
met the 2012 Systemic Lupus Collaborating Clinics (SLICC)
criteria and in whom active, newly diagnosed SLE was
present were considered eligible [13]. Several clinical and
immunoserological parameters were present at the time of
diagnosis of SLE (Supplementary Table 2). Ten newly
diagnosed patients fulfilling the criteria proposed by the
2013 ACR/EULAR classification criteria for SSc were
enrolled [14]. Two out of ten were further classified as
those with limited cutaneous SSc, and eight out of ten
with diffuse cutaneous scleroderma according to LeRoy
et al. [15] (Supplementary Table 3). Healthy controls were
age and gender matched to the patients, having a negative
history of rheumatic symptoms and negative status upon
detailed physical and laboratory examination. No
comorbidities were detected in patients and controls that
could have influenced our investigation, nor did they take
any medication that could have interfered with the
measurements.

2.3. Measurement of Plasma Proteins.After the withdrawal of
20ml blood into an EDTA vacutainer (Becton Dickinson),
human peripheral blood mononuclear cells and plasma
samples were purified by Leucosep tubes (Greiner Bio-
One, Austria). PBMCs were used for immunophenotyping
in another project. Plasma fractions were stored at -80°C
in aliquots before running the assay. Luminex xMAP tech-
nology was used to determine the protein concentrations of
30 distinct cytokines/chemokines performing Procarta
Plex™ Immunoassay (ThermoFisher Scientific, Waltham,
MA, USA) according to the instructions of the manufac-
turer. The Luminex panel was designed by the authors
quantifying the proteins listed in Supplementary Table 4.
Briefly, all samples were thawed and diluted with sterile
phosphate-buffered saline (PBS) to 1 : 1 and were tested in
a blind fashion and in duplicate. 25μl volume of each
sample, standard, and universal assay buffer was added to
a 96-well plate (provided with the kit) containing 50μl of
capture antibody-coated, fluorescent-coded beads.
Biotinylated detection antibody mixture and streptavidin-
PE were added to the plate after the appropriate
incubation period. After the last washing step, 120μl
reading buffer was added to the wells, and the plate was
incubated for an additional 5 minutes and read on the
Luminex MAGPIX® instrument. Luminex xPonent 4.2
software was used for data acquisition. Five-PL regression
curves were generated to plot the standard curves for all
analytes by the Analyst 5.1 (Merck Millipore, Darmstadt,
Germany) software calculating with bead median
fluorescence intensity values. The panel of the investigated
30 plasma proteins and the range of the detection (in
pg/ml from the lower limit to the upper limit) are
available in the Supplementary Table 4. Data were pooled
from two independent measurements and plotted in
GraphPad Prism.
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Figure 1: The scatter plots of the protein concentrations of plasma proteins (pg/ml) in drug-naive RA (n = 31) patients versus age- and
gender-matched healthy controls (n = 40) with significant differences (one-way ANOVA, ∗p < 0:05; ∗∗p < 0:01, ∗∗∗p < 0:001) measured by
the Luminex MAGPIX technology. The cleaved peptide tyrosine tyrosine PYY (3-36) was detected as being a novel marker of early-onset
therapy-naive rheumatoid arthritis (RA) (∗∗∗p = 4 × 10−5). The arithmetic mean ± SEM are demonstrated for each cytokine (pg/ml) of RA
(n = 31) patients versus age- and gender-matched healthy controls (n = 40). One dot is the average of two technical replicates.
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Table 1: The summary of the significant differences of plasma cytokine concentrations between drug-naive autoimmune patients (RA, SLE,
SSc) and healthy controls (HCs) in a pairwise comparison. The arithmetic means (mean), standard deviation (SD), and the standard error of
the mean (SEM) of the plasma cytokine concentrations were calculated. The pairwise comparison of the concentrations of each cytokine of
patients versus healthy controls (RA vs. HC; SLE vs. HC; SSc vs. HC) was carried out by one-way ANOVA (∗p < 0:05; ∗∗p < 0:01, ∗∗∗p < 0:001
). The 95% confidence intervals (CI, 95%) were calculated between patients and HCs for each cytokine separately. Italic emphasis corresponds
to overlapping patient’s CI with HCs.

Cytokine Cohort Mean (pg/ml) SD SEM One-way ANOVA (p) CI (95%)

IL-12p40
HC 4.18 2.85 0.45

9.7E-05
3.30-5.06

RA 8.90 6.45 1.16 6.63-11.17

IL-10
HC 4.96 4.66 0.74

3.2E-02
3.51-6.40

RA 12.02 19.69 3.54 5.09-18.95

IL-13
HC 7.25 15.53 2.46

9.7E-05
2.43-12.06

RA 41.74 49.74 8.93 24.23-59.25

IFN-γ
HC 23.64 18.35 2.90

1.6E-02
17.96-29.33

RA 98.83 191.03 34.31 31.58-166.07

M-CSF
HC 27.34 34.09 5.39

4.8E-02
16.78-37.91

RA 100.58 227.01 40.77 20.66-180.49

IL-4
HC 31.14 69.44 10.98

1.7E-03
9.62-52.66

RA 121.79 157.07 28.21 66.50-177.09

NTproBNP
HC 39.24 47.07 7.44 24.64-53.82

RA 142.07 194.66 34.96 1.9E-03 73.55-210.59

IL-17A
HC 15.98 26.99 4.27

3.5E-03
7.62-24.34

RA 154.17 288.13 51.75 52.74-255.6

BMP-9
HC 37.78 34.56 5.46

2.9E-02
27.07-48.49

RA 160.67 347.69 62.45 38.27-283.06

PYY
HC 163.96 91.68 14.50

4.0E-05
135.55-192.37

RA 361.60 265.77 47.73 268.05-455.16

GITRL
HC 110.19 100.94 15.96

1.4E-03
78.91-141.47

RA 901.22 1498.96 269.22 373.54-1428.89

MMP-12
HC 154.26 278.20 43.99

7.4E-03
68.05-240.48

RA 833.00 1525.20 273.93 296.09-1369.91

TNFRSF6
HC 209.45 574.09 90.77

3.9E-03
31.54-387.36

RA 1200.63 1998.27 358.90 497.18-1904.07

IL-12p40
HC 4.18 2.85 0.45

5.7E-06
3.29-5.06

SLE 10.86 7.43 1.70 7.52-14.20

M-CSF
HC 27.34 34.09 5.39

6.8E-03
16.77-37.90

SLE 63.06 63.94 14.67 34.31-91.81

IL-4
HC 31.14 69.44 10.98

5.2E-02
9.61-52.65

SLE 70.16 73.03 16.75 37.32-102.99

GITRL
HC 110.19 100.94 15.96

1.3E-02
78.90-141.47

SLE 217.58 222.56 51.06 117.50-317.65

NTproBNP
HC 39.24 47.07 7.44

1.9E-02
24.64-53.82

SLE 315.89 727.91 166.99 1.69-643.19

NTproBNP
HC 39.235 47.07 7.44

3.8E-03
24.64-53.82

SSc 174.206 272.76 86.25 5.15-343.26

PYY HC 163.9605 91.68 14.50 3.1E-02 135.54-192. 37

4 Mediators of Inflammation



2.4. Statistical Analysis. The arithmetic mean (mean), stan-
dard deviation (SD), and the standard error of the mean
(SEM) of the plasma cytokine concentrations were calcu-
lated. The pairwise comparison of the concentrations of each
cytokine of patients versus healthy controls (RA vs. HC; SLE
vs. HC; SSc vs. HC) was carried out by one-way ANOVA
(∗p < 0:05; ∗∗p < 0:01, ∗∗∗p < 0:001). The 95% confidence
intervals (CI, 95%) were calculated between patients and
HCs for each cytokine separately. Calculations were done in
Microsoft Excel.

3. Results and Discussion

The following 30 plasma cytokines in the custom Procarta
Plex™ panel were quantified in the RA, SLE, and SSc
patients and healthy controls (HCs): SDF-1a, GITRL, IL-
1b, IL-2, IL-4, IL-5, IL-33, IL-10, Insulin, PYY (3-36),
CCL22, IL-13, IL-17A, Gal-3, FKN, IFN-γ, GM-CSF, Lep-
tin, MMP-12, NTproBNP, MCP-1, APRIL, TNFRSF6,

BDNF, BMP-9, IL-12p40, BAFF, M-CSF, Survivin, and
CD40-ligand (Supplementary Table 4). These markers
under investigation were selected by the authors based
on preliminary experiments and literature data. Thirteen
cytokines were significantly elevated in RA vs. HCs
(Figure 1); the concentrations of eleven cytokines in RA
patients showed nonoverlapping confidence interval with
HCs (Table 1).

The protein concentrations were the following (RA vs.
HC, mean ± SEM, respectively), IL-12p40: 8:90 ± 1:16 vs.
4:18 ± 0:45pg/ml; IL-13: 41:74 ± 8:93 vs. 7:25 ± 2:46pg/ml;
IFN-γ: 98:83 ± 34:31 vs. 23:64 ± 2:9pg/ml; IL-4: 121:79 ±
28:21 vs. 31:14 ± 10:98pg/ml; NTproBNT: 142:07 ± 34:96
vs. 39:24 ± 7:44pg/ml; IL-17A: 154:17 ± 51:57 vs. 15:98 ±
4:27pg/ml; BMP-9: 160:67 ± 62:45 vs. 37:78 ± 5:46pg/ml;
PYY (3-36): 361:6 ± 47:73 vs. 163:96 ± 14:5pg/ml; GITRL:
901:22 ± 269:22 vs. 110:19 ± 15:96pg/ml; MMP-12: 833:00
± 273:93 vs. 154:26 ± 43:99pg/ml; and TNFRSF6: 1200:63
± 358:90 vs. 209:45 ± 90:77pg/ml (Table 1 and Figure 1).

0.1
Control

IL-12p40

pg
/m

l

SLE

1

10

100 ⁎⁎⁎

1
Control

pg
/m

l

SLE

10

100

1000

IL-4
⁎

NTproBNP
⁎

GITRL
⁎

M-CSF
⁎⁎

1
Control

pg
/m

l

SLE

100

10

1000

10000

10
Control

pg
/m

l

SLE

100

1000

1
Control

pg
/m

l

SLE

100

10

10000

Figure 2: The scatter plots of the protein concentrations (pg/ml) of SLE (n = 19) patients versus age- and gender-matched healthy controls
(n = 40) with significant differences (one-way ANOVA, ∗p < 0:05; ∗∗p < 0:01, ∗∗∗p < 0:001). One dot is the average of two technical replicates.

Table 1: Continued.

Cytokine Cohort Mean (pg/ml) SD SEM One-way ANOVA (p) CI (95%)

SSc 232.962 68.12 21.54 190.73-275.18

MMP-12
HC 154.2605 278.20 43.99

2.1E-02
68.04-240.47

SSc 514.748 798.52 252.52 19.82-1009.66
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Five cytokines, IL-12p40, M-CSF, IL-4, GITRL, and
NTproBNP, were significantly elevated in SLE vs. HC
(Figure 2), and only IL-12p40 had nonoverlapping CI with
HC: 10:86 ± 1:7 vs. 4:18 ± 0:45pg/ml (Table 1).

Three cytokines, NTproBNP, PYY (3-36), and MMP-12,
were significantly increased in SSc vs. HC (Figure 3), but all
had overlapping CI (Table 1).

We are the first to report the cleaved peptide tyrosine
tyrosine PYY (3-36) is an early marker of drug-naive RA vs.
HC. The margin of errors (ME) of the CI are 93.55 for PYY
in the RA (n = 31) group and 28.41 for HC (n = 40), the
95% CI falls between 268.05 and 455.16 pg/ml (361.6 pg/ml
mean ± 93:55 ME) for RA, and the 95% CI is between
135.55 and 192.37 pg/ml for HC (163.96 pg/ml mean ±
28:41 ME) (Table 1). Comparing the concentrations
(mean ± SEM) of PYY (3-36) in RA (361:6 ± 47:7pg/ml)
vs. SLE (189:3 ± 27:5pg/ml), it was significantly higher in
RA (∗p = 1:07 × 10−2), and the CI is not overlapping; 95%
CI falls between 268.05 and 455.16 pg/ml for RA and
135.4 and 243.3 pg/ml for SLE. The amount of the PYY
(3-36) had no significant difference (mean ± SEM) between
RA (361:6 ± 47:7pg/ml) vs. SSC (232:9 ± 21:5pg/ml) with
CI for RA (268.05-455.16 pg/ml, 95%) and SSC (190.73-
275.18 pg/ml, 95%). The amount of the PYY (3-36) had
no significant difference (mean ± SEM) between SLE
(189:3 ± 27:5pg/ml) and SSC (232:9 ± 21:5pg/ml) with CI
for SLE (135.4-243.3 pg/ml, 95%) and SSC (190.73-
275.18 pg/ml, 95%). There was no difference in the concen-
trations of the following cytokines in either RA, SLE, or SSc
patients versus HCs: SDF-1a, IL-1b, IL-2, IL-5, IL-33, Insu-
lin, CCL22, Gal-3, FKN, GM-CSF, Leptin, MCP-1, APRIL,
BDNF, BAFF, Survivin, and CD40-ligand, respectively.

Thirteen cytokines showed significantly elevated concen-
trations in the plasma of SAD patients, distinguishing RA
(Figure 1), SLE (Figure 2), or SSc (Figure 3) from HCs,

respectively. Arranging the values in an ascending order of
the concentrations of the plasma cytokines as a prototype
model delineates a characteristic cytokine/chemokine pat-
tern of RA, SLE, and SSc. Therefore, after performing the
assay, we propose a simple diagnostic algorithm fitting the
curves of cytokine concentration values of early drug-naive
SADs patients vs. HCs to diagnose drug-naïve RA, SLE, or
SSc (Figure 4). Based on these data, we propose the
machine-learning automated classification of drug-naïve
RA, SLE, and SSc, which should be further verified in a ded-
icated clinical study.

Better identification of the specific molecular players of
the early stage of SADs may contribute to the recognition
of novel prognostic markers and could facilitate the
pathogenesis-appropriate timing of therapeutic interven-
tions. In summary, we have quantified plasma proteins in
early SAD patients, prior to therapeutic modification of the
disease pathology. A characteristic pattern of soluble media-
tors was revealed distinguishing early diagnosed therapy-
naive RA, SLE, or SSc from HCs. These eleven markers with
nonoverlapping CI (95%) were associated with RA: IL-
12p40, IL-10, IL-13, IFN-γ, M-CSF, IL-4, NTproBNP, IL-
17A, BMP-9, PYY, GITRL, MMP12, and TNFRSF6, and
one marker, IL-12p40, with SLE versus HCs (Table 1). How-
ever, we suggest our Luminex panel for in vitro diagnostics
and the development of a simple algorithm to differentiate
therapy-naive RA, SLE, or SSc based on the profile of protein
concentrations (Figure 4).

There were no significant correlations in PYY (3-36) con-
centration (pg/ml values) compared to CRP, ESR, RF, aMCV,
and DAS28 scores in RA, separately. However, the concen-
tration of two cytokines in the plasma of drug-naive RA
patients, the IL-4 or GITRL concentrations, showed
correlation with bioactive PYY (3-36) level, respectively.
(Supplementary Figure 1). The elevated GITRL or IL-4
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Figure 3: The scatter plots of the protein concentrations (pg/ml) of SSc (n = 10) patients versus age- and gender-matched healthy controls
(n = 40) with significant differences (one-way ANOVA, ∗p < 0:05; ∗∗p < 0:01, ∗∗∗p < 0:001). One dot is the average of two technical replicates.
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have been thoroughly studied in RA and associated with
disease severity linked to Th17-cell activation or
autoantibody induction, respectively [16, 17]. However,
their association with the increased concentration with PYY
(3-36) needs further mechanistic studies to explain. We
describe here the cleaved peptide tyrosine tyrosine (PYY 3-
36) as a plasma marker of early-onset drug-naive RA. The
1-36 peptide YY (PYY) as a gut hormone has been reported
to be activated by dipeptidyl peptidase-IV (DPP-IV or
CD26) cleavage resulting in PYY (3-36) which binds to Y2
(coded by NPY2R) receptors in the hippocampus reducing
appetite [18, 19]. Chen et al. showed that plasma PYY
concentration was negatively correlated with the increase of
body weight in RA patients followed by etanercept therapy
[20]. The authors have no direct evidence, but the literature
and our data may suggest that the elevated plasma PYY (3-
36) level contributes to the reduced appetite and cachexia
of RA patients. Chen et al. already shed light on PYY as a
link between the gastrointestinal neuroendocrine axis and

the immune system [21]. The possible role of Y2 receptor +
microglia, monocytes/macrophages, granulocytes, and
lymphocytes on the immune homeostasis and regulation of
inflammation has been recently reviewed [22]. Further
research is needed to ascertain the role of PYY (3-36) in
early-onset RA and its possible effect on the innate or
adaptive arm of the immune system and whether it has a
regulatory effect or its increase in the blood is just a
consequence of the pathomechanism of RA.

4. Conclusions

We are the first to report PYY (3-36) as a specific plasma
marker of drug-naive RA. Additionally, the multiplex analy-
sis of 30 plasma proteins supported a disease-specific cyto-
kine pattern in RA, SLE, and SSc, respectively. Based on
these data, we could delineate a prototype model for the
machine-learning automated classification of drug-naive
RA, SLE, and SSc.
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Figure 4: The concentrations of plasma cytokines (pg/ml) in the ascending order of (a) RA (n = 31), (b) SLE (n = 19), and (c) SSc (n = 10)
patients versus age- and gender-matched healthy controls (n = 40) measured by the Luminex MAGPIX technology. The cleaved peptide
tyrosine tyrosine PYY (3-36) is a novel marker of early-onset therapy-naive rheumatoid arthritis (RA) (∗∗∗p = 4 × 10−5). The arithmetic
mean ± SEM are demonstrated for each cytokine on a log10 scale in GraphPad Prism software. The connecting lines delineate a
characteristic pattern of proteins measured specific to drug-naive autoimmune diseases (red) such as (a) RA, (b) SLE, and (c) SSc or
healthy controls (green).
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Supplementary Materials

Supplementary 1. Supplementary Table 1: clinical character-
istics of RA study participants. The median DAS28 disease
activity score was 6.01, and Q1-Q3 interquartiles were 5.4-
6.5. Several clinical and immunoserological parameters were
present at the time of diagnosis of RA including RF: rheuma-
toid factor; MCV: mutated citrullinated vimentin; CRP: C-
reactive protein; ESR: erythrocyte sedimentation rate. Data
are expressed as median and interquartile range (Q1, Q3)
for continuous variables and as number (n) and (%) for cat-
egorical variables. BLD: below the detection limit.

Supplementary 2. Supplementary Table 2: clinical character-
istics of SLE study participants. The median SLEDAI-2K
activity score was 16, and Q1-Q3 interquartiles were 10-21.
Several clinical and immunoserological parameters were
present at the time of diagnosis of SLE including ANA (anti-
nuclear antibodies); anti-DNA antibody; LA (lupus anticoag-
ulant) (activated partial thromboplastin time > 40 s, 8/19);
hemolytic anemia (hematocrit < 0:35, 4/19); nonhemolytic
anemia (hematocrit < 0:35, 4/19); leukopenia (leukocyte
count < 3000/mm3, 8/19); lymphopenia (lymphocyte count
< 1500/mm3, 7/19); and thrombocytopenia (thrombocyte
count < 100000/×106 l, 7/19). Data are expressed as median
and interquartile range (Q1, Q3) for continuous variables
and as number (n) and (%) for categorical variables.

Supplementary 3. Supplementary Table 3: clinical character-
istics of SSc study participants. Several clinical and immuno-
serological parameters were present at the time of diagnosis
of SSc including ANA (antinuclear antibodies); anti-Scl-70,
anti-Scl-70 antibodies; ACA (anticentromere antibodies);
and anti-RNA polymerase III antibodies. Data are expressed
as median and interquartile range (Q1, Q3) for continuous
variables and as number (n) and (%) for categorical variables.

dcSSc: diffuse cutaneous SSc; lcSSc: limited cutaneous SSc;
skin scoreb: modified Rodnan skin thickness score.

Supplementary 4. Supplementary Table 4: the list of the pro-
teins measured in the plasma of the human subjects enrolled
in the study. The lower range of the detection corresponds to
the threshold of the sensitivity of the assay. The Procarta
Plex™ panel was designed by the authors, and the assay was
loaded on a MAGPIX Luminex instrument.

Supplementary 5. Supplementary Figure 1: the Pearson corre-
lations of the plasma concentrations of IL-4 vs. PYY (3-36) or
GITRL vs. PYY (3-36) in RA patients were analyzed in Micro-
soft Excel. The Pearson correlation coefficients were 0.819 for
IL-4 vs. PYY (3-36) and 0.864 for GITRL vs. PYY (3-36). The t
-statistic (t) was calculated in Microsoft Excel following this
equation≔ðr ∗ SQRT ðn − 2ÞÞ/ðSQRT ð1 − r2ÞÞ, where n is
number of subjects and r is the Pearson coefficient. Then,
the p value was calculated in Microsoft Excel following this
equation: = TDIST ðt, DF, tailsÞ, where DF = n − 2, degree of
freedom. Thepwas1:8 × 10−8 (∗∗∗) for the correlation of IL-4
vs. PYY (3-36) concentrations. Thepwas3:9 × 10−10 (∗∗∗) for
the correlation of GITRL vs. PYY (3-36) concentrations.
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