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Electromagnetic devices for vibration damping and isolation
are becoming a real alternative to traditional mechanical
vibration and isolation methods. Performance of new
magnetic materials in combination with optimization tools
allows the development of efficient and tunable vibration
damping and/or isolation techniques. Moreover, damping
and isolation by electromagnetic means can be clean and
environmentally friendly since there is no need of using
fluids; thus, they can be applied in clean, harsh, and/or
extreme temperature environments such as space, aerospace,
electric vehicles, and microfabrication industries. Never-
theless, there are still critical issues to be solved like opti-
mization of masses, performance, and cost, ageing of the
devices, reduction of external electromagnetic interferences,
or frequency tuning.

'e aim of this special issue was to collect research
articles on electromagnetic devices for vibration damping
and isolation in civil and mechanical engineering applica-
tions. Articles describing original theoretical research as well
as new experimental results have been gathered. 'e re-
search results were product oriented; i.e., it must consider
the requirements of a particular application and demon-
strate significant, unique, or economically differential factors
in respect to other techniques for a particular application.

'is special issue has attracted more than ten sub-
missions from researchers from all around the world. Five of
them have been accepted and included in this special issue of
Shock and Vibration journal. 'e selection of the high-level
papers was conducted as a rigorous peer-review process by
the international, well-recognized experts in the appropriate
fields presented in each paper. 'us, each manuscript has
been evaluated as single, original work. Special attention to
the applicability and market competitiveness of the devices
has been considered.

In the article “Multiphysics Model of an MR Damper
including Magnetic Hysteresis” by M. Kubı́k and J. Goldasz,
researchers analysed and modelled the two primary sources
of hysteresis acting on a magnetorheological (MR) damper:
hydro(mechanical) hysteresis, which can be related to flow
dynamic mechanisms, and magnetic hysteresis which is an
inherent property of ferromagnetic materials forming the
magnetic circuit of the actuators. In the paper, the authors
present a hybrid multiphysics model of a flow-mode MR
actuator which considered both types of hysteresis. 'e
model relies on the information which can be extracted
primarily from material datasheets and engineering draw-
ings, and it was verified against measured data. Moreover,
they use the model in a parameter sensitivity study to
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examine the influence of magnetic hysteresis and other
relevant factors on the output of the actuator.

'e article submitted by E. Palomares et al. entitled
“Modelling Magnetorheological Dampers in Preyield and
Postyield Regions” presents a review of different magne-
torheological damper models used, which includes char-
acterisation, modelling, and comparison. 'e analyses cover
the behaviour from preyield to postyield regions of the MR
fluid. 'e performance of the different models was assessed
by means of experimental tests and simulations in a simple
and straightforward semiactive control case study. 'e re-
sults obtained proved that most models usually fail in
predicting accurate low-velocity behaviour (before iron
chains yield), and this may lead to bad estimations when
used in control schemes due to modelling errors and
chattering.

'e third paper describes an active mount that combines
a passive rubber mount and an electromagnetic actuator
which has been examined for use in naval shipboard
equipment. 'e design specification of an active mount such
as required force, displacement, and frequency character-
istics is identified for the self-excited pump system, and then
an electromagnetic actuator active mount is designed
considering the shape of the passive rubber mount and
shock resistance. From the results of applying the proposed
electromagnetic active mount, a vibration reduction of about
20 dB for the motor equipment was observed for the excited
frequency components of 1600 rpm and its two harmonic
components. 'is interesting article is entitled as “Experi-
mental Approach to Active Mounts Using Electromagnetic
Actuator and Rubber with Consideration of Shock Re-
sistance for Naval Shipboard Equipment,” and it was sub-
mitted by Y. Shin et al.

'e review article on “Passive Electromagnetic Devices
for Vibration Damping and Isolation” by E. Dı́ez-Jiménez
et al. summarizes an interesting type of electromagnetic
dampers. Passive electromagnetic devices present good
damping capacity, lower cost, null power consumption, and
higher reliability. In this review, advantages and drawbacks
were highlighted in addition to application fields and
technology readiness level of most recent developments.
Besides, a general introductory section relates the present
key considerations that any engineer, electrical or me-
chanical, needs to know for a deep comprehension and
correct design of this type of devices.

'e last published article is entitled “Energy Dissipation
Mechanism and Control Model of a Digital Hydraulic
Damper” by C. Wang et al. In this article, a digital hydraulic
damper was described. 'is device can adjust the whole
buffering capacity to be adaptable to the impacting load on
time during the buffering process. In this paper, the
mechanism of energy dissipation in the digital hydraulic
damper and the whole damping process are studied. Based
on an energetic dissipation model, the control of the process
was given, which laid a theoretical foundation for detailed
structural design and control optimization.

We hope that this special issue updates scientific evi-
dences in electromagnetic techniques for vibration damping

and isolation, contributing to an adequate scientific and
industrial dissemination of the topic.
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In order to achieve the high efficiency and stable cushioning effect under the uncertain impacting situation, a digital hydraulic
damper is developed which can adjust the whole buffering capacity so as to be adaptable to the impacting load on time during the
buffering process. In the paper, the mechanism of energy dissipation in the digital hydraulic damper and the whole damping
process are studied. 0e relationship between the energy dissipation process and the control process is given. Firstly, the energy
dissipation process of the digital throttling unit is studied, and the mathematical model of energy losses of the digital hydraulic
damper unit and the energy dissipation model of the whole digital damper are established. 0e energy dissipation model of the
digital hydraulic buffer is proposed. Secondly, the effect on energy losses caused by the three elements of the digital damper, which
are the sudden extension of cross section, form of orifice, and form of cone valve port, is analyzed. Finally, based on the energy
dissipation model, the control model of the energy dissipation process is given, which lays a theoretical foundation for detailed
structural design and control optimization.

1. State of the Art

As a kind of safety protection device, the hydraulic damper
has been widely used in various occasions.0e basic working
principle is that the energy generated by the impacting body
is consumed by means of throttle section which can produce
liquid resistance.

Jiang [1] studied the gradual throttling hydraulic
buffer, and the role of gradient throttle hydraulic buffer in
a tracked vehicle suspension system is analyzed. Wang
et al. [2] studied the structure design, optimization, and
dynamic characteristics of multiorifice hydraulic buffer.
Wang and Shen [3] simulated and analyzed the viscoelastic
damper; an optimum method of clay buffer design was
proposed. Qi [4] made a comparative study of the ex-
periment and simulation of the viscoelastic buffer, which
indicates high feasibility of the application of the visco-
elastic material in the recoil mechanism. Wang et al. [5]
studied the cushioning characteristics of viscoelastic
buffer, which shows that the use of viscoelastic damper can

increase the energy absorption rate and improve the
stability. Baochen et al. [6] studied and analyzed the buffer
characteristics of throttle bar buffer and verified the ra-
tionality of the selection method of K.

For the buffer, the prompt response and the smooth
buffering process should be improved on the basis of
guaranteeing the buffer efficiency and amount of absorbed
shocking energy. In order to realize the above goals, a
digital hydraulic buffer is proposed by Wang et al. [7]. In
the buffer as shown in Figure 1, the throttle valve and
high-speed on-off valve are connected in series to form a
digital magnetic throttle unit, and the digital throttle valve
group is composed of several groups of digital magnetic
throttle units in parallel; high-speed on-off valve con-
trolled by PID is used to complete the variable throttle
control.

For the digital hydraulic buffer, in order to achieve the
high efficiency and stable cushioning effect under the
uncertain impact load, the following problems should be
solved: firstly, for the digital throttling unit, the key point
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is how to ensure the appropraite PWM (pulse width
modulation) and value of energy dissipation during the
buffering process, and secondly, how to control the whole
buffering capacity so as to make it adaptable to the
impacting load on time during the buffering process.

In order to achieve the above objectives, the energy
dissipation process of the digital throttling unit needs to
be studied. On this basis, the energy dissipation model
and the control model of the digital hydraulic buffer
should be proposed, which will provide a theoretical
foundation for detailed structural design and control
optimization.

Aiming at the problem of energy dissipation, Hong
et al. [8–10] studied the flow coefficient and flow field
variation law of various valve ports. Zhang et al. [11] have
carried out the experimental research on the flow co-
efficient of the orifice of flat plate valve, conical valve, ball
valve, and slide valve and put forward the optimum design
for the structural design of various orifices from the flow
coefficient point of view. Wu [12, 13] analyzed the flow
characteristics of servo valve in the laminar and turbulent
state by means of experiment. Srikanth and Bhasker [14]
studied the formation and development of vortices in the
flow field of hydraulic valves based on the dynamic grid
technology. Pace et al. [15] studied the flow coefficient of
the spool valve orifice and the liquid change of the internal
flow field. Liu et al. [16] studied the wake flow field of cone
flow meter. Yu et al. [17] studied the effect of orifice
chamfer on the flow field characteristics of perforated
plate flow meter. Gao [18] carried out finite element
analysis on the flow field of the complex flow passage and
various throttle holes. Wang et al. [19] studied the causes
of cavitations’ generation and influencing factors of the
hydraulic poppet valve port. Fu and Du [20] studied the
cavitations’ phenomenon in high-speed flow of throttle

groove. Vallet et al. [21] studied the hydraulic pressure of
the hydraulic spool and the flow coefficient of the valve
orifice.

Among the above research, the mechanism of energy
losses in the whole damping system and the whole damping
process has not been systematically studied.0e relationship
between the energy dissipation process and the control
process is not mentioned. In our research, the energy dis-
sipation process of the digital throttling unit is studied, and
the influence of the sudden extension of digital damper unit,
valve opening, and extension on energy losses is analyzed.
Energy dissipation model of the digital hydraulic buffer is
proposed, and the correlative model of energy dissipation
and control processes is established, which lays a theoretical
foundation for detailed structural design and control
optimization.

2. Energy Dissipation Mechanism of the Digital
Hydraulic Damper

A digital hydraulic damper consists of several digital
magnetic throttle units which are made up of the high-speed
on-off valve and the throttle valve. 0e throttle valve and the
high-speed on-off valve are connected in series so as to form
the digital throttling unit shown in Figure 2, which consists
of the throttle valve body, coil, valve core, gas spring, keeper,
and pole shoe. A number of digital magnetic throttle units
are combined together in parallel to form a digital throttle
valve group. When the oil passes through the unit, there are
local pressure losses and frictional pressure losses, and a
damping force is created so as to buffer the impacting object
until it stops.

As shown in Figure 3, when the fluid flows through the
digital throttling unit, there are three kinds of energy losses
which are local pressure losses at sudden change cross

12

13

11

10

9

8 7 56 4

3

21

13

Figure 1: Digital buffer hydraulic system. (1) Motor; (2) tank; (3) gear pump; (4) check valve for rod chamber; (5) group of oil inlet control
valves for rod chamber; (6) group of oil outlet control valves for the rod chamber; (7) group of oil inlet control valves for the rodless chamber;
(8) group of oil outlet control valves for the rodless chamber; (9) cylinder; (10) reset spring; (11) digital throttle unit; (12) check valve for the
rodless chamber; (13) safety valve.
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section, frictional pressure losses through the orifice, and
local pressure losses through the cone valve port. A math-
ematical model for the energy losses of the unit is analyzed
according to the above three factors.

2.1. Mathematical Model for the Energy Losses of the Unit.
0e flow rate of the digital damper unit depends on the flow
capacity of the conical valve orifice. In a pulse width
modulation (PWM) period, the average flow rate through
the valve orifice is proportional to the PWM of the input
signal. 0e average flow rate of the digital damper unit is as
follows:

q � τCdA2

�����
2Δp2

ρ

􏽳

. (1)

In the formula, q is the average flow rate of the digital
damper unit, τ is the PWM of pulse, which is equal to tp/tf ,
where tp is the pulse width of PWM and tf is the pulse period
of PWM, Cd is the flow coefficient, A2 is the area of throttle
hole at section 2-2, and Δp2 is the pressure difference of the
conical valve orifice.

2.1.1. Local Pressure Losses at Sudden Change Cross Section.
In Figure 3, local pressure losses at sudden change cross
section are illustrated when the fluid flows into the orifice
of the digital magnetic throttle unit. hm (local pressure

losses at sudden change cross section) can be described as
follows:

hm � 1 −
A2

A1
􏼠 􏼡

2
v22
2g

� ζ
v22
2g

. (2)

In formula (2), A2 is the area of section 2-2,A1 is the area
of section 1-1, v2 is the average velocity of flow in section 2-2,
ζ is the partial loss coefficient which is equal to 1 − (A2/A1)

2

and g is the gravity acceleration. According to formula (2),

v2 �
q

A2
�
τCdA2

A2

�����
2Δp2

ρ

􏽳

. (3)

0e energy losses at cross section changes are as follows:

hm �
ζΔp2

ρg

τCd

1
􏼒 􏼓

2
. (4)

2.1.2. Frictional Pressure Losses through the Orifice.
According to the Navier–Stokes equation, the pressure losses
Δp1 flow through the distance of 1 are as follows:

Δp1 �
32μlv2

d2 . (5)

In formula (5), μ is the kinematic viscosity of the fluid, d

is the diameter of the throttle hole, and v2 is the velocity of
the fluid in the throttle hole. According to formulas (3) and
(5), it shows that the pressure losses are as follows:

1 2 3 4 5 6 7 8 9

Figure 2: Digital magnetic throttle unit. (1) Integrated valve block; (2) valve body; (3) ring iron; (4) coil; (5) yoke; (6) spool; (7) reset spring;
(8) iron core; (9) fastening ring.

1 2 3

1-1 2-2

Figure 3: Energy losses of digital damping unit. (1) Local pressure losses at sudden change cross section; (2) friction pressure losses through
the orifice; (3) local pressure losses through the cone valve port.
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Δp1 �
32μlτCd

d2

�����
2Δp2

ρ

􏽳

. (6)

2.1.3. Local Pressure Losses through the Cone Valve Port.
0e buffering process is realized by means of a number of
parallel digital damper units. If the number of opened digital
magnetic throttle units is n at the moment, then the average
flow q, which flows through the port of the cone spool, is as
follows:

q �
Av

n
. (7)

In formula (7), A is the cross-sectional area of the digital
hydraulic damper piston which is shown in Figure 1, and v is
the motion velocity of the piston at this moment. Pressure
losses caused by the cone spool of the digital magnetic
throttle unit are as follows:

Δp2 �
ρ
2

Av

nτCqA2
􏼠 􏼡

2

. (8)

2.1.4. Energy Dissipation Model of the Digital Hydraulic
Damper. In summary, total losses of each digital damping
unit in the digital hydraulic damper include three parts
which are losses in the sudden extension section, losses
along throttle orifice, and local losses at cone valve orifice.
0e mathematical model of total losses per digital
damping unit (water column height) can be described as
follows:

h �
Δp1

ρ
+
Δp2

ρ
+ hm �

32μlτCd

ρd2

�����
2Δp2

ρ

􏽳

+
1
2

Av

nτCqA2
􏼠 􏼡 +

ζΔp2

ρg

τCd

1
􏼒 􏼓

2
.

(9)

Here, the energy dissipation model of the whole system
is given as follows:

H � 􏽘 hi, i � 1, 2, 3, . . . , n. (10)

2.2. Simulation Analysis of Energy Losses of Digital Damping
Unit. In this section, the three factors affecting the energy
losses of the digital damping unit are mainly studied, which
are, namely, the sudden extension channel with chamfer,
sections with different proportions of sudden extension, and
conical spool with different angles. Focusing on the three
factors, the simulation analysis is done.

0e flow field modeling of the channel with sudden
extension can be established according to Figure 4 and
Table 1. 0e flow channel of the digital damping unit is
shown in Figure 4, which has a damping hole. 0e diameter
of the hole is 0.5mm and the length of the hole is 0.75mm.

0e size of sections with different proportions of sudden
extension is obtained according to Table 1.

Here, 45# hydraulic oil is used in the simulation and the
specific simulation parameters are shown in Table 2.

0e flow field modeling of the conical valve core is
established according to Figures 5 and 6 and Table 3. 0e
conical valve core in Figures 5 and 6 has the same
opening height. 0e height is 0.3 mm. 0e size of the
conical spool with different angles is obtained according
to Table 3.

2.3. Influence of Extension of Cross Section with Different
Ratios. After the fluid flows through the sudden exten-
sion of cross section, the flow field diagram shown in
Figure 7 is formed. It can be seen that the jet flow
phenomenon occurs in the cross section with different
sudden extension proportions, resulting in the existence
of the wall recirculation zone and the jet recirculation
zone. 0e key factor of energy losses is swirls of various
changes in the recirculation zone. Since the recirculation
zone between the jets is small, it can be neglected. Here, L
is the length of the recirculation zone and v is the flow
velocity of the recirculation zone. 0e starting point of
the sudden extension of cross section is taken as the
coordinate origin, and coordinate map of the flow field of
the section is established. 0e coordinates of vortex
center of the recirculation zone of the upper and lower
walls are represented by O1 and O2.

From Figure 8 and Table 4, it can be seen that the
pressure is changed seriously when the sudden spread
ratio is equal to 1.5. From Figures 9–15, it can also be seen
that with the increase of the sudden spread ratio, scale of
the vortex and the negative pressure region is increased.
However, from Figure 16 and 17, it can be seen that the
sudden spread ratio is inversely proportional to the
turbulent kinetic energy and velocity of the vortex center
reflux. In summary, the scale of the vortex is not the key
factor of energy losses. 0e key factors which determine
the energy losses in the sudden spread of the cross section
are the reflux speed and turbulent kinetic energy in the
reflux zone. 0e smaller the sudden spread ratio, the
greater the confluence velocity and turbulent kinetic
energy in the reflux zone. And the more complex the

0.
5m

m

a

b c

d

Figure 4: Structure of channel with sudden extension.
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structure of the vortex in the reflux zone, the more in-
tense the motion and the greater the local pressure losses.
From Figure 18, it can also be verified that the pressure
difference between inlet and outlet is inversely pro-
portional to the sudden spread ratio, and the flow co-
efficient is proportional to the sudden spread ratio. It

shows that the larger the sudden spread ratio, the smaller
the energy losses.

2.4. Chamfer Effect on Energy Losses of Sudden Extension of
Cross Section. From Figures 19 and 20 and Table 5, it can

Table 2: Simulation parameters.

Model Viscosity (kg/m·s) Density (kg/m3) Inlet velocity (m/s)
45#hydraulic oil 0.04 890 15

(0, 0) (0.5, 0)

(0, 0.75) (0.5, 0.75)
(–1.5, 0.75)

(–1.5, 2.25)

(2, 0.75)

(2, 2.25)a b

c

Figure 5: Structural sketch of 60° conical valve core.

(0, 0) (0.5, 0)

(0, 0.75) (0.5, 0.75)
(–1.5, 0.75)

(–1.5, 2.25)
(–0.75, 2.25) (0, 0.75)

(2, 0.75)

(2, 2.25)

a b

c

Figure 6: Structural sketch of 90° and 120° conical valve core.

Table 3: Structural size of the conical spool with different angles.

Name Coordinate (unit: mm)
Angle a b c
60 (− 0.807, 2.25) (1.193, 2.25) (0.25, 0.617)
90 (− 0.75, 1.05) (0.75, 1.05) (0.25, 0.8)
120 (− 0.75, 0.733) (0.75, 0.733) (0.25, 0.906)

Table 1: Structure size of sections with different proportions of sudden extension.

Name Coordinate (unit: mm)
Cross sections with proportion of sudden extension a b c d
1.25 (0, 0) (0.625, 0) (0.625, 0.75) (0, 0.75)
1.5 (0, 0) (0.75, 0) (0.75, 0.75) (0, 0.75)
1.75 (0, 0) (0.875, 0) (0.875, 0.75) (0, 0.75)
2 (0, 0) (1, 0) (1, 0.75) (0, 0.75)
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Figure 7: Flow field diagram of the sudden extension of cross section.
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Figure 8: Sudden extension ratio is 1.25.

Table 4: Characteristics of sudden extension reflux zone in cross section.

Inlet condition Vortex position Vortex structure Reflow zone length

15m/s

O1 (0.067D, 0.067D) Complex structure and intense movement 0.33D
O1 (0.18D, 0.16D) Stable reattachment vortex 0.94D
O1 (0.4D, 0.33D) Stable reattachment vortex 1.33D
O1 (0.62D, 0.31D) Stable reattachment vortex 1.54D

D is the diameter of the damping hole.
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be seen that if there is a chamfer at extension of cross
section, the size of the vortex at the extension of cross
section will be reduced, and the negative pressure zone
will also be reduced. From Figures 21 and 22, the same
result can be obtained. From Figure 23, it can be seen that
the turbulent kinetic energy of extension of cross section
with chamfer is lower than that of the sudden extension

of cross section without chamfer. From Figure 24, it can
be seen that the reflux velocity of vortex center of the
sudden extension of cross section with chamfer is lower
than that of the sudden extension of cross section without
chamfer.

0e pressure losses at the sudden extension of cross
section are mainly due to the fact that the streamline
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Figure 9: Sudden extension ratio is 1.5.
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Figure 10: Sudden extension ratio is 1.75.
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cannot be bent, which will cause the vortex at the sudden
extension of cross section and then cause pressure losses
and energy losses. 0e flow coefficient of the sudden
extension of cross section with chamfer is 0.47, and that
of the sudden extension of cross section without chamfer
is 0.49, which increases the flow capacity by 4.25%.

Sudden spread with chamfer will make the streamline at
the sudden extension of cross section more smoothly,
which is conducive to reducing the size of the vortex,
reducing the velocity and turbulent kinetic energy in the
wall reflux zone, and reducing pressure losses and energy
losses.

3.83e + 03

3.64e + 03

3.45e + 03

3.26e + 03

3.07e + 03

2.88e + 03

2.49e + 03

2.68e + 03

2.30e + 03

2.11e + 03

1.92e + 03

1.73e + 03

1.53e + 03

1.34e + 03

1.15e + 02

9.59e + 02

7.67e + 02

5.75e + 02

3.83e + 02

1.92e + 02

0.00e + 00

Pathlines-1
Particle ID

Figure 11: Sudden extension ratio is 2.
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Figure 12: Pressure nephogram (sudden expansion ratio is 1.25).
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2.5. Effect of Core Angle on Energy Losses of Poppet Valve.
From Figures 25–27, it can be seen that the angle of the
poppet valve core is inversely proportional to the size of the
vortex at valve port and the edge of valve port at the same
opening height. From Figures 28–30, it can be seen that there
is a fluid separation phenomenon at the tip of the poppet

valve core. 0e larger the angle of the poppet valve core is,
the weaker the fluid separation phenomenon is. 0e larger
the angle of the core, the larger the high pressure zone at the
core outlet. From Figures 31–35, it can also be seen that with
the increase of the core angle, the turbulent kinetic energy
region decreases, the turbulent intensity decreases, and the
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Figure 13: Pressure nephogram (sudden expansion ratio is 1.5).
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Figure 14: Pressure nephogram (sudden expansion ratio is 1.75).
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energy losses in the region decrease. With the increase of the
angle of the core, the negative pressure on the wall of poppet
valve becomes smaller and the flow velocity decreases, and
the pressure change rate and the flow velocity change rate
become smaller. Large negative pressure will accelerate the
vortex velocity in the wall reflux zone, and the flow field
changes more complex, resulting in greater pressure losses
and energy losses.

In summary, energy losses at the poppet valve port
include the energy losses at the edge of the valve port and
energy losses at the tip of the valve core. When the poppet
valve core is opened at the same height, the smaller the angle
of the poppet valve core is, the faster the fluid flows through
the poppet valve core, which accelerates the vortex flow in
the edge area of the valve port, enhances the turbulence
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Figure 15: Pressure nephogram (sudden expansion ratio is 2).
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Figure 16: Turbulent energy distribution at the sudden extension
of cross section.
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Figure 17: Velocity distribution in the recirculation zone of vortex
core section.
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intensity, and increases the energy losses. 0e flow sepa-
ration phenomena will occur in the tip area of the poppet
valve core with circular cross section, which makes the
separation vortex occur in the tip area of the valve core and
increases its energy losses. With the increase of the angle, the
energy losses decrease.

3. Control Model of Energy Dissipation Process

According to the energy dissipation model of the whole
system proposed in Section 2, it can be seen that the key
factors are as follows: pulse width modulation (PWM) of the
digital damper unit, number of digital damper units,
chamfer on the sudden extension of cross section of the

digital damper unit, sudden extension of cross section with
different ratios of the digital damper unit, and cone spool
with different angles of the digital damper unit. All of them
affect the energy dissipation process.

0eoretically, the above five parameters should be
controlled during the process of the digital damper. 0eo-
retically, the above five parameters should be controlled
during the damping process. In this paper, PWM and
number of digital damper units are the present adjustable
parameters. Only the PWM of digital damping elements and
the number of digital damping elements are designed as the
adjustable parameters at present.

0e work equation is as follows: W � FS. Under the
same energy absorption situation, the force on the piston
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Figure 18: Flow coefficient of different sudden extension ratios and the pressure difference between import and export.
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Figure 19: Without chamfer (sudden spread ratio is 1.5).
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rod of the damper is inversely proportional to the dis-
placement of the piston in the damper cylinder. In the
formula, W is the total energy absorbed by the hydraulic
damper, F is the force on the piston rod in the damper
cylinder during the buffering process, and S is the

displacement of the piston in the damper cylinder during
the buffering process.

Two control modes are designed for the digital hydraulic
damper, which are the minimum pressure mode and the
minimum displacement mode. For the minimum pressure

Table 5: Sudden spread ratio of 1.5 with or without chamfer reflux zone.

Entry condition Type Center location of vortex Vortex structure Length of reflux zone

15m/s Without chamfer O1 (0.18D, 0.16D) Stable reattachment vortex 0.94D
With chamfer O1 (0.2D, 0.13D) Stable reattachment vortex 0.8D

D is the diameter of the damping hole.
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Figure 20: With chamfer (sudden spread ratio is 1.5).
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Figure 21: Pressure nephogram without chamfer (sudden spread ratio is 1.5).
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Figure 22: Pressure nephogram with chamfer (sudden spread ratio is 1.5).
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Figure 23: Velocity distribution in the reflux zone of vortex center.
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Figure 24: Distribution of turbulent kinetic energy at extension of cross section.
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mode, the force on the piston rod in the damper cylinder
should be minimal under the situation of maximum allowable
displacement. For the minimum displacement mode, the
displacement of the piston in the damper cylinder should be
minimal under the situation of maximum allowable stress.

0e energy dissipation process of the whole system is
based on different working modes so as to determine the
appropriate buffering pressure value. Here, the buffering
pressure value is described with F in Figure 36. 0e digital
hydraulic damper is equipped with speed sensor and
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Figure 25: Flow streamline when the poppet valve core angle is 60°.
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Figure 26: Flow streamline when the poppet valve core angle is 90°.
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pressure sensor that are used to detect the impact velocity
and the pressure in the rodless chamber of the damper
cylinder, respectively.0e speed of the whole moving parts is
described with V in Figure 36.

0e control process is shown in Figure 36. When the
impacting body contacts the piston rod of the digital hydraulic
damper, the velocity of the piston, piston rod, and impacting
body will be the same. 0e velocity of the impacting body is
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Figure 27: Flow streamline when the poppet valve core angle is 120°.
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Figure 28: Pressure nephogram of a poppet valve core angle of 60°.
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detected by the velocity sensor in real time.0e pressure of the
rodless chamber of the damper cylinder is detected by the
pressure sensor in real time. After the averaging value

processing, PWM of the digital damping unit and numbers of
the digital damping units are controlled by the digital
throttling control algorithm. According to the digital
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Figure 29: Pressure nephogram of a poppet valve core angle of 90°.
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Figure 30: Pressure nephogram of 120° flow field.

16 Shock and Vibration



throttling control algorithm, the throttle area of the device can
be adjusted in real time according to the moving situation of
the impacting body so as to obtain the best total throttle area.
0en, the value of the pressure and the buffering displacement
of the digital hydraulic damper can be adjusted so as to achieve
the purpose of smooth control and timely buffering.

4. Conclusion

In this paper, the mathematical model of energy losses of
digital damper unit and the energy dissipation model of the
whole digital damper are established. Based on the energy
dissipation model, the energy dissipation mechanism of a
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Figure 32: Turbulent kinetic energy distribution nephogram (90°).
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Figure 31: Turbulent kinetic energy distribution nephogram of a poppet valve core angle of 60°.
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single digital damper unit is studied. 0e effect on energy
losses caused by the three elements of the digital damper,
which are local pressure losses at sudden change cross
section, frictional pressure losses through the orifice, and
local pressure losses through the cone valve port, is analyzed.
On the basis of the study of energy dissipation mechanism,
the control model of the energy dissipation process is given,
which lays a theoretical foundation for the realization of
better effect during the buffering process.

In the future works, the effect on energy losses, which is
caused by local pressure losses at sudden change cross
section, frictional pressure losses through the orifice, and
local pressure losses through the cone valve port, will be
tested physically by means of a test rig so as to verify the
simulation models. An optimized structure of the digital
damper unit will be given according to the testing and
simulation data, and an optimized energy dissipation con-
trol process model will be given.
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2Department of Energy and Systems Engineering, University of Pisa, Largo Lucio Lazzarino, 56122 Pisa, Italy
3Department of Mechanical Engineering, Universidad Carlos III de Madrid, Leganés, Spain

Correspondence should be addressed to Efren Diez-Jimenez; efren.diez@uah.es

Received 29 May 2019; Revised 1 August 2019; Accepted 4 August 2019; Published 20 August 2019

Academic Editor: Mahmoud Bayat

Copyright © 2019 Efren Diez-Jimenez et al. )is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Passive electromagnetic devices for vibration damping and isolation are becoming a real alternative to traditional mechanical
vibration and isolation methods. )ese types of devices present good damping capacity, lower cost, null power consumption, and
higher reliability. In this work, a state-of-the-art review has been done highlighting advantages and drawbacks, application fields,
and technology readiness level of most recent developments. In addition, a general introductory section relates presents key
considerations that any engineer, electrical or mechanical, needs to know for a deep comprehension and correct design of these
types of devices.

1. Introduction

Vibrations generate significant problems and issues in
mechanical systems such as fatigue, fracture, and energy loss
[1, 2]. )erefore, it is essential to damp the vibrations for
overall performance and durability of machines and
mechanisms. Performance of new magnetic materials in
combination with optimization tools allows the develop-
ment of efficient and tuneable vibration damping and/or
isolation techniques. Moreover, electromagnetic damping
and isolation can be clean and environmentally friendly
since there is no need of using fluids (except in magneto-
rheological dampers). )us, they can be applied in clean,
harsh, and/or extreme temperature environments such as
space, aerospace, electric vehicles, or microfabrication in-
dustries. As they provide damping through contactless
magnetic forces, most friction and wear issues of conven-
tional dampers also disappear, increasing their reliability.
Nevertheless, there are still critical issues to be solved like
design optimization, performance, cost, device ageing,

reduction of external electromagnetic interferences, or
frequency tuning.

In this paper, two different types of electromagnetic
damping devices can be found: active and passive. Active
devices are those devices that measure vibrations in real time
and react accordingly under an active control system de-
cision. )ose devices present an outstanding customized
performance. However, they require control systems, elec-
tric power systems, and sensors that increase the total
complexity, price, and energy consumption while decreasing
the reliability of the device. On the other hand, passive
devices are designed and manufactured to respond in a
certain manner against vibration without the need of active
feedback and control. )ey are flexible and can be tuned in
design or during assembly, but not during operation. )ese
types of devices have a lower cost and higher reliability at the
expense of lower performance under certain vibration
variations. In this article, we focus on passive electromag-
netic devices for vibration, damping, and isolation
(PEDVDI) because of their larger applicability. Main
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challenges of PEDVDI are to provide at least the same
damping capacity in terms of damping coefficients and
stiffness within the same mass, lifetime, and reliability of
conventional mechanical dampers, and of course, with a
competitive price.

Applications of electromagnetic devices require gath-
ering different engineering disciplines. )ey are typically
designed and manufactured by electrical engineers. Elec-
trical engineers test the devices and provide performance of
the device in some general known variables. However, the
final applications of the devices which sometimes need
specific performance values are typically developed and
selected by mechanical engineers. It is thus important to link
properly these two fields in order to obtain more efficient
and optimized devices.

One of the main objectives of this article is to summarize
and show general information of all types of passive elec-
tromagnetic devices applied in vibration damping and vi-
bration isolation. PEDVDI have been categorized as follows:
eddy current dampers (ECD), electromagnetic shunt
dampers (EMSD), magnetic negative-stiffness dampers
(MNSD), and passive magnetorheological dampers
(PMRD). )is provides a wide view of the existing tech-
nologies for a proper application selection. A second aim of
this article is to collect and present recent and outstanding
research articles on passive electromagnetic devices for vi-
bration damping and isolation in civil and mechanical en-
gineering and space applications. A comparison of the
performance and application field is given, highlighting its
main differences, pros, and cons.

In addition to the technology review part itself, a general
introductory section relates main considerations and design
key parameters that any engineer, electrical or mechanical,
needs to know for a deep comprehension of any PEDVDI
performance. )erefore, the article may be used as a design
guide for specific applications. Moreover, as it describes the
general design for each technology, it can be used as starting
point for new designs.

)is paper is organized as follows: Section 2 relates to
general design considerations of PEDVDI, Section 3 de-
scribes the review of the different technologies explored:
ECD in Section 3.1, Section 3.2 is the review for EMSD, and
Section 3.3 shows the review of MNSD. )e papers end with
the review of PMRD described in section 3.4. Finally, general
conclusions are listed in Section 4.

2. General Design Considerations of
Electromagnetic Dampers and Isolators

When designing PEDVDI, three types of materials are
mainly used: paramagnetic, soft ferromagnetic, and hard
ferromagnetic. Paramagnetic materials are weakly affected
by external static magnetic fields. Common paramagnetic
materials used in designs are aluminium, copper, titanium,
or polymers. However, when selecting paramagnetic ma-
terials, their electrical conductivity must be carefully con-
sidered, as we will describe later. Even if they are inert to
static external magnetic fields, they can severely react to
alternant magnetic fields if they are good conductors. If a

paramagnetic material is inside a static magnetizing field H,
its magnetic polarization M is negligible, acting as if they
were air or vacuum.

On the contrary, ferromagnetic materials do react
against external magnetic fields H. If an external magnetic
field is applied to a ferromagnetic material, it gets magne-
tized, increasing significantly its volumetric magnetization
M, and thus the total magnetic flux density B, i.e., more
magnetic field accumulated within the same volume.
Magnetic behaviour of the ferromagnetic materials is not
linear, but it follows a hysteresis curve (Figure 1).

Based on the value of remanence BR and coercivity HC,
we can determine whether the sample under study is a hard
or a soft magnetic material. )ose materials with large
remanence and large coercive field are called hard magnetic
materials because they are hard to demagnetize. Inversely,
soft magnetic materials have very low remanence and low
coercive field, and thus they are easily demagnetizable.

Softmagneticmaterials have a thin hysteresis curve, so they
are typically applied in applications where polarities change
very often, such as in transformers and motor windings. Soft
magnetic materials can sustain relatively small electrical losses.
)e hysteresis loop width tells much about the losses. Hard
magnetic materials have a very wide hysteresis curve, which
makes them practical in applications where they exert their
magnetic field on soft magnetic materials. )eir slope of de-
magnetization at the zero line is very shallow and does not
steepen until it goes far to the left of the zero line. If hard
magnetic materials changed polarity very often, the hysteresis
losses would be huge. Hysteresis losses can be used inmagnetic
dampers as a mechanism to transform and dissipate kinetic
energy, as shown in Section 3.4.

General values of electromagnetic properties for dif-
ferent engineering materials are listed in Table 1.

In mechanical engineering applications, we used mag-
netic materials to exert forces between themselves to provide
an output torque like in motors or damping forces as in
PEDVDI. Magnetic forces between two magnetic elements
depend on the strength and orientation of the magnetic field
that element 1 applies on element 2 and on the strength and
direction of the magnetization of element 2 [3–6]. )e force
that element 1 exerts on 2 depends on the gradient of its
volumetric magnetization M and on the magnetic field
generated by the element 2:

F12
��→

� ∇ m2
�→

· Bapplied by 1
�����������→

􏼒 􏼓 � ∇ M2
��→

· Vol2 · μ0 · Happlied by 1
�����������→

􏼒 􏼓.

(1)

)us, the larger is its magnetization the larger will be the
forces acting on it. Materials with very large magnetization
values suffer larger forces under the same external magnetic
field. Inside up, materials with very large magnetization
generate larger external magnetic fields. )erefore, in first
term, the larger is the magnetization of the elements, the
larger will be the forces of/on the device. Moreover, the
magnetic field strength that a certain element generates in its
surroundings is inversely proportional to the cube of dis-
tance. Hence, it is very important to approximate magnetic
elements as much as possible in order to increase magnetic
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forces. Air gaps between moving elements must be always
minimized.

)ere are two main methods to achieve large magne-
tizations inside a certain volume: nonpermanent magneti-
zation of soft ferromagnetic materials and permanent
magnetization of hard ferromagnetic materials. Non-
permanent magnetization is generally obtained through
magnetizing fields generated by currents circulating through
coils or windings in the device. )is option is not affected by
other phenomena provided that the current is maintained,
so it is a reliable method. Its major issue is that it requires a
continuous power consumption and current control.

Permanent magnetization of hard ferromagnetic mate-
rials has a main advantage which is that it does not require
continuous currents flowing since magnetization is done
once in factory. However, other problems must be con-
sidered. For example, as the magnetization is permanent,

forces between magnets will always appear even in non-
desired orientations, so it is important to analyse the
magnetic forces at each of the motion positions. Permanent
magnetizations usually have lower flux density on the
materials in comparison with fully saturated soft ferro-
magnetic materials. Permanent magnets, if once fully
magnetized, retains magnetism permanently, but its in-
tensity does not remain constant and normally decreases
gradually with elapse of time. )is change is known as
permanent magnet ageing, which is caused either naturally
or by external disturbance. )e external disturbance men-
tioned before can be classified into the following four types
according to characteristics: magnetic circuit reluctance
change, external field application, mechanical shock, and
temperature change [7].

For extreme applications like in space or in cryogenic
environments, other aspects also affect significantly to

Table 1: Magnetic properties of different engineering materials.

Material type Coercivity, bHc (kA/m) Remanence, Br (T) Relative permeability Saturation, bsat (T)
Ferrite magnet 150–250 0.35–0.4 1.2–1.9 0.35–0.4
Alnico magnet 30–151 0.7–1.11 1.2–1.9 0.7–1.2
Neodymium-iron magnet 675–1090 0.87–1.5 1.05 0.87–1.5
Samarium-cobalt magnet 493–790 0.83–1.15 1.05 3000
Iron 0.006–0.080 0.01–0.06 150–2000 1.6–2.15
Nickel 0.056–2.01 0.01–0.15 100–600 0.4–0.6
Cobalt 0.80–71.62 0.02–0.2 70–250 0.7–0.9
Co-Fe alloy (49% Co) 0.07–0.09 0.1–0.3 8000–15000 2.2–2.4
Ni-Fe alloy (75% Ni) 0.001–0.002 0.05–0.2 60000–250000 0.6–0.8
Ni-Fe alloy (50% Ni) 0.005–0.010 0.03–0.15 7000–100000 1.5
Electrical steel 0.032–0.072 0.5–0.8 3000–4000 1.6–2
Stainless steel 304/316 1–3 0.001–0.002 1.003–1.012 0.025–0.03
Stainless steel 430 0.5 0.8 750 1.4
Copper OFCH — — 0.99 —
Aluminium 7075 — — 1.004 —
Titanium grade 5 — — 1.0001 —
PTFE Teflon — — 1 —
Polyimide — — 1 —
Nylon — — 1 —

BSAT

BSATBR

BR

HC

H

B

Hard

Soft

HC

Figure 1: Diagram of B–H hysteresis curve for a hard and a soft ferromagnetic material.
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permanent magnetizations. Radiation, as found in space ap-
plications, can permanently demagnetize magnets [8]. )ere-
fore, special cares as correct selection of materials, even if they
have lower remanence or radiation shielding, must be con-
sidered. Temperature also plays a main role when analysing
permanent magnetization. For all permanent magnets, in-
creasing temperature means to lose their magnetization. Some
materials like SmCo may resist higher temperatures than
others, but high temperatures always imply permanent mag-
netization issues. In contrast, lower temperatures usually in-
crease permanent magnetizations for most of the materials
[9, 10]. Nevertheless, at lower temperatures, permanent mag-
nets get more brittle, so applications with very large magnetic
forces may need wall reinforcement of magnetic pieces.

As stated, magnetic forces are generated by applying
external magnetic fields to magnetized volumes. )is surely
implies that volumetric magnetization changes, according to
the material hysteresis curve. When having permanent
magnets in a device, they should be checked for possible
demagnetisation caused by external magnetic fields. Nor-
mally, only a simple check is needed at the end of the analysis.
)e check is made accordingly: to find the highest possible
temperature inside a magnet and to find the lowest possible
field value inside a magnet given by a finite element method
(FEM) model. )is lowest parametric model values should be
treated as average values inside a magnet. )en, by using the
BH-curve of the used magnet material, check that the point of
the lowest field value is above the knee point (point where
magnetizations changes are significant and irreversible) [11].

Another main point to analyse in electromagnetic de-
vices is the eddy current generation and its associated issues
and/or benefits. When magnets move through the inner
conductor, the moving magnetic field induces an eddy
current in the conductor. )e flow of electrons in the
conductor immediately creates an opposing magnetic field,
generating Lorentz forces, which result in damping of the
magnet motion and produces heat inside the conductor. )e
amount of energy transferred to the conductor in the form of
heat is equal to change in kinetic energy lost by the magnets.

Power loss due to eddy currents in a conductive sheet per
unit of mass can be calculated as

P �
π2σB2

pd2

6D
·f

2
, (2)

where P is the power lost per unit mass (W/kg), Bp is the
moving magnetic field peak (T), d is the sheet thickness (m),
σ is the electric conductivity of the conductive sheet (S/m),D
is the conductive sheet density (kg/m3), and f is the oscil-
lation frequency (Hz), or variation, of the applied magnetic
field. )us, power losses depend directly on material con-
ductivity, quadratically with the applied magnetic field on
the conductive element and on geometrical dimensions. )e
component of the magnetic field that affects for the eddy
current generation is the one perpendicular to the sheet.)is
must be considered when designing towards eddy current
motion damping.

Equation (3) is valid only under the so-called quasistatic
conditions, where magnet motion frequency is not fast

enough to generate the skin effect, i.e., the electromagnetic
wave fully penetrates into the material. In relation to very
fast-changing fields, the magnetic field does not penetrate
completely into the material. However, increased frequency
of the same field value will always increase eddy currents,
even with nonuniform field penetration. )e skin depth or
penetration depth, δ, is defined as the depth where the
current density is just 1/e (about 37%) with respect to the
value at the surface. Penetration depth for a good conductor
can be calculated from the following equation [12]:

δ �
1

�����
πfμσ

􏽰 , (3)

where δ is the penetration depth (m), f is the frequency (Hz),
μ is the material magnetic permeability (H/m), and σ is the
material electrical conductivity (S/m). Penetration depths
for different materials are plotted on Figure 2. As design
criteria, penetration depth at a certain frequency must be in
the same order than the characteristic geometric value of the
conductive elements. )is allows to maximize eddy current
generation and so the damping forces.

Eddy current generation can be linked with mechanical
damping. In a viscous damper, mechanical power losses can
be expressed as

P � FD · v, (4)

where FD is the damping force and v is the moving mass
speed. By linking eddy current power losses and mechanical
power losses, we can state that

π2σB2
pd2

6D
·f

2
� FD · v. (5)

An oscillatory linear motion frequency is directly pro-
portional to linear speed amplitude as v � A · 2 · π · f, where
A is the displacement amplitude. )us, we can determine
that the damping force-speed ratio is a constant c depending
on the eddy current electromagnetic behaviour as

ced �
FD

v
�

σB2
pd2

24D · A2.
(6)

)erefore, in order to maximize damping coefficient,
several parameters must be optimized. If the magnetic field
applied is larger, damping coefficient will increase qua-
dratically. As already stated, maximizing a generated
magnetic field can be done by selecting a material with large
magnetization and by reducing distances between magnetic
field generator magnet and conductive element. By reducing
motion amplitude, damping coefficient can also be larger.
Opposite considerations must be taken when trying not to
damp motion but to allow it smoothly.

Magnetic forces are volumetric forces that depend on the
magnetization and magnetic field directions and orienta-
tions. Some designs may require forces in radial, tangent or
longitudinal directions in order to damp or to transmit
forces. However, for most of the cases, only one direction of
the forces is required while other two directions must be
constraint or locked. If they are not locked, undesired
motions can appear. Earnshaw’s theorem states that a
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collection of permanent magnets cannot be maintained in a
stable stationary equilibrium configuration by themselves,
thus mechanical constraints must be included in any device.
)ese mechanical constrains or kinematic pairs generate
undesired frictions. )erefore, in order to minimize the
loads on these kinematic pairs, symmetrical magnetic
configurations and balanced assemblies are highly recom-
mended. )is means to include pairs of magnets instead of
odd number of magnets with counter directions and sym-
metrical magnetic mass configurations.

We can summarize some key considerations when de-
signing electromagnetic dampers and isolators as

(i) )e larger the magnetization of the elements, the
larger will be the forces

(ii) Air gaps between moving elements must be always
minimized

(iii) Permanent magnets must be analysed in all their
motion positions

(iv) Remanence of permanent magnets is affected by
mechanical shocks and external fields

(v) Temperature is also a critical aspect for permanent
magnet remanence

(vi) Demagnetization of permanent magnet pair has to
be analysed and prevented

(vii) Eddy current damping depends quadratically on
applied magnetic field

(viii) Penetration depth at a certain frequency must be
analysed in eddy current damping

(ix) Magnetic assemblies have to be symmetric and
magnetically balanced, if possible

(x) Simple and standard magnet shapes like cylinders,
ring, or blocks on prototypes must be selected.

Along next sections, we will overview different types of
PEDVDI analysing their characteristics and constructive
properties and also their application fields and performance.

3. Passive Electromagnetic Technologies for
Vibration Damping and Isolation

3.1. Eddy Current Dampers. Eddy current dampers (ECDs)
are based on the interaction between a nonmagnetic con-
ductive material and a time varying magnetic field in their
relative motion. Eddy currents are generated either by
movement of the conductive material through a stationary
magnet or by strength or position change of the magnetic
field source. )is induces a magnetic field with opposite
polarity to the applied field and a repulsive electromotive
force (EMF) which is dependent on the applied field change
rate, as shown in Section 2. Due to the conductive material
internal resistance, induced currents are dissipated into heat
and the energy transformed from the system is removed
[14].

General design of an ECD is depicted in Figure 3. It
consists of a set of permanent magnets, typically made of
NdFeB or SmCo because of their large magnetic quality,
which are aligned in front of conductive elements made in
aluminium or copper (preferred as its conductivity is the
largest). Design and device optimization are currently done
through numerical simulations on the magnetic field dis-
tribution and eddy current, generally FEM based.

)ere are three main points to consider during design
phase in order to enhance the damping coefficient of an
ECD. First is to properly orient permanent magnets poles in
respect to the conductive elements. Magnetic field vector
components must be perpendicular to the conductive plane
as much as possible because eddy currents are generated by
those components. However, there are cases where magnet
polarization capacity prevents an optimal magnets layout,
for example, radial magnetizations could be an optimal
choice for cylindrical devices, but radial polarized magnets
are not as strong as axial polarized ones yet. Second point is
to maximize the magnetic field variation, i.e., to maximize
the peak-to-peak value of the applied magnetic field. )is
maximization can be done by combining reduced air gaps,
long displacement variations, large magnetic quality of
permanent magnets, and large magnet sizes. An alternative
to large magnets could be to assemble more magnets but
with reduced sizes. In this way, eddy currents generated per
magnet will be smaller but multiplied by the number of
magnets. From a certain point, increasing the size of the
magnets does not increase the applied magnetic field;
therefore, there is an optimized size wherein it is worthier to

δ 
(m

m
)
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Figure 2: Skin depth vs. frequency for some materials at room
temperature; red vertical line denotes 50Hz frequency [13].
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add other magnets with alternative polarizations instead of
increasing the own magnet size.

)ird method, and most relevant, to enhance damping
coefficient is to increase cinematically the motion of the
permanent magnets towards faster, i.e., larger variation fre-
quency, magnet motions. We consider this method as the
most relevant because there are multiple mechanical options
to enhance or multiply magnet’s motion towards a maxi-
mization of the variation of the magnetic field. A common
method is to couple a mechanical speed multiplication stage
between vibration source and magnets frame. Mechanical
speed multiplication selection will depend on the vibration
source type of displacement. It has been typically done by
using track-pinion elements or lever arms [15] for linear
vibration oscillations and planetary speed multipliers for
rotational vibrations. )is last type of devices is profusely
commercialized in aerospace applications [16, 17]. )ese
commercial elements operate at temperature ranging from
− 40 to + 70°C, having a significant variation in damping
depending on the operational temperature. )e variation of
damping coefficient with respect to temperature is typically
− 0.5%/°C. )e main disadvantage of using mechanical
multipliers is that this part may need maintenance, lubrica-
tion, and of course contact, limiting those advantages pro-
vided by the eddy current dampers. In addition, mechanical
issues like large hysteretic forces or gear backlash prevent their
use in low-amplitude vibration damping applications like for
microvibrations [18, 19]. To solve those issues, an outstanding
and unique eddy current magnetic damper with mechanical
multiplication has been proposed and successfully tested [20].
)is commercialized device includes an innovative multi-
plication stage made through linear magnetic gearing instead
of mechanical that prevents almost all issues appearing in
conventional mechanical multiplication stages while pro-
viding excellent results both at room and high temperature
environments, with a damping coefficient of 35000Ns/m for a
19 kg device [21]. )is eddy current damper has one of the
best specific damping coefficients ever demonstrated,
1842Ns/m·kg, making it very adequate for cars or aircrafts.
Damper tested in [20] has an operational temperature range
from − 40 to + 250°C with a very low complexity of its moving
parts. )e major con is that magnetic parts generates mag-
netic contamination in its surroundings.

)ere are multiple research articles related to ECDs. Ahn
[22] presents a design procedure of an ECD for a linear

motor motion stage. )is device overcomes the disadvan-
tages of the spring type mechanism such as resonance and
assembly difficulties due to the spring. However, the design
is simple and constraint to the specific linear motor stage. In
[23], the eddy current damping is applied in a passive tuned
mass damper using a Halbach array of magnets against a
copper plate. )ey demonstrated that plate thickness se-
verely affects the damping coefficient passing from 25Ns/m
for a 4mm plate thickness to more than 35Ns/m if the plate
is 20mm for a constant speed. Berardengo et al. [24] pre-
sented a new type of adaptive tuned mass damper based on
shape memory alloys and eddy current damping.)e former
element is used to adapt the Eigen frequency of the device,
while the latter to tune the damping. Again damping co-
efficient is highly affected by geometrical parameters and
layouts. )is can be an advantage during the design process,
since it gives flexibility to the designers but it can lead to
nondesired performance if some geometric values are
modified during assembly or operation.

Besides the studies conducted in the previous references,
other applications like in civil engineering, rotors applica-
tions, precision instrumentation, robotics, or automotive
can also be found. For example, Jo et al. [25] proposed to
include ECD in an air-bearing precision stage to improve the
vibration isolation characteristics. A Halbach magnet array
was devised to increase the density of the magnetic flux of
the ECD because a stronger magnetic field generates a
greater damping force. In this case, vibrations lower than
100Hz are damped; however, vibrations above are not
damped efficiently. )is is explained because ECD damping
coefficient decreases with frequency as also found in pre-
vious references. ECD can also be found working in-
dependently or in combination with tuned mass dampers
(TMD) [26, 27] or magnetorheological dampers [28]. In any
case, references [22–28] are far from a product-oriented
design and they remained just as interesting proof-of-
concept prototypes.

)e main commercial application field for eddy current
dampers is aerospace mechanism where cleanness and re-
liability are critical requirements. Since it is rather difficult to
implement maintenance and the operational environment is
severe in aerospace, the damping device should be advanced
in long function fatigue life, high reliability, and good ap-
plicability in vacuum and heat transformation conditions.
Eddy current dampers with instinct natures, such as

Cu

v
N

S

(a)

Cu

v
N

S

S

N

N

S

S

N

N

S

(b)

Figure 3: ECD common configurations: (a) Single magnet against conductive element. (b) Multipole magnets against conductive element.
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noncontact, nonleakage, and easy implementation, become a
candidate to suppress vibrations of in the aerospace appli-
cation system. )ere are different constructions and designs
for ECD depending on the manufacturer. While the design
and “temperature factors” may vary from manufacturer to
manufacturer, the basic principle of using a high-speed
magnetic damper and a gearbox to increase the damping rate
and torque capacity is almost universal [29, 30]. Previous
studies report rotational eddy current dampers demon-
strating damping coefficients ranging between 24 and
1000Nms/rad. )e specific damping coefficient of these
devices ranges between 1000 and 2000Ns/m·kg. Damping
coefficient varies with frequency, decaying significantly for
greater than 50Hz frequencies. )erefore, they are adequate
for low-frequency damping but not very performant above
those frequencies. )ey both use a single magnet against a
copper plate and both they calculate equivalent viscous
damping coefficient from hysteresis force-displacement
curve.

Other product-oriented applications can also be found.
For high-resolution and precision instruments, such as
scanning tunnelling microscopy (STM) and atomic force
microscopes (AFM), the effective isolation of environmental
vibrations plays a key role. Different types of eddy current
dampers have been presented and analysed in the literature.
A comparison of one- and two-stage spring-suspended
systems with magnetic eddy current damping showed ac-
ceptable vibration isolation levels [31]. )e advantage of
using eddy current dampers is avoiding the use of grease-
lubricated elements near the probe, which may damage the
instrumentation. Most of the recent STM and AFM use
magnetic eddy current damping for low-frequency vibration
isolation [32, 33]. Typical values of damping coefficient for
eddy current dampers applied in instrumentations vary from
0.25Ns/m to 5Ns/m. For scientific on-ground in-
strumentation, specific damping coefficient is not relevant.
ECD in [33] was used in the pressure ranges between 10− 7 Pa
and 10− 9 Pa, showing a significant vibration displacement
attenuation going from 50 nm at 16Hz in the input to just
50 pm at 16Hz after using ECD. Major pitfall of ECDs in
STM and AFM is the magnetic contamination that ECDs
may induce in the system and in the samples.

Moreover, active electromagnetic dampers used in au-
tomotive vehicle suspension systems have also drawn so
much attention in recent years, due to the developments in
power electronics, permanent magnet materials, and mi-
croelectronic systems. One of the main drawbacks of these
electromagnetic dampers is that they are not fail-safe in case
of power failure. A passive damping element can make the
active electromagnetic dampers fail-safe. ECD has the po-
tential to be used in electromagnetic dampers, providing
passive damping for a fail-safe hybrid electromagnetic
damper. ECD for automotive applications has demonstrated
a damping coefficient 1880Ns/m for a weight of 3.25 kg [34],
which leads to a specific damping density of 578Ns/m·kg.
However, a comparison of the ECD presented in [34] with
the off-the-shelf passive dampers reveals that the size and
cost of the ECD are higher than those of passive oil dampers.
Moreover, the ECD cost is more than twice of a commercial

passive damper, due to the high cost of rare earth magnets.
)is is why it is essential to optimize the selection of shapes
and sizes also for decreasing cost and not only to increase
performance, as recommended in Section 2.

On the contrary, ECD has not been widely used for civil
engineering applications because its performance remains
rather limited due to its low density of energy dissipation.
ECD can offer advantages in building vibration damping
compared with other damping devices, such as friction
damping and viscous fluid damping. A notable advantage is
that the eddy current dampers may operate in outdoor
under severe temperature conditions. Additionally, there is
no fluid inside the damper and the damping generation is
independent of friction, potentially increasing eddy current
damper longevity and lowering maintenance requirements
[35, 36]. In those studies, it was demonstrated that the
linear damping assumption in the analytical model is only
valid for a limited range of low velocity and this velocity. It
is important, thus, to determine the aimed frequency range
when designing ECD, because for high frequencies, they
are not so performant. However, for large-scale massive
structures, the required damping will be of several orders of
magnitude larger than that for eddy current dampers ap-
plied in mechanisms. It is therefore more practical and
economical to apply eddy current dampers as a damping
element for a resonant-type absorber or tuned mass
damper. )e auxiliary mass weights of a TMD are just a
small fraction (commonly 0.5–2%) of the controlled modal
mass of the primary structure, and the damping required to
mitigate the vibration of the auxiliary mass of a TMD is
greatly reduced. A ECD optimized for TMD has demon-
strated damping coefficients of 321.34Ns/m, with a mass of
2 kg.

Last but not least, EDC can be found in manufacturing
applications [37], specifically in robotic milling. )is type of
machining has become a new choice for machining of large
complex structure parts. However, due to its serial structure,
the industrial robot has several limitations such as low
stiffness that causes a low accuracy in the machining due to
chatter vibrations. In order to mitigate these chatter vi-
brations, a novel ECD has been designed for vibration
suppression in the robotic milling process [38]. )e ECD
proposed is a multipole set of magnets against a cooper plate
oriented to damp two vibrations directions. )e damping
coefficient measured in this element is 165.6Ns/m with
0.6 kg mass, which leads to a specific damping coefficient of
276Ns/m·kg. )e results showed that the peaks of the tool
tip FRFs caused by the milling tool modes were damped by
22.1% and 12.4% respectively, in the vertical axis, which
increase the precision of the milling process and increase the
reliability of the tool.

As a conclusion, ECDs can increase the damping
property of the structures they are attached to in a broader
frequency range over the classic tuned mass dampers. Also,
they are clean and temperature resistant and they are not
quite sensitive to the change of structural modal frequencies,
thus having good robustness. Moreover, ECDs are passive
dampers and do not require complex control laws, and
therefore they are easy to be implemented. )ese advantages
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make ECDs a good choice for vibration attenuation in
mechanical systems.

3.2. Electromagnetic Shunt Dampers. An electromagnetic
shunt damper (EMSD) is essentially an electromagnetic
motor/generator that is connected to a shunt circuit
(Figure 4), in which the electromagnetic motor converts
mechanical oscillation into electrical energy, whereas the
shunt circuit design controls the characteristic behaviour of
EMSDs [39, 40]. )e main features of EMSDs are as follows:
easy design, passive control, energy harvesting, and motion
multiplication.

Analogy between mechanical and electrical systems al-
lows flexible EMSD designs by adjusting the external electric
shunt circuit, which is generally compact in size and allows
an easy element replacement. When EMSDs are combined
with gear components, as in [41], EMSDs can transform
linear motion to rotary motion and provide a great damper
force with a small size/weight. In addition, unlike conven-
tional dampers that dissipate kinetic energy into heat, EMSD
converts kinetic to electrical energy through the electro-
mechanical coupling effect, where electrical energy can be
potentially harvested and reused for other functions if
necessary. However, the optimal performance of EMSD is
inevitably constrained by the inherent resistance of motor
coils and circuit elements (such as inductors and capacitors)
in practical applications.

)ere are two main practical advantages of this passive
damper system. First is that the vibration energy is not
merely dissipated but it can be reutilized. In [42], researchers
demonstrated that by using EMSDs, vibrations were at-
tenuated while energy is transferred to an electric circuit for
its use. Secondly, vibration energy transferred to the damper
can be transported easily through wires. )is permits to
locate the dissipation in other places far from the vibration
origin. For example, in [43], an EMSD showed that it is
capable of isolating the first-order and the third-order vi-
brations (larger than 80Hz) far away from the vibration
source. In applications where on-place thermal generation is
a critical issue, like cryogenic or space applications, having
the possibility to select the most adequate dissipation lo-
cation is an interesting feature. On the other hand, EMSDs
present several limitations; for example, the presence of
inherent resistance considerably caps the maximum
damping and causes the divergence of the damper perfor-
mance from the design. Moreover, power generation per-
formance of a EMSD working as an energy harvester is
limited by resonance excitation as shown in [44]; therefore,
other methods as multigenerator methods or multi-
resonance modes have to be applied. Marinkovic and Koser
[45] showed wide bandwidth energy harvested from vi-
brations by using multigenerator method; however, its
damping capacity at frequencies lower than 20Hz is much
reduced, acting as a bandwidth pass filter. Multiresonance
mode method was used in [46] showing a device with 2
degrees of freedom that has two resonant peaks which may
be tuned independently maintaining fairly uniform power
output over a frequency range.

Main application fields for EMSDs are microvibration
[47], low-frequency energy harvesting [48–52], mostly for
microelectronics applications, and regenerative shock ab-
sorbers mostly for vehicle applications [53–57]. Other ap-
plications like human motion energy harvesting or
combined with tuned mass absorbers [58–60] can be also
found. In any case, all the developments found are limited to
the laboratory demonstrator or applications and far from its
extensive commercialization.

Recent studies for EMSDs applied as microelectronics
energy harvesting are divided into three groups according to
their objectives and approaches. )e main point is to reduce
the harvester resonant frequency in order to collect low-
frequency vibration energy from the environment. Also,
broadening current technology harvester bandwidth to in-
crease the utilization of the random vibration energy is
sought [61]. It is impossible to make a perfect harvester with
low resonant frequency, wide frequency band, and good
output performances at the same time.

In [62], power harvesting is simply achieved from rel-
ative oscillation between a permanent magnet allowed to
move freely inside a tube-carrying electrical coil with two-
end stoppers and directly connected to the vibration source.
)e proposed harvester with free/impact motion shows a
nonresonant behaviour in which the output power con-
tinuously increases with the input frequency and/or am-
plitude. In addition, the allowable free motion permits
significant power harvesting at low frequencies. Hence,
proposed harvester is well suited for applications involved in
variable large amplitude-low-frequency vibrations such as
human-powered devices. Another example of nonresonant
magnetomechanical low-frequency vibration energy har-
vester can be found in [63]. In this article, energy harvester
converts vibrations into electric charge using a guided
levitated magnet oscillating inside a multiturn coil that is
fixed around energy harvesters exterior. In this case, the
fabricated energy harvester is hand-held and the prototype
generates a normalized power density of approximately
0.133mW/cm3 g2 at 15.5Hz.

Shunt
circuit

Magnet

Coil

N

RC

RL

S

Figure 4: EMSD common configuration: a permanent magnet
oscillates along a coil generating electricity from the vibration
damping.)is electricity is then reoriented to a load resistance to be
dissipated externally or to be used or accumulated for other
applications.
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Regenerative shock absorbers are based on electro-
magnetic rotary or linear motors connected to a shunt
resistance operating as generators. Motors are linked to
the vibration source directly or through a mechanical
multiplication stage as for eddy current dampers. )ree
drive modes of the regenerative shock absorber systems
can be found: direct drive mode, indirect drive mode, and
hybrid drive mode [64]. )e direct drive system has
attracted substantial amount of interests due to its
compact design and simple manufacturing. )e direct
drive mode directly connects vibration source to magnet
stator to generate electricity. Direct drive regenerative
shock absorbers provide damping coefficient between
1500 and 2000 Ns/m.

Microvibration on board a spacecraft is an important
issue that affects payloads requiring high pointing accuracy.
Although isolators have been extensively studied and
implemented to tackle this issue, their application is far from
being ideal due to the several drawbacks that they have, such
as limited low-frequency attenuation for passive systems or
high power consumption and reliability issues for active
systems. In [65], a novel 2-collinear-DoF strut with em-
bedded electromagnetic shunt dampers (EMSD) is modeled
and analysed and the concept is physically tested. )e
combination of high-inductance components and negative-
resistance circuits is used in the two shunt circuits to im-
prove EMSD microvibration mitigation and to achieve an
overall strut damping performance that is characterised by
the elimination of the resonance peaks. EMSD operates
without requiring any control algorithm and can be com-
fortably integrated on a satellite due to the low power re-
quired, the simplified electronics, and the small mass.

EMSDs demonstrate a unique feature when handling the
damped vibration energy because it can be transported and/
or stored as electrical energy. )is makes EMSDs a very
interesting type of dampers for microelectronics and vehicle
applications. However, their wide implementation in in-
dustry has been limited by their low specific damping ca-
pacity as well as by the fact the performance is highly
dependent on the vibration frequency.

3.3. Magnetic Negative-Stiffness Dampers. Negative-stiffness
elements have been identified as unique mechanisms for
enhancing acoustical and vibrational damping. Examples of
negative-stiffness mechanisms include mechanical systems
with negative spring constants and materials with negative
moduli [66–69]. Negative-stiffness elements contribute to
damping behaviour because they tend to assist rather than
resist deformation as a result of internally stored energy [70].
Negative-stiffness isolators employ a unique and completely
new mechanical concept in low-frequency vibration iso-
lation. Vertical-motion isolation is provided by a stiff spring
that supports a weight load, combined with a negative-
stiffness structure. )e net vertical stiffness is made very low
without affecting the static load-supporting capability of the
spring. Reducing the net vertical stiffness implies that res-
onant frequency is highly reduced since resonant frequency
is proportional to the root square of the stiffness.

Generally, negative-stiffness spring is made by two bars
hinged at the centre, supported at their outer ends on pivots,
and loaded in compression by compressive forces
[69, 71–73]. Both bars are brought to almost buckling op-
eration point.)e equilibrium positions of the buckled beam
correspond to local minimum and maximum of the strain
energy curve. Since the beam stiffness corresponds to the
spatial derivative of its strain energy, the buckled beam
exhibits negative stiffness over a certain interval [74].

Permanent magnets are an easy and reliable way of
obtaining negative-stiffness springs. By using magnets
poles, it is possible to tune operation range where the
stiffness becomes negative [75]. A common setup is to
locate magnets in unstable equilibrium point by facing
equal poles, north against north and south against south, as
shown in Figure 5(a). In this way, magnet repulsion will act
with negative stiffness for displacements above and below
the preload equilibrium point, compensating coil spring
positive stiffness of the and thus, minimizing effective
stiffness in the operation point (Figure 5(b)). By mini-
mizing dynamic stiffness, the resonance frequency is lower
and therefore, vibration damping capacity in higher fre-
quencies is enhanced.

)e main advantage of negative-stiffness dampers is
that the resonance frequency is lower; therefore, it is very
suitable not only for low-frequency vibration damping but
also to enhance damping in higher frequencies signifi-
cantly. By using magnetic negative springs, the system can
be more reliable and long-lasting since one of the main
problems of mechanical negative springs is the fatigue of
the structures. Magnets will not suffer from fatigue or
permanent plastic deformation; therefore, creating nega-
tive springs through magnetic forces is worthwhile. Ap-
plication fields for magnetic negative-stiffness dampers
(MNSD) are the same as those for negative-stiffness
dampers made with structural elements: precision
manufacturing, optical and scientific instrumentation,
vehicles seat, and rotary machinery.

Among the most interesting developments, we found a
magnetic vibration isolator with the feature of high-static-
low-dynamic stiffness which is developed in [76, 77]. )e
device was constructed by combining a magnetic negative-
stiffness spring with a spiral flexure spring for static load
support. )e magnetic spring comprised three magnetic
rings configured in attraction, and it was used to reduce the
resonant frequency of the isolator. Experimental results
demonstrated that the magnetic negative-stiffness spring can
reduce the resonant frequency in more than a half while it
can expand the isolation frequency band.

Two novel designs of negative-stiffness dampers based
onmagnetism were designed, optimized, manufactured, and
tested in [78, 79]. )e two designs from those studies can
efficiently integrate negative stiffness and eddy current
damping in a simple and compact design. )e proof-of-
concept experiments were conducted through the scaled
prototypes cyclic loading on a vibration machine. Non-
linearity in negative stiffness was observed in both config-
urations. Nonlinear problems in the vibratory system are
hard to solve analytically, and many efforts have been
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devoted to its solution [80–82]. Designs in [78, 79] exhibited
the hardening and softening patterns of negative stiffness,
respectively, with increasing displacement. Compared with
the existing designs of negative-stiffness systems, unique
features of the proposed designs include symmetrical neg-
ative-stiffness behaviour; integrated damping characteristic;
and a compact design that can be installed in any direction.
Proposed designs have a great potential to replace semiactive
or active dampers in diverse vibration suppression or iso-
lation applications.

To suppress rotor systems vibration, a vibration ab-
sorber combining together negative stiffness and positive
stiffness is proposed in [83]. Firstly, the magnetic negative-
stiffness producing mechanism using ring-type permanent
magnets is presented and negative-stiffness characteristics
are analysed. )en, absorber-rotor system principles and

nonlinear dynamic characteristics are studied numerically.
Experiments are carried out to verify the numerical con-
clusions. )e results show that the proposed vibration
absorber is effective in order to suppress the rotor system
vibration, the negative-stiffness nonlinearity affects the
vibration suppression effect, and the negative stiffness can
broaden the effective vibration control frequency range of
the absorber.

A special application of magnetic negative-stiffness
dampers has been found to isolate low-frequency seismic
noise from the ground in the fields such as gravitational
wave detecting [84, 85]. )e ultra-low-frequency isolator is
made by a magnetic spring composed of a pair of ring
magnets in parallel with the conventional pendulum. )e
magnetic spring can produce magnetic torque to cancel the
gravitational torque of the pendulum and hence to reduce
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Figure 5: (a) Magnetic negative-stiffness spring configuration with coil spring for static forces. (b) Normalized forces and stiffness against
normalized displacements for magnetic spring, coil spring, and its addition.
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the resonance frequency. In this case, resonance frequency
can be up to ten times lower, hence multiplying low-fre-
quency vibration damping capacity.

MNSD can significantly decrease the resonance fre-
quency while keeping the same static load capacity, therefore
enhancing vibration damping capacity in higher frequencies.

3.4. Permanent Magnet-Based Magnetorheological Dampers.
Similar to passive hydraulic dampers, a magnetorheological
(MR) damper consists of a fluid that moves between dif-
ferent chambers via small orifices in the piston, converting
“shock” energy into heat. However, in an MR damper, an
electrical circuit is introduced in the piston assembly. As
electrical current is supplied to the damper, a coil inside the
piston creates a magnetic field and instantaneously changes
the properties of the MR fluid in the piston annular orifice.
Consequently, the dampers resistance can be continuously
changed in real time by modulating the electrical current to
the damper. Magnetorheological dampers are typically ac-
tive elements since they need current circulating through the
coils in order to generate the magnetic field [86–90]. )is
goes against passive devices benefits promoted in this article,
so in this section, we will only focus on a passive special type
of MR damper which is the permanent magnet-based MR
dampers (PMRD).

Electromagnetic coils to generate the magnetic field
intensity from the input current activate most of the pro-
posed or developed MR dampers. So, to obtain the desired
damping force, various control-related devices such as
current amplifiers, signal converters, and signal processors
are absolutely required. Furthermore, coil and wire modules
of the current make the damper structure more complicated
and difficult to assemble. In order to improve the com-
mercial feasibility, self-powered MR dampers have been
developed featuring energy harvesting by piston movement.

However, they are not convincing powerless options. In this
sense, in PMRD, damping force is tuned by a permanent
magnet instead of electromagnetic coil circuits typically used
to drive MR dampers [91]. PMRD consists of a ferromag-
netic piston that is magnetically activated through a per-
manent magnet external motion (Figure 6). Damping force
variation of PMRD is realized by the magnetization area or
magnet flux dispersion variation, not by the input current
magnitude. )us, the PMRD input variable is totally dif-
ferent from the conventional MR damper.

)e major advantage of PMRD is the specific damping
coefficient magnitude since they can reach values as high as
oil viscous dampers while keeping a tuning capacity of their
performance. In comparison, with active MR dampers, the
reduced power consumption is the second main benefit
when PMRD was chosen for certain applications. )e main
drawback for this kind of devices is that most of them need
magnetorheological fluid for its operation, eliminating all
the benefits associated to oil-free devices, for example,
cleanness, maintenance free, and reliability. In fact, PMRD
are hybrid devices between oil dampers and PEDVDI. )e
fields of application for this type of device are mainly au-
tomotive elements like dampers [92], clutches [93, 94], or
brakes [95] and also prosthetic mechanical systems. How-
ever, most of studies found in the literature are still labo-
ratory prototypes, and as far as we are concerned, there is no
commercialized device based on this technology.

A novel type of tunable magnetorheological PMRD
damper based only on the location of a permanent magnet
incorporated into the piston was designed, built, and tested
in [96]. It was observed that the damping force reached up to
390N according to the piston location. )e maximum
damping coefficient is 21428Ns/m for an estimated mass of
1 kg. To reduce the nonlinearity of on the magnet location, a
modified structure of the sidebar was utilized in the piston. It
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Figure 6: Permanent magnet-based magnetorheological damper (a) compared with active magnetorheological damper (b).
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was experimentally shown that a linear variation of the
damping force can be obtained based on the sidebars curved
shape. It was also reported in a previous study on this
damper that its response time is relatively slow compared
with a conventional MR damper using an electromagnetic
coil [97]. It should be remarked that the damping force can
decrease a lot, perhaps due to the slow response time of the
magnet when the excitation frequency is increased.

Sato [98] presents a power-saving magnetizing device for
magnetorheological fluids. )is device encompasses a per-
manent magnet for magnetizing the device, instead of an
electromagnet that consumes electric power.)e permanent
magnet applies a magnetic field to the device through a
specially designed magnetic yoke. )e field intensity can be
controlled by moving the magnet. When the magnetic field
is controlled by a permanent magnet, thrust that attracts the
magnet into the yoke normally acts on the magnet and
consumes the power holding and moving the magnet.

As stated, PMRD has also been oriented for its appli-
cations in prosthetics. )e development presented in [99] is
a special damper mechanism proposed to make a prosthetic
leg which can derive from on mode to off by using per-
manent magnet only. )e mechanism design is undertaken,
and the damping force is analysed in order to validate the
effectiveness of the proposed damper system for the patient’s
motion without the control device. )e system can provide
up to 1500Ns/m when it is “on” while the “off” damping
coefficient is not larger than 55Ns/m, demonstrating a very
high variation capacity given by the permanent-based
actuation.

PRMDs are hybrid devices combining the high specific
damping capacity of oil dampers with the electromagnetic
damping modulation capacity. )e main drawback for this
type of devices is that they need magnetorheological fluid for
its operation, eliminating all the benefits associated to oil-
free devices, for example, cleanness, maintenance free, and
reliability.

4. Conclusion

Passive electromagnetic devices for vibration damping and
isolation are becoming a real alternative to traditional
mechanical vibration and isolation methods. Passive devices
are designed and manufactured to respond in a certain
manner against vibration without the need of active feed-
back and control. )ese types of devices present good
damping capacity, lower cost, null power consumption, and
higher reliability.

We have presented e a general description of all types of
passive electromagnetic devices applied in vibration
damping and vibration isolation. )ose devices have been
categorized as follows: eddy current damper (ECD), elec-
tromagnetic shunt damper (EMSD), magnetic negative-
stiffness damper (MNSD), and passive magnetorheological
damper (PMRD). We have analysed their topologies and
pros and cons in the fields of applications, and we have given
some characteristic parameter values. All this information
has been summarized in Table 2 (advantages and drawbacks
are described comparatively with other types of PEDVDI).

In addition to the technology review part itself, a general
introductory section relates main considerations and design
key parameters that any engineer, electrical or mechanical,
needs to know for a deep comprehension of any PEDVDI
performance.

)erefore, the article may be also used as a design guide
for specific applications. Moreover, as it describes the
general design for each technology, it can be used as a
starting point for new designs. A practical list of key con-
siderations when designing electromagnetic dampers and
isolators is given in the general design considerations of
electromagnetic dampers and isolator section.
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Mart́ınez Pérez in the preparation of figures.

References

[1] R. Palomera-Arias, Passive Electromagnetic Damping Device
for Motion Control of Building Structures, Massachusetts
Institute of Technology, Cambridge, MA, USA, 2005.

[2] N. Z. Meymian, N. Clark, J. Subramanian et al.,Quantification
of Windage and Vibrational Losses in Flexure Springs of a One
Kw Two-Stroke Free Piston Linear Engine Alternator, SAE
Technical Paper Series, PA, USA, 2019.

[3] I. Valiente-Blanco, E. Diez-Jimenez, and J.-L. Pérez-Dı́az,
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[6] J.-L. Pérez-Dı́az, J. C. Garćıa-Prada, E. Dı́ez-Jiménez et al.,
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Hysteresis is one of key factors influencing the output of magnetorheological (MR) actuators. -e actuators reveal two primary
sources of hysteresis. -e hydro(mechanical) hysteresis can be related to flow dynamics mechanisms and is frequency- or rate-
dependent. For comparison, the magnetic hysteresis is an inherent property of ferromagnetic materials forming the magnetic
circuit of the actuators. -e need for a good quality hysteresis model has been early recognized in studies on MR actuators;
however, few studies have provided models which could be used in the design stage. In the paper we reveal a hybrid multiphysics
model of a flow-mode MR actuator which could be used for that purpose. -e model relies on the information which can be
extracted primarily from material datasheets and engineering drawings. We reveal key details of the model and then verify it
against measured data. Finally, we employ it in a parameter sensitivity study to examine the influence of magnetic hysteresis and
other relevant factors on the output of the actuator.

1. Introduction

Magnetorheological (MR) dampers are fairly well-known
devices utilizing MR fluids which, when subjected to
magnetic stimuli of sufficient strength, generate yield stress
[1]. So far, the unique technology has been commercialized
in semiactive passenger vehicle suspensions, powertrain
mounts [2], or optical finishing [3]. Low power consump-
tion, fast and reversible responses, and high dynamic range
have made the devices attractive for use in vibration control
systems in particular [4]. As MR dampers are generally
operated in real-time control systems, their dynamic per-
formance is equally important as or more important than
their steady-state characteristics. Steady-state characteristics
only provide the evidence of an actuator or a damper
meeting the required force/torque range (or force/torque)
targets. -eir dynamic behaviour needs to be quantified at
the same time if it is used in a real-life control process. -us,
understanding the contributions of various factors com-
plicating the force or torque build-up dynamic process is
critical for the development of a realistic application. Briefly,

with MR actuators, there is ample evidence of several factors
complicating the force/torque generation process, namely,
mechanical/hydraulic hysteresis, magnetic hysteresis, con-
trol circuit dynamics such as eddy currents, driver dynamics,
temperature, flow losses, friction, and nonlinear relationship
between the material’s yield stress and the induced flux
[5–7]. -ese factors influence the device’s ability to generate
the output force/torque and need to be accounted, for in-
stance, for in the control algorithm development process.

In this study, we pay particular attention to modeling the
damper’s hysteretic behaviour. In general, MR devices reveal
two primary sources of hysteresis. -e (hydro-)mechanical
hysteresis can be related to the damped dynamics of a heavy
slug of MR fluid (MRF) bouncing against compliant col-
umns of MRF in fluid chambers. -e effect is rate- or fre-
quency-dependent, and its magnitude varies with the
current applied, too. It disappears as the mechanical exci-
tation frequency approaches zero [8]. -e magnetic hys-
teresis is different. It is present in all electromagnetic devices,
e.g., electromagnetic solenoids [9], motors [10], and mag-
netorheological actuators [11]. First of all, it is the inherent
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property of ferromagnetic materials forming the magnetic
circuit of the MR valve; the hysteresis of carbonyl iron-
(CIP-) basedMFRs is virtually nonexistent [12]. Next, it does
not vanish as the inducing current frequency approaches DC
limit. Also, temperature, load history, and mechanical
stresses have a negative influence on the hysteresis and
magnetization characteristics of ferromagnetic materials
[13]. For instance, it is a common practice to subject ma-
chined ferromagnetic components to heat treatment for
internal stress and hysteresis as well as coercive force
reduction.

-e need for a good quality hysteresis model has been
early recognized in studies on MR actuators, and the reader
should refer, e.g., to Zheng et al. [14] for a review of suitable
phenomenological models as well as to the well-known study
of Spencer et al. [15]. In general, the posteriori parametric
models were obtained by examining the force-position and
force-velocity relationships by fitting by model response to
the actuator’s output. Such models are suitable for control
studies only. In the device’s development process, other
approaches are required. In that aspect, many MR-related
research studies neglected the particular contributor’s
presence. -e topic, however, has been well identified in the
field of conventional solenoid actuators where various
models were developed to copy the hysteretic behaviour of
the actuators. For instance, Mayergoyz [16] applied the
Preisach model to model the hysteretic behaviour of a so-
lenoid actuator. In the Preisach model, the hysteresis is the
sum of elementary hysteresis loops. Next, Coleman and
Hodgdon [17] developed a first-order differential equation
that links the field strength H and the flux density B. One
model whose parameters can be related to physical prop-
erties of ferromagnetic materials is the Jiles–Atherton (J–A)
model [18, 19]. -e model was extended to include both the
impact of eddy currents and temperature on hysteresis and
magnetisation curves [20, 21]. All of the above models can be
vectorized. Tellinen [22] proposed a simple scalar model for
handling the hysteresis based on the limiting hysteresis loop
from physical measurements of ferromagnetic materials.
With MR actuators, however, although the significance of a
good quality hysteretic model has been recognized early, the
topic does not seem to have deserved enough attention.
Significant contributions include Han et al. [23] who ex-
amined the field dependent hysteresis of ER fluids. -e
authors used the familiar Preisach approach. Moreover, Han
et al. [7] used the Preisach model to identify the hysteresis of
an MR fluid. Yadmellat and Kermani developed a model of
an MR clutch in which the developed hysteresis model was
assessed against the Preisach operator [24]. For comparison,
in their early study using the Coleman-Hodgdon model, An
and Kwon modelled the hysteretic behaviour of an MR
clutch, and by examining the torque-current loops showed
that the hysteresis is an important contributor to the device’s
output [25]. -e model parameters were identified from
physical measurements (of magnetisation characteristics) of
the materials forming the magnetic circuit of the clutch.
Next, Jędryczka et al. presented a finite-element (FE) model
of an MR clutch based on the J-A approach [26]. Moreover,
Guo et al. presented a transient multidomain model of a

flow-mode damper based on the J-A approach and then
verified it against the novel FE vector hysteresis technique
[27].-e inverse J-Amodel was recently examined by Zheng
et al. [14] to copy the transient behaviour of an MR flow-
mode damper. Goldasz et al. [28] proposed an extension of
the Bouc–Wenmodel in an attempt to separate the magnetic
hysteresis from the mechanical one. -e authors proposed a
simple lumped parameter model of the actuator including a
hysteretic operator. -e model was verified against selected
sinusoidal AC excitation inputs and provided acceptable
accuracy for practical purposes. Still, when compared to the
vast number of research studies using parametric phe-
nomenological hysteretic models, the topic does not seem
intensively studied as already mentioned.-at may be due to
few existing comprehensive electromagnetic models of such
actuators.

Another aspect is dynamics. Clearly, the insight into the
dynamics of MR actuators should be provided through
transient models. Such a comprehensive model would at-
tempt to copy not only the dynamics of the fluid flow
through the valve and the flux dynamics but account for the
physics outside the control valve as well. Suitable lumped
parameter models usually utilize a network of elements
representing physical domains of interest (hydraulic, ther-
mal, electric, and magnetic) and connections (interfaces)
between them [2]. For example, the electrical circuit of the
actuator can be represented in the form of a resistor-non-
linear inductor network model [5]. -eir main disadvantage
is the necessity of using various simplifying assumptions,
e.g., uniform yield stress/flux, fully developed flow, etc. On
the contrary, continuum multiphysics (magnetics and flow
dynamics) models utilize fewer assumptions and can be
exercised on realistic geometries, however, at a significant
computational expense [29].

As such, in the paper, we propose a hybrid multiphysics
model of the magnetorheological damper which separates
the magnetic hysteresis of the magnetic circuit of the ac-
tuator from that of the mechanical hardware. Briefly, the
electromagnetic domain is modelled using the vector hys-
teresis FE model (present in Ansys Maxwell) based on the
extension of well-known Maxwell equations [30], and the
hydraulic section is described through dimensionless
biplastic Bingham approach [31].

-e paper is organized as follows. First, we present an
MR damper geometry and key material properties. -en, in
the following section, we reveal key details of the FE model
of the actuator such as magnetic hysteresis and the coupled
lumped parameter hydromechanical model. Next, we show
measurements of magnetic hysteresis loops and a com-
parison of the measurements against the FE electromagnet
model. Finally, we show results of a parametric study (also
involving the hybrid model) in an attempt to examine the
hysteresis influence on the output of the MR actuator and
then draw conclusions.

2. Magnetorheological Damper

In the study, an MR flow-mode damper configuration having
a single coil assembly in the electromagnet and one annular
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flow path in the control valve is of research interest. -e
damper is presented in Figure 1.-e hydraulic tube houses (1)
the piston (2), the piston rod (3), the floating piston (4) and
the rod guide assembly (5). -e piston separates the MR fluid
volume into rebound chamber volume and the compression
chamber volume. -e floating piston separates the fluid from
the gas chamber. -e MR valve located in the piston control
controls the fluid flow between the rebound and compression
chamber and vice versa. -e MR valve is a conventional
control valve by design. It consists of the piston core (6), the
sleeve (7), the nonmagnetic flanges or plates (8), the coil
assembly (9), and the connecting wires (10) for connecting to
an external power supply. It is the most common single-tube
MR damper configuration.

-e MR valve’s magnetic circuit (6, 7) is manufactured
out of annealed low-carbon steel 11SMn30 (see the com-
ponents in blue in Figure 1). -e bronze (yellow) flanges (8)
define the mutual position of the piston core and sleeve. -e
distance between the outer diameter of the annulus and the
inner diameter of the sleeve defines the annular gap height.
-e coil assembly (9) incorporates N� 120 turns of copper
(purple) wire (0.5mm diameter).

-e connecting wires are routed through the thru-hole in
the piston rod (3) made of steel 42CrMo4 (AISI 4140). -e
floating piston, the rod guide, and the remaining compo-
nents are manufactured out of steel S235JR (green). -e MR
damper is filled with the fluid MRF132-DG by Lord Corp;
see the magnetisation curve in Figure 2(c). -e damper key
dimensions, rheological properties of MR fluid, and gas
chamber details are shown in Table 1. -e magnetisation
curves of the annealed low-carbon steel 11SMn30 were
determined using the measurement system Remagraph
C-500. -e obtained virgin & hysteresis data can be seen in
Figures 2(a) and 2(b).

-e coercitivity and remanence of the 11SMn30 material
sample were determined from the measured hysteresis:
Hc � 209A/m and remanence Br � 1.09 T. -e material’s
bulk conductivity was set at 5.8MS/m. Based on similar
measurements of the rod material (42CrMo4), we set its
coercivity to Hc � 1250A/m and the bulk conductivity to
4.5MS/m.

3. Modeling

In the section, we present modeling details. Specifically, we
highlight the transient magnetic FE model of the MR valve
including hysteresis followed by a description of a monotube
damper lumped parameter model. -e lumped parameter
model is coupled with the transient FE model through the
yield stress-flux density interface. We consider the integrated
model as illustrated in Figure 3. In the presented layout, the
electromagnetic circuit (described in Section 3.1) is driven by
the voltage u supplied by the current driver. -e resulting
output flux density Bg is then converted into the materials’
(fluid) field-induced yield stress τ0 (extracted from the ma-
terial’s datasheet or rheological measurements). Given the
input velocity vr or displacement and the yield stress, we then
calculate the output force according to the equations in
Section 3.2.

3.1. Transient Magnetic Model with Magnetic Hysteresis.
To model the electromagnetic circuit of the MR valve, we
applied the vector hysteresis modeling feature available in
Ansys Maxwell R19. For isotropic material and 2D/3D
problems, the vector play model was recognized to be more
computationally efficient than a vector Preisach model
[30, 33]. In general, the play model assumes a decomposition
of the applied field H into the reversible component Hre and
the irreversible one Hir. -en, the resulting flux density

B � Bre + Bir � μ0M Hre( 􏼁 + μ0Hir, (1)

where Bre is the reversible component of flux density and Bir
is the irreversible component. -e magnetization M varies
with the reversible field component along an anhysteretic
curve. -e process can be visualized as in Figure 4. -e
parameters for the model can be identified from the major
hysteresis loop. -e major hysteresis loop incorporates two
branches, the ascending branch and the descending branch,
and they can be calculated from each other, the Maxwell
model utilizes only one branch of particular B-H loops. -e
algorithm for constructing the major and symmetric minor
hysteresis loops is given in [34].

To develop the FE model, we assumed the valve to be
axially symmetrical around the centerline in a cylindrical
coordinate system. -e geometry of the MR damper
piston (valve) was simplified for the transient simulations
(Figure 5(a)). -e discretized model can be observed in
Figure 5(b). As shown, the geometry was discretized using
triangular elements. -e element length-based refinement
with the maximum length of 0.5mm was applied to the coil
core and the sleeve. Next, the value of 0.7mm was applied
to the piston rod and the hydraulic tube, and the criterion
of 0.2mm was applied to the MR fluid region in the active
zone.

To accomplish transient field simulations, the FE
model was coupled to the external circuit revealed in
Figure 6(a). -e lumped circuit documents an ideal cur-
rent source (input) in series with a resistor (coil winding)
and the FE valve object (as represented by the nonlinear
inductor). -e model is subjected to prescribed current
waveforms, and the resulting flux density in the annulus Bg
is extracted from the simulation results. -e flux density Bg
presented in the next sections was calculated by averaging
flux density of the middle of the annulus. -e information
is required for coupling the FE model with the damper
hydraulics.

-e figure also shows the curve fit to the experimental
data for the steel 11SMn30 (Figure 6(b)). -e agreement
is satisfactory except for low magnetic field strength and
on the initial magnetization curve only. -e core and
sleeve components were assigned the B-H properties of the
11SMn30 alloy and the MRF component that of MRF132-
DG available from Lord Corp. Also, the rod component was
assigned the material properties of the 42CrMo4 steel alloy
as mentioned above. Finally, all data in subsequent simu-
lations were obtained using the fixed step-size solver with the
following settings: constant time step was 0.05ms, nonlinear
residual was 1e− 7, time integration method was Backward
Euler.
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Figure 1: Magnetorheological damper. (a) MR damper. (b) Piston (control valve).
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Figure 2: Virgin and hysteresis magnetization curves. (a) Hysteresis curve of 11SMn30. (b) Static curve of 11SMn30. (c) Static curve of MRF
132-DG [32].

Table 1: MR damper dimensions and material properties.

Name Value Symbol Unit
Geometry and weight
Piston rod outer diameter 12 d mm
Piston outer diameter 36 Dp mm
Annular gap height 0.65 h mm
Active zone length 16 La mm
Core length 37 Lc mm
Piston stroke 150 Ls mm
Internal diameter of the gap 28 Dc mm
Floating piston weight 0.07 mf kg
MR fluid properties (MRF-132DG [32])
MR fluid viscosity at 40°C 0.114 μ Pa·s
MR fluid isothermal bulk modulus 1500 β MPa
MR fluid density 3090 ρ kg·m−3
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3.2.HydromechanicalModel. To illustrate or reveal the effect
of fluctuating (transient) magnetic field on the output of the
actuator, a capable damper model is required. Modeling the
behaviour of MR dampers has been clearly the subject of
intensive research, to name only [36–38]. However, we chose
to proceed further with the model of Goldasz and Sapinski in
[2]. -e approach is flexible, incorporates most key physical

phenomena occurring in the MR valve and outside of it, and
was successfully verified against several MR piston valve
configurations (monotube damper, valve: single coil, single
annular flow path, magnetic flux bypass feature). -erefore,
in the sections that follow, we describe details of the lumped
parameter model of the damper and the coupling method
with the FE transient model.

Electromagnet
model (FE)

Damper model
Equation (1)–(9)

Driver

ic, Bg

u

icmd

ic xr,vr

τ0 FdBg/τ0

Figure 3: Block diagram of the proposed model.

H

M

Hre

Hre

Hre

Hir

2Hir

M

H

Figure 4: Magnetic field decomposed into reversible/irreversible components [35].

(a) (b)

Figure 5: Simplified geometry of the piston unit and mesh. (a) Geometry. (b) Mesh.

Table 1: Continued.

Name Value Symbol Unit
Air content in the MR fluid 0.01 α —
Gas chamber
Gas volume (at midstroke) 46000 Vg0 mm3

Gas temperature 40 T °C
Initial gas pressure 30 Pg0 bar
Initial floating piston position 20 xg mm
Others
Initial rebound chamber (upper) MR fluid volume 63333 Vr0 mm3

Initial compression (lower) chamber MR fluid
volume 71250 Vc0 mm3

Coil turns 120 N —
Coil resistance 1.0 Rc Ω
Nondimensional viscosity ratio (est.) 0.1 c —
Yield stress number (est.) 0.5 δ —
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3.2.1. MR Damper Model: 9eoretical Background. -e
schematic geometry of the damper is revealed in Figure 7. In
the presented illustration, the piston separates the upper
(rebound) fluid chamber from the fluid below it (com-
pression chamber). -e pressure in the upper chamber is Pr,
and its (initial) volume is Vr (Vr0). Accordingly, the pressure
in the compression chamber is Pc, and its (initial) volume is
Vc (Vc0). -e gas pressure is Pg (Pg0), and the (initial) gas
volume below the floating piston is referred to as Vg (Vg0).
At static conditions, the pressure in each chamber is equal to
Pg0. -e cross-sectional area of the piston is Ap and that of
the rod Ar. As the piston rod moves, it displaces the floating
piston (separating the lower fluid chamber and the pres-
surised gas). -e floating gas cup mass is mg, and its dis-
placement is xg. -e friction forces against the rod guide and
the floating piston are Ffg and Ffr, respectively. We assume
one annular flow path in the MR valve; dimensions: h is the
gap height; w is the circumferential width (at perimeter);
Ag �wh is the flow channel area. -e flow rate through the
annulus is referred to as Qa. Finally, we refer to the dis-
placement of the piston rod as xr and to that of the cylinder
tube as xt (not shown).

-e fluid’s behaviour is quantified with the viscosity μ,
the density ρ, the compressibility β, and the field-induced
yield stress τ0. -e non-Newtonian rheology of the MR fluid
is described using the biplastic Bingham model [31].

We assume that the damper model would account for
the following phenomena: MR effect (using the biplastic
Bingham model mentioned above), compressibility of fluid,
dynamics of the fluid element (“slug”) motion when forced
through the annulus, entrance and exit losses in the annulus,
floating pistonmass inertia, and seal friction. Elasticity of the
cylinder tube, various effects due to heating, and the de-
pendency of seal friction on the damper internal pressure are
not accounted for.

First, the gas pressure in the volume below the floating
piston can be modeled by assuming the adiabatic process
(n� 1.4). -e gas pressure Pg is then dependent on the
position of the floating piston xg in the following manner:

Pg � Pg0
Vg0

Vg0 + Apxg
􏼠 􏼡

n

. (2)

-e pressure variation in the chambers below/above the
piston is modeled assuming isothermal processes and the
conservation of mass approach [39]. Next, the dynamics of
the mass of fluid is considered by examining the motion of
the fluid mass in the annular channel. -e resulting system
of ordinary differential equation in the state-space form
which describes the mutual relationships between the re-
bound pressure chamber Pr, the compression chamber
pressure Pc, the floating piston motion velocity vg, and the

Fd
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Ffg

Ar, mr
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Figure 7: Damper model schematic layout.
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volumetric flow rate through the annulus Qa is shown
below

_Pr � β
Ap −Ar􏼐 􏼑vp −Qa

Vr
, (3)

_Pc � β
vg − vp􏼐 􏼑Ap + Qa

Vc
, (4)

_vg �
1

mg
Ap Pc −Pg􏼐 􏼑−Ffgsign vg􏼐 􏼑􏽨 􏽩, (5)

_Qa �
Ag

ρL
Pr −Pc −Δpa( 􏼁. (6)

As already mentioned, the behaviour of the energized
MR fluid is described by incorporating the field-dependent
losses into the pressure drop Δpa which is described in detail
in Section 3.2.3; the reader should refer to [2, 39] for a more
detailed derivation of the equations and the experimental
verification method.-e pressure term also incorporates the
local flow losses Δpe. -e local flow losses as the fluid enter/
exits the annulus are accounted for using the semiempirical
equation [40]:

Δpe � K
ρQa

2A2 Qa
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (7)

KSE � Kcor 1−
Ag

Ap
􏼠 􏼡

2

, (8)

KSC � Kcor 1−
Ag

Ap
􏼠 􏼡

0.75

, (9)

where K/KSE is the pressure loss coefficient for the sudden
enlargement (exit from the gap), K/KSC is the pressure loss
coefficient for the sudden contraction (entrance to the an-
nular gap), and Kcor is the correction factor. Finally, con-
sidering the forces acting on the piston yields the following
relationship:

Fd � Ap −Ar􏼐 􏼑Pr −PcAp + Ffr + Ffg. (10)

-e friction force in MR damper is assumed to be the
sum of Stribeck, Coulomb, and viscous components [40]. As
already mentioned, the effects of viscosity change with
temperature (heating) are not included.

We solve the system of equations (2)–(10) using the
multidomain modeling package Simscape which extends
Simulink with tools for object oriented modeling and
simulating multiphysics systems [40]. Our model as
shown in Figure 8 consists of mechanical, hydraulic, and
physical signals domains. Using that environment, the
MR damper model was developed with isothermal hy-
draulic double-acting cylinder components, adiabatic gas
blocks, and friction components. -e MR fluid behaviour
as copied specifically by equation (6) was defined by
means of a custom component based on the biplastic

Bingham model approach [31] in series with the local loss
model.

To allow simulations of the transient performance of
the damper, the model was coupled to the FE model in
Ansys Maxwell through the magnetic flux density vs yield
stress relationship, τ0 � τ0(Bg). -e interface assumes zero
delay between the electromagnetic response of the circuit
and the MRF response. MRF measurements indicate the
response time of the fluid to be below 0.6ms; therefore,
that particular contribution is omitted in the developed
equation set.

3.2.2. Magnetorheological Valve Model. In this section, we
describe the biplastic Bingham computing scheme for de-
termining the pressure drop across the magnetorheological
valve. Specifically, the relationship between the flow rate
through the annulusQa and the pressure drop Δpa is needed.
-e biplastic scheme is preferred rather than the conven-
tional Bingham approach as it is more flexible and allows for
a more effective modeling of low velocity features in the
annulus, e.g., magnetic bypass [2]. Using the dimensionless
representation of the scheme in terms of the pressure
number G and the plasticity S, we express the relationship
between the flow rate Qa and the pressure drop across the
annulus Δpa as

Δpa �
2τ2La

h
G(S) �

2τ0La

h(1− c(1− δ))
G(S), (11)

where

G � −
hΔpa

2Laτ2
,

S �
12μQa

wh2τ2
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(12)

-e two additional parameters, c and δ, are referred to as
the artificial viscosity ratio and the (nondimensional) bypass
number (yield stress ratio), respectively. As the biplastic
model was well studied in prior research papers, the reader
should refer there for in-depth details and the parameter
estimation method. Briefly, δ controls the intercept force at
the zero piston velocity, and c influences the curve’s slope
below the knee-point of the force-velocity characteristics [2].
-e two parameters of the biplastic model are related to the
valve’s geometry rather than material properties. -e esti-
mation procedure was highlighted, e.g., in [36]. For example,
based on prior knowledge, the value of δ (0.5) was selected
for a valve with no leakage flow path in the annulus. Using
the model, we classify the valve’s behaviour into two flow
regimes: preyield (G≤ 1) and postyield (G> 1). -e transi-
tion point coordinates at which the behaviour of the
pseudomaterial changes from the preyield regime to the
postyield regime are equal to G= 1, S0 = c(2− 3δ + δ3).
Briefly, when in the postyield regime, the relationship be-
tween G and S can be expressed as
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G �
1
6

[3(1− c(1− δ)) + S] 2 cos
1
3

a tan 2(y, x)􏼒 􏼓 + 1􏼔 􏼕,

(13)

y � 12
������������
−81b2 + 12ba3

√
,

x � − 108b + 8a3,

a �
3
2

(1− c(1− δ)) +
1
2

S,

b �
1
2

1− c 1− δ3􏼐 􏼑􏼐 􏼑,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(14)

whereas in the preyield regime, the relationship between the
pressure drop and the flow rate through the annulus is
governed by the following formula:

G � δ
1
6

S

cδ
+ 3􏼢 􏼣 2 cos

1
3

a tan 2 y1, x1( 􏼁􏼒 􏼓 + 1􏼔 􏼕, (15)

where

y1 � 6
�
3

√
���������������������

27
S

cδ
+ 9

S

cδ
􏼠 􏼡

2

+
S

cδ
􏼠 􏼡

3

,

􏽳

x1 � − 27 + 27
S

cδ
+ 9

S

cδ
􏼠 􏼡

2

+
S

cδ
􏼠 􏼡

3

.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(16)

-e two model parameters (c, δ) can be identified from
real damper experimental data or CFD (computational flow
dynamics) simulations. Finally, equation (11) can be mod-
ified to include the contribution of the nonenergized region
above the coil of the length Lc− La through

Δpa �
2τ2La

h
G(S) +

12μ Lc − La( 􏼁Qa

wh3 . (17)

4. Magnetic Flux Measurements

For the specific electromagnet geometry, we performed a
series of measurements for extracting the flux density in-
formation with respect to the control (exciting) current
input. -e goal was to verify the FE model. -erefore, in this
section, we reveal the experimental procedure for acquiring
the magnetic flux relationship against the exciting current
and present the obtained data.

4.1. Test Rig Configuration. -e magnetic flux density was
measured in the middle of the air gap with the ultrathin
Hall transverse probe (STB1X-0201) and the magneto-
meter F. W. Bell 5180 at the sampling frequency of 100 Hz.
-e coil current magnitude coil was simultaneously ac-
quired by means of the Fluke i30s current clamp. -e MR
damper coil was excited using two laboratory power
supplies: (1) Manson SDP2603 device for lower amplitude
current excitations and (2) G. W. Instek PST-3202 power
supply for higher current inputs. -e two signals are
recorded simultaneously using the front-end Dewetron
USB-50-USB2-8 data acquisition module connected to the
laptop (Figure 9).

-e procedure was performed as follows: (1) current
increase up to the maximum prescribed current Imax, which
was followed by decreasing the current down to 0 A, (2)
input voltage polarity change, (3) repeat Step 1, (4) repeat
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Figure 8: High-level Simscape model layout.

8 Shock and Vibration



Step 2, and (5) repeat Step 1. Using the highlighted pro-
cedure, the magnetic flux density was measured for the
maximum current levels Imax � {0.5, 1, 2, 3, 4, 5} A,
respectively.

-e measurements of magnetic flux in the annular gap
were performed without the MR fluid. Note that the relative
permeability of the Hall sensor (μr � 1) placed in the thin
annulus with MR fluid would distort the accuracy of the
experiment as the flux flows around the probe as illustrated
in Figure 10. In the simulations, we assume the presence of
MR fluid would not degrade the accuracy of the model.

4.2. Results. -e obtained data are revealed in Figure 11 as
plots of flux density vs coil current.

Observations of the plots of flux density vs current reveal
the presence of hysteresis and nonlinear behaviour with the
actuator approaching the saturation at the highest current
level (Imax � 5A).

5. Modelling Results

-e series of modelling experiments was split into two
stages. First, we validate the transient FE model against the
experimental data, and then we study the behaviour of the
hydraulic model.

5.1. FE Model Verification: Air Gap, No MR Fluid. Here, the
FEmodel of the damper described in Section 3.1 was verified
against the obtained air gap flux density measurements. -e
comparison of the obtained data against the model output
can be observed in Figure 12 as plots of flux density vs coil
current. Due to the low current change rate, the eddy
currents were neglected in the model, and only the hysteresis
contribution was studied.

Again, observations of the plots reveal satisfactory
agreement with the model anywhere except for the smallest
exciting current. Overall, the plots prove the rationality of
the proposed approach.

5.2. Hysteresis Assessment of the MR Valve. Due to reasons
explained in Section 4.1, direct assessment of the hysteretic
behaviour of the MR valve with the fluid in the annulus was
not possible with the available laboratory equipment. How-
ever, CIP- (carbonyl powder iron-) based MR fluids show
virtually zero hysteresis [12]. -erefore, the presence of the
fluid in the annulus only modifies the flux density-current
relationship through its (nonlinear) magnetisation charac-
teristics. Hence, it is reasonable to proceed further under the
assumption that electromagnet model of the actuator was
validated, and it would be accurate also in the scenarios in
which the MR annulus would be filled with the fluid. Due to
themagnetic circuit saturation above 2A, we reveal the results
for the exciting currents up to 2A (Figure 13). -e nonlinear
contribution of the fluid is evident in the presented results.

Next, we examine the behaviour of the valve model for
the two following variants:

(i) Hysteresis (core loss) ON, eddy currents ON (solid
line)

(ii) Hysteresis (core loss) ON, eddy currents OFF
(dashed line)

-e hysteresis model was applied to all 11SMn30
components (core, sleeve). As presented in Figure 14, the
calculated remanent flux density is relatively independent of
the previous magnetic history within the examined coil
current range from 0.5 A to 2A, and the effect of eddy
currents is rather insignificant in the examined case as al-
ready revealed in Figure 14.

Furthermore, we repeated the flux density calculations
for one selected electric current level (Imax � 2A) for the
following three model variants:

(i) Hysteresis switched OFF, eddy currents switched
OFF (dashed line)

(ii) Hysteresis ON, eddy currents OFF (dotted line)
(iii) Hysteresis ON and eddy currents ON (solid line)

-e results are revealed in Figure 15. It is now apparent
that the hysteresis has the biggest impact on the initial

Front-end
DEWE 50

Current clamp
fluke i30

Power supply
manson SDP2603

Magnetometer
F.W. Bell 5180

Figure 9: Test rig configuration.
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output of the actuator (up to 100mT), and the contribution
of the eddy currents is negligible within the examined time
scale. -e eddy currents have little effect on the output flux
density in the examined case (Figure 15). Clearly, the first
and second scenarios are only hypothetical ones and unseen

in real MR devices. However, they were included in the
simulation for the purpose of isolating the contribution of a
specific phenomenon.

Now, the obtained flux density output can be converted
into the resulting yield stress and then used in all subsequent
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damper simulations (Figure 16). As seen in the calculated
data, the residual flux results in the field-induced yield stress
of appr. 2.23 kPa.

5.3. Damper Response to Sinusoidal Displacement Inputs.
Using the set of equations (1)–(9) in Section 3.2.1 and
(10)–(16) in Section 3.2.2 as well as the above yield stress
map in Figure 16, we then modelled the response of the
damper subjected to sinusoidal displacement inputs at fixed
(constant) current levels. -is was merely for demonstrating
the force output of the damper corresponding to the pre-
scribed current levels. -e calculated results are highlighted
as plots of force vs velocity and force vs displacement for the
peak velocity Vr � 0.3m/s in Figure 17. In the calculated
example, the stroking amplitude Xr was 30mm. Note that
the data are shifted by the gas force proportional to the
product of the gas pressure Pg and the piston rod area Ar
(equal to 339N). Hysteresis due to compressibility of the
fluid (increasing with the current/flux level), force oscilla-
tions at piston motion reversal points, can be also observed
in the generated plots, too.

Moreover, the influence of remnant flux can be seen in
Figure 18. In the figure, we present the results of off-state
(zero current) simulations with and without de-
magnetization cycle. In the revealed example, the damper
was subjected to a sinusoidal displacement input at the peak
velocity V � 0.3m/s. -e blue loops reveal the damper re-
sponse after demagnetization, and the red loops copy the off-
state behaviour of the damper which was previously excited
at Imax � 2A. -e presence of the remanent flux (appr.
54mT) results in the contribution of 140N.

5.4. Damper Response to Control Current Step Inputs. -e
optimal performance of a S/A (semiactive) control system
with an MR damper requires understanding its dynamic
behaviour. In controller design studies as well as vehicle
simulation, a need for modeling the MR damper system
dynamics arises quite often; the time delay between the force
and the control signal due to, e.g., eddy currents degrades the
system performance. -erefore, in this section, we reveal the
results of a series of simulations in which the influence of
eddy currents, magnetic hysteresis, and hydromechanical
hysteresis (due to compressibility of the fluid) is considered.
In the simulations, we assumed a fast controller [6] capable
of driving the coil to within 2ms of the commanded values.
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-eoutput is highlighted in Figure 19. As seen, the actuator’s
off-state output is degraded by the presence of a static
(residual) flux. -e actuator is capable of reaching zero flux
only in the hysteresis-free scenario.

In Figure 20, we further examined the force output
varying the coercivity from 0A/m to 200A/m. It has no
effect on the force output in the current (flux) rise stage;
however, in the current drop case (Figure 20(b)), its con-
tribution became evident as the actuator never reached the
initial force of 240N (prior to the current excitation).

5.5. Sensitivity to Gap Height: Parametric Study. Next, the
following series of numerical experiments involved studying
the contribution of the MR valve’s geometry on the residual
force (and flux) output. -e model setup incorporated the
hysteresis loss model only and no eddy current mechanism.
-roughout the experiment series, the coercivity Hc was
varied from 120A/m to 600A/m, and the gap size h from
0.65mm to 1.0mm. -e generated B-H loop set (core
material) is revealed in Figure 21.

-e calculated results are shown in Figure 22 for the
maximum electric current of 2 A. -e exciting current input

is identical with that in Figure 14. -e coercivity influences
the course of themagnetic flux density over time.-e greater
the coercive force applied, the slower the slope of magnetic
induction observed. Moreover, the material coercivity also
affects the maximum achievable magnetic flux induction.
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Note that the greater the coercive force, the lower the
maximum magnetic flux density generated. However, the
difference is minor on the order of several percent. -e
difference in maximum magnetic flux density can also be
due to the different shape of the generated hysteresis B-H
curve by Ansys Electronics.-is effect will have to be further
studied in follow-up research. However, one other con-
clusion can be drawn: the remanent flux density follows the
coercivity change. -e greater the coercivity, the greater the
remanent flux density induced.

-e relationship of the remanent flux density vs co-
ercivity within the range from 120 to 600A/m is linear
(Figure 23). -e remanent flux density decreases as the
annular gap height is increased.

Furthermore, it was of research interest to compare the
impact of the material coercivity on the ratio Bmax/Brem,
where Bmax is the gap maximum flux density, as there is a
significant influence of the annular gap size on the calculated
flux density ratio at lowmaterial coercivity levels (Figure 24).
It is evident that the gap height does not affect the flux
density ratio at higher coercivity levels. -is ratio follows the
turn-up ratio change of the MR damper (Figure 25). -e
increase of gap size and the coercivity degradation

significantly increase the turn-up ratio Kf of MR damper.
However, the maximum damping forces decrease at the
same time as illustrated in Figure 26.

5.6. Parameter Sensitivity Study: Transient Response. In this
section, we present the results of a parameter sensitivity
study. Here, we examine the influence of the coercive force
Hc, the electric conductivity σ, and the piston velocity vr on
the damping force under constant velocity excitation
(Vr � 0.3m/s) and current step inputs.

5.6.1. Influence of Material Coercitivity. To examine the
contribution of the coercivity Hc, we simulated the damper
model response to current step inputs within the range from
120A/m to 600A/m. In each scenario, we assumed the
material’s electric conductivity σ equal to 1MS/m (which is
typical to some silicon steel alloys or soft magnetic com-
posites) and the presence of eddy currents. -e FE results
from the transient model are shown in Figure 27. -e coil
current step input is also shown in Figure 27 (green dashed
line).
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-e corresponding time histories of the damping force
following the current (flux) rise/decay are revealed in
Figure 28.

5.6.2. Influence of Electric Conductivity. It is well known that
the ferromagnetic material’s electric conductivity has a
rather dramatic effect on the eddy currents induced in

solenoid structures. Here, we simulate the transient response
of the damper subjected to 2A current step inputs.-e value
of 5.8MS/m is typical of low-carbon steel alloys, whereas
1MS/m characterizes some soft magnetic composite ma-
terials. -e resulting time history is revealed in Figure 29. As
shown, as the conductivity decreases, the eddy currents are
reduced, and the response of the damper becomes faster.
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5.6.3. Influence of Piston Velocity. Setting the electrical
conductivity to 1MS/m and the coercitivity to 200A/m, we
then tested the influence of the piston velocity on the force.
In the presented examples, the force output time histories
were normalized for better comparison.-e obtained results

imply that the slower the piston velocity for control current
rise, the slower the magnitude of the force change rate
generated. After exceeding the piston velocity of 0.2m/s, the
actuator response in the current rise stage is independent of
the piston velocity (Figure 30). However, the exact velocity
value will depend on the particular damper design. For
comparison, the actuator response in the current drop stage
is independent of the prescribed piston velocity.

Apart from the eddy currents, the main source of slower
force rise is the compressibility of the MR fluid itself. -ree
different values of MR fluid bulk modulus were tested to il-
lustrate this effect (Figure 31).

-e primary response time of force (63.3% of final force)
was calculated from the simulated data (Figure 30) (Figure 32).
-e primary response time for control current rise is influ-
enced by the piston velocity. -e lower the piston velocity, the
lower the primary response time. However, the primary re-
sponse time for control current drop is independent of piston
velocity. It is noteworthy that similar trends were experi-
mentally determined in other research studies [42, 43].

6. Conclusions and Summary

In this paper, we present the results of a modeling study
involving a multiphysics model of a flow-mode MR damper.
-e model allows integrating an FE electromagnet model of
the device with a hydraulic lumped parameter model of the
device. -e modeling approach relies only on the in-
formation which can be extracted from engineering draw-
ings (geometry), material data sheets (material properties),
and therefore, it can be used in studies on the performance of
real actuators or virtual prototypes.

-e electromagnet was verified experimentally. Based on
the obtained data, we conclude that the model is capable of
predicting the magnetic hysteretic behaviour of the MR
valve. -e results concerning the hydraulic model are
simulated; however, it should be noted that the model is
based on a well-established and experimentally verified
theory [39]. To demonstrate the usefulness of the model, we
applied it in a parametric study, in which the contribution of
various geometric parameters and material properties to the
output of the actuator was studied and analyzed. For in-
stance, we can conclude the following.

(i) Residual magnetic flux is directly related to the
current history and the annular gap height

(ii) Larger annular gaps induce lower remanent (re-
sidual) flux density and then less undesired force
increase (Figures 22 and 23)

(iii) Valves with larger annular gaps height reveal higher
turn-up ratio (dynamic range), however, at the
expense of maximum damping forces (Figures 25
and 26)

(iv) Turn-up ratio (dynamic range) varies with the
coercivity and gap height (Figure 25)

(v) Demagnetizing current cycles are required to re-
duce/eliminate the residual flux (and the force
increment due to the residual flux)
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(vi) -e electrical conductivity has a major influence on
the dynamic behaviour of the actuator (Figure 29)

(vii) -e piston velocity influences the actuator’s re-
sponse time. Low piston velocities degrade the
response time in the current rise stage (Figures 30

and 32). It is likely due to the compressibility of the
fluid (Figure 31).

-e collected data enhance understanding the key
mechanisms governing the flux/force output of MR
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actuators. -ey allow for a clear separation of various
contributors to the static and dynamic behaviour of such
devices. In our opinion, the proposed model can be a useful

tool as it incorporates major key phenomena occurring in
the actuator including magnetic hysteresis and remanence/
coercivity, eddy currents, compressibility, and fluid inertia
(hydraulic hysteresis), the MR effect. It allows separating the
magnetic hysteresis from the hydromechanical one so that
the two phenomena can be examined separately.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

-e authors declare that they have no conflicts of interest.

Acknowledgments

-e authors wish to acknowledge the support of the grant
NAWA: E-Mobility and Sustainable Materials and Tech-
nologies (EMMAT) (number PPI/APM/2018/1/00027/U/
001) sponsored by the Polish National Agency for Academic
Exchange (NAWA).

References

[1] J. Rabinow, “-e magnetic fluid clutch,” Electrical Engi-
neering, vol. 67, no. 12, p. 1167, 1948.

[2] J. Goldasz and B. Sapinski, Insight into Magnetorheological
Shock Absorbers, Springer, Cham, Switzerland, 2015.

[3] W. Kordonski and A. Shorey, “Magnetorheological (MR) jet
finishing technology,” Journal of Intelligent Material Systems
and Structures, vol. 18, no. 12, pp. 1127–1130, 2007.

[4] M. R. Jolly, J. W. Bender, J. D. Carlson, and L. Drive,
“Properties and applications of commercial magneto-
rheological fluids,” Journal of Intelligent Material Systems and
Structures, vol. 10, no. 1, pp. 5–13, 1999.

[5] A. Farjoud and E. A. Bagherpour, “Electromagnet design for
magneto-rheological devices,” Journal of Intelligent Material
Systems and Structures, vol. 27, no. 1, pp. 51–70, 2016.

0

0.5

1

1.5

2

2.5

0

20

40

60

80

100

0 2 4 6 8 10 12 14 16 18 20

i c 
(A

)

N
or

m
al

iz
e f

or
ce

 o
ut

pu
t (

%
)

0.05m/s
0.1m/s
0.2m/s

0.3m/s
0.5m/s

t (ms)

(a)

i c 
(A

)

N
or

m
al

iz
e f

or
ce

 o
ut

pu
t (

%
)

0

0.5

1

1.5

2

2.5

0

20

40

60

80

100

0 2 4 6 8 10 12 14 16 18 20
t (ms)

0.1m/s
0.2m/s
0.3m/s

0.5m/s
0.05m/s

(b)

Figure 30: Influence of piston velocity for control current rise and drop (green dashed line) on the force output (full line). (a) Current rise.
(b) Current drop.

0

20

40

60

80

100

0 2 4 6 8 10

v = 0.1m/s

12 14 16 18 20

3000 MPa
1500 MPa
750 MPa

N
or

m
al

iz
e f

or
ce

 o
ut

pu
t (

%
)

t (ms)

Figure 31: Influence of MR fluid bulk modulus on the force output
at velocity 0.1m/s.

0
1
2
3
4
5
6
7
8
9

0 0.1 0.2 0.3 0.4 0.5 0.6

T 6
3 (

m
s)

vr (m/s)

Rise
Drop

Figure 32: Influence of piston velocity on the primary response
time for the rise and drop control current.

18 Shock and Vibration



[6] Z. Strecker, J. Roupec, I. Mazurek, O. Machacek, M. Kubik,
and M. Klapka, “Design of magnetorheological damper with
short time response,” Journal of Intelligent Material Systems
and Structures, vol. 26, no. 14, pp. 1951–1958, 2015.

[7] Y.-M. Han, S.-B. Choi, and N. M. Wereley, “Hysteretic be-
havior of magnetorheological fluid and identification using
Preisach model,” Journal of Intelligent Material Systems and
Structures, vol. 18, no. 9, pp. 973–981, 2007.

[8] A. Sternberg, R. Zemp, and J. C. de la Llera, “Multiphysics
behavior of a magneto-rheological damper and experimental
validation,” Engineering Structures, vol. 69, pp. 194–205, 2014.

[9] C. P. Riley, “Effect of magnetic hysteresis in solenoid valve
operation,” Sensor Letters, vol. 11, no. 1, pp. 9–12, 2013.

[10] Y. Chuang, S. Niu, S. L. Ho, W. Fu, and L. Li, “Hysteresis
modeling in transient analysis of electric motors with AlNiCo
magnets,” IEEE Transactions on Magnetics, vol. 51, no. 3,
pp. 1–4, 2015.

[11] J. Gołdasz, B. Sapinski, and Ł. Jastrzębski, “Assessment of the
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+e use of magnetorheological dampers has rapidly spread to many engineering applications, especially those related to
transportation and civil engineering. +e problem arises upon modelling their highly nonlinear behaviour: in spite of the huge
number of apparently accurate models in the literature, most fail when considering the overall magnetomechanical behaviour. In
this study, a brief but broad review of different magnetorheological damper models has been carried out, which includes
characterisation, modelling, and comparison. Unlike many other studies, the analyses cover the behaviour from preyield to
postyield regions of the MR fluid. +e performance of the different models has been assessed by means of numerous experimental
tests and by means of simulations in a simple and straightforward semiactive control case study. +e results obtained prove that
most models usually fail in predicting accurate low-velocity behaviour (before iron chains yield) and, as a result, may lead to bad
estimations when used in control schemes due to modelling errors and chattering.

1. Introduction

Traditional materials and fluids are being replaced by smart
materials and fluids which enhance features for cutting edge
technological challenges. May be the most common example
of smart fluid is magnetorheological (MR) fluids, which were
discovered and developed by Rabinow at the U.S. National
Bureau of Standards in the late 1940s [1].+ese fluids modify
their rheological behaviour as a response to applied mag-
netic fields [2–4]. +ey are noncolloidal suspensions where
the continuous phase is mineral oil and the dispersed phase
consists of high purity iron particles on the order of a few
microns in volume fractions from 20% up to 50%. +e
magnetically-induced dipoles form chain-like structures
parallel to the applied field, which restricts the motion of the
fluid and increases viscosity. +e higher the magnetic field,
the higher the energy needed to break those chains and
hence reduce viscosity. Several studies have been carried out
not only to characterise pre- and postyield regions [5–7] but
also many other aspects such as particle shape, which affects
durability and abrasion [8], or the type of mineral oil, which

influences behaviour as proven by Lim et al. [9] and Park
et al. [10].

Carlson and Jolly showed the huge variety of commercial
applications that these fluids open up [11]. +ey are used in
many fields and devices but one should emphasize their use
as active dampers or shock absorbers [12] in applications
which may range from civil engineering (buildings and
bridges [13–16]) to transportation (vehicle seats [17, 18],
automobiles [19–24], railway vehicles [25–27], and even
landing gears [28]).

+e authors have found in the literature a huge number
of studies dealing with modelling of MR dampers as a
function of excitation and current supplied. Topical reviews,
such as that carried out by Wang and Liao [29], provide
support for this statement. +e simplest and most widely
knownmodel is the Binghammodel [30] where theMR fluid
is treated as a Newtonian fluid only from a specific threshold
force or yield stress [31]. Later, Wang and Gordaninejad [32]
used a Herschel–Bulkley fluid model which considers a
pseudoplastic behaviour in the postfluence region [33].
More intricate models also take into account the preyield
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region, such as the biviscous model [34, 35] or those de-
veloped by Soltane et al. [36] which model a soft transition
between pre- and postyield regions based on a Papanastasiou
fluid model [37].

None of these models consider the inherent and char-
acteristic hysteresis of the force vs. velocity cycles in MR
dampers despite having been thoroughly studied. Among
many other authors, one can mention Soltane et al., who
used a nonhysteretic model as a base [36]; Guo et al., who
modified the Bingham model and considered displacement
along with velocity [38]; Pang et al., with a version with
branches of the biviscous model [39]; Choi et al., with a
brute-force polynomial fitting [40, 41]; or Spencer et al. who
linked a phenomenological model with a general solution for
a large class of hysteretic systems [42].

+e great number of scientific papers related to mod-
elling MR dampers clearly indicates that this is a topic far
from being solved. Although almost all the proposed
models show accurate behaviour, none of them seem to hit
the nail on the head. In general, characterisation, model-
ling, and validation tests are carried out in a relatively short
range of medium velocities, so neither the lower nor the
higher velocities can be successfully simulated. In addition,
some significant aspects such as frictions, accumulator
stiffness, and even hysteresis are usually neglected, which
leads to over or underestimate the goodness of the pro-
posed active or semiactive control technique. Nevertheless,
one should not overcomplicate the models since that could
hinder applicability in certain fields. A good example is the
use of MR models in closed-loop control systems [43],
which often demand concise and robust direct models (free
from instabilities, chattering, and high computational
costs), as well as effective and easily derivable inverse
models.

+e authors present in this work a brief but broad review
of different MR damper models as well as a thorough ex-
perimental comparison of all the models considered. Indeed,
these comparisons are fair because not only are they
quantitative but they are also based on the same commercial
MR damper. +e experiment design also permits a better
understanding of the MR damper behaviour from quasi-
static to wide-range dynamic conditions and serves to figure
out advantages and drawbacks of the different models. A
case study of semiactive control is also shown to obtain a fair
and useful comparison between models.

2. Characterisation of a MR Damper

Experimental characterisation and the following model
comparisons have been made on a commercial magneto-
rheological damper RD-8040-1 manufactured by the Lord
Corporation. It is a monotube shock containing high-
pressure nitrogen gas (300 psi). Experimental tests have
been carried out in a Material Testing System MTS-810
where the damper, in the midstroke position, was jointed
in order to avoid misalignment.

MR fluid can accumulate sediment if it remains in the
same static position for long periods. +us, the specimen
must be excited in order to obtain a homogeneous

suspension of the iron particles prior to the tests. Moreover,
temperature of the fluid may affect the obtained results.
Figure 1(a) shows the variation of temperature of the
damper body while working (sinusoidal excitation of am-
plitude 8mm at 0.5Hz) at different currents applied (0, 0.5,
and 1A). +e higher the current, the higher the steady
temperature and the time required to achieve it. +e sig-
nificance of the working temperature is shown in Figure 1(b)
where the damper force is shown to be temperature de-
pendent. Differences are noticeable (up to 40%) and the
behaviour of the MR damper becomes more symmetric and
predictable once the steady working temperature has been
achieved.

Quasistatic tests were carried out in order to characterise
the stiffness due to the compressed nitrogen gas chamber
along with friction forces. Figure 2 shows the force vs.
displacement curve after contracting and extending the shaft
for 3 hours (aprox. 10 μm/s). One may observe that there is a
slope which defines the stiffness of the nitrogen gas chamber
as well as hysteresis due to friction forces. +e friction is
noticeable higher when reaching the top and bottom ends of
the stroke, which suggests a more complicated source of
friction than the usual Coulomb friction. Both stiffness and
friction can explain the nonsymmetric force-velocity curves
which appear when low velocities are tested.

Dynamic tests are obtained by subjecting the damper to a
sinusoidal excitation, where the amplitude is 4, 8, 12, or
16mm, whereas the frequency is set to 0.1, 0.5, 1, 2, or 4Hz.
+e resulting 20 combinations cover a wide range of ve-
locities from 2.5 to 400mm/s, which is considerably higher
than those studied by other authors. +ese tests allows for
studying different phenomenological situations:

(a) Low (L) velocity tests where preyield region domi-
nates (up to 15mm/s)

(b) Medium (M) velocity tests where pre- and postyield
regions are balanced (up to 100mm/s)

(c) High (H) velocity tests where postyield region
dominates (over 100mm/s)

In addition, five different intensities have been consid-
ered (0, 0.25, 0.50, 0.75, and 1A) which leads to a total of 100
different characterisation tests.

+e tests conducted permit the usual force-velocity
hysteresis features (well described in [29]) to be charac-
terised: it progresses along a counter-clockwise path, is
strong only in the preyield domain, exhibits roll-off in the
vicinity of zero velocity, and seems to depend on several
parameters. Leaving aside the obvious intensity dependence,
Wang and Liao argued that hysteresis shows displacement
amplitude and frequency dependence for sinusoidal ex-
perimental tests where z � d sin(2πft) [29], but this means
that hysteresis depends on maximum velocity: 2π df. In
order to determine dependences different from velocity,
Figure 3 compares tests in which maximum velocity remains
constant. Whether differences should be attributed to dis-
placement (d), acceleration (4π2df2), or both of them is not
clear, but not taking this behaviour into account would
deteriorate model performance.
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3. Review of MR Damper Models

In order to carry out a straightforward description of the
state of the art related to modelling of MR dampers, all the
parametric models referred to are expressed with the same
(if possible) nomenclature. Figure 4 shows the most re-
current variables in the parametric models. F is the actual
damper force, but the models will describe the net force
F−f0, that is, the force after subtracting the contribution
of the nitrogen gas accumulator when the shaft remains in
the midstroke position (f0). z refers to the shaft dis-
placement from the midstroke position, where a positive
value means a contraction of the rod. C0 and C∞ are usual
damping constants which would linearly de�ne the force-
velocity curves in the preyield and postyield regions. In
fact, these regions have a frontier in the velocity _zy, whereas
fy refers to the force that makes the iron chains yield (fy)
in the Bingham model (that is, the origin ordinate for the
C∞ line). For those models which predict hysteresis, _zh
means the zero force velocity intercept. Adopting such a
nomenclature for all the models will shed some light on the
currently fuzzy state of the art and will demonstrate that
proposed models are not as di�erent as they may initially
seem.

In 1922, Eugene C. Bingham proposed the mathematical
form of a viscoplastic model for those materials that behave
as a rigid body at low stresses and as a viscous �uid at high
stresses [31]. Perhaps from the works of Stanway et al. in the
late 1980s [30], the so-called Bingham model has been used
to model the rheological behaviour of MR �uids easily. �e
idealised mechanical model consists of a Coulomb friction
element (related to the �uid yield stress) in parallel with a
viscous damper:

F−f0 � fy sign( _z) + C∞ _z. (1)

Wang and Gordaninejad in [32] argued that the post-
yield viscoplastic behaviour in MR �uids is not constant as
assumed by the Bingham model but agrees with a non-
Newtonian Herschel–Bulkley �uid model [33]. Although the
mathematical form of this model was developed to describe
MR �uid dynamics through pipes and parallel plates, this
behaviour can be used to predict the MR damper force:

F−f0 � fy sign( _z) + C∞| _z|
n sign( _z). (2)

�is formulation provides a nonlinear behaviour in the
postyield region which more closely resembles experimental
data.

Rather than assuming that the MR �uid is rigid in the
preyield condition, as the Bingham model does, Stanway
et al. [35] adopted the nonlinear biviscous model where the
MR �uid is plastic in both the pre- and postyield conditions:

F−f0 �
C0 _z, if | _z|< _zy,

fy sign( _z) + C∞ _z − sign( _z) _zy( ), if | _z|≥ _zy,




(3)

where continuity in the piecewise function is given by the
fact that fy � C0 _zy. In fact, the Bingham model can be

regarded as a limiting case of this model in which _zy⟶ 0
and hence C0 � fy/ _zy⟶∞.

Soltane et al. returned to the starting point very recently
and proposed a new modi�cation of the Bingham model
which also includes a preyield region [36]. Unlike the
biviscous model, the regularised Bingham model (RB in the
following) proposes a continuous equation based on the
Papanastasiou �uid model that smoothes the yield criterion
[37], that is,

F−f0 � fy sign( _z) 1− e−sign( _z) _z/ _zy( )[ ] + C∞ _z, (4)

where _zy, although it can be still be considered as the
transition velocity, is more properly an arti�cial regular-
isation parameter with the dimension of velocity which
controls the exponential growth of the damping force. �e
smaller the parameter, the more similar the approximation
to the initial Bingham model.

Until now, the models described have shown an evo-
lution which tends to model a biviscous behaviour with a
soft transition between pre- and postyield regions, leaving
aside the hysteretic behaviour of the MR damper. One of
the �rst approaches to the hysteresis modelling was carried
out by Gamota and Filisko with an extension of the
Bingham model [44]. It is a viscoelastic-plastic model
(viscoelastic in preyield region and plastic in postyield
region) based on the Bingham model in series with a
standard model of a linear solid [45]. Nevertheless, this
model is usually discarded because its governing equations
are extremely sti�.

A simpler solution to include the hysteretic phenome-
non is to duplicate any nonhysteretic model into two dif-
ferent branches: one for contraction and another for
extension. May be the easiest approach (which includes pre-
and postdomains) is the hysteretic biviscous model de-
veloped by Pang et al. in 1998 [39]. It is an extension of
Stanway et al.’s biviscous model with an improved repre-
sentation of the preyield hysteresis. �is is accomplished by
adding a fourth parameter, that is, the zero force velocity

ży

–ży

–fy

fy

–żh
żh

C0

C0

C∞

C∞

ż

F – f0

Figure 4: Main MR model parameters.
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intercept _zh which causes a translation in the axis of
abscissas ( _z) as indicated by the following piecewise con-
tinuous function:

F−f0 �

C∞ _z−fy, if _z<− _zyc􏼐 􏼑 and (€z> 0),

C0 _z− _zh( 􏼁, if − _zyc ≤ _z≤ _zye􏼐 􏼑 and (€z> 0),

C∞ _z + fy, if _zye < _z􏼐 􏼑 and (€z> 0),

C0 _z + fy, if _zyc < _z􏼐 􏼑 and (€z< 0),

C∞ _z + _zh( 􏼁, if − _zye ≤ _z≤ _zyc􏼐 􏼑 and (€z< 0),

C0 _z + fy, if _z<− _zye􏼐 􏼑 and (€z< 0),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where the contraction yield velocity _zyc and the extension
yield velocity _zye are also introduced and given by the
expressions:

_zyc �
fy −C0 _zh

C0 −C∞
,

_zye �
fy + C0 _zh

C0 −C∞
.

(6)

In the same vein, Soltane et al. proposed the hysteretic
regularised Bingham model (HRB) which modifies the
nonhysteretic version by translating pre- and postyield re-
gions to the left or right (a quantity defined by the zero force
velocity intercept _zh) depending on the compression or
extension [36]:

F−f0 �

C∞ _z− _zh( 􏼁 + fy 1− e−sign _z− _zh( ) _z− _zh( )/ _zy( 􏼁􏼒 􏼓 sign _z− _zh( 􏼁, if €z< 0,

C∞ _z + _zh( 􏼁 + fy 1− e−sign _z+ _zh( ) _z+ _zh( )/ _zy( 􏼁􏼒 􏼓 sign _z + _zh( 􏼁, if €z> 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

Guo et al. took a leap forward in 2006 when they de-
veloped a more concise and non-piecewise model which
describes not only a smooth biviscous behaviour but also the
hysteretic behaviour of MR dampers [38]:

F−f0 � fy tanh C0( _z +Ωz)( 􏼁 + C∞( _z +Ωz), (8)

Ω is defined as the absolute value of the hysteretic critical
velocity divided by the absolute value of the hysteretic
critical displacement, that is, zh/ _zh. +e authors of this
model emphasize its ability to predict the performance of
MR dampers accurately with parameters which have a
definite physical meaning while avoiding the inconveniences
of other more complicated models.

Some authors have opted to use nonparametric mod-
elling methods based upon analytical expressions which
avoid any physical interpretation. +is is the case with the
validated multifunction model [46], black-box model [47],
query-based model [48], neural network model [49], fuzzy
model [50], Ridgenet model [51], or the common poly-
nomial model [40, 41]. +is latter consists of a brute-force
polynomial fitting process, the piecewise expression of
which is as simple as

F−f0 �

􏽘

n

i�0
ai( _z)

i
, if €z< 0,

􏽘

n

i�0
bi( _z)

i
, if €z> 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

+is model leads to 2(n + 1) coefficients, which is a huge
number considering that it has been proven that at least 6th
order polynomials are required, and at least 12th order
polynomials are recommended [41]. In addition, it is well
known that these polynomials are extremely sensitive to
velocities which exceed the fitting domain.

Returning to parametric models, hysteresis operator-
based dynamic models are also very common in the liter-
ature. +ey are conceived to represent a large class of
hysteretic behaviour by means of a mathematical formu-
lation which usually includes differential equations. One can
find the Dahl hysteresis operator [52, 53], LuGre hysteresis
operator [54, 55], the hyperbolic tangent function operator
[56], and the well-known Bouc–Wen hysteresis operator
(initially formulated by Bouc [57] and later generalised by
Wen [58]). A modification of the Bouc–Wen model (the so-
called modified Bouc–Wen model or Spencer model [42]) is
widely used in the literature obtaining high accuracy in its
force predictions.+is phenomenological model is governed
by the following equations:

F−f0 � C0 _zmr + K0z,

_zmr �
1

C0 + C∞
αzbw + C∞ _z + K∞ z− zmr( 􏼁( 􏼁,

_zbw � −c _z− _zmr
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 zbw
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
n−1

zbw − β _z− _zmr( 􏼁 zbw
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
n

+ A _z− _zmr( 􏼁,

(10)

where zmr is an intermediate variable for modelling pre- and
postyield behaviour, K0 is the accumulator stiffness, K∞
controls stiffness at large velocities, and α, β, c, A, and n, as
well as the evolutionary variable zbw, define a general
Bouc–Wen hysteresis [58]. Despite its proven accuracy, the
extended number of model parameters (10 without con-
sidering the influence of the current applied) leads to dif-
ficulties in parameter identification.

Intensity dependence has not yet been mentioned, but all
the authors deal with this problem in the same way: they fit
the proposed model for different intensities and the resulting
parameters are subsequently fitted through polynomials with
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the power of applied current. +e order of these polynomials
varies with the author. Some of them use a simple first-order
polynomial for all the current-dependent variables
[36, 41, 42], whereas other authors carry out a more detailed
study leading from second- to fourth-order polynomials
depending on the variable considered [39]. In general, ex-
perimental force-velocity data for MR dampers suggest a
nonlinear dependence of the force on the current applied.

In any case, magnetic solenoid dynamics (usually mod-
elled simply as an inductor in series with a resistor) should be
included in order to obtain realistic results.+is can be simply
achieved by including a first-order differential equation in
terms of voltage (or current) as Spencer et al. proposed [42]:

_u � −η(u− v), (11)

where v is the voltage applied to the current driver, u the
instantaneous voltage in the magnetic solenoid, and η a time
constant.

4. Experimental Comparison of MR
Damper Models

In order to carry out a fair comparison among MR models,
all of them were fitted by using the same experimental data
from a RD-8040-1 damper. +e fitting procedure of the
different models was conducted with a nonlinear least-
squares method in Matlab software. Quantitative compar-
isons will be carried out by measuring the normalised root
mean square error (NRMSE), that is, the usual root mean
square error normalised by the range (maximum value
minus minimum value).

A first approach to the models confirms that they are all
capable of predicting to a greater or lesser extent the ex-
perimental behaviour of a MR damper. +at fact can be
proven by fitting individually several experimental tests.
Figure 5 shows how the nonhysteretic models behave for
four cases: a low velocity test at I � 0A (Figure 5(a)), a low
velocity test at I � 1A (Figure 5(b)), a high velocity test at
I � 0A (Figure 5(c)), and a high velocity test at I � 1A
(Figure 5(d)). +e same tests are later replicated with the
hysteretic models in Figure 6.

Differences in the parameters when different currents are
applied (0 or 1 in these cases) are easily modelled by fitting a
polynomial. +e main problem arises when the parameters
of the models, for a constant current, are different depending
on the range of velocities that needs to be covered. +at is
what happens in Figures 5 and 6: low velocity tests (where
preyield dominates) and high velocity tests (where postyield
dominates), for the same current, require very different
values of the model parameters to provide an accurate
performance.

+e influence of the range of velocities in the fitting
procedure has been analysed by taking into account two
different sets of experimental data:

(a) All the experimental results, which comprise low,
medium, and high velocity tests (in the following
LMH fitting)

(b) Only the habitual medium and high velocity tests,
that is, discarding those where the postyield region is
not fully developed and the preyield region domi-
nates (in the following MH fitting).

Predictions obtained from LMH fitting and LM fitting
are later compared to six experimental results which cover
three different maximum velocities (low, medium, and high)
and two applied intensities (I � 0A and I � 1A). +e si-
nusoidal excitation is set to A � 4mm and f � 0.5Hz for the
low velocity test, A � 4mm and f � 4Hz for the medium
velocity test, and A � 16mm and f � 2Hz for the high
velocity test.

+e Bingham model (Figure 7) stands out because of its
simplicity and plainness, but returns high errors in general
because it neglects both hysteresis and the preyield region.
MH fitting obtains errors up to 24% in low velocity vali-
dations and up to 16% otherwise, whereas LMH fitting
slightly improves those results (up to 19% and 16%,
respectively).

Herschel–Bulkley model (Figure 8) behaves reasonably
well in all the velocity ranges since it smoothes the yield
transition, but the lack of hysteresis also leads to medium
errors. For MH fitting, NRMSEs are between 6% and 12%,
whereas LMH fitting slightly improves predictions if yield
transition has not totally developed yet but also slightly
worsens predictions otherwise.

+e biviscous model (Figure 9) and regularised Bingham
model (Figure 10) behave very similarly to the Herschel–
Bulkley model. For MH fitting, they provide slightly lower
errors except for low velocity predictions where these pre-
dictions clearly fail and NRMSEs rise to 23% and 28%,
respectively. For LMH fitting, these two models fix their
problems in the low velocity range (NRMSE around 10%)
but the preyield region almost disappears if high velocities
are reached. +us, these models degenerate into the Bing-
ham model when fitted this way.

Low NRMSEs do not appear until hysteretic models are
used. On the one hand, for MH fitting, the hysteretic
biviscous model (Figure 11), the hysteretic regularised
Bingham model (Figure 12), or the Shuqi-Guo model
(Figure 13) significantly improves errors if the postyield
domain is well developed (between 2.5% and 6.5%) but their
behaviour is erratic if the preyield region dominates
(NRMSE up to 40%). On the other hand, for LMH fitting,
said erratic behaviour when preyield region dominates
disappears but this is very harmful when simulating high
velocities: NRMSEs increase (6–13%) because hysteresis
almost vanishes and these models degenerate into the
Bingham model.

+e nonparametric 12th order polynomial model
(Figure 14) is capable of obtaining low NRMSEs but only
if the postyield domain is well developed. In addition, it
presents a wavy shape and errors may be huge if velocities
leave the fitting domain. NRMSEs are between 4% and
30% for MH fitting and 6% and 24% for LMH fitting.
Lower polynomial order would compromise prediction
accuracy, whereas higher orders would enhance its
drawbacks.
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Figure 6: Continued.
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Figure 5: Nonhysteretic model predictions for four di�erent experimental tests: (a) low velocity without intensity; (b) low velocity with
I � 1A; (c) high velocity without intensity; (d) high velocity with I � 1A.
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Figure 6: Hysteretic model predictions for four di�erent experimental tests: (a) low velocity without intensity; (b) low velocity with I � 1A;
(c) high velocity without intensity; (d) high velocity with I � 1A.
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Figure 7: Continued.
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Finally, the Spencer model (Figure 15) stands out from
the others for providing the best qualitative and quantitative
predictions when the postyield region dominates (NRMSEs
between 1.7% and 4.4% for any �tting method). Predictions
when the preyield region dominates are still accurate (be-
tween 4% and 8.1% for any �tting method), and they show
no erratic behaviour in any case. Nevertheless, the �tting
procedure is too complicated due to the high number of
parameters: it requires a very precise seed and a trial-and-
error procedure is usually worthwhile.

Tables 1 and 2 show the �tted parameters which have a
physical meaning and are shared by the di�erent models.
One can observe that not only are the values obtained similar
in the di�erent models but also close to those expected by
inspection. Only one exception arises when analysing fy in
the Herschel–Bulkley model: the least-squares �tting pro-
cedure leads to a low (and even zero if I � 1A) value of fy
because parameter n seems to be enough to model the pre-
and postyield domains; nevertheless, if one sets an estimated
�x value of fy, NRMSE and the qualitative behaviour of this
model are equivalent.

In short, one may come to the following main
conclusions:

(i) If one uses MH �tting, the behaviour of the model
when yield transition is not fully developed is clearly
poor because predictions underestimate MR
damper forces in the preyield region. �is com-
promises the simulation results of control systems
which, in fact, are speci�cally designed to achieve
low vibration velocities (or accelerations).

(ii) If one uses LMH �tting, the models provide an
accurate performance if the postyield domain is not
fully developed but hysteresis almost vanishes and
force is overestimated otherwise. �is diminishes
the claimed good performance of the complex and

re�ned models, degenerating into the old Bingham
model.

(iii) �e Spencer model provides the best qualitative and
quantitative behaviour, but the seed for the �tting
procedure must be so accurate that least-squares
methods are almost unnecessary.

5. CaseStudy: SkyhookControlof aQuarter-Car
Suspension System

A quarter-car semiactive suspension system (shown in
Figure 16) with an on-o� skyhook control strategy has been
numerically analysed in order to determine the in�uence of
the selected MR model. �e chosen suspension parameters
were M � 500 kg and K � 78000N/m together with the
characterised and modelled magnetorheological damper
RD-8040-1.

Figure 17 shows the excitement in the base which
replicates a speed bump. �e mathematical expression is

z0(t) �

H

2
sin 2π

v

L
(t− 0.5)−

π
2

( ) + 1[ ], 0.5≤ t≤
L

v
+ 0.5,

0, otherwise,




(12)

where H and L are the bump height and length, respectively,
and v is the vehicle velocity (constant).

�e on-o� skyhook control strategy can be de�ned as
follows [59]:

Fsa �
Fmax, _z _z− _z0( )≥ 0,
Fmin, _z _z− _z0( )< 0,

{ (13)

where Fmax and Fmin are the MR damper forces when a
current I � 1A and I � 0A, respectively, is supplied. An
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Figure 7: Bingham model (�tted with LMH and MH tests) predictions for six di�erent tests: (a) low velocity without intensity; (b) low
velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f ) high
velocity with I � 1A.
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Figure 8: Herschel–Bulkley model (�tted with LMH and MH tests) predictions for six di�erent tests: (a) low velocity without intensity; (b)
low velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f )
high velocity with I � 1A.
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Figure 9: Biviscous model (�tted with LMH and MH tests) predictions for six di�erent tests: (a) low velocity without intensity; (b) low
velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f ) high
velocity with I � 1A.
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Figure 10: Regularised Binghammodel (�tted with LMH andMH tests) predictions for six di�erent tests: (a) low velocity without intensity;
(b) low velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f )
high velocity with I � 1A.
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Figure 11: Hysteretic biviscous model (�tted with LMH and MH tests) predictions for six di�erent tests: (a) low velocity without intensity;
(b) low velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f )
high velocity with I � 1A.
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Figure 12: Hysteretic regularised Binghammodel (�tted with LMH andMH tests) predictions for six di�erent tests: (a) low velocity without
intensity; (b) low velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without
intensity; (f ) high velocity with I � 1A.
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Figure 13: Shuqi-Guo model (fitted with LMH and MH tests) predictions for six different tests: (a) low velocity without intensity; (b) low
velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f ) high
velocity with I � 1A.
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Figure 14: Polynomial model (fitted with LMH and MH tests) predictions for six different tests: (a) low velocity without intensity; (b) low
velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f ) high
velocity with I � 1A.
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Figure 15: Spencer model (fitted with LMH and MH tests) predictions for six different tests: (a) low velocity without intensity; (b) low
velocity with I � 1A; (c) medium velocity without intensity; (d) medium velocity with I � 1A; (e) high velocity without intensity; (f ) high
velocity with I � 1A.
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example of the current required by the skyhook control
system, superimposed on the bump, is shown in Figure 17
(differences depending on the MRmodel are imperceptible).
Note that, though not seen in Figure 17, the damper will
switch off after the sprung mass has reached its equilibrium
position again.

Figures 18 and 19 show the sprung mass acceleration
(related to comfort in vehicles), both controlled and passive,
for all the MRmodels considered after either MH fitting and
LMH fitting. In all the analysed models, passive results for
the two fitting cases are almost identical because the damper
remains in the postyield region, where differences are
limited. Nevertheless, controlled results highlight noticeable
differences.

Results in the control with the Bingham model
(Figure 18(a)) show chatter in the controlled sprung mass
acceleration. +is is due to the fact that this model does not
consider a preyield region and there is a discontinuity be-
tween positive and negative postyield regions (see Figure 7).
+is occurs using both MH fitting and LMH fitting.

Controls with nonhysteretic Herschel–Bulkley, bivis-
cous, and regularised Bingham models show a similar be-
haviour (Figures 18(b)–18(d)). Both the first peak (around
0.15 s), which corresponds to the ascent to the top of the
bump, and the second (around 0.25 s), which is due to the

Table 1: Model parameters after fitting with I � 0A.

Model fy (N) C∞ (Ns/m) C0 (Ns/m) _zy (mm/s) _zh (mm/s)

LMH

Bingham 75.26 961.87 — — —
Herschel–Bulkley 41.62 548.00 — — —

Biviscous 75.80 961.25 17124 4.7 —
Regularised Bingham 79.26 933.13 — 2.8 —
Hysteretic biviscous 76.44 955.97 20330 2.1 1.8

Hysteretic regularised Bingham 80.40 924.53 — 2.7 1.7
Shuqi-Guo 79.11 934.93 263 — —
Spencer — 961.25 20330 — —

MH

Bingham 89.67 842.82 — — —
Herschel–Bulkley 19.69 549.58 — — —

Biviscous 86.28 869.84 5612 1.8 —
Regularised Bingham 89.80 851.50 — 9.9 —
Hysteretic biviscous 90.76 842.74 7579 3.1 9.2

Hysteretic regularised Bingham 92.09 829.93 — 7.0 7.9
Shuqi-Guo 90.60 844.22 85 — —
Spencer — 964.31 20156 — —

Table 2: Model parameters after fitting with I � 1A.

Model fy (N) C∞ (Ns/m) C0 (Ns/m) _zy (mm/s) _zh (mm/s)

LMH

Bingham 963.1 3508.5 — — —
Herschel–Bulkley 0.0 2333.8 — — —

Biviscous 823.5 4503.7 147230 5.8 —
Regularised Bingham 845.5 4324.1 — 3.0 —
Hysteretic biviscous 837.4 4385.8 162000 3.3 2.0

Hysteretic regularised Bingham 863.7 4195.1 — 3.0 2.0
Shuqi-Guo 855.8 4293.8 222 — —
Spencer — 2401.3 162640 — —

MH

Bingham 1046.7 2858.9 — — —
Herschel–Bulkley 0.0 2997.5 — — —

Biviscous 1005.0 3135.9 27392 4.1 —
Regularised Bingham 1137.0 2302.4 — 25.0 —
Hysteretic biviscous 1027.5 2974.6 40831 8.2 17.6

Hysteretic regularised Bingham 1099.9 2436.5 35 16.3 16.2
Shuqi-Guo 1084.7 2589.6 — — —
Spencer — 2412.1 160680 — —

M

K Cmr

z

z0

Figure 16: +e quarter-car suspension system.
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drop from the top of the bump, are almost identical not-
withstanding the tests which were used to fit themodels.+is
happens because the relative velocity of the MR damper is
still high and the postyield region (very similar in all the

cases) dominates dynamics. Nevertheless, the third peak
(around 0.40 s), which is due to a rebound, happens at lower
velocities where yield transition is not fully developed and
models have been proven to disagree. +ese three models, if
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Figure 17: Temporal excitation corresponding to a bump with H � 0.02m and L � 1m travelled at v � 15 km/h and example of the current
required by the skyhook control system.
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Figure 18: Time response of the controlled (solid line) and passive (dotted line) sprung mass acceleration for the (a) Bingham model, (b)
Herschel–Bulkley model, (c) biviscous model, and (d) regularised Bingham model, after LMH fitting (black) and MH fitting (grey).
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MH fitted, predict a slower attenuation of the sprung mass
acceleration because the dissipative force is underestimated
(see Figures 8–10, subplots (a) and (b)).+is fact is especially
noticeable when considering the regularised Binghammodel
because it is the one which underestimates the force in a

greater extent. +us, the faster attenuation predicted by the
model after LMH fitting would be more reliable.

+e use of hysteretic models such as the hysteretic
biviscous, HRB, and 12th order polynomial models
(Figures 19(a), 19(b), and 19(d), respectively) does not
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Figure 19: Time response of the controlled (solid line) and passive (dotted line) sprung mass acceleration for the (a) hysteretic biviscous
model, (b) hysteretic regularised Bingham model, (c) Shuqi-Guo model, (d) polynomial model, and (e) Spencer model, after LMH fitting
(black) and MH fitting (grey).
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contribute perceptible improvements in comparison to the
results obtained with the previous nonhysteretic models.
Indeed, they are hysteresis models based on two different
branches (depending on the sign of the relative acceleration
of the damper), which may lead to low velocity chatter and
discontinuities as shown in Figures 19(a), 19(b), and 19(d).
In addition, since there is no branch which replicates the
static state of the MR damper (that is, zero force when zero
velocity), the sprung mass will achieve a different static
position depending on either the supplied intensity and the
active branch when it stops. As a consequence, these models
provide acceleration time responses which are far from
being acceptable.

Results for the Shuqi-Guomodel (Figure 19(c)) avoid the
control drawbacks inherent in the branched hysteresis
models (chatter, static position, etc.,) but results are almost
identical to those obtained with the nonhysteretic models: if
MH fitting is used, the low velocity force is underestimated;
if LMH fitting is used, hysteresis almost vanishes.

Finally, results for the Spencer model (Figure 19(e))
show a lower dissipation than the predicted by the rest of the
models (rebounds reach slightly higher acceleration levels)
and almost identical predictions in both fitting cases. Note
that the Spencer model was proven to provide the most
accurate behaviour in all the velocity ranges and for the two
considered fittings.

Tables 3 and 4 show the rms value of the sprung mass
acceleration. It is not a surprise that, even discarding
chattering models, predicted rms values are in the range of
0.541–0.734m/s2, which means variations up to 36% depend
on the model one decides to use.

We draw the following conclusions about the influence
of the MR model on semiactive control simulations:

(i) Systems including discontinuous or piecewise
models (such as the Bingham model, hysteretic
biviscous model, HRBmodel, or polynomial model)
are prone to chatter, discontinuities, and variations
in the static deflection.

(ii) Nonhysteretic models provide similar predictions to
hysteretic models because hysteresis actually affects
a small fraction of an oscillation.

(iii) Differences betweenMH fitting and LMH fitting are
mainly noticeable at low-velocity oscillations, where
MH fitting underestimates the damping force and
leads to a slower attenuation.

(iv) +e Spencer model shows a lower dissipation (and
hence worse rms accelerations) than the predicted
by the other models, but it was shown to be the most
accurate model.

(v) Nonnegligible influences such as friction are not
included in the models, which mainly compromises
low velocity predictions.

6. Conclusions

+is article performs an updated review of the main MR
damper models. Unlike other studies, this review includes a

broad and thorough experimental comparison of nine
models to predict the behaviour of the same Lord RD-8040-1
MR damper.

+e variety of experimental tests used for the fitting
process has been proven to be a key decision: if tests where
the preyield region dominates are discarded, low-velocity
predictions are either poor or erratic; if these tests are also
considered, hysteresis at higher velocities almost vanishes.
+e Spencer model avoids this problem and stands out for
accurately predicting pre- and postyield regions with
NRMSE lower than 8% in all cases.

+ese models have also been used in a straightforward
semiactive control case study. Several problems have arisen:
on the one hand, discontinuous or piecewise models pro-
duce chatter, discontinuities, and even variations in the static
deflection; on the other hand, MH fitting underestimates
damping forces and predicts slower attenuations. +e a
priori accurate Spencer model predicts a slower attenuation
in comparison to the rest of the models.

In the light of these results, there is still room for further
research on MR models. NRMSE should be reduced in all
the range of velocities which cover pre- and postyield
domains, and proposed models must guarantee the lack of
habitual problems such as chatter, discontinuities, or
inaccuracies prior to claiming the goodness of any control
scheme.
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Table 3: Root mean square (rms) value of the sprung mass accel-
eration for simulations with nonhysteretic models (units in m/s2).

MR model

Bingham Herschel–Bulkley Biviscous Regularised
Bingham

LMH 1.123 0.559 0.543 0.542
MH 1.178 0.582 0.627 0.596

Table 4: Root mean square (rms) value of the sprung mass ac-
celeration for simulations with hysteretic models (units in m/s2).

MR model
Hysterical
biviscous HRB Shuqi-

Guo Polynomial Spencer

LMH 0.674 0.531 0.541 0.944 0.734
MH 1.516 1.274 0.607 1.456 0.729
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.ere is demand for stringent vibration isolation within machine installations in order to achieve maximum performance or
to satisfy otherwise extreme criteria, particularly, when there is a strong source of vibration such as a motor pump. It is
frequently necessary to prevent the transmission of these vibrations to other parts of the system for passenger comfort in
vehicles, ships, trains, etc., or for the protection of delicate electronic equipment. In the defense sector, the need for equipment
which is better at avoiding detection has led researchers to focus more on improving vibration isolation. In this paper, an
active mount combined with a passive rubber mount and an electromagnetic actuator is proposed and examined for use in
naval shipboard equipment. .e electromagnetic actuator is suggested for improving performance and overcoming its
inherent limitations which are caused by the friction between the magnet and coil. .e design specifications of an active
mount, such as required force, displacement, and frequency characteristics, are identified for the self-excited pump system,
and then an electromagnetic actuator active mount is redesigned with considering the shape of the passive rubber mount and
shock resistance. .e performance was examined on the single active mount using an external exciter, which could
be simplified as two-degree-of-freedom system, and also confirmed experimentally on an active mount system with four
mounts using a motor system. From the results of applying the proposed electromagnetic active mount, a vibration reduction
of about 20 dB for the motor equipment was observed for the excited frequency components of 1,600 rpm and its two
harmonic components.

1. Introduction

Vibration isolation is an important requirement throughout
many areas of engineering, particularly when there is a
strong source of vibration such as a motor pump. It is
frequently necessary to prevent the transmission of these
vibrations to other parts of the system for reasons such as
passenger comfort in vehicles, ships, trains, etc., or for the
protection of delicate electronic equipment [1]. In the de-
fense sector, the need for equipment which can better avoid
detection has led researchers to focus more on improving
vibration isolation [2]. Passive vibration isolators separate
objects of interest from external vibrations without using

power or a control system. Compared with active isolators
that use active or semiactive technologies, passive vibration
isolators are suitable for applications in which compactness,
cost, and reliability are primary concerns [3]. However, the
high performance vibration isolation that is required for
more sensitive applications, and in defense equipment,
necessitates active isolation technology. Active isolators
can perform at a higher level than passive isolators through
the incorporation of an active component. Collette et al.
have reviewed several patented developments in the field
of active vibration isolation [4]. .ey demonstrated that
active suspension does not suffer from the two funda-
mental trade-offs between the settling time caused by the
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direct excitation of payload and the transmissibility by the
base excitation through the isolator which are inherently
given to passive suspension design. .en, the main active
strategies were presented and compared using single-
degree-of-freedom models. Cho et al. have focused on
configurations of active mounts which are combined with
passive and active components [5]. .e seven configura-
tions are presented according to the connection of an
active element to a passive element. Shin et al. [2] have
proposed an active mount that uses an electromagnetic
actuator to reduce vibrations transmitted from naval
shipboard equipment to the structure of the ship’s hull.
.e active mount combines a proven rubber mount and a
moving magnetic-based electromagnetic actuator. It is
ideal for reducing vibrations at a low frequency range
(under 300Hz) and has fail-safe capabilities that protect
the equipment at the top of the mount from external shock.
Kaal et al. [6] have presented the development, simulation,
and experimental investigation for a proof of concept of
active vibration isolation with dielectric elastomers. It can
support large masses because it is capable of withstanding
compressive forces without stability drawbacks. .e ac-
tuator design can easily be adjusted to specific re-
quirements by changing the size of the active area or the
number of layers. Lee et al. [7] have presented the design,
simulation, and manipulation of a 6-axis hybrid vibration
isolation system. .is vibration isolation system is com-
posed of four spiral metal springs for passive isolation and
eight voice coil motors for active isolation.

.is paper discusses an active mount which combines
a passive rubber mount and an electromagnetic actuator
that can be applied to naval shipboard equipment. While
it is similar with the actuator in reference [2], this elec-
tromagnetic actuator is modified for improved perfor-
mance and to overcome its inherent limitations. First, the
design specifications for active mounts, such as required
force, displacement, and frequency characteristics, are
identified for the self-excited pump system. Second, an
electromagnetic actuator active mount is designed, over
and over, with consideration for the shape of the passive
rubber mount and for shock resistance. .ird, the per-
formance of the single active mount is examined exper-
imentally by using an external exciter. Finally, the control
performance is also confirmed experimentally on an ac-
tive mount system with four mounts using a motor
system.

2. Design of an Active Mount with
Consideration for Shock Resistance

2.1. Required Force to Control the Objective Pump-Motor
System. A schematic diagram of the target system is de-
scribed in Figure 1 of this study. Based on basic information
and the measurements of the target system (pump-motor
and piping systems), the required control force was cal-
culated. After applying only the resilient mount corre-
sponding to the passive part of the active mount to the
bottom of the pump motor, the vibrations were measured
and analyzed. At the bottom of the pump, four passive

mounts are installed (locations 1 to 4), and the average of
the measured accelerations at each installed location is
obtained to calculate the required control force to select or
design the proper actuator. Figure 2 shows the results of
vertical acceleration, when the instrument’s rotational
speed was set to 1,600 rpm in each installation location, in
terms of 1/3 octave band and compares them with the
vibration tolerance specification (MIL-STD-740) [8]. It is
possible to confirm that the frequency range of interest
corresponds with the configured purpose of the active
mount, and high frequency vibration reductions can be
observed through the passive mount.

It is relatively difficult to estimate the excitation force of
the system by using the measured vibration signals for the
target system. However, by calculating the force transmitted
to the hull or other equipment when the specifications of the
viscoelastic mount, such as stiffness and damping, are
known, the force can be estimated using this simple cal-
culation. .e force transmitted from the equipment to the
hull is calculated using equation (1) after measuring absolute
acceleration (or velocity, displacement) information at the
top and bottom of the mount.

FT � cr _xe − _xb( 􏼁− kr xe − xb( 􏼁. (1)

In equation (1), k and c denote the stiffness and damping
coefficients, respectively, and subscripts e and b denote the
top and bottom of mount, respectively. .e specifications of
stiffness and damping, used for calculating the transmitted
force, are 5.27×105N/m and 1.58×103Ns/m.

.e required control force calculated from the relevant
frequency components and the averaged values obtained
from the viscoelastic mounts (locations 1 to 4) at the bottom
of the pump system are described in Table 1. .e frequency
components that differ by more than 20 dB from the
maximum value of the measured transmitted force are
regarded as sufficiently small and excluded from the fre-
quency component to be controlled. In order to conserva-
tively design the actuator, the maximum required operating
force of the actuator is set to 120N based on the transmitted
force in the time domain, and the maximum displacement is
±1mm. It is how the target performance in designing the
electromagnetic actuator together with the constraints on
space is designated.

2.2. Electromagnetic Actuator Design of Hybrid Mount con-
sidering Shock Resistance: Phase I. In previous research [2],
the design of the electromagnetic actuator was based on a
three-level concept, as shown in Figure 3, which took into
consideration the type of moving coil and the type of
moving permanent magnet. In addition to the design
proposed previously, the detailed proposal and the con-
ceptual design are presented in the additional, detailed
design plan.

.e results of determining the detailed specifications for
production are as follows: the ferro-metal for the electro-
magnetic actuator is SS400 ferrite chrome steel and the
permanent magnet is a N42H sintered neodymium zinc
boron magnet. Because permanent magnets are difficult to
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Figure 2: Acceleration signals at supported location: 1/3 octave scale. (a) Location 1. (b) Location 2. (c) Location 3. (d) Location 4.
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Figure 1: Overall schematic of target system.
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produce in one circular form, they are made in a toric shape
by attaching pieces in a circumferential direction. .e coil
used in this study is self-bound type which suffers over time
from the partial melting of the sheath covering it, once the
current begins to run through it. .e diameter of coil
material, copper, is determined by 1.3mm (AWG #16), and
the coil is wrapped with 270 turns, respectively. When the
current flows through, the coil is peeled off and wound. .e
materials of the joints used to fix the mover and the stator
and the passive mounts attached to the actuator are made of
stainless steel to reduce magnetic flux leakage during con-
trol; Figure 4 shows the schematic drawings of the prototype
including the mover, the stator, and the viscoelastic passive
mount for the electromagnetic actuators types I and II which
are described in Table 2. .e final assembly of the passive
mount element and the assembled electromagnetic actuator
is shown in Figure 5 along with the coil and the permanent
magnet parts.

.e designed gap between the mover and the stator of
the actuator for the horizontal direction was 2mm. How-
ever, the gap was relatively small and difficult to be realized
because when the mount is installed, a force acts between the
permanent magnet and the metal forming a magnetic pole
and that makes it difficult to align the center of gravity. .is
is because there is a high possibility of adhesion between the
metal and the mover after the center is installed, and the
viscoelastic material, being in a thin layer (1.8mm), is used
in the pore to maintain the pore distance. .e measured
resistance value of the manufactured electromagnetic ac-
tuator I is 1.1Ω, and it shows a 6.4% error according to the
analytical results (1.17Ω) of the commercial program used in
the electromagnetic field analysis of this study, and the
resistance measurement results of the electromagnetic ac-
tuator II is 2.1Ω according to the results of the commercial
program’s analysis (2.23Ω) with an error of 6.2%. .e
analysis results for both actuators I and II including re-
sistances by ANSYS Maxwell are described in Table 3.

.e block diagram of experimental configurations re-
quired for the performance evaluation of the manufactured
hybrid mount is shown in Figure 6. It is the equipment
configuration to measure the force generated when the
current is applied to the hybrid mount; the overall equip-
ment configuration is shown in Figure 7, and the test
conditions are described in Table 4. .e satisfaction of the
requirements for each actuator, based on measurement
results, is also described in Table 5.

Based on the results of the performance tests of the two
proposed electromagnetic actuator designs, it was confirmed
that the required actuating force was satisfied. However, it
was also observed that the actuator is likely to cause friction
when the actuator is not made ideally (eccentricity 0) due to
the force applied in the horizontal direction as shown in
Figure 7. In order to compensate for that, the modified
electromagnetic actuator design is proposed in the next
section.

2.3. Electromagnetic Actuator Design of Hybrid Mount with
Consideration for Shock Resistance: Phase II. .e new design
of the actuator is being proposed in order to eliminate the
harmonics present at low frequencies, below 50Hz, caused
due to the electromagnetic actuator friction mentioned
before. .e following are the specific points related to ac-
tuator design modifications:

(1) .e permanent magnets and the metal for forming
the magnetic path are integrated so that no attractive
force acts between the magnet and the metal

(2) .e coil part is designed to be connected with the
hull so that the magnet part and the coil part do not
pull out, even if eccentricity exists

(3) Modifying the design so that the mover can move up
and down without contact in order to secure shock
resistance

Coil Permanent
magnet 

Moving part (magnet)

(a)

CoilPermanent
magnet 

Moving part (coil)

(b)

CoilPermanent
magnet 

Moving part (coil)

(c)

Coil
Permanent

magnet 

Moving part (magnet)

(d)

Figure 3: Design of electromagnetic actuator. (a) 1st concept design. (b) 2nd concept design. (c) Detailed design-I. (d) Detailed design-II.

Table 1: Required design specification of the electromagnetic actuator.

Domain Required force or displacement

Frequency domain 41.5Npeak @ 26.5Hz
3.3Npeak @ 53.3Hz

Time domain Max. 120 Npeak (force)
Max. ±1mm (displacement)
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Considering the maximum deflection in the
compression-tension direction (about 50mm) based on the
results of the impact test run according to the procedures of
MIL-S-901D [9] for the hybrid mount hand part (6K900)

shown in Figure 8, the design was carried out in order to
solve the friction problem mentioned above, and the final
suggested design is shown in Figure 9. .e hammer of
3,000 lb is impacted to the mount-equipped naval

Passive mount

Stainless steel

Electromagnetic
actuator

Coil

Permanent
magnet 

(a)
Passive mount

Stainless steel

Electromagnetic
actuator Permanent

magnet 

Coil

(b)

Figure 4: Schematic drawings for detailed design. (a) Detailed design-I. (b) Detailed design-II.

Table 2: Details of suggested actuator.

Detailed design-I Detailed design-II
Electrical gap 5mm 5mm
Mechanical gap 2mm 2mm
Coil specification Ø1.3mm× 270 turns Ø1.3mm× 270 turns
Weight Abt. 6.5 kg Abt. 10 kg

Stator
(permanent magnet)

Assembly of hybird mount-IMover (coil)

(a)

Mover
(permanent magnet)

Assembly of hybird mount-II

Stator (coil)

(b)

Figure 5: Electromagnetic active mount. (a) Detailed design-I. (b) Detailed design-II.
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shipboard equipment, and it must be able to withstand the
impact imposed by the weight of the hammer for given
height in reference [9]. To consider the impact, 10mm is
determined as the vertical gap between coil and magnet,
and the integrity was con�rmed from the test for the �nal
design.

�e electromagnetic �eld analysis was performed using a
commercial electromagnetic analysis program to calculate
the force and the electromagnetic characteristic parameters
for the improved design. �e detailed design speci�cations
are described in Table 6, and the modeling results and the
analysis results are shown in Figure 10. �e parameters of

Table 3: Analysis results of suggested actuator.

Detailed design-I Detailed design-II
Resistance 1.17Ω 2.33Ω
Inductance 0.20H 0.22H
Input voltage 150V 150V
Time constant 0.17 sec 0.09 sec

DC driver

Power supply

Hybrid mount

On/off switch

Force sensor

Power (150V)

Display (PC)

Pulse Hydraulic
exciter 

Measurement
of force 

Command, (V)

Current, (A)

Payload (250kg)

Figure 6: Con�guration of blocking force measurements [2].
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Figure 7: Acceleration of suggested actuator for command input voltage of pure sine. (a) 27Hz. (b) 53Hz.

Table 4: Experiment condition for measurement of blocking force.

Frequency range Step size of frequency Input current Remarks
10–100Hz Δ10Hz 1APeak, 2 APeak Additional measurement at 26.7Hz, 53.4Hz100–300Hz Δ25Hz 1APeak, 2 APeak
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the actuator derived from the analysis are summarized in
Table 7.

.e sinusoidal input current is applied to the manu-
factured actuator, and the measured acceleration on the top
of mount is shown in Figure 11. Compared with the previous
results in Figure 7, it was confirmed that the high frequency
or the peripheral frequency component due to the friction
had been removed, and the harmonic component was not
observed.

In order to examine the satisfaction of the required
control force of the proposed electromagnetic actuator, a
current which has a sinusoidal waveform of a single fre-
quency is applied, and the force generated at that time is

measured by MTS-810 (material property test machine)
and ICP 208C02 (piezo-type force sensor) as shown in
Figure 12 and Table 4. .e experimental results are sum-
marized in Figure 13, and the required control force
magnitudes for the 26.7Hz and 53.4Hz target frequency
components for the unit current are described in Table 8. It
is confirmed that a force greater than the required actuation
force for vibration reduction can be generated for the target
frequency components. A section where the force rises
above 200Hz is observed from the experimental results,
and it seems that the relatively increased measurement
result is obtained due to the ductility effect of the material
testing machine structure.

Table 5: Measurement results of blocking force compared with required force.

Experimental setup Required Detailed design-I Detailed design-II
@ 26.5Hz 41.5Npeak 930Npeak 405Npeak
@ 53.3Hz 3.3Npeak 548Npeak 124Npeak
Max. value 120Npeak 1,200Npeak 900Npeak

(a) (b)

Figure 8: Maximum deflection of passive rubber mount applying required shock based on MIL-S-901D. (a) Equilibrium state. (b)
Maximum deflection.

Rubber mount

Coil

Ferro-metal

Permanent magnet

(a) (b)

(c)

Figure 9: Assembly of modified electromagnetic actuator. (a) Sectional view. (b) Assembly schematic. (c) Prototype.
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3. ExperimentalVerificationof theReductionof
Transmitted Force by Active Hybrid Mount

3.1. Application of Control Algorithm to a Simpli�ed 2-DOF
System. �e e�ect of applying the Filtered-X LMS algorithm
is veri�ed by the simulation of a 2-degree-of-freedom system
including the electric �eld as described in reference [2]. �e

Filtered-X LMS algorithm is a kind of adaptive �lter that
eliminates disturbances by using the reference inputs re-
sponsively within the system [10–12]. First, by passing the
reference input through a �lter whose coe�cients are
adapted, the convergence and stability of the original LMS
algorithm characteristics are dramatically improved, the
necessary control force is obtained, and the in�uence of the

Table 6: Design speci�cation for suggested electromagnetic actuator.

Suggested design
Electrical gap 40mm
Mechanical gap 2mm
Coil speci�cation Ø1.3mm× 310 turns
Weight Abt. 7.2 kg

Ferro-metal

Coil

Permanent magnet

(a) (b)

Figure 10: FE analysis of electromagnetic actuator for electromagnetic �eld by Maxwell. (a) Analysis model. (b) Analysis results of ANSYS
Maxwell.

Table 7: Major parameters of suggested electromagnetic actuator.

Suggested design
Resistance 2.00Ω
Inductance 0.93H
Input voltage 150V
Time constant (L/R) 0.33 sec

Frequency component: 27 Hz
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Figure 11: Acceleration of modi�ed actuator for command input voltage of pure sine. (a) 27Hz. (b) 53Hz.
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(a)

Force sensor
ICP 208C02

(b)

Figure 12: Experimental setup for blocking force measurement.

Table 8: Measurement results of blocking force compared with required force.

26.7Hz 53.4Hz
Required operating force 40.3Npeak 3.3Npeak
Measurement results 61.0NPeak @ 2.0APeak 53.9NPeak @ 2.0APeak
Satis�ed/not satis�ed Satis�ed Satis�ed
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Figure 13: Measurement of blocking force for modi�ed electromagnetic actuator.
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disturbance is removed from the system. Because the
Filtered-X LMS algorithm uses feedforward control, it is very
effective when the frequency characteristics of a target
system are known. Finally, experimental apparatus were
constructed for the performance test of 2-DOF hybrid
mount (electromagnetic actuator) system. A 250 kg hanging
payload is installed so that the center of gravity is low, as
shown in Figure 14, and the exciter for generating distur-
bance is installed directly on the mount. Figure 15 outlines
the experimental setup of the final 2-DOF hybrid mount
system.

Two kinds of experiments with two different input
frequency sets for the Filtered-X LMS algorithm were
performed. Both results of 30, 60, and 90Hz harmonics and
90, 180, and 270Hz harmonics all show a reduction of more
than 20 dB as shown in Figure 16, and the effectiveness of the
proposed electromagnetic hybrid mount is confirmed. .e
results are summarized in Table 9.

3.2. Application of Control Algorithm to a 7-DOF System for a
Motor System. In addition to the 2-DOF performance test
for the hybrid mount (electromagnetic actuator) system, a 7-
DOF hybrid mount system for confirming the effectiveness
of an actual motor system was constructed as shown in
Figure 17, and a schematic diagram of the corresponding
system in Figure 17(a) is described in Figure 18. An un-
balanced mass (10 kg) was installed at the end of the motor
system to implement the driving force of the machine. Four
hybrid mounts with electromagnetic actuators were installed
supporting four points, and an accelerometer for observing
the vibration reduction was attached to the lower end of each
mount. Figure 17(b) shows an amplifier, a DC driver, and an
analog filter for a 7-DOF system. .e control using the
Filtered-X LMS algorithm for the target system was
implemented by designing and applying an independent
controller for each point as shown in Figure 19. .e ex-
perimental results of a 1,600 rpm (26.7Hz) primary

(a) (b)

Figure 14: Experimental setup for 2-DOF system with electromagnetic hybrid mount.

DC driver

Power supply

Hybrid mount

On/off switch

Accelerometers

Power (120V) Current, (A)

Sensor amplifier

dSpace1103
(controller)

Exciter + mass

Payload (250kg)
+ Dynamic Force

Accelerations on
mount and

payload

Command, (V)

Display (PC)

Measured signal
of accelerator

on mount

Figure 15: Schematic diagram for 2-DOF system with electromagnetic hybrid mount.
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Figure 16: Experimental results of vibration reduction while applying hybrid mount. (a) Set #1: 30, 60, and 90Hz. (b) Set #2: 90, 190, and
270Hz.

Table 9: Measurement results of vibration reduction when applying the hybrid mount.

# Frequency (Hz) Passive (dB) Active (dB) Di�erence (dB)

Set #1
30Hz 45.5 20.9 24.6
60Hz 65.5 39.0 26.5
90Hz 57.7 37.3 20.4

Set #2
90Hz 57.5 28.0 29.5
180Hz 72.7 32.9 39.8
270Hz 86.5 44.8 41.7

(a)

Figure 17: Continued.
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Power suplly Sensor amp. DC driver

Analog filter

dSpace 1103Total controller scheme

(b)

Figure 17: Experimental setup for 7-DOF system with electromagnetic hybrid mount. (a) Overall experimental setup for 7-DOF system. (b)
Components for control.

Total payload: 836 kg
Four hybrid mounts

Imbalance mass: 10 kg

Motor: 109 kg, 220V/30A

Mp (727Kg)

Fa Fa

Cr CrKr Kr

mb mb

Kb Cb Kb Cb

(a)

Figure 18: Continued.
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component, with consideration of the initial operating
frequency and two harmonic components (53.4Hz,
80.1Hz), are shown in Figure 20 and Table 10. From the
results of applying the proposed electromagnetic hybrid
mount, the average vibration reduction of about 19.7 dB was
observed for the excited frequency components.

4. Conclusion

An active mount combined with a passive rubber mount and
an electromagnetic actuator has been proposed and

examined through the rigorous experiment laid out in this
paper. It can be applied to naval shipboard equipment. Based
on the designs of previous research [2], the electromagnetic
actuator was modi�ed and re-suggested in order to improve
the performance and overcome its inherent limitations
which were caused by the friction between the mover and
stator. �e design speci�cation of an active mount, such as
required force, displacement, and frequency characteristics,
was identi�ed for the self-excited pump system, and then an
electromagnetic actuator active mount is redesigned with
consideration for the shape of the passive rubber mount and

Power supply,
4EA

Accelerometers (6)

Power (150V) Current (A)

dSpace 1103
(controller)

Motor + mass

Payload (815kg)
+ dynamic force

Acc. on
payload and base

Command, 4ch., (V)

Display (PC)

Acc. on base

at four point (4ch.)

DC driver 1

DC driver 2

DC driver 1

DC driver 2

Hybrid mount 1

Hybrid mount 2

Hybrid mount 1

Hybrid mount 2
4ch. 4ch.

(b)

Figure 18: Schematic diagram of the experimental setup for the 7-DOF system. (a) Schematic diagram of the 7-DOF system. (b) Control scheme.

Fa
Cr

Fa Fa
CrKr CrKr

Kr

Fa
CrKr

mb mb

mb mb

Mp Mp

Mp Mp

CbKb CbKb

Kb Cb Kb Cb

Fa Fa
Cr CrKr Kr

mb mb

Kb Cb Kb Cb

Mp(727Kg)

(a) (b)

Figure 19: Design schematics of a controller for the 7-DOF system with a hybrid mount. (a) Original system. (b) Control scheme.
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shock resistance. �e performance was examined experi-
mentally on the single active mount using an external exciter
and also con�rmed experimentally on an active mount
system with four mounts using a motor system. From the
results of applying the proposed electromagnetic hybrid
mount, there was an observed reduction in recorded vi-
brations to the �oor of 23.8 dB on the single mount system,
which is modelled as a 2-DOF system, and 19.7 dB on the

four-mount system, modelled as a 7-DOF system, observed,
respectively, for the three harmonic components of
vibration.
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