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Tis paper shows the healthmonitoring and assessment of a three-phase inductionmotor in abnormal conditions using amachine
learning algorithm.Te convolutional neural network (CNN) and recurrent neural network (RNN) algorithms are the prominent
methods used in machine learning algorithms, and the combined method is known as the CRNN method. Te abnormal
conditions of a three phase-induction motor are represented by three-phase faults, line-to-ground faults, etc. Te pattern of fault
current is traced, and key features are extracted by the CRNN algorithm. Te performance parameters like THD (%), accuracy,
and reliability of abnormal conditions are measured with the CRNN algorithm. Te assessment of abnormal conditions is being
realized at the terminals of a three-phase induction motor. A fuzzy logic controller (FLC) is also used to assess such abnormalities.
It is observed that performance parameters are found to be better with the CRNN method in comparison to CNN, RNN, ANN,
and other methods. Such a realization makes the system more compatible with abnormality recognition.

1. Introduction

Induction motors are one of the most versatile and fre-
quently used variable-speed drives for industrial and do-
mestic applications. Normally, the three-phase supply-based
induction motor is used to drive heavy loads. Te major
challenge with the induction motor is maintaining the
normal supply. Te changing loads, fault conditions, and
overspeeding afect the supply and create abnormalities that
can be assessed using the machine learning algorithm. Te

monitoring aspect of machine failure diagnostics is im-
portant, and for recognizing a failure in mechanical systems,
classifying the error, and recognizing group faults, nu-
merous sensors are installed to gather information from
thermal imaging or vibration. Afterward, these data are
analyzed to see whether a defect has occurred or not, and if
so, what kind of fault it is.

Traditionally, to identify a machine’s malfunction, a
sensor is required for signal acquisition, feature selection,
and fault categorization, as well as extraction. Sensing data
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acquisition entails gathering sensor data while the device in
use is active. Conventional extracted features include
original sensor data from time data in both the temporal and
frequency domains. A new framework for deep learning is
proposed to achieve very accurate machine fault detection
and to understand how to facilitate and expedite deep neural
network training networks. In comparison to current
techniques, the suggested technique is more accurate and
quicker to train. Te initial sensor data are utilized using
wavelet transformation to turn the data into pictures, fol-
lowed by assembling the time-frequency distributions.Ten,
a trained network is applied to extract more fundamental
features, including the time-frequency label [1–5]. Te
higher tiers of the algorithm are then fne-tuned using
photographs and neural network design. Te document
causes a bug in the system, in which experiments and a
diagnosis pathway are used to confrm the pipeline’s ef-
ciency and applicability in general on three fundamental
mechanical data sets containing gearboxes, induction mo-
tors, and bearings with three-time series samples of diferent
sizes [6–11].

Te proposed method can be used to diagnose faults in
rotary machine systems’ exterior bearings and uses deep
learning and information fusion. Te suggested method
takes as its direct input raw signals from various phases of
the motor current, from which features are then retrieved.
Afterward, CNN classifes each feature set separately for the
network of neurons. An innovative decision-level infor-
mation fusion strategy is presented to combine data from all
of the used convolutional neural networks in order to im-
prove classifcation accuracy. CNN provides higher accuracy
in its image recognition pattern and a better approach to
automatically detecting important features without any
human supervision. On the contrary, RNN produces the
sequential output, which depends on time-sequence events.
Decision-level data processing has difculty because of
straightforward pattern categorization problems that can be
efciently solved by well-known supervised learning algo-
rithms. Te suggested fault diagnosis product’s efcacy is
validated by tests that used genuine bearing fault signals
[12–14]. Tis work describes a technique for identifying
bearing defects and tracking bearing deterioration in electric
motors. Te method collects fault features that refect var-
ious faults based on signal kurtosis and cross-correlation,
and the characteristics are then integrated to create a health
index using hierarchical clustering and a semisupervised k-
nearest neighbour distance measure. Experiments with a
computer cooling fan motor bearing and a simulator for
machinery faults were used to validate the method. Te
technique can locate defects under masking noise and di-
agnose faults in their early stages. Additionally, it ofers a
health index that monitors fault degeneration while ex-
cluding intermittent defects. Furthermore, inaccurate ref-
erence data are not necessary [15–18]. In theory,
sophisticated artifcial intelligence-based systems provide
early fault identifcation, but their complexity conficts with
instant messaging are fundamental characteristics.

Tis manuscript utilizes the motor current signature,
which is already present in standard drives, and proposes a

combination of simulations and upsampling to practice the
neural network efectively without any need for numerous
broken prototypes, which is the main obstacle to industrial
viability [19–22]. Deep conviction systems for biomedical
applications using intuitive procedures with a cross-point
approach are analyzed. Te mechanism of the Internet of
things (IoT) integrated with radio frequency identifcation
(RFID) technology for healthcare systems gives fruitful
information. Biomedical signals for healthcare using
Hadoop infrastructure with artifcial intelligence and fuzzy
logic interpretation show the health analysis [23–25]. An
induction motor driven by an inverter and its diagnosis
using a machine learning algorithm are well analyzed. With
the help of growing curvilinear component analysis, the
stator of an induction motor helps to track the fault at the
grid terminal. A diagnosis of the IGBTconverter and current
sensor fault for the inverter-driven induction motor using
the online Simulink method is well explained in [26–28].

2. Mathematical Modeling of Three-phase
Induction Motor

Te mathematical modeling of a three-phase induction
motor is designed in the d-q reference frame coordinates.
Te conversion of three-phase coordinates to (d−q) coor-
dinates is assessed using the Clarke and Park transformation.
In the Clarke transformation, three-phase (a, b, and c)
coordinates are converted into stationary reference coor-
dinates (α−β). A further Park transformation is used to
convert the stationary reference coordinates (α−β) into
synchronous reference frame coordinates (d−q). Te
mathematical modeling of a three-phase induction motor is
represented as

Vsd � Rsisd +
d

dt
ϕsd − ωsϕsq

Vsq � Rsisq +
d

dt
ϕsq + ωsϕsq

Vrd � Rrird +
d

dt
ϕrd − ωrϕrq

Vrq � Rrirq +
d

dt
ϕrq + ωrϕrd

ϕsd � Lsisd + Lmird

ϕsq � Lsisq + Lmirq

ϕrd � Lsird + Lmisd

ϕrq � Lsirq + Lmisq

, (1)

where Vsd and isd are d-axis stator voltage and stator current,
respectively. Vrd and ird are d-axis rotor voltage and rotor
current, respectively. Vsq and isq are q-axis stator voltage and

2 Mathematical Problems in Engineering



stator current, respectively. Vrq and irq are q-axis rotor
voltage and rotor current, respectively.

Te torque equation is given by

Te − TL � J
d ωr( 􏼁

dt
. (2)

Electromagnetic torque is given by

Te � p ϕsdisq − ϕsqisd􏼐 􏼑, (3)

where p is the pole pair.
Te general structure of a grid-connected three-phase

induction motor is shown in Figure 1.

3. Design of the Convolution Neural
Network (CNN)

CNN is defned as a product of the two inputs in the real-
time domain. A particular kind of feedforward neural
network is the convolutional neural network (CNN). It can
be used for target recognition, segmentation, and image
classifcation, among other things. Te CNN model is dif-
ferent from other neural networks in that it has convolu-
tional and pooling layers. Te feedforward network can be
illustrated as a function, as given in the following equation:

Y � f(X, f). (4)

where X � x[ )1, x2, x3, .....xn] are inputs vectors.
Y � y􏼂 􏼁1, y2, y3, .....yn] are output vectors. f is the faulty
current at the diferent level.

Te convolution layer’s goal is to derive local charac-
teristics from input data, as shown in the following equation:

YF � conv(Y, f). (5)

YF � conv(Y, convf). (6)

Conv is a convolution layer, YF is a set of extracted
features, and extraction of the convolution layer fromX. Yf is
the set of extracted features after the pooling layer. CNN has
Softmax layers to integrate and categorize features as part of
a classifcation model.Te compressed features of the output
are given as Yf , as shown in the following equation:

YF � pool YF, poolf( 􏼁,

YFF � Softmax FC, YF, poolf( 􏼁( 􏼁.
(7)

Te architecture of CNNwith a pooling layer is shown in
Figure 2, and data extraction from Table 1 process is shown
in Figure 3.

4. Design of the Recurrent Neural
Network (RNN)

RNNs are a variety of feedforward neural networks . RNN is
most often used for data that has a sequence, for example in
speech recognition and translation software. A popular RNN
model was the LSTM LSTM-RNN, which uses memory cells
to retain long-term data to address the issue of vanishing
gradients. As a classifcation algorithm, LSTM-RNN

additionally includes Softmax layers as well as full levels [22].
Te architecture of the RNN is shown in Figure 4. Te
normalized output of the RNN is represented mathemati-
cally, as shown in the following equation:

YFF � Softmax F( )C LSTM YF, poolf( 􏼁( 􏼁. (8)

5. Design of the Convolution Recurrent Neural
Network (CRNN)

CRNN is a combination of CNN and RNN.Te efectiveness
of CNN-based models in utilizing geographic information
characteristics, such as those seen in photographs, is good.
CNN, unfortunately, is unable to handle sequential data.
RNN-based models, on the other hand, excel at modeling
sequential data, such as texts. A novel model called CRNN is
suggested, which combines CNN and RNN and is infuenced
by their traits. Te characteristics of the inputs are extracted
by the CNN, and the retrieved features are further processed
by the RNN to lessen the dependence on variables under
various variable situations. By eliminating the ambiguity and
boundary conditions of the images, it investigates the op-
tions one at a time [22]. Te general equations of CRNN are
listed in the following equations:

it � σ W( )iwxt+Uihht−1+bi􏼁, (9)

f t � σ W( )fwxt+Ufhht−1+bf􏼁, (10)

ot � σ W( )owxt+Uohht−1+bo􏼁, (11)

gt � tanh W( )gwxt+Ughht−1+bg􏼑, (12)

ct � f t ∘ ct−1 + it ∘gt, (13)

ROTOR

FAULTS

Grid
terminal

STATOR

Figure 1: Structure of a grid-connected three-phase induction
motor [6].
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ht � ot ∘ tanhct, (14)
where t is the LSTM step. xt is the input data. ht is the hidden
data. ct is the cell state. it, ft, and ot are the input gate, forget
gate, and output gate, respectively. Ws, Us, and bs are the
weights and bias. σ, tanh,◦ are sigmoid functions, hyperbolic
tangents, and multiplicators, respectively. Te mixed solu-
tion of CNN and RNN in mathematical form for evaluating
the various fault conditions of a three-phase induction
motor is shown as

YFF � Softmax FC LSTM YF, poolf( 􏼁,((

conv(Y, convf), pool YF, poolf( 􏼁.
(15)

Te architecture of the problem solution of CRNN is
shown in Figure 5. Te forget gate is mathematically
represented by ct

f� ftoct−1, which means that it is the dot
product of the convolution of two inputs. While taking the
dot product of two inputs, a few elements are removed from
the output, which can be forgotten. LSTM is a long short-
term memory that is an extended part of an RNN, and it
occurs when gradient failure.

6. Result and Performance Analysis of the
Abnormal Condition

In previous sections, the designs of CNN, RNN, and CRNN
have been discussed in detail. Now, the performance parameters
like THD (%), accuracy, and reliability will be estimated for the
performance analysis of the single and multilabeling data. Te
comparison of THD (%) of fault current for single and mul-
tilabeling data is shown in Table 2. Such a graphic comparison is
also depicted in Figure 6. In the same way, a comparison of the
accuracy of fault current for single and multilabeling data is
shown in Table 3 for the precision of 1.2% and 1.9%. Such a
graphic comparison is also depicted in Figure 7.

In the same way, a comparison of the reliability of fault
current for single and multilabeling data is shown in Table 4
for the precisions of 1.2% and 1.9%. Such a graphic com-
parison is also depicted in Figure 8.

It is observed that in Figures 6–8, the least and improved
values of THD (%), accuracy, and reliability are attained with
CRNN in comparison to CNN, RNN, and ANN [19]. THD is
defned as total harmonic distortion, which is represented as

THD �

�����
1
g
2 − 1

􏽳

, (16)

whereg is the distortion factor, which is given in the fol-
lowing equation:

g �
X01( 􏼁rms
(X)rms

, (17)

where X01 is the fundamental harmonic component, and
X1 is the rms input value.

7. Conclusion

Tis study uses a machine learning method to monitor and
evaluate a three-phase induction motor’s health when it is in an
aberrant state. Te CRNN approach, which combines the well-

Input

Convolution Pooling

Fully
Connected

Output

Features
extraction

Classifications

Figure 2: Architecture of the CNN [1].

Table 1: Fault level at various conditions.

Level (f ) L1 L2 L3 L4 L5 L6 L7 L8 L9
Tree-phase fault 1 0 1 0 1 1 1 0 0
Line to ground fault 0 1 1 1 0 0 1 1 0
Line to line fault 1 1 0 0 0 1 1 1 0

Input Data Data Extraction

Data
Characterization

OUTPUT

Figure 3: Data extraction of the CNN [2].
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Connected
Layer

Softmax

Predict
Class

Last

LSTM

LSTM

LSTM
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Table 2: Comparison of THD (%) of fault current with various methods.

Data CRNN CNN RNN ANN [19]
Single label 5.66 7.98 8.98 10.33
Multilabel 6.12 8.97 9.98 11.22
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Figure 6: Graphical comparison of THD (%) with various methods.

Table 3: Comparison of the accuracy of fault current with various methods.

Data
1.2% precision 1.9% precision

CRNN CNN RNN ANN [19] CRNN CNN RNN ANN [19]
Single label 1.36 2.36 2.66 3.69 1.56 2.98 3.78 4.65
Multilabel 1.45 2.89 3.21 4.23 1.61 2.91 3.06 4.02
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CNN
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1.2% precision
ANN [19]

1.9% precision
CRNN
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CNN
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RNN

1.9% precision
ANN [19]

Single Label
Multi Label

Figure 7: Graphical comparison of reliability with various methods for diferent precision values.

Table 4: Comparison of reliability of fault current with various methods.

Data
1.2% precision 1.9% precision

CRNN CNN RNN ANN [19] CRNN CNN RNN ANN [19]
Single label 1.12 2.33 2.99 4.12 1.03 2.94 3.66 4.63
Multilabel 1.23 2.64 3.33 5.12 1.16 2.98 3.89 4.88
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known CNN and RNN algorithms, is one of the main machine
learning algorithms. Tree-phase faults and line-to-ground
faults, are some of the abnormal conditions of a three-phase
induction motor. By using the CRNN technique, the fault
current’s pattern is tracked and its main features are retrieved.
With the CRNN algorithm, performance metrics including
THD (%), accuracy, and reliability of abnormal conditions are
measured. Also, the performance metrics including THD (%),
accuracy, and reliability of abnormal conditions are measured.
Tis abnormal condition assessment is realized at the terminals
of a three-phase induction motor. An artifcial neural network
(ANN) is also used to evaluate this irregularity.When compared
toANN,RNN,CNN, and other approaches, theCRNNmethod
is proven to have better performance metrics. Tis realization
improves the system’s ability to detect abnormalities.

8. Future Scope

It is also a possibility that performance parameters like THD
(%), accuracy, and reliability of abnormal conditions can be
improved by using other advanced methods for the perfect
recognition of abnormal conditions in induction motors.
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Conflicts of Interest

Te authors declare that they have no conficts of interest.

References

[1] S. Shao, S. McAleer, R. Yan, and P. Baldi, “Highly-accurate
machine fault diagnosis using deep transfer learning,” IEEE
Transactions on Industrial Informatics, vol. 15, no. 4,
pp. 2446–2455, 2019.

[2] C. Shimmin, P. Sadowski, P. Baldi et al., “Decorrelated jet
substructure tagging using adversarial neural networks,”
Physical Review D, vol. 96, no. 7, Article ID 074034, 2017.

[3] D. Fooshee, A. Mood, E. Gutman et al., “Deep learning for
chemical reaction prediction,” Molecular Systems Design &
Engineering, vol. 3, no. 3, pp. 442–452, 2018.

[4] C. N. Magnan and P. Baldi, “SSpro/ACCpro 5: almost perfect
prediction of protein secondary structure and relative solvent
accessibility using profles, machine learning, and structural
similarity,” Bioinformatics, vol. 30, no. 18, pp. 2592–2597,
2014.

[5] P. Baldi, “Deep learning in biomedical data science,” Annual
Review of Biomedical Data Science, vol. 1, pp. 181–205, 2018.

[6] W. Sun, S. Shao, R. Zhao, R. Yan, X. Zhang, and X. Chen, “A
sparse auto-encoder based deep neural network approach for
induction motor faults classifcation,” Measurement, vol. 89,
pp. 171–178, 2016.

[7] X. Ding and Q. He, “Energy-fuctuated multiscale feature
learning with deep convnet for intelligent spindle bearing
fault diagnosis,” IEEE Transactions on Instrumentation and
Measurement, vol. 66, no. 8, pp. 1926–1935, 2017.

[8] R. Zhao, D. Wang, R. Yan, K. Mao, F. Shen, and J. Wang,
“Machine health monitoring using local feature-based gated
recurrent unit networks,” IEEE Transactions on Industrial
Electronics, vol. 65, no. 2, pp. 1539–1548, 2018.

[9] S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE
Transactions on Knowledge and Data Engineering, vol. 22,
no. 10, pp. 1345–1359, 2010.

[10] L.Wen, L. Gao, and X. Li, “A new deep transfer learning based
on sparse autoencoder for fault diagnosis,” IEEE Transactions
on Systems, Man, and Cybernetics: Systems, vol. 49, no. 1,
pp. 136–144, 2019.

[11] F. Shen, C. Chen, R. Yan, and R. X. Gao, “Bearing fault di-
agnosis based on SVD feature extraction and transfer learning
classifcation,” in Proceedings of the 2015 Prognostics and
SystemHealthManagement Conference (PHM), pp. 1–6, IEEE,
Beijing, October 2015.

[12] D. T. Hoang and H. J. Kang, “A Motor current signal based
bearing fault diagnosis using deep learning and information

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

CRNN CNN RNN ANN [19] CRNN CNN RNN ANN [19]

1.2% precision 1.9% precision

A
CC

U
RA

CY

Single Label
Multi Label

Figure 8: Graphical comparison of accuracy with various methods for diferent precision values.

Mathematical Problems in Engineering 7



fusion,” IEEE Transactions on Instrumentation and Mea-
surement, vol. 69, no. 6, pp. 3325–3333, 2020.

[13] V. C. M. N. Leite, J. G. B. da Silva, G. L. Torres et al., Bearing
Fault Detection in Induction Machine Using Squared Envelope
Analysis of Stator Current,” Bearing Technology, Springer,
Berlin, Germany, 2017.

[14] E. Elbouchikhi, V. Choqueuse, F. Auger, and
M. E. H. Benbouzid, “Motor current signal analysis based on a
matched subspace detector,” IEEE Transactions on Instru-
mentation and Measurement, vol. 66, no. 12, pp. 3260–3270,
2017.

[15] B. R. Nayana and P. Geethanjali, “Analysis of statistical time-
domain features efectiveness in identifcation of bearing
faults from vibration signal,” IEEE Sensors Journal, vol. 17,
no. 17, pp. 5618–5625, 2017.

[16] G. Maruthi and V. Hegde, “Application of mems acceler-
ometer for detection and diagnosis of multiple faults in the
roller element bearings of three phase induction motor,” IEEE
Sensors Journal, vol. 16, no. 1, pp. 145–152, 2016.

[17] J. Tian, C. Morillo, M. H. Azarian, and M. Pecht, “Motor
bearing fault detection using spectral kurtosis-based feature
extraction coupled with k-nearest neighbor distance analysis,”
IEEE Transactions on Industrial Electronics, vol. 63, no. 3,
pp. 1793–1803, 2016.

[18] C. P. Mbo’o and K. Hameyer, “Fault diagnosis of bearing
damage by means of the linear discriminant analysis of stator
current features from the frequency selection,” IEEE Trans-
actions on Industry Applications, vol. 52, no. 5, pp. 3861–3868,
2016.

[19] D. Pasqualotto and M. Zigliotto, “Increasing feasibility of
neural network-based early fault detection in induction motor
drives,” IEEE Journal of Emerging and Selected Topics in Power
Electronics, vol. 10, no. 2, pp. 2042–2051, 2022.

[20] J. Pons-Llinares, J. A. Antonino-Daviu, M. Riera-Guasp,
S. Bin Lee, T.-J. Kang, and C. Yang, “Advanced induction
motor rotor fault diagnosis via continuous and discrete
time–frequency tools,” IEEE Transactions on Industrial
Electronics, vol. 62, no. 3, pp. 1791–1802, 2015.

[21] K. N. Gyftakis, J. A. Antonino-Daviu, R. Garcia-Hernandez,
M. D. McCulloch, D. A. Howey, and A. J. M. Cardoso,
“Comparative experimental investigation of broken bar fault
detectability in induction motors,” IEEE Transactions on
Industry Applications, vol. 52, no. 2, pp. 1452–1459, 2016.

[22] D. Pasqualotto and M. Zigliotto, “A comprehensive approach
to convolutional neural networks-based condition monitor-
ing of permanent magnet synchronous motor drives,” IET
Electric Power Applications, vol. 15, no. 7, pp. 1–16, 2021.

[23] S. Selvarajan, H. Manoharan, T. Hasanin et al., “Biomedical
signals for healthcare using hadoop infrastructure with ar-
tifcial intelligence and fuzzy logic interpretation,” Applied
Sciences, vol. 12, no. 10, p. 5097, 2022.

[24] H. Manoharan, S. Selvarajan, A. Yafoz et al., “Deep conviction
systems for biomedical applications using intuiting proce-
dures with cross point approach,” Frontiers in Public Health,
vol. 10, p. 909628, 2022.

[25] G. B. Mohammad, S. Shitharth, S. A. Syed et al., “Mechanism
of internet of things (IoT) integrated with radio frequency
identifcation (RFID) technology for healthcare system,”
Mathematical Problems in Engineering, vol. 2022, pp. 1–8,
Article ID 4167700, 2022.

[26] B. D. E. Cherif, M. Chouai, S. Seninete, and A. Bendiabdellah,
“Machine-learning-based diagnosis of an inverter-fed in-
duction motor,” IEEE Latin America Transactions, vol. 20,
no. 6, pp. 901–911, 2022.

[27] R. R. Kumar, V. Randazzo, G. Cirrincione et al., “Induction
machine stator fault tracking using the growing curvilinear
component analysis,” IEEE Access, vol. 9, pp. 2201–2212, 2021.

[28] B. Gou, Y. Xu, Y. Xia, Q. Deng, and X. Ge, “An online data-
driven method for simultaneous diagnosis of igbt and current
sensor fault of three-phase pwm inverter in induction motor
drives,” IEEE Transactions on Power Electronics, vol. 35,
no. 12, pp. 13281–13294, 2020.

8 Mathematical Problems in Engineering



Review Article
A Review of Control Techniques and Energy Storage for
Inverter-Based Dynamic Voltage Restorer in Grid-Integrated
Renewable Sources

Devalraju Prasad and C. Dhanamjayulu

School of Electrical Engineering, Vellore Institute of Technology, Vellore, Tamil Nadu, India

Correspondence should be addressed to C. Dhanamjayulu; dhanamjayulu.c@vit.ac.in

Received 19 August 2022; Accepted 12 September 2022; Published 29 September 2022

Academic Editor: Albert Alexander Stonier

Copyright © 2022 Devalraju Prasad and C. Dhanamjayulu.�is is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in anymedium, provided the original work is
properly cited.

Power quality (PQ) is a key issue, particularly for technologically advanced process equipment, whose performance mainly
depends on the quality of supply. Problems with PQ such as voltage swells/sags, interruptions, and harmonics are de�ned by any
voltage, current, or frequency abnormalities causing damage or failure of the end-user equipment. Outages and interruptions lead
to malfunctioning of end-user equipment or sensitive loads, such as diagnostic equipment in healthcare facilities, clinics, ed-
ucational institutions, and detention centers, while further increasing signi�cant economic losses. Custom power devices (CPDs)
are recommended for enhancing power quality, and the best and most economical solution is considered to be the dynamic
voltage restorer (DVR). Several methods are suggested to improve the PQ by using the dynamic voltage restorer; among them,
most encouraging ways are to use a multilevel inverter (MLI) in the dynamic voltage restorer.�is article combines the latest work
of the literature, as well as a detailed discussion on PQ issues of the grid-integrated renewable energy sources (RESs), DVR
principle with its operating procedures, system components, energy storage-based DVR topologies, DVR control unit, and DVR
power converter-based topologies. In addition, synthesis of energy storage, control strategies, and multilevel inverters for DVR.
�is review bene�ts those interested in investigating DVR as a relevant and comprehensive reference.

1. Introduction

In the smart era, microprocessor-controlled devices or
digital, electronic, and nonlinear devices are extensively used
in all sectors of the industry. Nearly all these devices are
sensitive, have electrical supply disruptions at any minute,
and cannot be operated properly. In addition, several
supplies have also been increased, which degrades power
quality (PQ). Problems that happen because of inadequate
power quality are data errors, automatic resets, memory
losses, UPS alarms, equipment failures, software corrup-
tions, circuit board failures, power supply problems, and
overheating of electrical distribution systems. Considering
these realities, PQ has become progressively critical. Not
only PQ issues but also the issues related to voltage are also

most important from sensitive nonlinear loads and end-
users [1, 2].

�e use of sensitive loads such as diagnostic equipment
in health centers, educational institutions, and detention
centers over several years has been fourfold, which leads to a
concern with the quality of power of sensitive loads [3]. If
power quality is insu�cient, serious economic losses, losses
in manufacturing, outage of sensitive and critical loads, and
lack of information could have serious consequences [4].
Consequently, high power quality is essential for utilities,
customers, and producers of electrical appliances too. �e
essential power quality issues include voltage swells, sags,
harmonics, transients, �ickers, �uctuations, and interrup-
tions [5]. �ese are discussed in the next section. �e
sensitive and critical loads must prevent these issues in terms
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of power quality and voltage disturbances. In this regard, a
wide range of solutions has been introduced including the
best and most efficient solution for the compensation and
mitigation of voltage disturbance known as custom power
devices (CPDs) [6]. &ey act as compensating devices, each
with its own control and application. CPDs such as a par-
allel-connected distribution static synchronous compensa-
tor (DSTATCOM), are used for correcting the power factor;
for voltage compensation, the dynamic voltage restorer
(DVR) is used and is connected in series; a parallel-series
connected unified power quality conditioner (UPQC) can
simultaneously inject voltage in series and current in par-
allel; however, UPQC and DSTATCOM are larger and more
expensive, rather than DVR [7]. In modern power systems,
the most serious and usual power quality issues are voltage
sags, and DVR is used as the least expensive voltage sag
solution [8].

When a voltage disturbance occurs on the supply side,
the DVR supplies the required voltage to the load side. &e
DVR also protects from supply-side disturbances to sensitive
and critical loads [9, 10]. &is means that the DVR is im-
portant to compensate for voltage sags and to protect the
sensitive load. &e DVR is the best CPD since it has low
costs, has small sizes, and can respond quickly to voltage
disturbances. As an example, the DVR installation cost for
the 2–10MVA power supply is USD 300/kVA, while
uninterruptible power supplies (UPSs) installation costs are
USD 500/kVA.&e servicing and operating costs of DVR are
approximately 5% of its capital investment; however, it is
much higher (about 15%) [1]. UPQC is a DSTATCOM-DVR
combination with two power converters; hence, the struc-
ture of the DVR is, therefore, less than UPQC. DVR and
DSTATCOM are closely related; however, DVR is used to
protect the sensitive loads from supply interruptions,
whereas DSTATCOM is used to protect critical loads from
load-side disturbances. Furthermore, the DVR quickly (less
than 1/4 cycle) responds to voltage disturbances, unlike
other CPDs, such as the static VAR compensator (SVC) (2-3
cycle) [11].

Many topologies of DVR from different points of view of
energy storages, power converters, and control systems have
been investigated to improve power quality, cut costs, and
improve the performance of DVR [12]. Furthermore, it has
become widely attractive to modify DVR topology and
integrate renewable energy resources with the DVR. Some
general reviews on DVRs were carried out that a detailed
study is lacking on modified DVR configurations and in-
tegration with renewable energy [13, 14]. Significant re-
search is being conducted on DVR innovation and is now
advanced but not many of the survey papers in the published
literature are accessible. Remya et al. reviewed the DVR and
reported on the challenges of the DVR systems [15]. Farhadi-
Kangarlu et al. reported the combined overall DVR topol-
ogies, compensation techniques, and control strategies [16].
Significant research development in DVR technology for
fifteen years after the first installation of DVR was published
by El-Gammal et al. [17]. &is paper intends to give a
comprehensive evaluation of different components of DVR
structure, as well as the integration of distributed

generations into multi-inverter-based DVR. &is article
provides a significant contribution in the following ways:

(i) Discussion of the power quality difficulties associ-
ated with RES integration into the grid

(ii) To understand the working principles of DVR, the
basic components, alternative DVR topologies from
an energy storage approach, DVR control units, and
DVR compensation techniques are provided

(iii) Discussion and extensive study of different grid-
connected multilevel inverters, as well as multilevel
inverter-based DVR integration with distributed
generation, for optimizing voltage profile

Engineers and researchers working on the issues of
power quality and the mitigation of voltage disturbances will
be able to use them on an extensive basis.

&e remainder of the article is organized accordingly.
Section 2 describes the power quality problems of RES
connected to the grid, grid-integrated RES requirements, PQ
standards, classifications, causes, and effects. &e most
important custom power device and applications have also
been clarified. In Section 3, the principle of DVR and its
various operating modes, DVR circuit components, and
DVR topologies are presented from the point of view of
energy storage. Following this, Section 4 reviews DVR
control units and compensating techniques. &e analysis of
various grid-tied multilevel inverters with their advantages
and disadvantages along with their performance indices and,
finally, an elaborated review on multilevel inverter-based
DVRs are provided in Section 5; the conclusions and scope
of future work are given in Section 6.

2. Power Quality Issues in Grid-Connected
Renewable Energy Sources

&ere is considerable global attention to the utilization of
renewable energy sources (RESs) for electricity generation.
&is is because of the negative environmental effects of fossil
fuels being burned to convert energy, which emits an
enormous amount of CO2 and other greenhouse gases into
the air. Figure 1 depicts a few of the renewable energy
sources.

Renewable energy use rose by 3 percent as the demand
for all other fuels declined, according to the IEA, Paris
World Energy Review 2021 [18]. &e main driver was a 7
percent increase in renewable energy generation. Renewable
energy accounts for a 29% share of global electricity pro-
duction in 2020, up from 27% in 2019. In 2021, the pro-
duction of renewable energy will be more than 8%
expanding to 8,300 TWh, the fastest growth year-on-year
since the 1970s. Two-thirds of the renewable energy growth
will be supported by solar PV and wind. &e growth of
renewable energy alone in China in 2021 was almost half
expected, followed by the USA, the EU, and India shown in
Figure 2. &e wind is set to grow by 275TWh (almost 17
percent), the greatest increase in renewable energy pro-
duction, which is significantly higher than in 2020. China
will remain the biggest market for PV, and there is expansion
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in the United States with ongoing federal and state policy
support. &e new solar PV capacity additions will recover
rapidly from COVID-19-related delays in India in 2021, with
strong policy support in Brazil and Vietnam driven by large
political support for distributed solar PV applications. &e
new solar PV capacities increased in Brazil and Vietnam.&e
total electricity generated by solar photovoltaic systems in
2021 is projected to grow to 145 TWh or almost 18 percent.
Renewable sources in the electricity generation mix are
expected to increase their proportion by 30 percent in 2021,
all the time from all renewable sources. In combination with
nuclear, carbon-free sources, the world coal plants’ output in
2021 is much higher than that.

According to the IEA’s 2021 Renewable Energy
Market Update [19], renewable energy is the only power
source for which consumption has risen despite the
pandemic by 2020, while other fuel consumption has
decreased. In light of current commercial and political
changes, the renewable energy market investigates new
global renewable power add-ons for 2021 and 2022. It also
establishes a modern biofuel production prediction for
these years, as the industry experienced significant losses
due to a fall in transportation demand during the pan-
demic. It is expected to maintain the exceptional level of
renewable energy add-ons and that 270 GW will become
operational in 2021 and 280 GW in 2022.&is expansion is
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more than 50% higher than the annual capacity rise record
set in 2017–2019, implying that renewables will account
for 90% of global capacity growth in both 2021 and 2022,
as indicated in Figure 3.

2.1. Requirements for Grid-Integrated RES. Although some
renewable energy sources are linked to the transmission
system, most of them are linked to the distribution system.
&e operators of both distribution (DSOs) and transmission
systems (TSOs) have been facing significantly higher levels
of penetration of renewable sources, especially PV and wind
systems, and many other strategies to replace conventional
power plants with RES have been launched [20]. &ese
changes have forced electrical system operators to take into
account the impact of that penetration on grid stability.
TSOs and DSOs have introduced new regulations at PCC, a
common point of connection between the power grid and
RES [21, 22]. RESs have the potential to handle various
disturbances, increase the stability of voltage and frequencies
and reliability, and improve power quality and security of
power grids; they are required to act as traditional power
plants [23]. &e new requirements include standards of PCC
power quality [24], voltage regulation [25], frequency reg-
ulation [26, 27], voltage stability support through reactive
power injection [28], frequency stability support through
active power control [26, 27], and voltage ride through
(VRT) [29–34]. VRT is further subcategorized into (i) LVRT
(low-voltage ride through) [30], (ii) ZVRT (zero-voltage ride
through) [33], and (iii) HVRT (high-voltage ride through)
[34]. In [30], the energy storage system was controlled by
LVRT, and reactive power supports the grid; the limitations
are overshooting, high fluctuations, superimposition, ad-
ditional investment costs, periodic inspection, and main-
tenance, as specified in the grid code, whereas in [32],
STATCOM and SVC control the LVRT; it injects reactive
currents and improves the VRTcapacity; however, there are
no data about the change of DC-link voltage during grid
faults; also, the complexity and costs increase. Voltage ride-
through standards in different countries are tabulated in
Table 1.

2.2. Power Quality. Power quality for electricity suppliers
and their customers has become an important concern.
From the point of view of customers, the consequences of
disturbances in terms of financial loss can be between
hundreds to millions of dollars. Power quality issues lead
to losses of consumer satisfaction and also losses of load or
income from the point of view of utilities. Quick incidents
such as voltage transients, swells/sags, voltage impulses,
high-frequency noise, and faults are power quality issues;
generally, these are identified as any deviation from the
standard voltage source. Hence, issues of power quality
affect electrical equipment directly [35–37]. &e per-
centage sharing of major power quality issues is shown in
Figure 4.

Disturbances that could lead to problems with power
quality may be an operation of unbalanced and nonlinear
loads, start or switch off huge loads such as motors,

energization of transformers and capacitor banks, or failure
of devices such as transformers and wires, lightning, and
natural events. &e two main standards for power quality
issues are the IEC and the IEEE. Table 2 contains the latest
revisions to these standards [38–48], and the time required
for RES to clear the abnormalities when exposed to ab-
normal voltage and frequency [49] is listed in Table 3.

Table 4 lists the most important issues of power quality
and their definitions, and Table 5 provides reasons and
effects of problems of power quality together with their
duration and magnitude. IEC 61000-3-2 (1995-03), IEEE-
519, and IEC/TS 61000-3-4 (1998-10) establish guidelines for
limiting harmonic problems. IEEE P1564 and P1547a ad-
dress the voltage sag issues. &e first deals with the impacts
of voltage sag, while the second deals with ways to stabilize a
system through voltage sag mitigation. &e flicker problem
characterizes IEC 61000-4-15. IEEE 1159–1995 characterizes
general problems with power quality. IEEE 1250–1995 and
IEEE P1409 discuss the impacts and corresponding solu-
tions on power quality issues. IEEE Standard P1547 dis-
cusses microgrid characteristics and their interconnections
with the power system.

2.2.1. Power Quality Improvement (PQI) Techniques.
Various PQI research aimed at minimizing problems with
PQs are reported, and the ideal grid integration of renewable
energy sources is promoted; however, every mitigation
technique creates certain difficulties; hence, it will continue
to be an active research sector in the future too. Current
quality improvement (CQI) and voltage quality improve-
ment (VQI) strategies are two types of PQI techniques that
emphasize renewable energy integration, as shown in Fig-
ure 5. &e VQI technology addresses voltage variations and
frequency mitigation in DGs. Further subclassifications of
VQI techniques may include energy storage (ES) [50],
custom power devices (CPDs) [51], optimization of energy
conversion [52, 53], spinning reserve [54], and a few ad-
ditional unique technologies based on the variable frequency
transformer (VFT) [55] and the virtual sync machine [56].
Further CQI technologies can be divided into passive filters
(PFs) [57], active power filters (shunt and series) [58], smart
impedance [59], hybrid filters [60], and multifunctional DGs
[61].

2.2.2. Custom Power Devices (CPDs). Critical equipment
protection against voltage sags and interruption is supplied
with storage units. Examples of storage systems include
flywheel energy storage system (FESS), superconducting
magnetic energy storage (SMES), uninterruptible power
supply (UPS), ultracapacitors (UCAPs), and batteries. &ey
are used to mitigate the required energy due to faults and
voltage drops. &e most efficient method of mitigating
voltage slags is by using custom power devices (CPDs); they
ensure that the quality and reliability of supply are guar-
anteed to customers [62, 63]. Table 6 contains the most
important CPDs to mitigate the issues related to power
quality.
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3. Dynamic Voltage Restorer

DVR is a compensating device having a series impedance
that is serially connected between the PCC (point of com-
mon coupling) and the load as shown in Figure 6. It supplies
the required voltage during sag to synchronize the load

voltage and permits the switching of real and reactive power
between DVR and distribution systems [64]. Westinghouse
manufacturing company (part of Siemens) introduced the
first DVR in August 1996, with the support of the Electric
Power Research Institute (EPRI), with an installed capacity
of 2MVA at Duke Power Company located in North
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Table 1: Voltage ride-through standards in different countries.

Parameters Country
Regulation

During fault After fault
t max. (s) V min. (%) t max. (s) V max. (%)

LVRT

UK 0.14 15 1.2 80
Denmark 0.5 20 1.5 90
US (NERC) 0.625 15 3.0 90

China 0.625 20 2.0 90
Japan 1.0 20 1.2 80

US (PREPA) 0.60 15 3.0 85
Romania 0.625 15 3.0 90

ZVRT

Canada 0.15 0 1.0 85
Germany 0.15 0 1.5 90
Australia 0.45 0 0.45 80

US (WECC) 0.15 0 1.75 90
Spain 0.15 0 1.0 85

Malaysia 0.15 0 1.5 90
Italy 0.2 0 1.5 85

South Africa 0.15 0 2.0 85
During fault (caused voltage increase)

t max. (s) V min. (%)

HVRT

Denmark 0.1 120
Germany 0.1 120
Spain 0.25 130

US (NERC) 1.0 120
US (WECC) 1.0 120
US (PREPA) 1.0 140
South Africa 0.15 120
Malaysia Continuous 120
Australia 0.06 130
Italy 0.1 125

Romania, China, Canada, and the UK Not defined Not defined
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Carolina (USA) on 12.47 kV distribution systems
having three voltage source inverters and three injection
transformers with the in-phase compensation technique
[10, 15].

&e equivalent circuit of DVR is obtained by connecting
a voltage source VComp in between the source (VS) and load
(VL) with their respective impedances ZS and ZL as shown in
Figure 7. At PCC source, the current IS is divided into IL and
IoT., where IL is the sensitive load current and IOT is another
load current. &e voltage at PCC is represented by VG, and
the voltage compensated by DVR is VDVR. Resistance R and
inductance L are obtained from the impedance Z of the filter
and injection transformer, and the values of RDVR and XDVR
are related to VDVR. &e impedance of the source, load, and
DVR are ZS, ZL, and ZDVR, respectively.

P S is the real power, and QS is the reactive power of
supply.

P L is the real power, and QL is the reactive power of the
load.

P DVR is the real power, and QDVR is the reactive power
supplied by the DVR.

&e voltage across sensitive load VL is given by

VL(t) � VG(t) + VDVR(t) + RiL(t) + L
diL

dt
,

XDVR �
V

2
DVR

SDVR
Xp.u,

RDVR �
V

2
DVR

SDVR
Rp.u,

ZDVR �
V

2
DVR

SDVR
Zp.u.

(1)

&e percentage of voltage handling capacity uDVR and
current handling capacity iDVR of DVR is given by [65]

uDVR% �
VDVR

Vs,rated
100%,

iDVR% �
IDVR

IL,rated
100%.

(2)

I DVR is the current rating of DVR, VS, rated is the rated
supply voltage, and IL,rated is the rated load current of DVR [66].

Interruptions
3%Transients

8%

Voltage Sags60%

Voltage Swells
29%

Figure 4: Percentage quantity of major PQ problems.

Table 2: Power quality standard and their recommendations.

References PQ standard Recommendations
[38] IEEE 519 Harmonic limitation of current and voltage.
[39] IEC 61000-3-2 Limitation of harmonic current (device input current≤ 16A).

[40] IEC/TS 61000-3-
4 Limitation of harmonic current (device input current> 16A).

[41] IEEE P1564 Sag performance indication and characterization.
[42] IEEE P1547a Allow the equipment to improve stability through voltage mitigation.
[43] IEC 61000-4-15 An obvious sign of fluctuations/flicker characterization.

[44] IEEE 1159 Definition and regulating of power quality in alternating power systems (AC) and their influence on
customer devices

[45] IEEE 1250 AC system voltage disturbances, their impact on sensitive equipment, and harmonic limitation.
[46] IEEE P1409 Progress in standard custom power devices.
[47] IEEE 141 Voltage regulation, property maintenance, preservation, reliability, simplicity, and flexibility.
[48] IEEE P1547 Distributed generations (DGs) integration with power systems.

6 Mathematical Problems in Engineering



DVR mainly consists of a bypass switch, injection
transformer, filter, inverter, and DC-link capacitor or energy
storage as shown in Figure 8. DVR can be categorized into
1 − ϕ DVR shown in Figure 8 and 3 − ϕ DVR shown in
Figure 9. A bypass switch is used to connect the DVR to the
line during the injection mode and disconnect the DVR
under standby operation. &e injection transformer will
adjust the DVR output voltage and isolate DC to AC sys-
tems. High-frequency harmonics present in DVR output
voltage to attenuate this LC filter are used. &e voltage is
maintained as constant during transient by using a DC-link
capacitor; hence, a steady-state operating range of DVR will
improve. For deep voltage sags, the external energy storage
supplies the desired real power to the load. &e most es-
sential part of DVR is the inverter; it produces the required
controllable voltage for compensation.

&e dynamic voltage restorer works in three operating
modes. &ey are (i) voltage compensating or active or
injecting mode, (ii) standby mode, and (iii) fault current
limiting or protecting mode. When the voltage disturbance
occurs within the operating range of the DVR. at that in-
stant. the bypass switch is open and DVR switches to active
mode and feeds the grid with the required voltage. Once the
voltage is in its normal range, the bypass switch will close

and end the compensation mode. It is not necessary to inject
voltage into the grid under normal conditions; hence, the
DVR is left out through a bypass switch to reduce the power
loss in the DVR by restricting the inverse effect on line
voltage; this mode is known as the standby mode. Some-
times, high current flows through DVR due to SC fault on
the load side which will cause damage to the injection
transformer and DVR components; hence, the identification
of downstream fault is necessary to protect the DVR [67].
&e protection scheme of DVR is presented in Figure 10. It
provides an alternative path to the fault current through
breakers, thyristors, and varistors and ensures that the
current path should be present. If the current path is not
present, a severe overvoltage appears at the terminals of the
injection transformer [66, 68].

By lowering the fault current, the DVR disables both
main and backup protection. As a result, the duration of
the defect may be extended. As a result, using a DVR to
reduce the fault current to zero, interrupt it, and send a
trip signal to the upstream relay or circuit breaker is
preferred (CB). &e ability to inject 100% of the voltage is
required for the FCI function. As a result, the series
transformer and VSC power ratings would be almost three
times higher than those of a standard DVR with 30%–40%
voltage injection capabilities. As a result, the DVR will
cost extra. &e economic feasibility of such a DVR is
determined by the cost of the DVR, and the importance of
the sensitive load is protected by the DVR.

3.1. DVR Topologies. &e DVR can be categorized into
various groups, related to the configuration of energy
storage, location of the filter, presence of the injection
transformer, and structure of the converter. Figure 11 shows
various categories of system topologies.

3.1.1. Location of the Filter. Usually, the high-frequency or
carrier frequency switching technique is used in DVRs.
Hence, the output voltage is embodied with higher-order
harmonics; thus, it is required to attenuate the harmonics,
and for that, generally a low-pass LC filter is used [69–73].
As indicated in Figure 12, the filter is connected to the
inverter side [72] or the supply side [73]. &e converter
side filter has the advantage that it does not allow the
higher harmonic currents into the series transformer;
hence, the rating of a transformer will decrease; also, the
dv/dt stresses on the transformer are reduced. However,
the presence of a passive element will produce an extra
drop over the transformer. A capacitor is connected to the
series transformer in the case of a grid-side filter scheme.
It will solve the issues related to the presence of the in-
ductor in the inverter side filter. However, this topology
has poor efficiency as compared to the previous one for
harmonic reduction.

3.1.2. Presence of an Injection Transformer. In DVR, the
inverter generates the required compensation voltage and is
injected through the injection transformer. Based on

Table 3: Response to abnormal grid voltage and frequency.

Standard Voltage (V) Clearing time (sec)
Abnormal response of grid voltage

IEEE 1547 Rule 21

V< 45% 0.16
45%<V< 60% 1
60%<V< 88% 2
110%<V< 120% 1

120%<V 0.16

IEC 61727

V< 50% 0.1
50%<V< 85% 2
110%<V< 135% 2

135%<V 0.05

IEEE 929

V< 50% 6∗
50%<V< 88% 120∗
110%<V< 120% 120∗

120%<V 6∗

VDE-AR-N-4105 V< 80% 0.1
V> 110% 0.1

AS 4777 V< 200V 2
V> 270V 2

Abnormal response of grid frequency

IEEE 1547A Rule 21

f< 57 0.16
57< f< 59.5 2
60.5< f< 62 2

62< f 0.16
IEC 61727 ±1 0.2

IEEE 929 f< 59.5 6∗
f> 60.5 6∗

VDE-AR-N-4105 f< 51.5 0.1
f< 47.5 0.1

AS 4777 f< 45 2
f> 55 2

Rule 21 f> 60.5 0.16
f< 59.3 0.16

∗Cycles
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injection transformers, there are two topologies: injection
transformer-based DVR topologies and transformerless
DVR topologies.

(1) Transformerless DVR Topologies. In some DVR topolo-
gies, the injection transformer is removed to overcome the
issues associated with core saturation and inrush currents
present in the transformer; such topologies are named
transformerless topologies [74] shown in Figure 13. &e
benefits of transformerless DVR topologies are less weight
and a significant reduction in volume and price [75, 76].
However, the converter must allow the full voltage; hence,
for better efficiency of higher voltage applications, multilevel
inverters are used. A transformerless DVR presented in [77]
consists of a buck-boost converter with five bidirectional
switches. It has the advantages of compact structure and
lightweight. However, due to bidirectional switches, this
converter experiences a commutation problem and high
cost. To overcome the tough commutation problem, Zhou
et al. [78] proposed a DVR with an indirect AC/AC con-
verter heaving six unidirectional switches.

(2) Transformer-Based DVR Topologies. For isolation, an
injection transformer is required; in the case of DC-link in
DVR, it is activated from the supply or load side via a
rectifier; however, if energy is received from battery storage
in DVR, the injection transformer is not required because
the battery works as a floating DC source [79]. &e major
issues associated with injection transformers are saturation
and protection of the transformer. &e solutions to the
saturation problems in the injection transformer have been

addressed in [80–83]. Figure 14 represents transformer-
based DVR.

3.1.3. Energy Storage. In DVR, energy storage means ex-
ternal energy devices (not for DC-link capacitors) are used
to inject real power into the grid. Depending on energy
storage, there are two DVR topologies: (i) without energy
storage topologies and (ii) with energy storage topologies.

(1)Without Energy Storage. By connecting a series converter,
a shunt converter (mostly rectifier), or an AC-AC converter
to the grid, the required compensating energy is directly
received in this method. &e converter is added to either the
grid side or load side which are presented in Figures 15 and
16 , respectively. Preliminary research was carried out on
DVRwithout DC-link before 1996 [84]. A few developments
in this topology were reported in [85–87] after the devel-
opment of bidirectional switch escalating the progress of
AC-AC converter-based DVR [88]. According to the nature
of voltage sags, a control scheme is proposed to compensate
for the sag with phase jump in [89]. In these topologies, a
considerable amount of supply voltage is present at the time
of sag, and this residual voltage is utilized to boost and
protest the full load at rated voltage. However, during fault
conditions, it draws more current from the line; hence,
upstream loads have higher voltage drops.

(2) With Energy Storage. &e required compensation energy
is drawn from a variable DC-link (capacitor supported or
self-charging) shown in Figure 17 or from a constant DC-

Table 4: Description of power quality issues.

PQ issues Characteristics Expression Constraints
Normal x(t)� sin(ωt) ω� 2πf rad/s

Voltage dip/sag A decrease in RMS voltage

x(t)� [1 − α(u(t − t1) − u(t − t2))] sin (ωt) 0.1≤ α≤ 0.9,
T≤ t2 − t1≤ 9T

With harmonic 0.1≤ α≤ 0.9,

x(t)� [1 − α(u(t − t1) − u(t − t2)
∗ T≤ t2 − t1≤ 9T,

0.05≤ α3, α5≤ 0.15
[α1sin(ωt) + α3sin(3ωt) + α5sin(5ωt)] Σ(αi)2 �1

Voltage swell/
rise An increase in RMS voltage

x(t)� [1 + α(u(t − t1) − u(t − t2))] sin (ωt) 1.1≤ α≤ 0.8,
T≤ t2 − t1≤ 9T

With harmonic 0.1≤ α≤ 0.8,
x(t)� [1 + α(u(t − t1) − u(t − t2))]∗ T≤ t2 − t1≤ 9T,

[α1sin(ωt) + α3sin(3ωt) + α5sin(5ωt)]
0.05≤ α3, α5≤ 0.15,
Σ(αi)2 �1

Transient A sudden voltage change, current
change, or both

x(t)�

sin(ωt) + αe− (t− t1/τ)(u(t − t1) − u(t − t2))sin(2πfnt)

0.1≤ α≤ 0.8,
0.5T≤ t2 − t1≤ 3T,

300Hz≤ fn≤ 900Hz,
8ms≤ τ ≤ 40ms

Harmonic

&e distorted voltage or current
waveform is due to the existence of
integral multiples in fundamental

frequency

x(t)� α1sin(ωt) + α3sin(3ωt) + α5sin(5ωt) + α7 sin(7ωt)

0.05≤ α3,α5, α7≤ 0.15

Σ(αi)2 �1

Voltage flicker/
fluctuation

Fluctuations or a random change in
the amplitude of the voltage x(t)� [1 − α sin(2πβt)]sin (ωt) 1.1≤ α≤ 0.2,

5Hz≤ β≤ 20Hz
Voltage
interruption

Reduced supply voltage or charge
current to below 0.1 pu x(t)� [1 − α(u(t − t1) − u(t − t2))] sin (ωt) 0.9< α≤ 1,

T≤ t2 − t1≤ 9T
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link (external energy storage supported) shown in Figure 18.
In capacitor-supported topology, the discharging energy
from the DC-link capacitor is injected into the grid during
the active mode. In the standby mode, the DC-link capacitor
is charged and stores the required energy. It is more eco-
nomical since there is no need for external storage. However,
the stored energy in the DC-link capacitor is limited; hence,
it is inadequate to compensate the deep sags for high pf loads
in a lengthy period. Constant DC-link topology requires
direct energy storage devices, such as SMES, super-
capacitors, and batteries, and also an extra high-rated energy
converter is connected to transfer the large stored energy to a
low-rated DC-link storage to maintain a constant voltage

during sag, but the size and capital cost of the DVR get
increased.

&e energy storage of intermittent renewable sources is
an extensive area of research since energy storage is utilized
in several applications in the grid, including energy shifting,
electricity supply capability, supporting frequencies and
voltages, and the management of electricity bills [90–92].
Energy storage technologies are pumped hydroelectric
(PHS) [93], compressed air energy storage (CAES) [94],
flywheel energy storage (FES) [95], battery energy storage
(BES) [96], thermal storage [97], and hydrogen [98]. Table 7
provides a technical and economic summary of key energy
storage technologies. According to the International

Table 5: Characteristics, causes, and effects of power quality issues.

PQ issues Causes Category Magnitude (pu)
and duration Effects

Voltage dip/
sag

Start of huge loads, loading of
grid, variations in supply
voltage, inrush current,
faults, and irregular

connection

Instantaneous
0.1–0.9

Motor overload or decay,
lock-up, and data inaccurate

0.5–30
cycles

Momentary
0.1–0.9

30
cycles–3 sec

Temporary 0.1–0.9
3 sec–1min

Voltage swell/
rise

Stop/start of large loads,
variations in supply voltage,
inrush current, and irregular

connection

Instantaneous 1.1–1.8

Loss of data, damage to
equipment, lock-up, and

data inaccurate

0.5–30 cycles

Momentary
1.1–1.4

30
cycles–3 sec

Temporary 1.1–1.2
3 sec–1min

Transient

Stop/start of large loads,
lightning, snubber circuits,
and incorrect connection to

the transformer

Impulsive

Nanosecond —

Electrical equipment
interference, loss of data,
flickering of lights, and

harm to sensitive appliances

<50 nsec

Microsecond —
50 nSec–1msec

Millisecond —
>1msec

Oscillatory

Low
frequency

0–4
0.3–50msec

Medium
frequency

0–8
20 μsec

High
frequency

0–4
5 μsec

Voltage
interruption

Insulation failure and
disturbance in control

Instantaneous
<0.1

Disturbance of data
processing devices

0.5–30
cycles

Momentary
<0.1

30
cycles–3 sec

Temporary <0.1
3 sec–1min

Harmonic Nonlinear loads —

Steady-state Data unfaithful, lock-up,
motors and transformers
overheating, and losses in

electrical equipment
0–20%

Voltage
fluctuation/
flicker

Load switching and supply
voltage fluctuations —

Intermittent Flickering of light, over and
under voltages, and damage
to the load-side device 0.1–7%
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Hydroelectricity Association (IHA), PHS is the most ad-
vanced and well-established storage technology in the world,
with a total installed capacity of 153GW in 2018 and is
expected to increase by almost 50 percent to about 240GW
by 2030 [112].

A PHS system can support seasonal management, time-
shifting, peak lopping, back-up, filling of the valley, and
energy management. It is, however, geographically con-
strained, capital-intensive, and frequently delayed owing to
environmental permission. Technology in CAES can provide

services of flexible power quality, but it also suffers from the
same problem as PHS such as geographically limited. During
the industrial revolution, flywheel technology was quickly
developed as the mechanism for smoothing steam engines
[95]. Energy storage batteries are an electrochemical storage
system that delivers quality services in power and were
recently used to supply variable renewable storage systems
such as solar PV and wind, in part driven by reductions in
battery costs. Several technologies for batteries are covered
in [113] from advanced lead acids widely used in automotive
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Figure 5: Power quality improving techniques for integration of renewable energy.

Table 6: Applications of the CPDs.

Custom power devices (CPDs) Applications/functions
Distribution static synchronous
compensator Current harmonics, power factor, load voltage/current balancing, and flicker.

Active power filter Harmonic distortion and transient.
Interline power flow controller Transient, damping oscillation, voltage control, and reactive power flow control.
Dynamic voltage restorer Voltage balancing, voltage sags/swells, flicker, and voltage regulation.
Static current limiter solid-state circuit
breaker Disconnects the faulted circuit and fault current limitation.

Solid-state transfer switch Voltage sag/swell and transmitting power from another feeder.
Static synchronous series compensator Fault current limitation, control of current, and active/reactive power.
Static VAR compensator Flicker and unsymmetrical loads.
Static synchronous compensator Transient, damping oscillation, and voltage fluctuation/flicker.
Surge arrester Overvoltage and transient.
Unified power flow controller Voltage and active/reactive power control, fault current limitation, and transient.
Uninterruptible power supply Emergency power shortage.

Unified power quality conditioner Voltage/current balancing, voltage sags/swells, harmonics, power factor, fluctuations, and
harmonic load current.

Transient voltage surge suppressors Voltage transient.
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and heavy goods vehicles to the development of flow battery
technologies that could be used in the power storage market.
However, the most popular technology for portable and
power storage systems has emerged from lithium-ion battery
systems. Lithium-ion batteries have a low self-discharge rate,
have a high energy density, are flexible and lightweight, and
require little maintenance when compared to other battery
technologies, making them the most popular. However,
depending on the ambient conditions, lithium-ion systems

necessitate temperature monitoring, and certain installa-
tions have cooling systems. &e worldwide demand for
batteries is increasing, with the use of batteries for portable
and energy storage devices.

&e benefits of various energy storage (ES) technologies
such as energy density, cycle lifetime, and specific power can
be combined with those of hybrid energy storage systems
(HESS). Furthermore, combined technologies can differ in
their electricity characteristics significantly; for example,

Zs
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Ps+jQs
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VLVDVR

VCompZDVR
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ZL
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Figure 6: Basic structure of the dynamic voltage restorer.
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Figure 7: Equivalent model of the dynamic voltage restorer.
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cut-off voltage prevents overload. A PE interface is thus
important in controlling the both terminal voltage and
power flow of individual devices in the HESS between
various ES devices. Several configurations have been pro-
posed and discussed that connect each HESS to ES device to
the common DC-link [114–119].

HESS integration can be implemented by utilizing
cascaded modular converters and existing PE devices. For
example, the typical HESS composed of batteries and
supercapacitor can be integrated into the MMC by con-
necting the DC-link to the battery, and connecting the
submodules to the supercapacitors or connecting the

batteries and supercapacitors to various submodules. Ad-
vanced control algorithms can control the active power
supplied by DC-links/batteries and submodules/super-
capacitors in the AC power [120]. Table 8 lists major
electronic power suppliers to the commissioned BESS
utilities and their solutions.

A capacitor-supported DVR was proposed by Nielsen
and Blaabjerg [122]; it gives comparatively less performance
for deep sags. Narrow sags, that persist not more than one
minute, are compensated by using an ultra-capacitor-based
DVR [123]. Wang and Venkataramanan [88] reported that
flywheel is an effective technology for short-term energy
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Figure 12: Different locations of the filter in DVR.

Supply Side
Supply Side

Dc-link

PCC

VS

VDVR VL

VSR

VSY

VSB

ZS

Voltage Source Inverter

Load Side

Figure 13: Transformerless DVR [15].

Supply Side

Dc-link

PCC

VS

VDVR VL

VSR

VSY

VSB

ZS

Voltage
Source

Inverter

Load SideInjection
Transformer

Figure 14: &e transformer connected to DVR [15].
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storage. Kim et al. [124] proved that SMES is capable to
mitigate the narrow voltage sags for MJ/750 kVA DVR. Shi
et al. [125] presented that SMES is effectively mitigating the
sags persistence of 100ms. Superconducting magnetic en-
ergy storage (SMES)-based DVRs are analyzed for voltage
sag compensation and technically validated in [126–128].
However, as compared to DVR supported with regular
battery energy storage (BES), the SMES-based DVR systems
are uneconomical because of the high capital cost of SMES
coils [129]. To overcome this, hybrid energy storage (HES)
was introduced by Shim et al. [130]; in that, they reported
SMES/HES is suitable for getting smooth output from re-
newable energy sources. Gee et al. [131] presented that SMES
or battery energy storage systems based on DVR are well
suited for three-phase loads. MW-class SMES integrated
with SFCL-based DVR for voltage sag compensation is
proposed and demonstrated in [132].&e potentials and
constraints of various DVR topologies are listed in Table 9.

4. Control Systems in DVR

&e control system plays a vital role in the DVR, and it goes
through several stages; these include (a) detecting voltage
disturbance, (b) generating the reference voltage, and (c)
controlling the converter. &e systematic procedure of the
control system and different types of techniques used in the
detecting voltage disturbance unit, reference generation
unit, voltage and current controllers, and PWM pulse
generator are presented in Figure 19.

&e efficiency of the control algorithm is completely
dependent on the accuracy and quality of the techniques
used in voltage detection. Input data received by the
detecting unit is the measured voltage on the supply or load
or both sides. &e operating mode of DVR is decided by this
stage whether DVR operates as standbymode or activemode
or protection mode, by using traditional or advanced de-
tection techniques. In traditional voltage peak detection
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[133], RMS detection [134] are used, whereas in advanced
detection, wavelet [135], Kalman filtering [136], discrete
Fourier transform(DFT) [74], fast Fourier transform (FFT)
[136], numerical matrix [137], missing voltage [135],

rotating DQ reference frame [90], and synchronously ro-
tating frame (SRF) [89] are used. If there is no voltage
disturbance, then the bypass switch is turned ON and DVR
acts as the standby mode. If any load side fault is detected,
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Figure 17: DVR with variable DC-link.
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then DVR comes into protected mode. Once it detects
voltage disturbance, then the DVR comes into active mode
and generates the magnitude and phase angle of the ref-
erence voltage in the reference generation unit by using a
suitable compensation technique (explained in a further
subsection) and is injected through the converter. &is in-
formation is computed by using different phase-locked loops
(PLLs).

Figure 20 depicts a rotating DQ reference frame
controller. &e error signal and change in error signal
drive the PI controller, which analyses the input and
generates controller output. &e PWM receives the
controller output as a reference voltage. &e inverter is
controlled by the pulses generated by the PWM pulse
generator. &e magnitude and phase angle of the reference
voltage are generated using a correction approach and are
fed into the multilayer inverter. &is data are derived
using phase-locked loops (PLLs).

Many papers [138] have recently introduced a variety of
PLL schemes such as the synchronous reference frame PLL
(SRF-PLL) [139, 140], the dual second-order generalized
integrator PLL (DSOGI-PLL) [141], the double synchronous
reference frame PLL (DSRF-PLL) [142], and the enhanced
PLL (EPLL) [143]. Table 10 illustrates the comparison be-
tween the strong and weak sides of the selected PLL
algorithms.

For reference generation, the coordinate transformation
(Park and Clark) method [144], the symmetric component
estimation method [145], and the instantaneous power
theory (PQR) method [146] are used. &e converter is
controlled either by an open-loop (feed-forward) controller
or a closed-loop (feedback) controller [147]. In open-loop
control, the generated voltage reference is straightly given as
a reference to the PWM. However, in the closed loop, the
generated reference voltage is fed to the controllers such as
passive-based controller [148], two degrees of freedom

Table 8: Major power electronic unit providers for commissioned utility BESS [121].

PE provider Battery technology DC-DC stage Power/energy (MW/MWh)
AC/DC voltage (V)

Topology Module power level
V AC V DC

ABB Li-ion No 20/6.67 415–690 975–1200 2L/3L 72 kW–1MW
Parker SSD Li-ion No 12/4 400–480 720–1200 2L/3L 1.2–2.2MW
Dyna power Li-ion — 11/4.4 — 750–1150 2L/3L 1MVA
Mitsubishi Li-ion — 20/6.33 300 — 2L/3L 0.5MW
Enercon Li-ion Yes 10/10 — — 2L/3L 300 kW
Nidec NaS Yes 12/96 — — 2L 1.2–2.5MW
General electric Lead acid — 21/14 480 431–850 2L/3L 1.25MW
S and C electric Lead acid Yes 10/0.14 480 460–800 2L/3L 1MW/1.25MVA
Extreme power Advanced lead acid — 10/7.5 480 750–1200 2L 1.5MVA
Younicos Advanced lead acid — 36/24 415–690 975–1200 2L/3L 250 kVA

Table 9: Potentials and constraints of various DVR topologies.

Location of filter

Inverter
side

Higher-order current harmonics are eliminated before entering the injected transformer. &e
fundamental component consists of voltage drop and phase shift. Influence the control system in the

DVR.

Line side &e control system in the DVR is not affected.
Less efficient than inverter side connected filter.

Injection transformer
(IT)

Without IT
Minimizing the size, weight, and cost.

Saturation and inrush current issues are not present.
Not recommended for high voltage applications.

With IT

&e voltage rating of the inverter is proportional to the turn ratio of the transformer.
Preferable for high voltage applications.

Downstream fault current protection of the transformer is difficult.
Saturation and inrush current issues are present in the transformer.

Requires high-frequency transformer.
Efficiency is relatively poor.

Energy storage (ES)

Without ES

Cost-effective.
Small and modular design.

Suited for strong electrical grids.
&e burden on the grid is more and hard to control.

With ES

Better performance.
Less burden on the grid.

Easy to control.
High cost.

When the energy stored is lost, the capability of compensation reduced.

Mathematical Problems in Engineering 17



(2DOF) [149], sliding mode [150], H-infinity [151], repeti-
tive [152], neural [153], fuzzy logic [154], multiloop [88],
hysteresis voltage [155], state feedback [156], predictive
[157], and proportional-resonant (PR) [133]. &e controller
output is given as a reference voltage to the PWM. &e

operation of the controller is controlled by the pulses
generated by the PWM pulse generator. Sinusoidal PWM
[158], space vector PWM (SVPWM) [159], multilevel fun-
damental frequency [160], selective harmonic elimination
(SHEPWM) [161], hysteresis modulation [162], multicarrier

Peak Voltage Detection
Method

RMS Detection Method

Wavelet Method

Kalman Filtering (KF)
Method

Discrete Fourier
Transform Method

Fast Fourier Transform
(FFT) Method

Numerical Matrix
Method

Missing Voltage Method

Synchronously Rotating
Frame (SRF) Method

Propotional-Integral PI
controller

Propotional-Resonant
(PR) controller

Predictive controller

State feedback controller

Hysteresis Voltage
controller

Multi loop controller

Fuzzy Logic controller

Neural controller

Repetitive controller

H-Infinity controller

Sliding Mode controller

Two Degree of Freedom
(2 DOF) controller

Passively based controller

Traditional
Detection

Techniques

Advanced
Detection

Techniques

Standby Mode

No

Phase
Locked Loop

(PPL)

Voltage and
Current

Measurement

Active Mode

Yes
Protection

Mode

Downstream
fault

Voltage
Disturbance

Detection

Reference
Generation

Pulse
Generation

Voltage and
Current
Control

Converter
Control

Coordinate Transformations
(Park and Clark)

Symmetric Component
Estimation

Instantaneous Power Theory
(PQR)

Sinusoidal Pulse Width
Modulation (SPWM)

Space Vector PWM
(SPWM)

Selective Harmonic
Elimination SHEPWM

Multilevel Fundamental
Frequency Modulation

Hysteresis Modulation

Multi Carrier Pulse
Width Modulation

Phase Shifted PWM
Method

Level Shifted PWM

Reduced Carrier Pulse
Width Modulation

Subharmonics Pulse
Width Modulation

Discontinuous Multilevel
Space Vector

Figure 19: Different techniques at various stages in the control strategy of DVR.
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PWM [163], phase-shifted PWM [164], level-shifted PWM
[165], reduced carrier PWM [166], subharmonics PWM
[167], and discontinuous multilevel space vector modulation
[168] are the various modulation techniques used to gen-
erate the pulses. Table 11 represents the comparison of
different linear controllers, and Table 12 represents the
comparison of different control strategies used in grid-
connected three-phase four-leg inverters.

4.1. Compensation Techniques Used in DVR. &e required
DVR output voltage is achieved by using a suitable com-
pensating technique. &e selection of compensation strategy
depends on the reference produced by the reference

generation unit because it influences the phase-locked loop
(PLL), which leads to a key task in synchronization of grid
voltage. Hence, by using the proper compensation tech-
nique, the PLL output is controlled. Different compensation
strategies are presented in Figure 21.

4.1.1. Presag Compensation (PSC). In this strategy load
voltage is maintained with the presag voltage; therefore, no
voltage disturbance is sensed by the load because the load
voltage is having the same magnitude and phase angle [66];
hence, it is also known as the voltage quality optimized
technique. &e vector representation of PSC is shown in
Figure 22. During sag, the DVR is controlled by addingmore

Vqref
Vref

VLoad

VG

erd
Vdref

Vd

Vq erq

VP VR

VY

VB

PId

PIq

abc to dq0
Transform

dq0 to abc
Transform

abc to dq0
Transform

Discrete
P1 controller

PWM

To drive the
gate of ML1

0 ref
0

d-axis

q-axis

PLL

u (1)*sin (ωt)

u (1)*sin (ωt-120)

u (1)*sin (ωt+120)

KTS
Z-1

Vm

2πf

2
3

Figure 20: Rotating DQ reference frame controller.

Table 10: PLL synchronization schemes and performance comparisons.

PLL
methods SRF-PLL DSOGI-PLL DSRF-PLL EPLL

Advantages

(i) Easy implementation
(ii) Computational burden is
less
(iii) DC offset
(iv) Fast dynamic response
(v) Stability

(i) Fast dynamic response
(ii) Unbalanced voltage
(iii) Phase jumping
(iv) Variations and rise in
frequency
(v) Stability
(vi) DC offset

(i) Harmonics
(ii) Unbalanced voltage
(iii) Stability
(iv) DC offset
(v) Computational burden is
less
(vi) Load rising
(vii) Phase jumping

(i) Harmonics
(ii) Stability
(iii) Phase jumping
(iv) DC offset

Limitations

(i) Voltage unbalances
(ii) Phase jump
(iii) Frequency rising and
overshoot
(iv) Load rising
(v) Harmonics

(i) Load rising
(ii) Average implementation
(iii) Harmonic
(iv) Computational burden is
high
(v) Simplicity

(i) Frequency rising and
overshoot
(ii) Simplicity
(iii) Average
implementation

(i) &e dynamic response is
slow
(ii) Frequency rising and
variations
(iii) Load rising
(iv) Average implementation
(v) Simplicity
(vi) Voltage unbalances
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Table 11: Comparison of various linear controllers.

Parameter Feedback Feedforward
Stability Can be unstable Good
Response time Medium and controllable Fast and depends on the system
Measures Load side voltage Grid side voltage
Transient overshoot Controllable Not easy to control
Steady-state error Can be eliminated High
Switching harmonics Penetrate the control Do not penetrate the control
Compensation of asymmetrical fault Good Possible but slow
Compensation of DVR generated voltage Can be reduced Difficult to control
∗∗Composite controller measures the load side voltage for feedback and grid voltage for feedforward, and the response time of it has a strength of both
feedforward and feedback.

Table 12: Comparison of different control strategies.

Reference Reference frame
Control technique

Modulation
Voltage control Current control

[169]

abc frame

PR P SPWM
[170] Repetitive — 3D SVPWM
[171] Hysteresis — Hysteresis
[172, 173] P+ resonant — —
[174–176] Predictive — —
[177] Sliding mode — 3D SVPWM
[178]

Stationary frame

PR and PI P SPWM
[179] PR —
[180, 181] PR PR
[182] PR P
[183] dqo frame and stationary frame Integral — 3D SVPWM
[184]

dqo frame

PI P SPWM
[185, 186] PI PI
[187] PID and PD —
[188, 189] PI PI 3D SVPWM
[190] PI PI
[191] PI and resonant —
[192] State feedback —
[193] Pole-placement — —

Pre 
Sag

Compen
sat

ion

Compensating
Techniques

Hyb
rid

Compen
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ion
Minimum

Energy

Compensation

In-Phase

Compensation

Figure 21: Classification of DVR compensation techniques.
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real power which affects the rating of direct energy storage or
energy received from the grid; hence, the requirement of
energy source to supply active power will increase apart from
reactive power injected by the inverter. It is acceptable for
both balanced and unbalanced sensitive loads heaving phase
jump or not. (3) gives the magnitude of VDVR, and the phase
angle of VDVR is obtained from equation (4).

VDVR,p �
�
2

√
������������������������������

VL( 􏼁
2

+ V
Sag

G􏼐 􏼑
2

− 2VLV
Sag

G,p cos δp􏼐 􏼑􏼐 􏼑

􏽲

, (3)

∟VDVR,p � tan− 1 VL sinϕ − V
Sag

G,p sin ϕ − δp􏼐 􏼑

VL cos ϕ − V
Sag

G,p cos ϕ − δp􏼐 􏼑
⎛⎝ ⎞⎠, (4)

where VDVR is the DVR injected voltage, ɸ is the phase
angle between VL and IL, V

Sag
G is the grid voltage at sag, δ is

the corresponding angle of phase jump to V
Sag
G , and p is the

corresponding phase of the supply voltage (a, b, or c).

4.1.2. In-Phase Compensation (IPC). If any disturbance in
the supply voltage concerning the magnitude, then DVR
restores the same voltage in phase with the supply voltage
[194]; hence, it is known as voltage amplitude optimized
control. &e vector representation of IPC is shown in
Figure 23. &is technique reduces the requirements of
supplying real power but is unable to compensate for the
phase angle of load voltage which may cause harm to some
sensitive loads. &e injected voltage VDVR is given by

VDVR,p �
�
2

√
VL − V

Sag

G,p

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (5)

4.1.3. Minimum Energy Compensation (MEC). DVR voltage
is controlled by adding voltage at 90° to the load current
[195]. &e vector representation of MEC is shown in Fig-
ure 24. &is technique minimizes the capacity of energy
storage by drawing more real power from the grid, and this
minimization is inversely proportional to the sag depth.
Equations (6) and (7) represent the magnitude and phase
angle of VDVR, respectively.

VDVR,p �
�
2

√
���������������������������������

VL( 􏼁
2

+ V
Sag

G􏼐 􏼑
2

− 2VLV
Sag

G,p cos δp + α􏼐 􏼑􏼐 􏼑

􏽲

, (6)

∟VDVR,p � tan− 1 VL sin(ϕ + α) − V
Sag

G,p sin ϕ − δp􏼐 􏼑

VL cos(ϕ + α) − V
Sag

G,p cos ϕ − δp􏼐 􏼑
⎛⎝ ⎞⎠, (7)

where α is a shifted phase angle between VDVR and IL.

4.1.4. Hybrid Compensation. &e benefits of previous
compensation techniques are mixed to develop a hybrid
compensation technique. &is technique avoids a large DC-
link capacitor [146]. In the proposed compensation strategy
in [196], first, the load voltage restores via the PSC strategy
and catches a transition to the MEC strategy. Figure 25
shows the transformation between presag to in-phase
compensation. In the beginning, the presag technique is
applied to compensate for the voltage sag as shown in Figure
25(a). Once the DC-link voltage reaches a specific point,
then it starts to change the compensation strategy, and the
systematic synchronization of grid voltage was carried out by
phase look loop (PLL) as shown in Figures 25(b) and 25(c).
In this way, the phase angle is gradually changed, till it is in
phase with the grid voltage as shown in Figure 25(d). &e
mapping of different compensation techniques used for
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Figure 22: Presag compensation technique.
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various applications is shown in Figure 26, and Table 13
compares the performance of several compensating
strategies.

5. Inverter Topologies

In many industrial applications, MLIs have found their
extensive influence such as UPFC, drives with high power
and medium voltage, DSTATCOM, electric vehicles (EV),
active power filters, DVR, microgrid, grid integrated or
standalone photovoltaic (PV) systems, and numerous other
fields [197]. Because of the power and voltage rating limits
on power-semiconductor devices, two-level voltage sources
(VSIs) were mostly limited to low voltage and medium
power applications. Furthermore, these pulse width (PWM)
inverters have been affected by excessive switching losses
caused by high-frequency switching. &ese constraints
motivated the introduction of a multilevel inverter (MLI),
which generates many voltage levels on the inverter output
using a variety of voltage sources, capacitors, and power
semiconductor devices [198]. To keep MLIs economical for
grid-connected renewable energy applications, current ad-
vancements in MLIs have focused on reducing switch
counts, gate driver circuits, and DC supply, as well as im-
proving the quality of power and fault-tolerant capability
[199].

Depending on supply DVR is classified into single
phase and three phase. Based on the inverter, each one is
again divided into different topologies, and they are
shown in Figure 27. Half-bridge inverters [200] and
H-bridge (full-bridge) inverters [201] are familiar inverter
topologies in single-phase DVR. Besides that, numerous
multilevel inverters, matrix converters, and impedance-
fed inverters [202] are used for both single and three-
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phase DVRs. AC-AC converter-based DVRs [78, 203] are
used to mitigate the PQ problems without a DC-link
capacitor as shown in Figure 28. However, during voltage

sag, AC-AC converters draw huge current from the grid.
&us, these are not suitable for long-duration voltage sag
mitigation in weak grids. For deep voltage sag, Z-source

Table 13: Comparison of various compensation techniques.

Parameters IPC PSC MEC
Load recommended Linear Nonlinear Linear

Regains Only magnitude of voltage and
not phase angle jump

Both magnitude and phase angle jump of
voltage

Only magnitude of voltage and
not phase angle jump

Device ratings
Storage devices and injection
transformers require minimum

ratings

Storage devices and injection transformers
require higher ratings Required high-rated inverter

PLL performance at
load condition

PLL must be synced with source
voltage, and hence, it will not be
locked during compensating

PLL must be synced with source voltage,
PLL will be locked, and the phase angle will
be restored as quickly as feasible if the

failure occurs

PLL must be synced with source
voltage, hence it will not be
locked during compensating

Power requirement Real and reactive power Real and reactive power Only reactive power

Distortion Distortion is not minimized by
phase jump &e method causes the lowest distortion —

&emagnitude of the
injected voltage Minimum Maximum Very high in comparison with

other methods

Reliability Causes transient and circulating
current

Reliable for the protection of sensitive loads
without transient or circulating current

Undesirable phase shifts are
present during voltage sag

compensation

Outcomes Voltage disturbance is not fully
eliminated

&e voltage disturbance is eliminated
although the phase angle jumps are different

in every phase

Voltage disturbance is not fully
eliminated

Compensation
strength

Balanced and unbalanced voltage
sag Balanced and unbalanced voltage sag —

DVR

Single
Phase

Half Bridge
Two level

Full Bridge
Three level

Three
Phase Full

Bridge

Three
Phase Four

Leg

Six-Switch
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Three
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Point
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Cascaded
H-Bridge

Other
Topologies

Figure 27: Different inverter topologies in DVR.
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Figure 32: 3 − ϕ six-switch split capacitor inverter-based DVR [208].

Table 14: Merits and demerits of various inverter topologies in DVR.

Ref.
no. Inverter topology Strengths Weaknesses

[200] 1 − ϕ half-bridge inverter �e switch count is reduced and it is quite
inexpensive

�e harmonic content of the output voltage is
high

[201] 1 − ϕ full bridge inverter Preferably for high voltage systems Quite high harmonic content

[205] 3 − ϕ full bridge inverter Smooth control and cheap dv/dt stress is higher, resulting in
electromagnetic interference

[206] 3 − ϕ four-leg inverter �e DC-link capacitor balancing problem does
not exist Additionally, two more switches are required

[207] 3 − ϕ six switch inverter �e requirement for power semiconductor
devices is less, with simple topology

Compensation for unbalanced voltages is
di�cult

[208] 3 − ϕ split capacitor six
switches four-wire inverter Able to compensate for unbalanced voltages DC-link capacitor balancing will face input/

output voltage ratio issues

[203] AC-AC converter Variable and constant energy sources are not
required

Lower e�ciency for heavy sag in the
substandard grid

[204] Z-source inverter Capable to supply the voltage for lower DC-link
during deep voltage sag

A number of LC elements are required and
shoot through the problem

Mathematical Problems in Engineering 25



converter-based DVR with less DC-link voltage was
presented in [204], although it requires more storage
elements and also suffers from shoot-through.

Full-bridge, four-leg, six-switch, and six-switch split
capacitor topologies are the most common traditional in-
verter topologies used in three-phase DVR. In [205], the
authors implemented a DVR by using a three-phase full-
bridge PWM voltage-source inverter supplied by lead-acid
batteries for real power support as shown in Figure 29; the
DVR can compensate the voltage swells/sags using the
voltage-space-vector PWM (VSVPWM) approach and the

software phase-locked loop (SPLL), thus keeping the load
voltages at 1.0 p.u. A 4-leg VSC-based DVR shown in
Figure 30; the DVR provides closed-loop control for pro-
ducing unbalanced 3-phase voltages with a zero-sequence
component, and the DVR’s response during voltage sags is
instant, with less than 8ms delay.&e extraction of sequence
components accounts for the majority of the time delay
[206].

Six-switch two-level voltage-source inverter-based DVR
with a common DC capacitor (Cdc) shown in Figure 31 was
proposed in [207]. In this topology, to safeguard unbalanced

Table 15: Comparison of various two-level inverter topologies in DVR.

Ref.
no. Inverter topology Energy storage Injection

transformer
Compensation
technique Capabilities No. of

levels Modulation technique

[10] VSI inverter Capacitor Present — Only sag 2 PWM

[80] VSI inverter Constant
source Present — Only sag 2 Space vector PWM

[134] VSI inverter Electrolytic
capacitors Present PSC Only sag 2 PWM

[200] 1 − ϕ half-bridge inverter Capacitor Not present — Only sag 2 PWM

[201] 1 − ϕ full bridge inverter Constant
source Present — Both 2 PWM

[205] 3 − ϕ three wire inverter Lead-acid
batteries Present PSC to IPC Only sag 2 Voltage space vector

PWM

[206] 3 − ϕ four-leg inverter Constant
source Not present — Only sag 2 —

[207] 3 − ϕ six-switch inverter Capacitor Present — Only sag 2 —

[208] 3 − ϕ split capacitor six
switch four wire inverter

Lead-acid
batteries Present PSC to IPC Only sag 2 Voltage space vector

projection method
[209] VSI inverter Capacitor Present — Only sag 2 PWM

[210] VSI inverter Constant
source Present MEC Only sag 2 PWM

[211] 3 − ϕ three-wire Lead-acid
batteries Present PSC to IPC Only sag 2 Space vector PWM

[212] 3 − ϕ half-bridge inverter Constant
source Present PSC Only sag 2 PWM

[213] VSI inverter Constant
source Present PSC and IPC Both 2 Space vector PWM
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and nonlinear loads, a simple generalized technique for
generating instantaneous reference compensating voltages
for managing self-supported DVR based on basic SRFT was
devised. A fundamental positive-sequence extractor has
been suggested, which extracts three fundamental positive-
sequence phase voltages from just two unbalanced and/or
distorted line voltages. A six-switch split capacitor shown in
Figure 32 was implemented in [208]; here, a 3-D voltage
space vector PWM algorithm has been implemented for the
control of the three-phase four-wire inverter, and the
positive, negative, and zero sequence components of the
terminal voltages were controlled instantaneously. A DVR
with a three-phase split capacitor inverter was studied,

which can inject three distinct voltages in series with the
main circuit to maintain the voltage waveform at the sen-
sitive load. Usually, two-level voltage source inverter-based
DVR [201–207] is suitable for low voltage. Merits and de-
merits of various inverter designs of DVR are reported in
Table 14, and a comparison of various conventional two-
level inverter topologies of DVR is tabulated in Table 15.

However, for higher power, two-level voltage source
inverters are not suitable because the switches will block
large voltage, and more dv/dt creates electromagnetic in-
terference; to get better from these issues, multilevel inverter
(MLI) is the best option. &e benefits of MLIs are lower
output voltage step, high power quality, fewer switching

V1

V2

V3

S1

S2

S3

S6

S4 S5

D6

D4 D5
V0

SH1
DH1 DH3

DH4
DH2

SH3

SH4
SH2

D1

D2

D3

(a)

V1

S1

S2

S3

S4

S5

S6

S7

S8

V0

(b)

Figure 34: Reduced components topologies (a) with H-bridge [219]and (b) without H-bridge [197].
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losses, minimum harmonics, and better electromagnetic
compatibility.

MLIs are useful for high-voltage applications due to their
capacity to synthesize output-voltage waveforms with an
expanded harmonic spectrum and achieve a higher voltage
with a limited maximum device rating. A multilevel output
can be produced by properly arranging power-switching
semiconductive devices and voltage sources. MLIs are
classified into two types: classical MLIs and recent hybrid
MLIs.

5.1. Classical Multilevel Inverter Topologies. Conventional
MLI topologies are commonly employed in a wide range
of manufacturing and grid-connected renewable energy
systems. Classical topologies are popular because they
have a modular structure, are easy to manage, have low
harmonic distortion, are fault-tolerant, and have low
switching losses. &e familiar classical multilevel inverter

topologies are diode-clamped (or) neutral-point clamped
(NPC), flying capacitor (FC), and cascaded H-bridge
(CHB) inverters shown in Figure 33. Certain performance
metrics and terms used often in MLIs are as follows: Nsw is
the switch count, Nso is DC sources, Nlel is the number of
voltage levels, Ncc is clamping capacitors count, Nd is the
diode count, Ncd is the count of clamping diodes, Ndc is
the number of DC-link capacitors, Vblk is the total
blocking voltage, PIV is the peak inverse voltage, and TSV
is the total standing voltage of MLI. Table 16 presents
quantitative and qualitative comparisons between clas-
sical MLI topologies. All these topologies have their
positives and difficulties. Capacitor voltage balancing is
difficult when the voltage level increases in the case of
diode-clamped MLI; hence, these are restricted to three
levels. However, most of the industries use three-level
NPC inverter. Flying capacitor MLI requires more DC
capacitors for higher voltage levels. However, there is
flexibility to set the switching combinations feasible for
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Control Unit

Inverter Conrtrol
Unit

Capacitor Voltages
Swiching pulses

Cell #2Cell #1 Cell #3
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Figure 36: DVR with a cascaded H-bridge multilevel converter [144].
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DC capacitor voltage balance [164]. Due to its modularity
characteristic, CHB MLI topology becomes more reliable
and popular. However, each bridge needs an isolated DC
source, and for higher levels, the requirement for switches
also increases [144].

5.2. Hybrid MLI Topologies. Recently, many hybrid topol-
ogies have been proposed by researchers mainly emerging
from conventional topologies to attain power quality issues
and high grid code standards economically [214–220]. Re-
cent hybrid MLI topologies are mainly classified into re-
duced components with H-bridge topologies [221–238];
they have separate blocks for polarity and level generation
and are best suited for LV applications, as shown in
Figure 34(a). Reduced components without H-bridge to-
pologies [239–247], capable of generating bipolar waveform,
consisting of several unit cells connecting in serial, are
mainly used in medium voltage (MV) applications, as shown
in Figure 34(b). Miscellaneous hybrid topologies are

primarily designed for high power and MV/HV applications
[248–257], as shown in Figure 35(a), whereas, some other
topologies [258] use variable turn ratio transformers to
generate more voltage levels while improving the LV supply
from fuel cells, and standalone PV arrays are as shown in
Figure 35(b). In MV grid-connected power systems, tradi-
tional topologies are still commonly employed. However, the
worsening penetration and compliance with power quality
and the high grid code standards measures of renewable
power systems have led scientists to invent new RC to-
pologies for MVs and high-power applications in modern
times. In these topologies, there is no separate H-bridge to
create polarity; other benefits include modularity, fault
tolerance, high reliability, and reduced space requirements.
&e comparison of various hybrid MLI topologies is pre-
sented in Table 17.

In [77], a new DVR topology based on a buck-boost AC/
AC converter was proposed. It contains five bidirectional
switches, an inductor, and a capacitor, and the topology’s
most notable feature is the lack of an injection transformer,
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Figure 38: Comparisons of various MLI-based DVR topologies.
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allowing for a direct connection to the grid without the need
for storage elements. As a result, as compared to conven-
tional topologies, this topology has less physical volume,
mass, and cost. A DVR with a cascaded H-bridge multilevel
converter was proposed in [144] that could connect directly
to the MV network without the use of an injection trans-
former as shown in Figure 36. &e voltage restoration is
achieved by the capacitors as energy storage using the zero
active power compensation technique.

DVR with five levels reduced the number of power
circuit components. TCHB inverter [259] was used to
mitigate the voltage sag using two voltage compensation
schemes, in-phase and presag compensation. In [260], the
authors proposed an S4L inverter-based DVR with a single
DC power source and reduced switch count; thus, it is more
cost-effective. Furthermore, it generates seven levels, which
greatly aids in the reduction of the system’s harmonic
problem. Interline DVR with a CHB multilevel inverter was
proposed by Shahabadini et al. [261] to mitigate the voltage
sag with better THD. An adjustable DC-link connectedMLI-
based DVR is suggested in [160] , which is suitable for
compensation of both long- and short-period sag. DVR with
an open-end winding transformer having reduced inverter
loss and lower harmonics is proposed in [165]. A cascaded
OEW transformer-based DVR is reported in [262] with
better voltage levels and reduced THD even though it does
not require extraclamping diodes. &e number of switches
required for n-level voltage in conventional MLI is
Nsw � 2(n − 1). For a definite voltage level, these topologies
require a high number of switches; thus, the required gate
drivers, size, and cost are increased. To overcome these, a
T-type MLI-based DVR is proposed for medium- and high-

power applications in [263] which is shown in Figure 37, and
a comparison of various multilevel inverter topologies in
DVR is tabulated in Table 18. A comparison of various
multilevel inverter topologies in DVR is shown in Figure 38.

In addition to mitigating the sag and swelling, the DVR
can execute other functions such as compensation of se-
lective voltage harmonics [86, 270, 271], mitigation of
voltage flickers [272–274], reactive power compensation
[275], and frequency compensation [276]. Protection of the
DVR [277] is very important during the fault at the load side
of the DVR; otherwise, the same downstream fault current is
present in the DVR, and it may damage the DVR. &is
protection is achieved by making an alternative path for the
fault current through breakers, thyristors, and varistors.
However, other proposals [85, 270, 278–280] also actively
limit the downstream fault current. Various functions and
applications of DVR are presented in Figures 39 and 40,
respectively.

6. Conclusions and Future Scope

A systematic review of different types of DVR systems and
the future scope of the relevant literature are discussed in
this article. Studies reviewing the DVR include many areas,
but specifically, power quality issues, energy-storage to-
pology, absence of energy, and controlled strategies are
covered in this paper. DVR configurations based on power
converters and control units at different stages are described
in detail based on the latest literature. In the orientation
towards the integration of renewable energy sources, certain
updated and upgraded DVR configurations are also pre-
sented. &is review supports the selection of the best, most
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Figure 40: Applications of DVR.
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cost-effective, and high-performance DVR configuration
based on the requirements of researchers and scientists
working on this prospective research [281].

Future research could be conducted in several areas of
the literature. &e following are some essential consider-
ations; however, they are not exhaustive:

(i) &e efficiency of the DVR circuit is limited by VSI,
filter, and transformer losses. &e buck nature of the
VSI output voltage necessitates the use of a boost
converter between the energy storage and the in-
verter, which adds more switches, controls, and
complexity. By using amultilevel inverter in place of
VSI partly or entirely, the need for filters can be
eliminated, resulting in fewer switching losses. &is
allows us to increase DVR’s efficiency, LVRT ca-
pacity, cost performance, deep sag/swell compen-
sation, reliability, and harmonic compensation.

(ii) &e depth of the sag and duration of the sag de-
termines the storage capacity. If there is a long-term
sag, the energy storage capacity declines and the
DVR’s compensating property gets reduced. &e
strategy used during the detection stage unit may be
modified, particularly when it comes to deep/long
voltage sags/swells to the extent that the detection
process is highly reliable.

(iii) DG and DVR integration has gained popularity due
to its reliable features. Future research should take
into account the integration of DVR with micro-
grids and smart grids which will improve power
quality for the end-users.
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economic review of existing and new pumped hydro energy
storage plant,” Renewable and Sustainable Energy Reviews,
vol. 14, no. 4, pp. 1293–1302, 2010.

[94] A. Foley and I. Dı́az Lobera, “Impacts of compressed air
energy storage plant on an electricity market with a large
renewable energy portfolio,” Energy, vol. 57, pp. 85–94, 2013.

[95] E. Dragoni, “Mechanical design of flywheels for energy
storage: a review with state-of-the-art developments,” Pro-
ceedings of the Institution of Mechanical Engineers - Part L:
Journal of Materials: Design and Applications, vol. 233, no. 5,
pp. 995–1004, 2019.

[96] C. Quann and T. H. Bradley, “Renewables firming using grid
scale battery storage in a real-time pricing market,” in
Proceedings of the 2017 IEEE Power & Energy Society In-
novative Smart Grid Technologies Conference (ISGT), pp. 1–5,
IEEE, Washington, DC, USA, April 2017.

[97] P. Kohlhepp, H. Harb, H. Wolisz, S. Waczowicz, D. Müller,
and V. Hagenmeyer, “Large-scale grid integration of resi-
dential thermal energy storages as demand-side flexibility
resource: a review of international field studies,” Renewable
and Sustainable Energy Reviews, vol. 101, pp. 527–547, 2019.

[98] A. Chapman, K. Itaoka, K. Hirose et al., “A review of four
case studies assessing the potential for hydrogen penetration
of the future energy system,” International Journal of Hy-
drogen Energy, vol. 44, no. 13, pp. 6371–6382, 2019.

[99] C. K. Das, O. Bass, G. Kothapalli, T. S. Mahmoud, and
D. Habibi, “Overview of energy storage systems in distri-
bution networks: placement, sizing, operation, and power
quality,” Renewable and Sustainable Energy Reviews, vol. 91,
pp. 1205–1230, 2018.

[100] A. K. Rohit, S. Rangnekar, and S. Rangnekar, “An overview
of energy storage and its importance in Indian renewable
energy sector: Part II–energy storage applications, benefits
and market potential,” Journal of Energy Storage, vol. 13,
pp. 447–456, 2017.

[101] H. Chen, T. N. Cong, W. Yang, C. Tan, Y. Li, and Y. Ding,
“Progress in electrical energy storage system: a critical re-
view,” Progress in Natural Science, vol. 19, no. 3, pp. 291–312,
2009.

[102] M. Aneke and M. Wang, “Energy storage technologies and
real life applications–A state of the art review,” Applied
Energy, vol. 179, pp. 350–377, 2016.

[103] S. . Faias, P. Santos, J. Sousa, and R. Castro, “An overview on
short and long-term response energy storage devices for
power systems applications,” System, vol. 5, p. 6, 2008.

[104] X. Luo, J. Wang, M. Dooner, and J. Clarke, “Overview of
current development in electrical energy storage technolo-
gies and the application potential in power system opera-
tion,” Applied Energy, vol. 137, pp. 511–536, 2015.

[105] F. Nadeem, S. M. S. Hussain, P. K. Tiwari, A. K. Goswami,
and T. S. Ustun, “Comparative review of energy storage
systems, their roles, and impacts on future power systems,”
IEEE Access, vol. 7, pp. 4555–4585, 2019.

[106] S. R. Sinsel, R. L. Riemke, and V. H. Hoffmann, “Challenges
and solution technologies for the integration of variable
renewable energy sources-a review,” Renewable Energy,
vol. 145, pp. 2271–2285, 2020.

[107] M. Ourahou, W. Ayrir, B. El Hassouni, and A. Haddi,
“Review on smart grid control and reliability in presence of
renewable energies: challenges and prospects,” Mathematics
and Computers in Simulation, vol. 167, pp. 19–31, 2020.

[108] H. A. Behabtu, M. Messagie, T. Coosemans et al., “A review
of energy storage technologies’ application potentials in
renewable energy sources grid integration,” Sustainability,
vol. 12, no. 24, Article ID 10511, 2020.

[109] S. Ben Elghali, R. Outbib, and M. Benbouzid, “Selecting and
optimal sizing of hybridized energy storage systems for tidal
energy integration into power grid,” Journal of Modern
Power Systems and Clean Energy, vol. 7, no. 1, pp. 113–122,
2019.

[110] S. Sabihuddin, A. E. Kiprakis, and M. Mueller, “A numerical
and graphical review of energy storage technologies,” En-
ergies, vol. 8, no. 1, pp. 172–216, 2014.

[111] A. K. S. Maisanam, A. Biswas, and K. K. Sharma, “An in-
novative framework for electrical energy storage system
selection for remote area electrification with renewable
energy system: case of a remote village in India,” Journal of
Renewable and Sustainable Energy, vol. 12, no. 2, Article ID
024101, 2020.

[112] International Hydropower Association, 2018 Hydropower
Status Report, https://www.hydropower.org/status-report,
2018.

[113] B. Kale and S. Chatterjee, “Electrochemical energy storage
systems: India perspective,” Bulletin of Materials Science,
vol. 43, no. 1, pp. 96–15, 2020.

[114] X. Tan, Q. Li, and H. Wang, “Advances and trends of energy
storage technology in microgrid,” International Journal of
Electrical Power & Energy Systems, vol. 44, no. 1, pp. 179–191,
2013.

Mathematical Problems in Engineering 37

https://www.hydropower.org/status-report


[115] A. Etxeberria, I. Vechiu, H. Camblong, and J.-M. Vinassa,
“Comparison of three topologies and controls of a hybrid
energy storage system for microgrids,” Energy Conversion
and Management, vol. 54, no. 1, pp. 113–121, 2012.

[116] S. Lemofouet and A. Rufer, “Hybrid energy storage system
based on compressed air and super-capacitors with maxi-
mum efficiency point tracking (MEPT),” IEEE Transactions
on Industry Applications, vol. 126, no. 7, pp. 911–920, 2006.

[117] R. A. Dougal, S. Liu, and R. E. White, “Power and life ex-
tension of battery-ultracapacitor hybrids,” IEEE Transactions
on Components and Packaging Technologies, vol. 25, no. 1,
pp. 120–131, 2002.

[118] L. Gao, R. A. Dougal, and S. Liu, “Power enhancement of an
actively controlled battery/ultracapacitor hybrid,” IEEE
Transactions on Power Electronics, vol. 20, no. 1, pp. 236–243,
2005.

[119] W. Li and G. Joos, “A power electronic interface for a battery
supercapacitor hybrid energy storage system for wind ap-
plications,” in Proceedings of the 2008 IEEE Power Electronics
Specialists Conference, pp. 1762–1768, IEEE, Rhodes, Greece,
June 2008.

[120] F. Guo and R. Sharma, “Amodular multilevel converter with
half-bridge submodules for hybrid energy storage systems
integrating battery and ultracapacitor,” in Proceedings of the
2015 IEEE Applied Power Electronics Conference and Ex-
position (APEC), pp. 3025–3030, IEEE, Charlotte, NC, USA,
March 2015.

[121] G. Wang, G. Konstantinou, C. D. Townsend et al., “A review
of power electronics for grid connection of utility-scale
battery energy storage systems,” IEEE Transactions on Sus-
tainable Energy, vol. 7, no. 4, pp. 1778–1790, 2016.

[122] J. G. Nielsen and F. Blaabjerg, “A detailed comparison of
system topologies for dynamic voltage restorers,” IEEE
Transactions on Industry Applications, vol. 41, no. 5,
pp. 1272–1280, 2005.

[123] D. Somayajula and M. L. Crow, “An integrated dynamic
voltage restorer-ultracapacitor design for improving power
quality of the distribution grid,” IEEE Transactions on
Sustainable Energy, vol. 6, no. 2, pp. 616–624, 2015.

[124] H. J. Kim, K. C. Seong, J. W. Cho et al., “3MJ/750 kVA SMES
system for improving power quality,” IEEE Transactions on
Applied Superconductivity, vol. 16, no. 2, pp. 574–577, 2006.

[125] J. Shi, Y. Tang, K. Yang et al., “SMES based dynamic voltage
restorer for voltage fluctuations compensation,” IEEE
Transactions on Applied Superconductivity, vol. 20, no. 3,
pp. 1360–1364, 2010.

[126] X. Jiang, X. Zhu, Z. Cheng, X. Ren, and Y. He, “A 150 kVA/
0.3 MJ SMES voltage sag compensation system,” IEEE
Transactions on Appiled Superconductivity, vol. 15, no. 2,
pp. 1903–1906, 2005.

[127] S. Nagaya, N. Hirano, H. Moriguchi et al., “Field test results
of the 5 MVA SMES system for bridging instantaneous
voltage dips,” IEEE Transactions on Applied Superconduc-
tivity, vol. 16, no. 2, pp. 632–635, 2006.

[128] W. Guo, L. Xiao, S. Dai, and L. Lin, “Control strategy of a 0.5
MVA/1 MJ SMES based dynamic voltage restorer,” IEEE
Transactions on Applied Superconductivity, vol. 20, no. 3,
pp. 1329–1333, 2010.

[129] M. A. Green and B. P. Strauss, “&e cost of superconducting
magnets as a function of stored energy and design magnetic
induction times the field volume,” IEEE Transactions on
Applied Superconductivity, vol. 18, no. 2, pp. 248–251, 2008.

[130] J. W. Shim, Y. Cho, S.-J. Kim, S. W. Min, and K. Hur,
“Synergistic control of SMES and battery energy storage for

enabling dispatchability of renewable energy sources,” IEEE
Transactions on Applied Superconductivity, vol. 23, no. 3,
Article ID 5701205, 2013.

[131] A. M. Gee, F. Robinson, and W. Yuan, “A superconducting
magnetic energy storage-emulator/battery supported dy-
namic voltage restorer,” IEEE Transactions on Energy
Conversion, vol. 32, no. 1, pp. 55–64, 2017.

[132] Z. Zheng, X. Xiao, C. Huang, and C. Li, “Enhancing transient
voltage quality in a distribution power system with SMES-
based DVR and SFCL,” IEEE Transactions on Applied Su-
perconductivity, vol. 29, no. 2, pp. 1–5, 2019.

[133] H. Abdollahzadeh, M. Jazaeri, and A. Tavighi, “A new fast-
converged estimation approach for Dynamic Voltage Re-
storer (DVR) to compensate voltage sags in waveform
distortion conditions,” International Journal of Electrical
Power & Energy Systems, vol. 54, pp. 598–609, 2014.

[134] J. G. Nielsen, M. Newman, H. Nielsen, and F. Blaabjerg,
“Control and testing of a dynamic voltage restorer (DVR) at
medium voltage level,” IEEE Transactions on Power Elec-
tronics, vol. 19, no. 3, pp. 806–813, 2004.

[135] M. H. J. Bollen and I. Gu, Signal processing of power quality
disturbances, Vol. 30, John Wiley & Sons, , Hoboken, New
Jersey, USA, 2006.

[136] P. Li, L. Xie, J. Han, S. Pang, and P. Li, “New decentralized
control scheme for a dynamic voltage restorer based on the
elliptical trajectory compensation,” IEEE Transactions on
Industrial Electronics, vol. 64, no. 8, pp. 6484–6495, 2017.

[137] H.-Y. Chu, H.-L. Jou, and C.-L. Huang, “Transient response
of a peak voltage detector for sinusoidal signals,” IEEE
Transactions on Industrial Electronics, vol. 39, no. 1,
pp. 74–79, 1992.

[138] H. Sardar Kamil, D. M. Said, M. W. Mustafa, M. R. Miveh,
and N. Ahmad, “Recent advances in phase-locked loop based
synchronization methods for inverter-based renewable en-
ergy sources,” Indonesian Journal of Electrical Engineering
and Computer Science, vol. 18, no. 1, pp. 1–8, 2020.

[139] M. Reyes, P. Rodriguez, S. Vazquez, A. Luna, R. Teodorescu,
and J. M. Carrasco, “Enhanced decoupled double syn-
chronous reference frame current controller for unbalanced
grid-voltage conditions,” IEEE Transactions on Power Elec-
tronics, vol. 27, no. 9, pp. 3934–3943, 2012.
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