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Research Article
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Information-Centric Networking with caching is a very promising future network architecture. The research on its cache
deployment strategy is divided into three categories, namely, noncooperative cache, explicit collaboration cache, and implicit
collaboration cache. Noncooperative caching can cause problems such as high content repetition rate in the web cache space.
Explicit collaboration caching generally reflects the best caching effect but requires a lot of communication to satisfy the
exchange of cache node information and depends on the controller to perform the calculation. On this basis, implicit
cooperative caching can reduce the information exchange and calculation between cache nodes while maintaining a good
caching effect. Therefore, this paper proposes an on-path implicit cooperative cache deployment method based on the dynamic
LRU-K cache replacement strategy. This method evaluates the cache nodes based on their network location and state and
selects the node with the best state value on the transmission path for caching. Each request will only select one or two nodes
for caching on the request path to reduce the redundancy of the data. Simulation experiments show that the cache deployment
method based on the state and location of the cache node can improve the hit rate and reduce the average request length.

1. Introduction

Information-Centric Networking (ICN) is a promising net-
work architecture that is ideal for spreading popular infor-
mation across the network. Its important feature is the
node cache. A copy of the information is deployed to the
cache of each router node. Each request to the router node
is first searched in the content storage (CS). If there is a
request with the same name in the CS, then the router
respond with this copy directly. There is no need to fetch
information from the content source server, thus reducing
network traffic, reducing server bandwidth, and increasing
the efficiency of content distribution. Under a reasonable
cache deployment strategy and cache replacement strategy,
caching will greatly improve the throughput and perfor-
mance of ICN [1–3].

There are many cache nodes in the ICN. Excessive
deployment of cache information on a tremendous number

of nodes wastes a lot of storage space and causes data redun-
dancy, which reduces the cache hit rate. Therefore, a good
caching deployment strategy is needed to determine which
node the cache is deployed. At present, the cache deploy-
ment strategy is mainly divided into a noncooperative cache
and collaborative cache, and the collaborative cache is
divided into an explicit collaboration cache and an implicit
collaboration cache. Because in the noncooperative caching
strategy, each node does not refer to the state of other nodes
in the caching decision process and independently decides
whether to cache content. Noncooperative caching will
result in a large amount of redundant data in the network
cache space, which is of little significance to the limited
and valuable cache space [4]. Explicit collaboration caching
generally requires a large amount of communication
between the cache nodes to determine the best nodes to
cache. However, this ignores the impact of network commu-
nication and computation on the nodes. The overhead data
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communication and calculation will increase the load on the
network, which will reduce the overall performance [5–7]. In
the implicit collaboration caching, the nodes incurred less
overhead during the information exchange of the caching
decision. Therefore, among noncooperative caching, explicit
collaboration caching, and implicit collaboration caching,
implicit collaboration caching has a very high practical sig-
nificance, is not constrained by the specific circumstances
of the network, does not increase excessive network traffic,
and reduces caching redundancy [8]. For this reason, this
manuscript proposes an on-path implicit cooperative cache
deployment method based on the dynamic LRU-K cache
replacement strategy. The main contributions of this manu-
script are as follows:

(1) Through the dynamic LRU-K strategy, the state of
the cache node and the network location are com-
prehensively judged

(2) Based on the state of the cache node and the location
of the cache node in the network, a cache decision-
making scheme is proposed in combination with
implicit cooperative cache

(3) Improved multipoint caching and decision-making,
reducing the repetition of network cache space con-
tent, while effectively increasing the cache hit rate

2. Related Work

Caching function is the advantage of ICN. The efficiency of
caching directly determines the overall performance of
ICN, and the caching deployment strategy of caching is the
most important part of the caching strategies. In recent
years, scholars around the world have focused more on the
performance improvement of ICN brought by cache deploy-
ment strategy. For cache deployment strategy, we should
focus on efficient network utilization and high availability
of data. From the perspective of the P2P system and CDN
technology, cache deployment on the edge of the network
is very helpful to improve the cache hit rate, but ICN sup-
ports the deployment of caches on all routers. Not only the
edge nodes but also the central nodes are suitable for the
deployment of caches. Therefore, the deployment strategy
of caches will be the key factor to increase the overall perfor-
mance of ICN.

Cache deployment strategy is also called cache decision
strategy. At present, there are two classifications of ICN
cache deployment strategies in academia. One is classified
according to the cache location, which is divided into an
on-path strategy and an off-path strategy [9]. On-path strat-
egy means that the cache is deployed on the sending path of
interest packages. The specific cache nodes are determined
by the cache deployment strategy [10, 11]. The off-path
strategy does not depend on the sending path of the interest
packet. It determines where the content should exist based
on the overall network status or content attributes. The
caching method related to the hash method is a typical
path-independent caching method [12, 13]. Therefore, the
off-path strategy is more suitable for the mobile cache.

Another classification method is based on the cooperative
approach, which is divided into three categories: noncooper-
ative cache, explicit cooperative cache, and implicit coopera-
tive cache.

The noncooperative caching strategy does not need to
rely on the information of other caching nodes and can
directly decide whether to cache the content or not. It is a
strategy of “single-handedly fighting.” This decision-
making strategy is relatively simple and does not require
excessive judgment. However, the problem that comes with
it is that for an ICN with a holistic layout, such a simple
cache strategy can affect the overall performance of the net-
work. A typical caching strategy in a noncooperative cache is
LCE [14]. In LCE, as the content information is returned, a
cache is copied to each cache node passing through the
return path. Although such a deployment strategy can sim-
ply cache the information content, it also brings high redun-
dancy. The problem of a low overall hit rate has caused a
serious waste of resources [15].

The explicit collaborative caching strategy determines
the specific cache nodes by adding a centralized controller
to the ICN. The centralized controller collects the real-time
status of the cache nodes in the network and then makes a
judgment. The presence of a centralized controller effectively
relieves the pressure on the router. Studies have shown that
explicit collaborative caching can greatly improve cache effi-
ciency [16, 17].

In [18], an explicit cache coordination strategy based on
HASH is proposed. The HASH value is obtained according
to the location, popularity, and history of the cache node.
Then, the corresponding cache node is searched for the
cache. If this content exists in the cache node, the cached
content is sent directly back to the subscriber, and if it does
not exist, the subscriber’s request is forwarded from this
cache node. The HASH-based explicit cache collaboration
strategy can quickly locate cache nodes and fast forward
requests without generating redundant data.

Currently, the explicit collaboration cache is still under
exploration. Although it can project a very good cache
deployment strategy, it also has some shortcomings [19].
For example, in a high-speed network environment, each
data content needs to pass the controller to help the control-
ler decide which node to cache in; this computing overhead
should not be underestimated. Secondly, if the centralized
controller is down, it is unfavourable for the network where
the centralized controller is located. Whether it hands off the
cache node to another centralized controller or discards the
current network, there is still a significant impact on overall
ICN network.

Although explicit collaboration cache can bring high
cache efficiency, it requires a lot of interactive information,
and the calculation method is too complicated. The nonco-
operative cache has a lot of data redundancy. The implicit
collaboration cache combines the advantages of the above
two cache methods. The implicit collaboration cache mainly
relies on some additional messages for cache decisions, such
as cache node location, content popularity, probability, and
cache node status. Due to the high performance and low cost
of implicit collaborative caching, the implicit collaborative
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cache has the highest proportion among the three cache
deployment strategies. Below are a few implicit collaboration
caching strategies.

The main purpose of the LCD [20] (Leave Copy Down)
strategy is to keep the cache close to the edge of the network,
so the LCD policy will copy a cache on the second cache
node of the return path each time, so each cache hit will
move this cache once towards the edge node. As the content
popularity increases, the cache will get closer and closer to
the edge of the network, thus reducing the delay of user
access. However, such a caching strategy will leave more
copies on the return path with high redundancy. Moreover,
for a large number of requests for different information, the
cache of the core network nodes will be continuously
replaced, and it is not guaranteed the cache hit.

MCD [21] (Move Copy Down) is an optimization of the
LCD cache decision strategy. Unlike the LCD, after the cache
hit, the cache of the node is deleted, and the redundancy of
the information content is reduced. From the perspective
of redundancy, MCD has made a very good optimization
compared with LCD, but it also has certain disadvantages.
Suppose there is a tree network, the root node is a content
publisher, the leaf node is a content subscriber, and the other
nodes are cache routers [22]. In this tree structure, if a
router’s cache is frequently hit by a request in a different
subtree, the cached location will always be near this node
and will not always go to the leaf node.

Prob [23] (Copy with Probability) is a random caching
algorithm, sometimes called Bernoulli random caching algo-
rithm, which uses a fixed probability p to make cache deci-
sions. Such a caching algorithm does not guarantee that
popular information will be cached. Popular content will
have multiple requests, cached with the same probability,
and will have more chances to be cached; this algorithm
has a strong randomness.

ProbCache [23] proposed improvements based on Prob,
and its improvement idea also hopes that the cache exists at
the network edge as much as possible. Therefore, its proba-
bility is proportional to the distance from the cache node
to the content provider (may be a content publisher or a
cache node). The number of hops is used here as a measure
of distance.

The above implicit cooperative caching schemes effec-
tively reduce the burden of node information exchange of
explicit cooperative caching, but they lack the consideration
of the network node status and the network location of the
caching node. The performance improvement of the caching
is limited. In response to the above problems, this manu-
script uses the LRU-K strategy to comprehensively judge
the state and network location of the cache node. On this
basis, this research combines the idea of implicit cache coop-
eration and proposes a cache decision-making scheme.

3. Analytical Methods

The research on ICN caching strategy can be classified into
cache replacement strategy and cache deployment strategy.
An effective cache replacement strategy can increase the hit
rate of cache nodes. But for global purposes, reducing the

average request length and cache redundancy requires a
cache deployment policy to manage the global cache
nodes [24].

According to the foregoing, implicit collaborative cach-
ing is a caching method that is very suitable for ICN. It does
not require the global computing and communication capa-
bilities of explicit collaborative caching, nor does it have the
large amount of redundant data that noncollaborative cach-
ing generates [25]. Typical representatives in implicit collab-
oration cache are LCD [20], MCD [21], ProbCache [23], etc.
These three caching strategies are designed to make the
cache closer to the requesting node on the path, thus reduc-
ing network latency, but without considering each cache
whether the state of the node is suitable to cache the infor-
mation. Therefore, this paper proposes an on-path implicit
cooperative caching algorithm with the following specific
objectives:

(1) Improve the cache hit rate, reduce network latency,
and reduce the average request length of users

(2) Consider the state and location of the cache node to
give the nodes that should be cached

(3) Do not add too many fields to the packet, causing the
network packet to be bloated

Based on the above requirements, this paper proposes a
cache deployment method based on the status and location
of the cache nodes, which considers the position of the cache
node on the path, the number of prefiltering queues, and the
number of filtering when caching nodes exchange informa-
tion. It is a bidding strategy that determines the cache loca-
tion at a very small communication cost [26].

3.1. Concept and Definitions

3.1.1. Cache Node Status Values. The cache node status value
is an important indicator for evaluating whether the cache
node in the ICN is suitable for caching. The less the cached
content is, the more suitable it is the node for the cache. The
closer to the user, the more suitable it is the node for the
cache. At present, the state value of each cache node is deter-
mined by three factors. However, for the cache nodes in dif-
ferent network environments, the proportion of each factor
should be different. Therefore, the final state value is calcu-
lated by weighting. The formula is as follows:

Value = α ×Vk + β ×Vhop + γ ×Vhitk, α, β, γ ∈N: ð1Þ

Among them, Value represents the final state value, Vk
represents the state value based on the number of prefiltered
queues K , Vhop represents the state value based on the link
location, Vhitk represents the data of interest packages in
the number of prefiltered queues, and alpha, beta, and
gamma represent the weight of three state values, respec-
tively. In order to reduce the accuracy problem caused by
floating-point representation, the weights of the three state
values (α, β, γ) are represented by nonnegative integers.
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(1) LRU-K Strategy. The main purpose of LRU-K is to solve
the “cache pollution” problem of the LRU algorithm. Its core
idea is to extend the “recently used 1 time” criterion to
“recently used K times.” The K in LRU-K represents the
number of recent uses.

Compared with LRU, LRU-K needs to maintain one
more queue to record the history of all cached data being
accessed. Only when the number of accesses of the data
reaches K times, the data is put into the cache. When data
needs to be eliminated, LRU-K will eliminate the data whose
Kth access time is the largest from the current time.

(2) Cache Queue State. The state of the cache queue is deter-
mined by the K value in the dynamic LRU-K algorithm, that
is, the number of prefiltered queues. When the number of
prefiltering queues of a cache node is large, it means that
the number of packets need to be cached by the node is
large. Compared with the cache node with a smaller K value,
it takes a longer time to put the cache node with a larger K
value into the cache queue. Therefore, the function for cach-
ing queue state calculation is a monotonic decreasing
function.

(3) Link Location. In ICN, it is more desirable that informa-
tion be cached on edge nodes, which can reduce the average
number of request hops for users, the network latency, and
the load of the central network. Because the acquisition of
the whole network’s topology structure is complex and
requires a large amount of computation, it does not meet
the requirements of implicit collaborative caching, so the
hops of interest packages are added to the interest packages
as the basis for calculating the relative location of cache
nodes in the network. For example, the number of hops of
the nearest cache node to the user is 1. If the cache node
has no data in the CS, the cache node needs to forward the
user’s interest package to the cache node with the hop num-
ber of 2 until the content publisher or the node with the
cache is found. The function of calculating the relative posi-
tion state value of cache nodes by hops decreases monoto-
nously with the increase of hops, and the higher the hops,
the lower the importance.

(4) Location of Prefiltered Queues. In dynamic LRU-K cache
replacement strategy, a data packet is put into the cache
queue only after the packet has passed the required number
of caches in the Kth queue at that cache node. Therefore,
when judging whether a cache node is suitable for caching
a packet, it should consider whether it is currently in the pre-
filter queue and which prefilter queue. Otherwise, the packet
will appear in the prefilter queue of each cache node, thus
underestimating the prevalence of the packet and delaying
it from being cached or even failing to be cached. The
purpose of this parameter is to reduce the impact of mul-
tiple nodes on data filtering and depending on the weight
parameter that determines its importance in formula (1);
priority should generally be given to nodes where that data
is already in the prefilter queue so that it is cached as soon
as possible.

3.1.2. Cache Rate. Caching rate is the ratio of the number of
caches selected by the node to the number of interest pack-
ages received. The concept of caching rate is proposed
mainly because when choosing the caching node through
the state value, the edge nodes will be frequently selected
as the caching nodes. The main reason for this problem is
that the distribution of the state value is relatively uneven,
and the caching probability of the nodes close to the content
source is very small. Therefore, the cache rate is proposed,
and the point on the forwarding path of the packet of inter-
est with the smallest cache rate is selected for caching to
compensate for the deficiency caused by selecting the cache
node only by the state value. The formula for calculating
the cache rate is as follows:

CacheRate = NCached
N total

: ð2Þ

In formula (2), NCached represents the number of data
packets stored in the network cache space. N total represents
the number of all data packets in the network space.

3.1.3. Data Packet Status Value. A data packet is a response
packet sent back by a content publisher according to the
direction of the sending path of interest packages. The data
package contains the name and content of the data. How-
ever, for the current deployment strategy, it is impossible
to know whether the data packages have been cached on
the path. Therefore, an additional field needs to be added
to tell the subsequent caching node whether the data pack-
ages can be cached. When a data packet is cached at a node,
the state value of the field should be modified, and subse-
quent nodes can judge whether to cache the data packet
according to the state value. Two nodes, one has the maxi-
mum state value, and the other one has a minimum cache
rate, need to be found on the transmission path of the
packet. There are four cases, which can be represented by
0, 1, 2, and 3, respectively, as shown in Table 1.

3.1.4. Statement Record Table. In order to record the maxi-
mum state value and the minimum cache rate of a cache
node through which an interest package passes, a Statement
Record Table (SRT) is added to each cache node, which con-
tains the data name field and the state value in the interest
package. When the data packet returns, firstly querying the
state value corresponding to the data name in the SRT table,
if there is no record, it shows that the state value is not
higher than the maximum state value, and the cache rate is
not lower than the minimum cache rate at that time when
the interest packet is transmitted, so this node is not selected
as the cache node.

The meaning of state value in the SRT table is like
Table 2, but it does not need state value 0. If it is not a can-
didate node of cache nodes, it cannot be stored in SRT. It is
not necessary to prepare a state value specifically for this
state, and it also reduces the occupied data space, the mean-
ing of state value as shown in Table 2.

For the state value stored in SRT can not directly deter-
mine whether it is the maximum state value node and the
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minimum cache rate node, it needs to be judged by combin-
ing the state value in the interest packet. The main reason is
that in the process of forwarding the interest package, it is
not known whether the next node has a larger state value
or a smaller cache rate, but when the interest package is for-
warded to the current node, it is the maximum state value or
the minimum. When the data packet returns along the route
forwarded by the interest packet, if a node encounters the
maximum state value, and the state value in the data packet
indicates that the node has not been cached at the maximum
state value, then the current node is the node with the max-
imum state value, and the judgment of the node with the
minimum cache rate is the same.

3.1.5. Concrete Design. The cache deployment strategy based
on the state and location of the cache node selects two nodes
to cache in the data transmission path. The first cache node
is the one with the best state value, and the second cache
node is the node with the lowest cache rate. At present, three

factors are affecting the state value. The first one is the status
of the LRU prefilter queue, which needs to be given in com-
bination with the dynamic LRU-K algorithm proposed
above. The second one is to calculate the location of each
cache node on the request path according to the hops of
interest packets. The closer to the edge of the network, the
higher this value is. The third one is the queue number hit
in the prefilter queue. The larger the number is, the more
popular the content is, and the more important it is to cache
the data packet at this node. Caching on the nodes with the
lowest cache rate is to compensate for the nonuniformity of
caching based on the state value.

As shown in Algorithm 1, in order not to add addi-
tional computing nodes when processing interest packets,
the maximum state value and minimum cache rate of
the cache nodes are allocated to the interest packets.
Then, the state value and cache rate of the current nodes
are calculated on each cache node. The larger state value
and the smaller replacement rate are recorded in the

Table 1: Data packet status values and implications.

State value Meaning

0 The maximum state value node has been cached, and the minimum cache rate node has been cached.

1 The maximum state value node is cached, and the minimum cache rate node is not cached.

2 The maximum state value node is not cached, and the minimum cache rate node is cached.

3 The maximum state value node is not cached, and the minimum cache rate node is not cached.

Table 2: State record table state values and implications.

State value Meaning

1 It cannot be the maximum state value node, it may be the minimum cache rate node.

2 It may be the maximum state value node, not the minimum cache rate node.

3 It may be the maximum state value node or the minimum cache rate node.

Input: Interest Packet (Pkt); Statement Record Table (SRT)
Output: Operation Statement
1: Pkt:hop⟵ Pkt:hop + 1
2: value⟵ get value
3: cacherate⟵ get cache rate
4: srtstat⟵ 0
5: ifvalue > pkt:maxvaluethen
6: pkt:maxvalue⟵ value
7: srtstat⟵ srtstat ∣ 2
8: end if
9: ifcacherate < pkt:mincacheratethen
10: pkt:mincacherate⟵ cacherate
11: srtstat⟵ srtstat ∣ 1
12: end if
13: ifsrtstat > 0then
14: insert pkt:name, srtstat into SRT
15: end if
16: forward pkt
17: returnSUCCESS

Algorithm 1: Interest packet processing algorithm for cache deployment policy.
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interest packages and then insert data name and SRT sta-
tus value into SRT. A maximum state value field, a min-
imum cache rate field, and a hop number field need to be
added to the interest package. All cache nodes maintain
these three fields together. If the state value of a cache
node is higher than the maximum state value or the
cache rate is lower than the minimum cache rate, the cor-
responding data is updated, and records are generated in
the cache state record table, SRT state values are updated,
and the cache state record table SRT is stored on each
routing node.

As shown in Algorithm 2, when the cache node
receives the response packet, whether the current packet
is cached is calculated according to the SRT state value

and the packet state value. When the content needs to
be cached, the state value is changed so that the subse-
quent nodes will not cache the packet with the same type,
thus ensuring that the data will not be excessively

Input: Data Packet (Pkt); Statement Record Table (SRT); Content Store (CS)
Output: Operation Statement
1: ifpkt:datastat > 0then
2: ifSRT has pkt:namethen
3: res⟵ pkt:datastat&SRT:getStatðpkt:nameÞ
4: ifres > 0then
5: pkt:datastat⟵ pkt:datastat − res
6: insert pkt into CS
7: end if
8: remove pkt:name from SRT
9: end if
10: end if
11: forward pkt
12: returnSUCCESS

Algorithm 2: Data packet processing algorithm for cache deployment policy.

Node1 Node2 Node3 Node4Interest Interest Interest

MAX state = 6
MIN cache rate = 0.8

MAX state = 8
MIN cache rate = 0.4

MAX state = 8
MIN cache rate = 0.2

MAX state = 8
MIN cache rate = 0.1

MAX state = 0
MIN cache rate = 1.0

Node state = 6
Cache rate = 0.8

SRT value = 3

Node state = 8
Cache rate = 0.4

SRT value = 3

Node state = 4
Cache rate = 0.2

SRT value = 1

Node state = 2
Cache rate = 0.1

SRT value = 1

Interest

Figure 1: Interest packet forwarding process.

Node1 Node2 Node3 Node4

SRT value = 3 SRT value = 3 SRT value = 1 SRT value = 1

Data Data DataData Data

Data packet 
state = 0

Data packet 
state = 2

Data packet 
state = 2

Data packet 
state = 3

Data packet 
state = 0

Cache node Cache node

Figure 2: Data packet forwarding process.

Table 3: Icarus simulation platform parameters.

Parameter name Parameter value

Zipf distribution alpha value 0.5-1.2

Number of contents 300000

Total cache size (0.002-1) ∗ number of contents

Interest packet preheat value 300000

Interest packet measurement 600000
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redundant. If no caching is required, the data packet is
forwarded directly. After the data packet passes through
the cache node, the corresponding records in SRT should
be deleted to avoid wasting storage space. In order to
cooperate with the implementation of the algorithm, it is
necessary to modify the data package accordingly. Add a
packet status value field to the packet, the initial value sets
the status to 3. In the return path, if the state value of the
state record table in a node and the state value of a packet
do not result in 1 when doing a logical and operation,
then the cache is inserted into the cache of the node,
and the state value of the packet is updated. If replace-
ment is required, a dynamic LRU-K cache replacement
strategy is executed.

The selection process of cache nodes is shown in
Figures 1 and 2. Figure 1 shows the changes of some param-
eters in the process of forwarding interest packages. Figure 2
shows the selection of cache nodes in the process of packet
response. Two graphs show the process of selecting cache
nodes at one time.

4. Simulation Results and Analysis

4.1. Simulation Environment. The simulation environment
uses the Icarus simulator, version v0.7.0, which can be
downloaded from GitHub. The address is detailed in
[27]. Icarus is an event-based ICN simulator, imple-
mented in Python by Lorenzo Cerno and others. It is spe-
cially developed to evaluate the performance of the cache
system in the information-centric network. It uses the
MVC (Model-View-Controller) design pattern. This
model implements the basic functions of ICN, the view
monitors changes on the network model, the controller
processes events and responses, and the results act on
the network model.

The server used in the simulation experiment is the
Sugon A620r-G server. The CPU is AMD Opteron(tm) Pro-
cessor 6320, 1.4GHz, 16 core, 32 threads, and 16GB of
memory, and the operating system is CentOS Linux release
7.2.1511. The parameters for the dynamic LRU-K cache
replacement policy are set as follows:
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Figure 5: C = 0:002. The relationship between cache hit rate and content concentration.
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(1) Prefilter queue length

LðkÞ = L × 26−k, L is the length of the cache queue. The
scheme used in the prefilter queue length in the simulation
is an exponential function, which can effectively improve
the hit rate.

(2) Prefilter queue number K maximum KMAX

KMAX = 5: ð3Þ

(3) Filter count

The maximum number of filtering for the prefilter queue
is 1.

The parameters for the Icarus simulation platform are
set as Table 3. Since the initial state of the cache queue is
empty, the cache replacement will not occur until the cache
queue is filled, so it will affect the calculation of the hit rate.
In order to eliminate this part of the impact, Icarus supports
the warm-up function. The previous part does not collect
data, and the data is collected for the hit rate after the num-
ber of requested packets exceeds the warm-up value, and the
warm-up value can be freely set by the user.

4.2. Simulation Scheme. Icarus provides several topology
data sets in Topology Zoo [28]. This simulation is tested in
GEANT, GARR, TISCALI, and WIDE four topologies, with
DLRU-K cache replacement strategy, FIFO cache replace-
ment strategy, LRU cache replacement strategy, and RAND
cache replacement strategy.

4.2.1. GEANT Topology Simulation Scheme. GEANT is a
pan-European data network for research and education
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groups that connects research and education networks
across Europe. In addition to providing high-bandwidth
links in Europe, GEANT can also serve as a new technology
test platform.

4.2.2. GARR Topology Simulation Scheme. GARR is a
national computer network prepared for universities and
research institutions in Italy. Its main goal is to design
and manage a high-performance network infrastructure
for the Italian academic and scientific communities. In fact,
GARR has always been an integral part of the European
research network GEANT, which shares GEANT with
other European NRENs (national research and education
network (NREN)). The GAR network topology provided
by Icarus comes from Topology Zoo, and the version is
GARR 201201.

4.2.3. WIDE Topology Simulation Scheme.Widely Integrated
Distributed Environment (WIDE), an Internet project
cofounded by Keio University, Tokyo Institute of Technol-
ogy, and the University of Tokyo, is the backbone of the Jap-
anese Internet and Japan’s first Internet infrastructure.

4.2.4. TISCALI Topology Simulation Scheme. Since the real
network topology of the real Internet service provider can-
not be accessed by the research community, the Rocketfuel
is used to map the nodes of the network. The TISCALI
topology tested in this paper is mapped by Rocketfuel, and
there are 44 content source nodes. There are 160 router
nodes and 36 consumer nodes.

4.3. Simulation Result Analysis. The simulation results are
mainly analyzed for the two performance indicators pre-
sented, the cache hit ratio and path scaling ratio under dif-
ferent network topologies. Cache hit ratio measures the
response of cache nodes to interest packets in the network,
which can intuitively reflect the efficiency of network cache
deployment strategies. The path scaling ratio intuitively
reflects the relative position of the cache deployment node
on the path. The experimental results are as follows.

Figure 3 shows four cylindrical comparisons of the cache
hit rates with different Zipf distribution parameters alpha
and different cache sizes C. When the Zipf distribution
parameters alpha = 0:5 and C = 0:002, the cache hit rates in
the four network topologies have been significantly
improved, which is higher than the experimental data of
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the control group, and the fluctuation range of the hit rates is
also smaller than the other four cache deployment strategies.
The proposed caching strategy performs best among the five
caching strategies, LCD is second only to the caching strategy
in this paper, and the performance is relatively stable. How-
ever, the performance of ProbCache and Random in different
network topologies is not stable and has certain volatility.

Compared with Figure 4, the path scaling ratio of the
proposed cache strategy is also slightly lower than that of
the other four control groups. By comparing the two groups
of Figure 4, it can be found that the smaller the alpha and C,
the more obvious the improvement of the cache hit rate is,
but the reduction of path scaling ratio is not obvious. On
the contrary, with the increase of alpha and C, the gap of
path scaling ratio increases. The smaller the path scaling
ratio is, the smaller the average request length is. Reducing
the average request length not only brings faster response
speed but also means better releasing the pressure of the core
router so that interest packages can be responded at the edge
of the network. For the forwarding process of each interest
packet, even if the average number of hops is reduced by
one hop, for the large number of interest packets existing
in the network, it also means that the great load of the router
is reduced, and the throughput of the router is increased.

The next part will mainly analyze the impact of different
content popularity and cache size on the cache hit rate.

4.3.1. The Impact of Content Popularity on Cache Hit Rate.
When C = 0:002 and C = 0:05, the break-line diagrams
of cache hit rate are shown in Figures 5 and 6. The two
break-line diagrams show that the cache strategy proposed
in this paper is between alpha = 0:5 and alpha = 1:0. The
cache hit rate in the four topologies is higher than that
of other cache strategies. In GEANT and WIDE network
topologies, when alpha reaches 1.0, the gap tends to
decrease. With the increase of alpha value, the hit rate
of all caching strategies increases, which indicates that
the hit rate of caching increases with the increase of con-
tent concentration.

In the line graph, the cache hit rate of the five cache pol-
icies varies with the content popularity. The LCE cache
deployment strategy has always been the worst performer.
The hit ratio of LCD and ProbCache is closest to the cache
strategy proposed in this paper. Even in the case of
Figure 6, there is an almost equal situation. The caching
strategy proposed in this paper gradually disappears when
α = 1:0.
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Figure 8: α = 0:8, the relationship between cache hit rate and cache capacity.

11Wireless Communications and Mobile Computing



4.3.2. The Effect of Cache Size on Cache Hit Ratio. The cache
hit ratios when α = 0:5 and α = 0:8 are shown in Figures 7
and 8.

Through the two sets of broken-line graphs of Figures 7
and 8, it can be concluded that the cache hit rate of the four
network topologies proposed in this paper is higher than that
of other cache strategies when C = 0:002 to C = 0:07. How-
ever, when C = 0:08 and C = 0:09, the cache hit rate is almost
equal to that of LCD strategy, and even when a = 0:5 and C
= 0:09, the cache jitter occurs, which is surpassed by LCD
strategy. The parameters of the scheme are not suitable for
GEANT networks where C is greater than 0.08. According to
other broken-line graphs, the cache hit rate of all caching strat-
egies increases with the increase of caching, and the caching
strategy awareness proposed in this paper is also getting
smaller and smaller. According to the above analysis, the cache
deployment strategy based on node status and location, com-
bined with the dynamic LRU-K cache replacement strategy
proposed in this paper, can improve the cache hit rate. The
more decentralized the content and the smaller the cache,
the more significant the enhancement effect.

5. Conclusions

ICN cache deployment strategy is divided into the noncoop-
erative cache, implicit cooperative cache, and explicit coop-
erative cache. From the perspective of global cache hit rate
and average request length, explicit cooperative caching gen-
erally has the best performance, but explicit cooperative
caching requires a lot of communication information to
determine the cached nodes, which will increase the network
load. Therefore, this paper makes a thorough analysis and
comparison of implicit cooperative caching. According to
the advantages and disadvantages of other implicit coopera-
tive caching, combined with the dynamic LRU-K cache
replacement algorithm, a deployment strategy based on the
status and location of caching nodes is proposed. According
to the network location of caching nodes, the number of pre-
filtered queues, and the number of prefiltered times, the sta-
tus is evaluated comprehensively, and the state value is put
into interest. In the packet, the best state cache node is
selected from the request path and cache in it when the
packet returns. Finally, the deployment strategy based on
the location and state of the cache node can reduce the
duplication of the network cache space content and effec-
tively improve the cache hit rates that are proved by the
comparative simulation of the Icarus simulation
environment.
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5G is about to open Pandora’s box of security threats to the Internet of Things (IoT). Key technologies, such as network function
virtualization and edge computing introduced by the 5G network, bring new security threats and risks to the Internet
infrastructure. Therefore, higher detection and defense against malware are required. Nowadays, deep learning (DL) is widely
used in malware detection. Recently, research has demonstrated that adversarial attacks have posed a hazard to DL-based
models. The key issue of enhancing the antiattack performance of malware detection systems that are used to detect
adversarial attacks is to generate effective adversarial samples. However, numerous existing methods to generate adversarial
samples are manual feature extraction or using white-box models, which makes it not applicable in the actual scenarios. This
paper presents an effective binary manipulation-based attack framework, which generates adversarial samples with an
evolutionary learning algorithm. The framework chooses some appropriate action sequences to modify malicious samples.
Thus, the modified malware can successfully circumvent the detection system. The evolutionary algorithm can adaptively
simplify the modification actions and make the adversarial sample more targeted. Our approach can efficiently generate
adversarial samples without human intervention. The generated adversarial samples can effectively combat DL-based malware
detection models while preserving the consistency of the executable and malicious behavior of the original malware samples.
We apply the generated adversarial samples to attack the detection engines of VirusTotal. Experimental results illustrate that
the adversarial samples generated by our method reach an evasion success rate of 47.8%, which outperforms other attack
methods. By adding adversarial samples in the training process, the MalConv network is retrained. We show that the detection
accuracy is improved by 10.3%.

1. Introduction

With the commercialization and popularization of 5G, the
IoT is coming closer to reality [1]. Meanwhile, with the scale
expansion of connected terminals, data storage, and utiliza-
tion, security issues are becoming more and more complex.
As the methods of network crime are also constantly
updated, the probability of network attack is greatly
increased, which is not conducive to protecting personal pri-
vacy [2]. Therefore, in the 5G era, designing a model with
good robustness is an important issue.

At present, malware attacks remain as one of the most
urgent security issues users facing. In the last decade,
deep neural network-based malware detection has fulfilled

remarkable achievements [3]. A growing community of
researchers is attempting to apply deep learning to mal-
ware detection and classification tasks [4–9]. Saxe and
Berlin [10] extracted the binary features of PE files, which
are portable executable ones under Windows operation
systems and utilized a four-layer feed-forward neural net-
work to detect malware. Kalash et al. [11] transformed
malware binaries into greyscale images and classified mal-
ware by the use of a CNN. The DL-based malicious
detection and classification models are now widely used.

However, much recent work indicates that adversarial
attacks can cause serious damage to deep neural networks
[12–15]. Adversarial examples in computer vision applica-
tions have been widely proven. In malware detection,
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adversarial modifications often need minor changes to
malicious binaries. Different from language and images,
codes are discrete sequences, which means that the gener-
ation technique of adversarial samples in images cannot be
transferred to the malware detection field. Moreover, a
minor change in the sequence may result in its functional-
ity be changed completely. For example, in a binary file,
changing a single byte may lead to a completely ineffective
bytecode or distinct functionality. Therefore, it remains a
great challenge to implement practical black-box attacks
on malware binary-based deep learning models. Recently,
a series of research works have been done in adversarial
attacks. Hu and Tan [16] proposed adversarial modifica-
tion of feature vectors. However, the malware binaries
were not modified actually. This method cannot guarantee
that the modified feature vector can be converted to actual
binaries. Moreover, it destroyed the format or affected the
functionality of the malware. Anderson et al. [17] directly
modified malware binaries to perform adversarial attacks.
In theory, these methods cannot disrupt the original func-
tionality of the malware. However, in practice, we have
found that these seemingly reliable methods also damage
the malicious functionality. During an adversarial attack,
if the malicious functionality of the original sample is
destroyed, the adversarial attack is invalid. Therefore, it
is necessary to perform malicious functionality detection
on generated adversarial samples. However, most of the
previous work did not address this issue. Besides, some
of the previous work was done in a white-box adversarial
model [18–20]. The white-box adversarial model requires
knowing malware classifier architecture, making their
methods impractical in real network environments. There-
fore, while retaining the primary malicious functionality of
the binaries, it is a great challenge to implement a practi-
cal black-box attack on the malware detection model based
on deep learning.

This paper proposes an evolutionary algorithm-based
adversarial sample generation method. In our approach,
the generated samples by rewriting the file structure and
adding adversarial information evade successfully the mal-
ware detection model, while preserving the original behav-
ior of PE files. We test 1000 PE samples in four popular
antivirus software on VirusTotal, showing that the method
proposed can generate adversarial samples in binary for-
mat. The contributions of this paper are highlighted as
follows.

(1) This paper proposes a new method of generating
adversarial samples by the use of the evolutionary
algorithm, which can automatically generate valid
adversarial samples

(2) This paper uses a well-designed feature library as
rewriting material in the evolutionary process, which
helps generate modified samples with fewer attempts

(3) This paper applies the adversarial samples generated
to attack DL-based malware detection engines on
VirusTotal and obtains better experimental results
than other attack methods

The rest of this study is organized as follows. Section 2 is
a concise introduction of malware detection and adversarial
attack methods. Section 3 proposes our attack framework in
detail. Section 4 describes the experimental settings and
main results and gives a deep analysis. Section 5 concludes
this paper as well as the research directions.

2. Related Work

2.1. Machine Learning-Based Malware Detection Methods. In
malware detection, machine learning (ML) is a popular
approach. Moreover, in recent years, many ML-based mal-
ware detection methods have been put forward [21–24].
These methods are mainly categorized in static analysis
[25, 26] and dynamic behavior analysis [27, 28]. Static anal-
ysis learns the statistical features of malware (e.g., API calls,
OpCode), whereas dynamic behavior analysis detects abnor-
mal (possibly malicious) behavior by observing deviations
from the baseline of the system. Recently, malware detection
efforts prefer to use raw software binaries as the input of DL
models [29–31].

NVIDIA’s research group [32] proposed the MalConv
network, which took the raw byte sequences of PE files as
input directly, achieved 98.88% detection accuracy. Com-
pared with the detection model that extracts only some fea-
tures of PE files as input, MalConv links other discrete
features. Therefore, it can detect samples with arbitrary size
and avoid missing important features. This paper assesses
the effectiveness and performance of our framework using
the MalConv detection system.

2.2. Adversarial Attack against Malware Detection Model.
DL-based malware detection approaches are susceptible to
adversarial attacks [33–37]. Adversarial modifications by
manipulating only a small fraction of raw binary data may
lead to misclassification. Moreover, the raw binary contents
of data are not changed in a nutshell; otherwise, its originally
momentous functionality might lose.

Prior work has proposed various ways of adversarial
attack against ML-based malware detection models.
Through appending bytes at the end of a binary file while
preserving its intrusive functionality, Kolosnjaji et al. [20]
designed a gradient-based attack model. However, it is based
on white-box attacks and cannot be applied to real scenarios.
Kreuk et al. [38] proposed a modification method that
injected a minor byte sequence into the originally binary file.
It is also based on white-box attacks and is not efficient in
real scenarios. Anderson et al. [17] designed an effective
model which is based on a deep reinforcement learning
method to attack static PE antimalware engines. In their
work, the reward function and the environment of reinforce-
ment learning were artificially defined. Later, Fang et al. [39]
improved Anderson et al.’s work by autonomously generat-
ing the reward function according to the expert strategy.
Numerous experiments showed that Fang et al.’s method
[39] is more nimble and efficacious than Anderson et al.’s
method [17]. Yuan et al. [40] proposed an adversarial sam-
ple generation model named GAPGAN. GAPGAN initially
maps the discrete malware binaries into a contiguous space;
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the output is input to the generator of GAPGAN to generate
adversarial payloads. Finally, the generated payloads are
appended to the originally binary file to create an adversarial
one. Because the valid part of the binary file was not chan-
ged, the original functionality of the binary file is preserved.
GAPGAN can perform an efficient black-box attack. How-
ever, the modification action in GAPGAN involves only a
simple action. The GAPGAN cannot perform complicated
modifications similar to real malware writers. Song et al.
[41] presented a framework for creating adversarial malware
and evaluated the evasion capabilities in realistic scenarios.
The authors firstly revealed the root causes that adversarial
samples evade the malware detection method.

This study puts forward a novel binary manipulation-
based attack framework, which generates adversarial sam-
ples with an evolutionary learning algorithm. Our method
can adaptively simplify the actions of modifying binary sam-
ples and use an evolutionary algorithm to make adversarial
samples more targeted. The generated adversarial samples
by statically rewriting the PE file keep their dynamic behav-
ior consistent and can evade the DL-based malware detec-
tion models. Experimental results verify the effectiveness of
our method, which can efficiently and quickly generate
adversarial samples without human intervention.

3. Adversarial Sample Generation Based on
Evolutionary Algorithm

3.1. Problem Description. Our ultimate objective is to gener-
ate an antagonistic sample, which manipulates the classifier
to classify malicious software as benign by mistake while still
retaining the malicious function of the original sample.

Let us consider a classifier f that maps any binary file S
into a unique category label. Label = 0 denotes that S is mali-
cious, and label = 1 denotes S is benign. Let A = fa1, a2,⋯,
ang be an action set that is used to modify the malware
samples. S denotes an original sample, whereas Smod denotes
a modified sample. The functionality detecting function v is
used to check whether Smod retains the same malicious func-
tionality with S. When the output of the functionality detec-
tion function is 1, we consider that Smod retains the
malicious functionality of S and then save Smod as the adver-
sarial sample Sadv. The specific formulae can be detailed in
Section 3.3.3.

In brief, for the malware sample S, our goal is to generate
an adversarial sample Sadv which makes f ðSadvÞ = 1, and if
vðS, SmodÞ = 1, Sadv = Smod.

3.2. Rewriting Actions. PE file is a generic term for executable
files in Windows operating system. A PE file consists of a
header, section table, and section data. The MS-DOS header
consists of three parts: a DOS header, the true PE header,
and an optional header, and it includes some basic messages
about the executable file. Section table describes the charac-
teristics of each file section. The section table consists of a
series of IMAGE_SECTION_HEADER structures arranged
in a sequence. The structures and sections are arranged in
a fixed order. Section data consists of 4 main parts: .text,
.data, .rdata, and .idata, and the data part includes the prac-

tical contents relating to every section. The PE file format is
shown in Figure 1.

For a black-box model, we have no idea of the exact fea-
tures of the classifier involved. However, by observing the
chosen features in some open-sourced classifiers, we can
make a wild guess at some of the common features in mal-
ware detection models. An adversarial sample is generated
by modifying one or several features. The chosen actions of
modifying the features should be easy to execute. Moreover,
after the features are modified, the executability and func-
tionality of malware should not be corrupted. In this paper,
all actions applied to the PE file are shown as follows.

(1) Appending some bytes to the PE file

(2) Inserting an unused function to the import address
table

(3) Appending some bytes to the untapped space in a
section

(4) Adding a new section

(5) Changing a section name

(6) Packing the file

(7) Unpacking the file

The malicious binary file is modified through the follow-
ing steps. Firstly, the original PE file is read, then the content
in the specified location is added or deleted, and finally, the
relative virtual address of the PE file is modified.

3.3. The Proposed Framework. The workflow of the frame-
work includes three parts: the generation of the feature
library, the generation of the modified samples, and the
generation of the adversarial samples. Firstly, the feature
library is generated using MalGAN. In the processing of
generating the adversarial samples, the modified features
are randomly selected from the feature library according
to the rewriting actions. Then, modified samples by evolu-
tionary algorithms are generated. Finally, the generated
modified samples are tested whether the malicious func-
tionality of the original samples remains or not. If a modi-
fied sample has the same malicious functionality as the
original one, we save it as an adversarial sample. Figure 2
gives an overview of our framework. The details of the
three parts are given in the following.

3.3.1. Generation of Feature Library. To efficiently generate
adversarial samples, we collect and generate the rewritten
feature library using MalGAN. MalGAN, proposed by Hu
and Tan [16], is used to generate adversarial samples for
attacks based on GAN. The MalGAN architecture primarily
consists of three components: a generator, a discriminator,
and a black-box detector. By only adding a random number
to API calls, MalGAN can transform a malicious feature vec-
tor into its opposed version.

Our work is built on this work. Firstly, we construct the
sample library consisting of malicious and benign samples
and extract their binary features, such as the import
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functions and section names. Then, they are stored in a fea-
ture mapping dictionary for convenient retrieval and future
operations. Next, we use the feature mapping dictionary to
generate separate feature mapping for each malicious and
benign sample and send them as the input to the MalGAN.
After running for a few epochs, the MalGAN can generate
adversarial feature mappings. Finally, according to the
adversarial feature dictionary, the adversarial feature map-
pings are mapped into the feature library.

Once the feature library is generated, the modified fea-
tures needed are randomly selected from the feature library
according to the rewriting operation when generating mod-
ified samples.

3.3.2. Generation of Modified Samples Based on Evolutionary
Algorithm. Evolutionary algorithms simulate the evolution
of species in nature, such as selection, crossover, and muta-
tion, which are often used to solve some optimization prob-
lems by choosing the brightest individual from the whole
population. Different from traditional optimization algo-

rithms such as calculus-based methods and exhaustive enu-
meration methods, evolutionary learning is a global
optimization algorithm, which is highly robust and widely
applicable.

This study uses an evolutionary algorithm for sample
rewriting to generate modifications. The evolutionary algo-
rithm can adaptively simplify the actions of modifying sam-
ples and make the adversarial sample more targeted. It can
efficiently generate modified samples without human inter-
vention. Compared with other existing methods, the evolu-
tionary algorithm starts from the string set, which improves
the speed of the algorithm and is easy to parallel computing.
There is no backpropagation of weights and biases in deep
learning and optimization of the loss function, which
decreases the probability of obtaining a local optimum.

In the process of evolution, malware samples are consid-
ered individuals. Atomic manipulation of rewriting samples
is a gene with a genetic message, and the predictive effect of
the detecting model on modified samples is fitness. The gen-
eration process of the modified sample is shown in Figure 3.

……

…….
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.data

.text

IMAGE_OPTIONAL_HEADER

"PE\0\0"
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Figure 1: PE file format.
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The detailed evolutionary process is as follows.

(1) Step 1. Population initialization. n segments of the
genome are generated randomly

(2) Step 2. Binary modification. Firstly, n segment
genomes from binary sequences are mapped to can-
didate action sequences. Then, the malware samples
are rewritten by candidate action sequences to gener-
ate modified samples

(3) Step 3. Fitness calculation. The modified samples are
fed into the MalConv network, and the output of the
MalConv is used as the fitness of the individual. A
smaller output value ofMalConv indicates a higher fit-
ness. The higher the fitness, the higher the probability
that a gene sequence will be selected for retention

(4) Step 4. Selecting the best offspring according to the
fitness as the parent of the next generation

(5) Step 5. Performing genetic manipulation on the
selected parents. New offspring through crossover
and mutation are reproduced

(6) Step 6. The assessment of end condition. When the
action sequence has reached a minimum value or
the maximum number of iterations is reached, the
evolution is ended. If the end condition is satisfied,
the modified samples are output. Otherwise, skip to
Step 2

The detailed process is described in Algorithm 1.

3.3.3. Generation of the Adversarial Samples. It should also
be noted that the functionality of a malware sample may
be corrupted during the modification process. In other
words, its attacking characteristics may be damaged. We
consider an adversarial sample without malicious function-
ality to be invalid. To detect whether the malicious function-

ality of the modified sample is retained, we use the sandbox
to collect behaviors of the modified samples and original
samples. If the behavior of the modified sample is the same
as that of the original one, we think that it retains the mali-
cious function of the original sample, and it is saved as an
adversarial sample.

Suppose a behavior of the original sample S is indicated
as the set BS, and behavior of the modified sample Smod is
indicated as set Bmod. We denote the total number of similar
behaviors in BS and Bmod as numðBS, BmodÞ and the size of BS
as numðBSÞ. The behavior similarity between Bs and Bmod is
defined as sm:

sm =
num BS, BSmod

� �

num BSð Þ , ð1Þ

v S, Smodð Þ =
1, sm ≥ 0:7,
0, elsewhere:

(

ð2Þ

Because the modification operation is a direct manipula-
tion on the original sample, it can inevitably alter the behav-
iors of the original samples. Therefore, we assume that if
sm ≥ 0:7, the samples S and Smod have the same behaviors;
that is, vðS, SmodÞ = 1. It also means that the modified sample
retains its original malicious functionality. In the end, we
save the modified sample Smod retained originally the mali-
cious functionality as the adversarial sample Sadv.

4. Experimental Results and Analysis

This section firstly gives the setting of our experiments,
including the datasets, evaluation metrics, and the target
malware detection model. Then, we analyze the experiment
results.

4.1. Experimental Settings and Evaluation Metrics. In the
experiment, we construct a dataset with 1000 malware sam-
ples from VirusTotal. Moreover, we also produce some
adversarial examples for PE binaries to evaluate the effective-
ness of our proposed method.

To assess the effectiveness of adversarial samples, we
measure some evaluation metrics in Table 1. Ns denotes
the number of modified files that have structural integrity
or executability. N denotes the total amount of samples.
Nr denotes the number of modified samples that retain
the originally malicious functionality. Ne denotes the num-
ber of adversarial ones that can evade malware detection
engines. The computer specification used for the experi-
ments is as follows: CPU: Intel Core I5-6500, 3.20GHz,
4 cores, 8 threads; memory: 2GiB; and operating system:
Ubuntu 16.04.

4.2. Experimental Results of Adversarial Attack. This section
demonstrates some performances of our approach under
antiattack scenes and compares the results with some
methods available.

In our experiment, the attacked model is the MalConv
proposed by Raff et al. [32]. We train attacked MalConv net-
work using a dataset with 6230 malicious samples from

Population
initialization

Binary
modification

Fitness
calculation

Select the best
offsprings

Action sequence
minimum or end
of the iteration?

YES

NO
Crossover and

mutation

Modified
sample

Figure 3: The generation process of a modified sample.
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VirusTotal and 5660 benign samples from web crawling and
achieve 98.4% detection accuracy.

Furthermore, to explore the validity of the presented
binary-based attack method against a deep learning-based
detection system, we compare our approach with other
byte-level attack methods, including the DQEAF method
[39], which is based on reinforcement learning and Aut.
method [41], which is based on code randomization and

binary manipulation. The results are shown in Tables 2
and 3, respectively.

Table 2 shows the performance comparison of adversar-
ial samples generated by different methods. From the three
evaluation metrics of generated samples, our approach out-
performs other similar methods. The reason is that the

Input: malware samples S, population scale, number of generations G:
Output: modified samples Smod
BEGIN
for s in S do

Initialize the population;
while current generation ≤G or action sequence is not minimum do

Map binary sequences to action sequences;
Modify malware sample based on the action sequences;
Calculate fitness;
Select the best offspring;
Perform crossover;
Perform mutation;
Increase current generation;

end while
Append the optimal result S to Smod;

end for
Return Smod;
END

Algorithm 1: Malware sample evolution.

Table 1: Evaluation metrics.

Evaluation metrics Formula

The success rate of modified sample operation Rsð Þ Rs =Ns/N
The malicious function retention rate of modified
samples Rrð Þ Rr =Nr/Ns

Evasion rate Reð Þ Re =Ne/Nr

Table 2: The performance comparison of adversarial samples
generated by different methods.

Attack methods
Evaluation metrics

Rs Rr Average time

Our method 100% 97.5% 24.5 s

DQEAF 76% 94.3% 60 s

Aut. 68% 95.6% 42.5 s

Table 3: The evasion rate of different attack methods against
different detection engines.

Detector
Adversarial attack methods

DQEAF Aut. Our method

ClamAV 19.2% 17.3% 18.5%

Cylance 39.5% 42.5% 47.8%

Endgame 21.3% 22.6% 23.5%

Trapmine 20.6% 18.8% 19.2%
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Figure 4: The evasion rate with the generation increase.

Table 4: Performance evaluation on MalConv with and without
adversarial training.

Defense Test dataset Accuracy

No defense
× 98.4%

√ 80.2%

Adversarial training √ 90.5%

× indicates no adversarial samples and √ denotes having adversarial ones in
the test dataset.
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selected action of modifying malicious samples is built on
ensuring the execution of PE files. The specific modifying
actions, such as inserting, changing, and adding actions,
are taken from the generated feature library. The feature
library has also been carefully designed to ensure the authen-
ticity of all actions. Therefore, the modification does not
involve invalid actions which damage the primary structure
of malware or lose its original functionality. Meanwhile, our
action set does not cover the irreversible actions, such as
removing signatures, which makes our action set is more
effective. Our approach can do a heuristic random search
which simplifies the modification actions and does not
require performing action sequence minimization and
marking action weights and success content as the other
two methods, which significantly raises the efficiency of
our method.

To further test the effectiveness, we evaluate it using four
representative malware detection engines on VirusTotal,
including ClamAV, Cylance, Endgame, and Trapmine.
Table 3 demonstrates different evasion rates of adversarial
samples produced by some methods against different detec-
tion engines. From Table 3, we can see that the evasion rate
of our method has a better performance compared with the
other two in most cases. Meanwhile, to test the efficiency, we
record the evasion rate with the generation increase, shown
in Figure 4. From Figure 4, we can find that our method
reaches a relatively stable evasion rate after 15 generations,
which shows that our method is very efficient.

4.3. Defense against Adversarial Sample Attack. To defend
against adversarial attacks, more and more defense counter-
measures have been proposed. Among them, adversarial
training is one of the most popular ways [42], in which
adversarial samples are added to the training set; thus, DL
models can adjust the decision strategies. Compared with
other adversarial defense methods, adversarial training does
not require modifying the detection model and is easy to
implement.

In this paper, we use adversarial samples generated by
evolutionary algorithms to test on MalConv network.
Table 4 shows the performance evaluation on MalConv with
and without adversarial training. The experimental results
show that the detection accuracy increased from 80.2% to
90.5% after the adversarial training. It also illustrates that
adversarial training can effectively improve the model
robustness to adversarial attacks.

5. Conclusion

To make DL-based IoT malware detection models more
robust and effective, we propose a framework for generating
adversarial samples and their defense. Our framework firstly
adopts an evolutionary algorithm to generate modified sam-
ples, and then, the modified samples that retain the origi-
nally malicious functionality are saved as adversarial
samples. This method does not need to obtain any informa-
tion of the special detection models containing extracted fea-
tures, internal parameters, etc. Moreover, our approach is
entirely automated without human intervention. The exper-

imental results demonstrate that our method can ensure the
diversity of generated samples and greatly enhance the effi-
ciency of adversarial sample generation. This paper also
demonstrates that adversarial training is one of the effective
methods to combat adversarial sample attacks.

The action space has a great influence on the diversity
and versatility of evolutionary optimization algorithms.
Defining more effective modification actions to expand the
search space of evolutionary algorithms is our urgent task.
Our future work also includes accelerating the convergence
speed and improving the stability of the evolutionary algo-
rithm. Moreover, we will also explore more methods of gen-
erating adversarial samples to defend against adversarial
attacks on IoT.

Data Availability

The dataset can be obtained from the website: https://www
.virustotal.com (accessed on 22 April 2021).
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Current research in Internet of Things (IoT) is focused on the security enhancements to every communicated message in the
network. Keeping this thought in mind, researcher in this work emphasizes on a security oriented cryptographic solution.
Commonly used security cryptographic solutions are heavy in nature considering their key size, operations, and
mechanism they follow to secure a message. This work first determines the benefit of applying lightweight security
cryptographic solutions in IoT. The existing lightweight counterparts are still vulnerable to attacks and also consume
calculative more power. Therefore, this research work proposes a new hybrid lightweight logical security framework for
offering security in IoT (LLSFIoT). The operations, key size, and mechanism used in the proposed framework make its
lightweight. The proposed framework is divided into three phases: registration, authentication, and light data security
(LDS). LDS offers security by using unique keys at each round bearing small size. Key generation mechanism used is
comparatively fast making the compromise of keys as a difficult task. These steps followed in the proposed algorithm
design make it lightweight and a better solution for IoT-based networks as compared to the existing solutions that are
relatively heavy weight in nature.

1. Introduction

A fresh primitive cryptography known as lightweight cryp-
tography is specifically being put on the market for use as
integrated systems in resource-restricted settings like radio
frequency identification (RFID) IoT [1]. Lightweight will
not be soft in nature, but will not be enforced on many apps.
The attacker is restricted by lightweight algorithms with the
exposure of only restricted information per key [2]. Light-
weight alternatives are used to marinate the necessary trade
between efficiency, safety, and assets [3]. The major chal-

lenges in IoT are restricted instruments such as RFID and
battery-operated detectors. Particular consideration should
therefore be paid to limiting the use of its funds and at the
same moment to provide safety [4]. Solutions for lightweight
cryptography deliver both safety and efficiency [5]. The easi-
est approach seems to be of IoT resource restrictions. Light-
weight alternatives provide safety only through the
exposure of restricted operational information [6]. The limi-
tations in existing network are the use of large key size, block
size, complex round structure, and the implementation
requirements [7]. Being a resource constrained network,
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security in IoT should be using a security mechanism using
less key size, block size, simple round structures, and simple
implementation requirements [8, 9].

For Lightweight solutions, the National Institute of Stan-
dards and Technology (NIST) sets a minimum key size
requirement of 112 bits. Even smaller key sizes are more vul-
nerable to brute force attack [10]. The following requirement
is for a small block size. The lightweight cipher’s block size
should be smaller than that of conventional cyphers. For
instance, if the block size is 64 bits rather than the 128 bits
used by AES, a greater number of plaintext blocks can be
encrypted [11]. Additionally, memory requirements will
decrease. Following that, a simple round structure should
be used: The rounds used in lightweight cyphers should be
simpler than those used in conventional cryptography [12].
For instance, a round can be simplified by substituting a 4-
bit S-Box for an 8-bit S-Box. This also reduces the amount
of memory required. Increasing the total number of rounds
to be fired may lower the amount of security that can be
improvised [13]. The requirements take into account the fact
that the device should be capable of either encryption or
decryption. Rather than implementing the entire cypher,
only required operations should be implemented [14, 15].
This comes out with an issue while implementing lightweight
solutions in IoT but once it is implemented, the overall
resources and life of network can be improved [16].

The contribution of this research work is to overcome the
limitations of existing solutions by making changes in design
of the security algorithm. In comparison to conventional
block cyphers, the requirements of lightweight security solu-
tions are lower for key size. Existing security solutions like
AES, SIMON, and SPECK, they have more key size require-
ments as compared to the proposed algorithm.

The remaining paper is arranged accordingly. In Section
II, work related to IoT security is reviewed. Existing solutions
for providing security and authentication are covered. Sec-
tion III propose the hybrid lightweight security solution for
IoT comprising three phases, i.e, registration, authentication,
and data security. Later, in Section IV, round key generation
schedule of data security mechanism is discussed. Section V
discusses the complete one round structure for Data security.
Section VI analyzes the proposed algorithm by evaluating the
mean and standard deviation. Finally, conclusion states the
currents state of art and the benefit of the proposed security
framework.

2. Related Work

Light weight means the algorithms that require fewer and
optimal performance funds. The lightweight term does not
refer to the weakness of the algorithm [17]. As the trend for
future appliances with restricted systems has changed, a great
deal of effort was produced to optimize AES for these apps.
However, adaptation to the requirements of these systems
in the AES was not suitable [18]. Although AES has been
implemented quickly, however, it is still very complicated
and has big codes that do not comply with the needs [19].
In [20], it is mentioned that AES is utilized as validation com-
ponent in RFID-based frameworks. The AES is used in the

application layer as an integrated COAP system. Advanced
encryption standards (AES) is an institutionalized symmetri-
cal square figure by NIST. It uses a replacement phase
scheme and deals with a 128-bit square-length 4 × 4 network
[21]. Each byte is influenced by the effects of subbytes, row
shifting, MIXED COLUMNS, and ADD ROUND KEY.
The key size that can be used is 128 bits, 192 bits, or
256 bits. AES is as yet defenseless against man-in-center
assault [22, 23].

The author suggested in [24], PRESENT which is SPN
based and used as an ultra-light safety calculation. It uses 4-
bit info and S-box rates to advance devices at the replacement
layer. It has 80 or 128 parts of main size and operates on 64
pieces. PRESENT is listed as a lightweight cryptography
scheme in ISO/IEC 29192-2 : 2012 “Lightweight cryptogra-
phy.” On 26 out of 31 rounds [25], PRESENT is indefensible
from differential attack. In [26], author referred SIMON 2n
an N-bit word cipher forming a 2n-bit block. N can have
16, 24, 32, 48, and 64 values. SIMON 2n using key as k
-word key (kn-bit) is referred as SIMON 2n/kn. Therefore,
SIMON 96/144 will be working on a block of 96-bit plaintext
and using key of 144 bits. SIMON is a member of the block
cypher family with varying block sizes. It can support 32,
48, 64, 96, and 128 bits of block size that further can work
on varying key sizes.

In [27], author referred SPECK highlighted that SPECK
requirements are like SIMON. SPECK 128/128 therefore
means the 128 bit file length SPECK block code that sucks
the 128-bit button. The SPECK supporting block and key size
is identical to that of SIMON. SPECK uses Feistel structure
performing bitwise XOR, circular shits, and modular addi-
tion in each round at both directions [28]. In [29], TWINE
is described as a 64 bit block cipher forming a basic Feistel
structure. Feistel functions consist of 16 4-bit subblocks using
key addition. Two key sizes 80 and 128 bits are supported by
TWINE. TWINE operates on total 36 rounds with same
round function. In [30], author mentioned FANTOMAS as
an LS-design example (LS consists of L-boxes using bit-
sliced looking tables and S-boxes). The block cipher FANTO-
MAS can be displayed with the s × L bit array. The s × s parts
are permutation for each matrix row, whereas the permuta-
tion for each matrix row is L × L. Consider, for instance, a
128-bit FANTOMAS key and block length. The s-bits are 8,
and the L-bits are 16.

3. Proposed Lightweight Logical Security
Framework for IoT (LLSFIoT)

The proposed LLSFIoT is divided into three phases: registra-
tion, authentication, and LDS. When a new device enters the
network, the credentials are first registered with the server
using the key sharing mechanism. Once the device has the
credentials, mutual authentication between the device and
the server will take place before initiating any communica-
tion. Using the LDS algorithm, the data transmitted by and
from the device is secured. The notations used in the process
of registration, authenticationn and data security are shown
in Table 1.
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3.1. Phase 1: Registration. Steps corresponding to registration
phase are detailed below:

Step 1. Device Di will initiate a connection that has been
established with IS by submitting its IDD to the IS making
use of a secure medium.

Step 2. IS following receipt of the connection request from Di
computes a nonce value NS. This NS is used to compute a
shared key KS, where KS = IDS ⊕ hðIDD‖NSÞ.

Step 3.Additionally to this, IS generates a collection of unique
IDs, UID = fid1, id2, id3,⋯:idn:g, and set of alternate keys
Ka = fka1, ka2,⋯:kang in relation to one another uidi∈UID.

Step 4. Additionally, IS, a sequence number, is a generated
randomly SN. As a result, for each request submitted by the
Di, IS generates KS, unique IDs, alternate keys, and SN. If
Di makes an additional request to IS, a new SN is generated.
The onus of IS is to maintain one copy of SN in database and
forward same copy to the Di. The benefit of using SN is to
avoid any replay that the intruder may inject.

Step 5. Before the authentication process actually begins, IS
checks to see if the SN sent by Di matches one already stored
in the database. Authentication phase 2 will be active when
this match occurs. whereas IS ends connection with Di and
requires Di to use one UID and Ka couple if match does
not occur in SN.

The pair will be used once, and the entry will be removed
in both the IS and Di database. I will send a message at the
endDi encrypted using public key ofDi having a set of values:
KS, {idi, kai}, SN, and in its own database keeps the same
values as the Di ID, i.e. IDD.

3.2. Phase 2: Authentication. In the authentication phase, two
way mutual authentication is performed between Di and IS.
Steps corresponding to authentication phase are detailed
below:

Step 6. Di by taking a nonce value N1 generates a variable
V1 = hðIDDkKS ⊕N1Þ.

Step 2. Now, Di creates a message of request having fV1,
IDD, SNg to the IS.

Step 3. On the off chance that SN is not accessible with Di, Di
will use one of the {idi, kai} pair where kai can be used in
replacement of KS.

Step 4. On receiving request from Di, The IS verifies the mes-
sage’s SN or checks that additional parameters are legitimate
or not if they match the matching SN of the Di stored in the
database. The value of N1 is later calculated by IS.

Step 5. If all the parameters are validated, then IS after taking
a nonce value N2 will generate a new random sequence num-
ber SNnew= h ðIDD‖KS‖N1Þ ⊕ SN and computes a temporary
variable TV = hðIDDkKSkN2Þ ⊕ SNnew and computing vari-
able V 2 = hðIDDkKSkN1kTVÞ.

Step 6. Di on receiving message containing {V2, SNNew, TV }
from the IS computes the value hðIDDkKSkN1kTVÞ and
compares it with V2. If match occurs, Di computes nonce N

2 using TV = hðIDDkKSkN2Þ ⊕ SNnew:

3.3. Phase 3: Lightweight Data Security (LDS) Algorithm.
Once mutual authentication is performed between Di and
IS, the next step is to offer data security using the encryption
method. Data is taken in blocks of 64 bits each, and the size of
KS shared betweenDi and IS that is 128 bits. To offer security,
a lightweight data security (LDS) algorithm is proposed. This
algorithm takes of the secure data communication and offers
the services for security such as confidentiality of data and
integrity of data.

Proposed LDS works on 20 rounds using addition, rota-
tion, and XOR (ARX) operations. This flexibility of choosing
the number of rounds lies with the user depending upon the
execution time required and also on full diffusion. The three
operations ARX are chosen for offering optimum security
trading off with lightweight solution considering the IoT
application scenario. The reason for choosing only these
operations for a round is discussed later in Section 4. The
structure of LDS consisting of 20 rounds using ARX opera-
tions and a key generation function is represented through
Figure 1.

4. Generation of Subkeys for Each Round

For each round, two n-bit subkey bocks are required, consid-
ering n as the number of bits in a word. Block size that can be
taken as input will be 2n. Here, block size of 64 bits is
assumed; so, value of n is 32. Key size is taken as 128 bits.
Therefore, for 20 rounds, 40 key subblocks have each of 32

Table 1: Notations used in LLSFIoT.

Symbol Description

Di ith device

IS Information server

IDD Identity of device

IDS Identity of server

KS Key shared between device and server

SN Sequence number

UID Unique IDs

Ka Alternate keys

TV Temporary variable

n Number of bits in each word

2n Block size/number of input bits

SKi ith key subblock

S−x Left rotation by x bits

Sy Right rotation by y bits
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bit out of 128 bit long key. A key generation mechanism is
required for getting the key subblocks for each round of
operation.

Subkey generation is done in such a manner that key gen-
erator gives a unique and random subkey every time it is run.
For a good key generator mechanism, if the generated subkey

is compromised by cryptanalysis, other subkeys should not
be identified. The subkeys are generated from the main key
of 128 bits. As stated earlier, each round requires two subkey
blocks. The mechanism of key generation function consists
of a key generation that divides the keys into subblocks.
Key generator generates subkeys for two rounds at a time.

First key sub
block of 32 bits

Third key sub
block of 32 bits

Fourth key sub
block of 32 bits

Key
generation
function

39th key sub
block of 32 bits

40th key sub
block of 32 bits

Input message size: 64 bits
2 words of 32 bit each (Li and Ri)

Add Li and Ri using addition modulo 16
to generate new Ri

Add Li+1 and Ri+1 using addition
modulo 16 to generate new Ri+1

Add Li+19 and Ri+19 using addition
modulo 16 to generate new Ri+19

Left rotate Ri by y bits

Left rotate Ri+1 by y bits

XOR Ri with sub key block of 32 bits

Right rotate Li by x bits

Right rotate Li+1 by x bits

Add Ri and Li to generate new Li

Add Ri+1 and Li+1 to generate new Li+1

XOR Li with sub key block of 32 bits

XOR Li+1 with sub key block of 32 bits

XOR Li+19 with sub key block of 32 bits

Li→ Ri+1
Ri→ Li+1

Li+1→ Ri+2
Ri+1→ Li+2

Second key sub
block of 32 bits

Round 0

Round 1

Round 19

XOR Ri+1 with sub key block of 32 bits

Left rotate Ri+19 by y bits

Right rotate Li+19 by x bits

Add Ri+19 and Li+19 to generate new
Li+19

XOR Ri+19 with sub key block of 32 bits

Figure 1: LDS structure.
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Therefore, for 20 rounds, key generator will work for 10
times and generate 4 subkey blocks each time, making a total
of 40 subkey blocks. The whole mechanism of key generator
is explained through following steps:

Step 1. The original key (Ki) of 128 bits is given as input to
subkey generator.

Step 2. Sub key generator generates 4 sub key blocks of 32 bit
each. Two key sub blocks of 32 bits are passed as input to first
round and next two key sub blocks of 32 bits are passed as
input to second round.

Step 3. Bits in original Ki are processed using a mixing func-
tion to generate input for the running the key generator for
the next time. From there again, 4 key subblocks are gener-
ated for next two rounds.

Step 4. Mixing function takes as input the output of the pre-
vious key generator function. For the first time, after the exe-
cution of key generator, original Ki consists of 4 key
subblocks, let us say, SK1, SK2, SK3, SK4, each of 32 bits. Mix-
ing function performs the XOR operation in circular rota-
tion. All the bits of SK1 are XORed with random bits of
SK2, SK2 is XORed with random bits of SK3, SK3 is XORed
with random bits of SK4, and SK4 is XORed with random bits
of SK1. SK1(0) represents the first bit of key subblock SK1.
Figure 2 shows the block diagram for operation of key gener-
ator. The sample equations to generate subkey can be repre-
sented mathematically in Table 2.

Step 5. Step 3 and step 4 are repeated till all the 40 subkey
blocks are generated for all the 20 rounds.

5. Round Function of LDS

LDS framework works on the Feistel-like structure. Opera-
tions used during the encryption process of LDS are

(i) Addition modulo 2n, considering n as the number of
bits in a word. If n is 16, block size will be 32 and for
n taken as 32, block size will be 64 bits. Addition
modulo is preferred over multiplication modulo.
There may bemultiple reasons for choosing addition
over multiplication. First, multiplication require
more cycles as compared to addition even with the
fastest CPUs. Second, operation of multiplication
may lead to timing attacks

(ii) Bitwise XOR, ⊕: most block ciphers work using XOR
as the basic operation as compared to other opera-
tions like AND and OR. Numbers of factors sup-
porting XOR over other operations are first, XOR
operation works on reversible procedure. When
encryption is performed on original text XOR with
key to generate cipher text, same key when operated
using XOR with cipher text the resultant will be
same original text. Second, XOR can be realized
using the NAND gate requiring few transistors as

compared to other operations, making its hardware
implementation quite easier. Third, in XOR, the out-
put is dependent on both the operands as compared
to AND and OR. In AND, if one of the operand is
false, second is not evaluated at all. In OR, if one of
the operand is true and second is not evaluated at
all, whereas, in XOR, if first operand is true or false,
second needs to be evaluated for getting the expected
output

(iii) R−b and Rb are left and right rotations respectively,
where b is the number of bits to rotate. Rotations
are preferred over shift as rotation when used with
the XOR operation that creates maximum diffusion
in the resultant output with alteration in a single
input bit. On the other hand, when shift is used with
the XOR, then diffusion created is less in output with
alteration in a single input bit

The input block of n bits is divided into two equal halves.
For example, if input text is 64 bits long, it will be divided into
32 bits each represented as Li and Ri. Li represents the left
subblock, and Ri represents the right subblock. The left and
the right subblock in a particular round is evaluated as

Li = S−xLi + Sy Li + Rið Þ ⊕ SK2ð Þð Þ ⊕ SK1,
Ri = Sy Li + Rið Þ ⊕ SK2:

ð1Þ

Therefore, the round function of LDS is denoted as

F Li, Rið Þ = S−xLi + Sy Li + Rið Þ ⊕ SK2ð Þð Þ ⊕ SK1, Sy Li + Rið Þ ⊕ SK2ð Þ,
ð2Þ

Input

Sub key block generator

Mixing function
Sub key block generator

Mixing function
Sub key block generator

Mixing function
Sub key block generator

Round 2Round 1

Round 4Round 3

Round 18Round 17

Round 20Round 19

SK1 = 32 bits SK2 = 32 bits SK3 = 32 bits SK4 = 32 bits

SK8 = 32 bitsSK7 = 32 bitsSK6 = 32 bitsSK5 = 32 bits

SK37 = 32 bits SK38 = 32 bits SK39 = 32 bits SK4 = 32 bits

Original key
Ki = 128 bits

Figure 2: Block diagram for key subblock generator function.
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where x and y are the rotation constants. For block size of
64 bits and key size of 128 bits, the value of x is taken as 7, and
the value of y is taken as 3. This composition of round func-
tion is represented through Figure 3.

6. Evaluating Diffusion Property for LDS Round

Diffusion property of the cryptographic algorithm is focused
on incorporating the avalanche effect. It refers to observe the
change in number of bits of the output cipher text with a sin-
gle bit modification in the input original text. With more
number of bits affected by diffusion, the cryptographic solu-
tion proves to be stronger.

The input original text of 64 bits is divided into 2 subdata
blocks of 32 bits each and referred as A and B. The values of
rotation constant for creating the diffusion matrix may vary
from 0 to 31. Therefore, the total possible combinations of
rotation constants x and y each carrying value from 0 to 31
may lead to 32 × 32 = 1024 combinations. 1024 combina-
tions can generate 1024 diffusion matrices based on respec-
tive designs. A sample diffusion matrix is shown in Table 3
below:

In Table 3, MAA refers to the count of number of bits
modified in A by modifying the single bit of A. As there are
32 bits in A, the mean value and the standard deviation are
calculated after changing every bit of A and noticing its effect
on A and B. Similar effect can be noticed in MAB, MBA, and
MBB.

Table 2

SK1 0ð Þ = SK1 0ð Þ ⊕ SK2 31ð Þ SK2 0ð Þ = SK2 0ð Þ ⊕ SK3 0ð Þ
SK1 1ð Þ = SK1 1ð Þ ⊕ SK2 0ð Þ SK2 1ð Þ = SK2 1ð Þ ⊕ SK3 1ð Þ
SK1 2ð Þ = SK1 2ð Þ ⊕ SK2 1ð Þ SK2 2ð Þ = SK2 2ð Þ ⊕ SK3 2ð Þ
SK1 3ð Þ = SK1 3ð Þ ⊕ SK2 2ð Þ SK2 3ð Þ = SK2 3ð Þ ⊕ SK3 3ð Þ
SK1 4ð Þ = SK1 4ð Þ ⊕ SK2 3ð Þ SK2 4ð Þ = SK2 4ð Þ ⊕ SK3 4ð Þ
SK1 5ð Þ = SK1 5ð Þ ⊕ SK2 4ð Þ SK2 5ð Þ = SK2 5ð Þ ⊕ SK3 5ð Þ
SK1 6ð Þ = SK1 6ð Þ ⊕ SK2 5ð Þ SK2 6ð Þ = SK2 6ð Þ ⊕ SK3 6ð Þ
SK1 7ð Þ = SK1 7ð Þ ⊕ SK2 6ð Þ SK2 7ð Þ = SK2 7ð Þ ⊕ SK3 7ð Þ
SK1 8ð Þ = SK1 8ð Þ ⊕ SK2 7ð Þ SK2 8ð Þ = SK2 8ð Þ ⊕ SK3 8ð Þ
SK1 9ð Þ = SK1 9ð Þ ⊕ SK2 8ð Þ SK2 9ð Þ = SK2 9ð Þ ⊕ SK3 9ð Þ
SK1 10ð Þ = SK1 10ð Þ ⊕ SK2 9ð Þ SK2 10ð Þ = SK2 10ð Þ ⊕ SK3 10ð Þ
SK1 11ð Þ = SK1 11ð Þ ⊕ SK2 10ð Þ SK2 11ð Þ = SK2 11ð Þ ⊕ SK3 11ð Þ
SK1 12ð Þ = SK1 12ð Þ ⊕ SK2 11ð Þ SK2 12ð Þ = SK2 12ð Þ ⊕ SK3 12ð Þ
SK1 13ð Þ = SK1 13ð Þ ⊕ SK2 12ð Þ SK2 13ð Þ = SK2 13ð Þ ⊕ SK3 13ð Þ
SK1 14ð Þ = SK1 14ð Þ ⊕ SK2 13ð Þ SK2 14ð Þ = SK2 14ð Þ ⊕ SK3 14ð Þ
SK1 15ð Þ = SK1 15ð Þ ⊕ SK2 14ð Þ SK2 15ð Þ = SK2 15ð Þ ⊕ SK3 15ð Þ
SK1 16ð Þ = SK1 16ð Þ ⊕ SK2 15ð Þ SK2 16ð Þ = SK2 16ð Þ ⊕ SK3 16ð Þ
SK1 17ð Þ = SK1 17ð Þ ⊕ SK2 16ð Þ SK2 17ð Þ = SK2 17ð Þ ⊕ SK3 17ð Þ
SK1 18ð Þ = SK1 18ð Þ ⊕ SK2 17ð Þ SK2 18ð Þ = SK2 18ð Þ ⊕ SK3 18ð Þ
SK1 19ð Þ = SK1 19ð Þ ⊕ SK2 18ð Þ SK2 19ð Þ = SK2 19ð Þ ⊕ SK3 19ð Þ
SK1 20ð Þ = SK1 20ð Þ ⊕ SK2 19ð Þ SK2 20ð Þ = SK2 20ð Þ ⊕ SK3 20ð Þ
SK1 21ð Þ = SK1 21ð Þ ⊕ SK2 20ð Þ SK2 21ð Þ = SK2 21ð Þ ⊕ SK3 21ð Þ
SK1 22ð Þ = SK1 22ð Þ ⊕ SK2 21ð Þ SK2 22ð Þ = SK2 22ð Þ ⊕ SK3 22ð Þ
SK1 23ð Þ = SK1 23ð Þ ⊕ SK2 22ð Þ SK2 23ð Þ = SK2 23ð Þ ⊕ SK3 23ð Þ
SK1 24ð Þ = SK1 24ð Þ ⊕ SK2 23ð Þ SK2 24ð Þ = SK2 24ð Þ ⊕ SK3 24ð Þ
SK1 25ð Þ = SK1 25ð Þ ⊕ SK2 24ð Þ SK2 25ð Þ = SK2 25ð Þ ⊕ SK3 25ð Þ
SK1 26ð Þ = SK1 26ð Þ ⊕ SK2 25ð Þ SK2 26ð Þ = SK2 26ð Þ ⊕ SK3 26ð Þ
SK1 27ð Þ = SK1 27ð Þ ⊕ SK2 26ð Þ SK2 27ð Þ = SK2 27ð Þ ⊕ SK3 27ð Þ
SK1 28ð Þ = SK1 28ð Þ ⊕ SK2 27ð Þ SK2 28ð Þ = SK2 28ð Þ ⊕ SK3 28ð Þ
SK1 29ð Þ = SK1 29ð Þ ⊕ SK2 28ð Þ SK2 29ð Þ = SK2 29ð Þ ⊕ SK3 29ð Þ
SK1 30ð Þ = SK1 30ð Þ ⊕ SK2 29ð Þ SK2 30ð Þ = SK2 30ð Þ ⊕ SK3 30ð Þ
SK1 31ð Þ = SK1 31ð Þ ⊕ SK2 30ð Þ SK2 31ð Þ = SK2 31ð Þ ⊕ SK3 31ð Þ
SK3 0ð Þ = SK3 0ð Þ ⊕ SK4 1ð Þ SK4 0ð Þ = SK4 0ð Þ ⊕ SK1 2ð Þ
SK3 1ð Þ = SK3 1ð Þ ⊕ SK4 2ð Þ SK4 1ð Þ = SK4 1ð Þ ⊕ SK1 3ð Þ
SK3 2ð Þ = SK3 2ð Þ ⊕ SK4 3ð Þ SK4 2ð Þ = SK4 2ð Þ ⊕ SK1 4ð Þ
SK3 3ð Þ = SK3 3ð Þ ⊕ SK4 4ð Þ SK4 3ð Þ = SK4 3ð Þ ⊕ SK1 5ð Þ
SK3 4ð Þ = SK3 4ð Þ ⊕ SK4 5ð Þ SK4 4ð Þ = SK4 4ð Þ ⊕ SK1 6ð Þ
SK3 5ð Þ = SK3 5ð Þ ⊕ SK4 6ð Þ SK4 5ð Þ = SK4 5ð Þ ⊕ SK1 7ð Þ
SK3 6ð Þ = SK3 6ð Þ ⊕ SK4 7ð Þ SK4 6ð Þ = SK4 6ð Þ ⊕ SK1 8ð Þ
SK3 7ð Þ = SK3 7ð Þ ⊕ SK4 8ð Þ SK4 7ð Þ = SK4 7ð Þ ⊕ SK1 9ð Þ
SK3 8ð Þ = SK3 8ð Þ ⊕ SK4 9ð Þ SK4 8ð Þ = SK4 8ð Þ ⊕ SK1 10ð Þ
SK3 9ð Þ = SK3 9ð Þ ⊕ SK4 10ð Þ SK4 9ð Þ = SK4 9ð Þ ⊕ SK1 11ð Þ
SK3 10ð Þ = SK3 10ð Þ ⊕ SK4 11ð Þ SK4 10ð Þ = SK4 10ð Þ ⊕ SK1 12ð Þ

Table 2: Continued.

SK3 11ð Þ = SK3 11ð Þ ⊕ SK4 12ð Þ SK4 11ð Þ = SK4 11ð Þ ⊕ SK1 13ð Þ
SK3 12ð Þ = SK3 12ð Þ ⊕ SK4 13ð Þ SK4 12ð Þ = SK4 12ð Þ ⊕ SK1 14ð Þ
SK3 13ð Þ = SK3 13ð Þ ⊕ SK4 14ð Þ SK4 13ð Þ = SK4 13ð Þ ⊕ SK1 15ð Þ
SK3 14ð Þ = SK3 14ð Þ ⊕ SK4 15ð Þ SK4 14ð Þ = SK4 14ð Þ ⊕ SK1 16ð Þ
SK3 15ð Þ = SK3 15ð Þ ⊕ SK4 16ð Þ SK4 15ð Þ = SK4 15ð Þ ⊕ SK1 17ð Þ
SK3 16ð Þ = SK3 16ð Þ ⊕ SK4 17ð Þ SK4 16ð Þ = SK4 16ð Þ ⊕ SK1 18ð Þ
SK3 17ð Þ = SK3 17ð Þ ⊕ SK4 18ð Þ SK4 17ð Þ = SK4 17ð Þ ⊕ SK1 19ð Þ
SK3 18ð Þ = SK3 18ð Þ ⊕ SK4 19ð Þ SK4 18ð Þ = SK4 18ð Þ ⊕ SK1 20ð Þ
SK3 19ð Þ = SK3 19ð Þ ⊕ SK4 20ð Þ SK4 19ð Þ = SK4 19ð Þ ⊕ SK1 21ð Þ
SK3 20ð Þ = SK3 20ð Þ ⊕ SK4 21ð Þ SK4 20ð Þ = SK4 20ð Þ ⊕ SK1 22ð Þ
SK3 21ð Þ = SK3 21ð Þ ⊕ SK4 22ð Þ SK4 21ð Þ = SK4 21ð Þ ⊕ SK1 23ð Þ
SK3 22ð Þ = SK3 22ð Þ ⊕ SK4 23ð Þ SK4 22ð Þ = SK4 22ð Þ ⊕ SK1 24ð Þ
SK3 23ð Þ = SK3 23ð Þ ⊕ SK4 24ð Þ SK4 23ð Þ = SK4 23ð Þ ⊕ SK1 25ð Þ
SK3 24ð Þ = SK3 24ð Þ ⊕ SK4 25ð Þ SK4 24ð Þ = SK4 24ð Þ ⊕ SK1 26ð Þ
SK3 25ð Þ = SK3 25ð Þ ⊕ SK4 26ð Þ SK4 25ð Þ = SK4 25ð Þ ⊕ SK1 27ð Þ
SK3 26ð Þ = SK3 26ð Þ ⊕ SK4 27ð Þ SK4 26ð Þ = SK4 26ð Þ ⊕ SK1 28ð Þ
SK3 27ð Þ = SK3 27ð Þ ⊕ SK4 28ð Þ SK4 27ð Þ = SK4 27ð Þ ⊕ SK1 29ð Þ
SK3 28ð Þ = SK3 28ð Þ ⊕ SK4 29ð Þ SK4 28ð Þ = SK4 28ð Þ ⊕ SK1 30ð Þ
SK3 29ð Þ = SK3 29ð Þ ⊕ SK4 30ð Þ SK4 29ð Þ = SK4 29ð Þ ⊕ SK1 31ð Þ
SK3 30ð Þ = SK3 30ð Þ ⊕ SK4 31ð Þ SK4 30ð Þ = SK4 30ð Þ ⊕ SK1 0ð Þ
SK3 31ð Þ = SK3 31ð Þ ⊕ SK4 0ð Þ SK4 31ð Þ = SK4 31ð Þ ⊕ SK1 1ð Þ
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In order to generate the diffusion matrix, certain steps are
taken that require the input and rotation constants assumed
as x and y here.

Step 1. Input block of 64 bits is divided into two subblocks
referred as A and B each of 32 bits.

Step 2. Considering the different combinations of x and y
where each can take values from 0 to 31, thus, the overall pos-
sible combinations are 1024. Here, the value of x and y is
assumed to be fixed; that is, x is taken as 7, and y is taken
as 3, while executing the LDS algorithm.

Step 3. Round function of LDS is executed over the data
blocks A and B to generate output as A1 and B1.

Step 4. Start by modifying one bit of A, then execute LDS over
modified A bits and the original B to get output as A2 and B2.
Compare bits of A1 with bits of A2 and calculate the number
of bits which have been altered, that will become value of
MAA. Similarly, compare bits of B1 with bits of B2 and calcu-
late the number of bits which have been altered, that will
become value of MAB.

Step 5. Repeat step 3 but this time by modifying one bit of B.
Execute LDS over modified B bits and the original A to get
output as A2 and B2. Compare bits of A1 with bits of A2

and calculate the number of bits which have been altered,
that will become the value of MBA. Similarly, compare bits
of B1 with bits of B2 and calculate the number of bits which
have been altered, that will become the value of MBB.

Step 6. Repeat steps 3 and 4 at least 64 times using rotation
constant x =7 and y = 3 to find the average of each value of
matrix M to get diffusion table as shown in Table 4 below.

The possible combinations for x and y can be 1024, but
the same steps for creating diffusion table are repeated by

Table 3: Generalized diffusion table.

Input
Output

Left block (A) Right block (B)

Left block (A) MAA MAB

Right block (B) MBA MBB

Table 4: Diffusion table considering x = 7 and y = 3.

Input
Output

Left block (A) Right block (B)

Left block (A) 10.5 12.3125

Right block (B) 6.71815 8.90625

Mean = 9:609, standard deviation = 2:058

Table 5: Diffusion table considering x = 8 and y = 3.

Input
Output

Left block (A) Right block (B)

Left block (A) 9.375 10.156

Right block (B) 3.156 7.218

Mean = 7:4762, standard deviation = 2:716

Table 6: Diffusion table considering x = 7 and y = 2.

Input
Output

Left block (A) Right block (B)

Left block (A) 8.625 11.25

Right block (B) 4.312 6.75

Mean = 7:734, standard deviation = 2:541

Table 7: Mean and standard deviation with different sets of rotation
constants.

Rotation constants Mean Standard deviation

x = 7
y = 3 9.609 2.058

x = 8
y = 3 7.476 2.716

x = 7
y = 2 7.734 2.541

0
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x = 7, y = 3 x = 8, y = 3 x = 7, y = 2

Mean
Standard deviation

Figure 4: Mean and standard deviation for different sets of rotation
constants.
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Figure 3: Single round function of LDS.
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considering the most common used rotation constants x = 8
and y = 3 and second time by considering x = 7 and y = 2.
The diffusion table generated by repeating the steps 64 times
for the rotation constants x = 8 and y = 3 is shown through
Table 5 below.

The diffusion table generated by repeating the steps 64
times for the rotation constants x = 7 and y = 2 is shown
through Table 6.

Mean value in all the combinations shows the average
number of bits that are affected by changing the individual
bits as shown in equation (3)

Mean = MAA +MAB +MBB +MBAð Þ/4: ð3Þ

Standard deviation is calculated by finding the variance
after subtracting each data value from the mean and then
finding their sum and finally performing square root as
shown in equation (4).

StandardDeviation =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
2

i,j=1
Mij −Meanð Þ

v

u

u

t : ð4Þ

Rotation constants chosen for creating diffusion matrix
and hence calculating mean and standard deviation show
the extent of output change by changing input bits. These
constants are used to calculate transition probability. For
block size of 64 bit block and key size of 128 bits, the mean
and standard deviation for three sets of rotation constants
are shown in Table 7 and are represented through Figure 4.

Figure 4 clarifies that when same LDS is executed with
different combinations of rotation constants, the maximum
value and the least standard deviation are observed with rota-
tion constants x = 7 and y = 3. Therefore, the proposed LDS
algorithm chooses the rotation constants x = 7 and y = 3.

7. Conclusion

Once the data is collected through devices using sensors, the
next concern is to offer security to data or devices that play
active role in communication. Therefore, this research work
proposes a LLSFIoT model consisting of three phases. Phase
1 registers the new devices with the central server and hand-
over the essential credentials to the device. Phase 2 performs
mutual authentication between server and the device. Phase 3
proposed a LDS algorithm that offers confidentiality and
integrity to data in transit. LDS works as a Feistel structure
on 20 rounds of operation using ARX operations: addition,
rotation, and XOR. The LDS is evaluated by performing
cryptanalysis using diffusion property. Different sets of rota-
tion constants are used to find mean and standard deviation.
This research work concludes that LDS works well with con-
stant value as x = 7 and y = 3 with maximum mean and min-
imum standard deviation assuring that single change in input
will affect more bits in output.
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Next-generation networks are data-driven by design but face uncertainty due to various changing user group patterns and the
hybrid nature of infrastructures running these systems. Meanwhile, the amount of data gathered in the computer system is
increasing. How to classify and process the massive data to reduce the amount of data transmission in the network is a very
worthy problem. Recent research uses deep learning to propose solutions for these and related issues. However, deep learning
faces problems like overfitting that may undermine the effectiveness of its applications in solving different network problems.
This paper considers the overfitting problem of convolutional neural network (CNN) models in practical applications. An
algorithm for maximum pooling dropout and weight attenuation is proposed to avoid overfitting. First, design the maximum
value pooling dropout in the pooling layer of the model to sparse the neurons and then introduce the regularization based on
weight attenuation to reduce the complexity of the model when the gradient of the loss function is calculated by
backpropagation. Theoretical analysis and experiments show that the proposed method can effectively avoid overfitting and can
reduce the error rate of data set classification by more than 10% on average than other methods. The proposed method can
improve the quality of different deep learning-based solutions designed for data management and processing in next-generation
networks.

1. Introduction

At present, the direction supported by the internet is chang-
ing from consumption to production, but the network archi-
tecture based on TCP/IP cannot adapt to this change in
scalability, security, and other aspects. On the other hand,
big data technology is also emerging in various industries.
These emerging technologies are in the early stage of devel-
opment, and there are still many problems to be solved [1–
3]. In recent years, with the development of 5g technology,
the amount of data stored in the computer system is increas-
ing. Due to the diversity and uncertainty of massive data clas-
sification, there are a series of problems in data-driven
network communication, such as the existence of these mas-
sive data not only occupies a lot of network space, but also

causes network congestion [4, 5]. Therefore, how to classify
and process the massive data before data transmission to
reduce the amount of data transmission in the network is a
very worthy problem [6–9]. The development of deep aca-
demic technology provides a good solution to this problem.
At present, artificial intelligence technology based on deep
learning has become more and more widely used in various
fields. Convolutional neural network (CNN) is one of the
core technologies of deep learning [4]. Compared with fully
connected neural networks, CNN has features such as local
connection, weight sharing, and downsampling can greatly
reduce the complexity of the model and improve the training
efficiency and data processing accuracy of the model. There-
fore, it has been highly recognized by scholars in the field,
and its application is gradually being promoted [10–14].
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However, during the training process of the CNNmodel, due
to the characteristics of the training data set itself, such as the
data set is too small and contains a lot of noise, or the struc-
ture of the model itself, such as the model is too complex, the
training parameters are too much, and the training is too
much, the model is very likely to fall into overfitting
[15–17]. For example, because the number of training
samples is too small, the network parameters obtained
after training cannot accurately simulate the distribution
of all samples, or a large number of noise samples are
fitted during the training process, ignoring part of the cor-
rect sample data, so the model fits the training set data
very well. Good, but the poor fitting effect to the data out-
side the training set is reflected in the small loss function
value (deviation) during training, while the loss function
value is very large in verification or testing [18].

Since the development of machine learning technology,
many experts and scholars have been conducting research
on overfitting problems in the regression process and have
achieved a series of research results. For example, Li et al.
[19] proposed earlier to solve the overfitting problem in the
algorithm, and Hinton et al.’s literatures [20, 21] first pro-
posed the dropout method in machine learning to solve the
overfitting problem. Chen et al. [22] adjusted algorithm
parameters and iterations through singular value decomposi-
tion (SVD) to avoid the occurrence of overfitting phenome-
non, and other methods such as literatures [23–25] have
also carried out related research. In view of the overfitting
problem existing in the current deep learning CNN model,
many scholars and engineering technicians are currently
working on the research of this problem, and a series of solu-
tions have been proposed [10, 11, 13, 16, 18, 26, 27], includ-
ing data expansion enhancement, regularization, discarding,
and early stop method. However, affected by the research
environment, conditions, and scope of application, the
related theories for the development of deep learning tech-
nology are not mature enough; these research results can be
described as different, each has its own advantages, and there
are certain limitations. For example, in response to problems
such as long training time and overfitting of the CNNmodel,
Gong et al. [16] proposed to improve the CNN based on the
immune system, but the accuracy of this improved network
model on the test set is not high (only 81.6%). In terms of
processing training data sets, Yang et al. [10] proposed an
attribute reduction algorithm based on visual ranging, which
solved the network overfitting problem by introducing
Bayesian weight factor distribution instead of CNN fixed
weights, but its application is very limited. In terms of data
enhancement, literature [11] is aimed at the overfitting prob-
lem of the deep learning breast mass detection algorithm for
synthetic images, using synthetic mammograms for training
data enhancement, which is a common method. In the train-
ing process of the model, literature [26] conducted a system-
atic study on the standard reinforcement learning agent
(reinforcement learning agent), conducted a general discus-
sion on reinforcement learning overfitting, and generalized
it from the perspective of inductive bias. Research on the
behavior of deep learning did not propose a unique solution
to the problem of deep learning overfitting. Literature [18]

proposed a model prediction averaging method based on
dropout double probability weighted pooling, which effec-
tively reduces the error rate and inhibits overfitting, but the
convergence speed of the algorithm becomes slow after the
introduction of double probability. In the CNN model
design, literature [12] introduced the particle swarm optimi-
zation (PSO) algorithm to reduce the back propagation of the
error, avoid the lag error and the image overcombination,
and improve the convergence speed, but the PSO is intro-
duced to the CNN weight update lack of theoretical basis.
Other methods have more or less “side effects” while improv-
ing the efficiency of CNN’s data processing [6].

Based on the advantages of these new technologies, this
paper proposes a data-driven network architecture, which is
aimed at solving the problem of massive data filtering and
classification in the development of the emerging future net-
work, and the specific contents are as follows: based on the
full analysis of the characteristics of CNN and the current
research on CNN model overfitting by scholars at home
and abroad, this paper proposes an algorithm for the maxi-
mum pooling dropout and weight attenuation overfitting
problem, and through the theoretical derivation, as well as
the image data collected in the network for classification
experiment comparison, it proves that this method can effec-
tively avoid overfitting in the training process of CNN model
and improve the generalization ability of the model. The con-
volution neural network overfitting prediction method pro-
posed in this paper can classify the massive data in the
network, reduce the amount of data transmission, and
improve the communication efficiency [28–31].

The main work of this paper is as follows: First, it ana-
lyzes the problems existing in mass data transmission based
on data-driven network architecture and proposes mass data
classification method of CNN in deep learning technology.
The second is to design a CNN overfitting prediction model
for maximum pooling dropout and weight attenuation, so
as to reduce the overfitting in model training and provide
the classification accuracy of the model. Thirdly, three exper-
iments are designed to verify the effectiveness of the model.

The structure of this article is as follows. The second part
introduces convolutional neural network and related tech-
nologies. The third part introduces maximum pooling drop-
out and the CNN model of weight attenuation. After
proposing the overfitting prediction method, the fourth part
is about analysis of experimental results. The last part
includes conclusion.

2. Convolutional Neural Network and
Related Technologies

A CNN structure generally consists of a convolutional layer,
a pooling layer, and a fully connected layer. The convolu-
tional layer and the pooling layer are alternately connected.
After the convolutional layer is calculated, the pooling layer
starts to execute, and then, convolution and pooling are per-
formed. In this way, the convolution operation and the pool-
ing operation alternately perform the extraction of sample
features, and then, the fully connected layer is used to classify
the extracted features. Because CNN has the characteristics of
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local connection, weight sharing, and downsampling, it is
compared with the general neural network, and the extrac-
tion process has fewer connection parameters (weights),
fewer feature dimensions, and stronger representation capa-
bilities, so it has better generalization [8]. However, in CNN
model training, due to various reasons, overfitting often
occurs. Overfitting means that the gap between training
error and test error is too large. That is to say, the com-
plexity of the model is higher than that of the actual prob-
lem, and the model performs well in the training set, but
poorly in the test set.

Let xli be the i-th feature map of the l-th layer of the input
sample, i = 1, 2,⋯f l, f l is the total number of feature maps of
the l-th layer, wl,k is the k-th convolution kernel of the l-th
layer, and bl,k is the l-th layer corresponding to the k-th con-
volution kernel. zl,k is the output of the k-th convolution
operation of the l-th layer, and f ðxlÞ is the activation function
of the l-th layer. The operation process of the convolutional
layer is expressed as follows:

zl+1,k = 〠
f l

i=1
conv wl,k, xli

� �
+ bl,ki , ð1Þ

xl+1,k = f zl+1,k
� �

: ð2Þ

Among them, the formula (1) indicates that the con-
volution matrix obtained by convolution between xli and
the corresponding convolution kernel wl,k is summed
and the corresponding offset is added to obtain the input
zl+1,k of the next layer(l + 1). After the activation function
is processed, you can get the k-th output matrix xl+1,k of
the l + 1-th layer.

The next layer of the convolutional layer is the pool-
ing layer. The pooling layer interprets the features of the
convolutional layer, thereby reducing the feature dimen-
sion and network complexity. The pooling operation is
as follows:

sl+1m = pool slm,1, slm,2,⋯, slm,j,⋯slm,n

� �
, ð3Þ

where slm,j represents the value of the j-th pooling unit in
the m-th pooling area in the feature map obtained by the
convolution operation (i.e., matrix xl+1,k), l represents the
pooling layer where it is located, and n is the number of
pooling units in the pooling area. If 2 ∗ 2 pooling is used,
then n = 4, pool(.) means pooling operation, and average
pooling or maximum pooling is often used. Maximum
pooling is widely used because it can retain its represen-
tative characteristics. This article uses the largest value
pooling method.

After the pooling is completed, perform the full connec-
tion operation, calculate the loss function value, and deter-
mine whether to back propagate. The loss function value
calculation is one of the important links in CNN. Its value
is directly related to the efficiency and quality of the CNN.

The cross-entropy function is commonly used, expressed as
follows:

L = ‐ 1
N
〠
N

i=1
yi ln oið Þð Þ: ð4Þ

Among them, N is the number of training samples, yi is
the actual label value of sample i, and oi is the network output
value of sample i.

3. Maximum Pooling Dropout and Weight
Attenuation CNN Model

The previous section introduced the basic structure of the
convolutional neural network and the calculation methods
of each network layer. On the basis of the above, this section
designs a maximum pooling dropout and weight attenuation
CNNmodel in order to avoid excessive in the model training
process and the occurrence of the fitting situation.

3.1. Maximum Pooling Dropout. As explained in Section 2,
maximum pooling is a commonly used method in the CNN
pooling layer. In order to avoid overfitting during model
training, this paper introduces the maximum pooling drop-
out in the CNN pooling layer.

Suppose the retention probability of each pooling area in
the feature map to be pooled is p, and the size of p can be
manually adjusted according to the actual situation. Gener-
ally, it is set to p = 0:5. Then, the inhibition probability of
each unit in the pooling area is q = 1 − p. At the same time,
it is assumed that the unit values ðslm,1, slm,2,⋯slm,nÞ in each
pooling area m of the l layer are rearranged in ascending
order, that is, the unit value after the arrangement is as fol-
lows: 0 < dlm,1 < dlm,2 <⋯<dlm,n (note: the semilinear activa-
tion function ReLU is used here to make the activation
value of all units nonnegative, so the smallest dlm,1 > 0); then,
dlm,j is selected as the maximum value of the entire pooling
area. The output after pooling is as follows: all unit values
ðdlm,j+1, dlm,j+1,⋯, dlm,nÞ greater than dlm,j are suppressed,

and only values (0, dlm,1, dlm,2,⋯, dlm,j) less than or equal

to dlm,j are suppressed retained, because of the maximum
pooling (take the maximum value) among these retained
values, the final output value of pooling is dlm,j, and the

probability of its occurrence is dlm,j, that is,

pj = poss sl+1m = d1m,j

� �
= pqn−j, j = 1, 2,⋯n: ð5Þ

In the above formula, pj is the probability of the
reserved output of the m-th pooled cell in the j-th pooled
region, which is the product of the reserved probability of
the entire pooled region and the suppressed probability of
the suppressed cell, and n is the number of cells in the
pooled region. If the pooled region is 3 ∗ 3, then the num-
ber of pooled units n = 9. Analyzing formula (5), it can be
seen that when the maximum value pooling dropout is
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performed in the pooling area, the j-th activation value
dlm,j in the pooling area is selected as the output value
of the pooling area through polynomial arrangement,
which is

sl+1m = dlm,j, pj ∈ p1, p2, p3,⋯, pnð Þ: ð6Þ

Suppose there are r feature maps in layer l, each fea-
ture map has a size of s, and a pooling area size of n, if
overlapping pooling is not considered, there are rs/n
pooling areas, then the model parameter that the l layer
may need to be trained is f ðjÞ = ðj + 1Þrs/n (plus a bias),
that is, the number of model parameter that the maxi-
mum pooling may need to train is exponentially related
to the number of pooling area units input to the pooling
layer. Because the function f ðjÞðj > 1Þ is an increasing
function, so after introducing the maximum pooling
dropout, the pooling unit is randomly suppressed, that
is, j is reduced, and the parameter value of the model
to be trained is reduced exponentially, which effectively
reduces the complexity and thus can more effectively sup-
press overfitting.

3.2. Weight Attenuation Regularization Method.When train-
ing a large CNN, in addition to using the abovementioned
maximum pooling dropout suppression unit to avoid overfit-
ting and if the function value changes drastically in some
areas of the model, it means that the parameter value
(weight) of the function is too large, making the area. The
absolute value of the derivative value is large, and the model
becomes complicated. The weight attenuation restricts the
norm of the parameter so that it cannot be too large, so as
to reduce the complexity of the model and reduce the influ-
ence of noise input, thereby reducing the occurrence of
excessive fitting, and this method is also called regularization
method.

Suppose that the loss function L0 of the model is shown in
formula (4). When calculating the weight attenuation, a pen-
alty term is added to the original loss function L0, namely,

L = L0 +
λ

2〠w
wk k2: ð7Þ

In formula (7), L0 is the original loss function (see for-
mula (4)), w is the network weight, that is, the connection
coefficient of neurons, and λðλ > 0Þ is the penalty coefficient,
which is used to measure the ratio of the penalty to L0 rela-
tionship, and 1/2 is designed for the convenience of deriva-
tion. The above penalty term is the sum of the squares of
the network weight w. Taking the derivative of (7), we get
the following:

∂L
∂w

= ∂L0
∂w

+ λw,

∂L
∂b

= ∂L0
∂b

:

8>><
>>:

ð8Þ

In formula (8), b is the bias of the network neural unit
(such as the convolution kernel), which is included in the
on of L0, that is, on =w ⋅ xn−1 + b. From the above formula,
it can be found that after the penalty term is added, it has
no effect on the update of the bias b, but for the weight
valuew,

w′ =w − η
∂L0
∂w

+ λw
� �

=w − η
∂L0
∂w

− ηλw = 1 − ηλð Þw − η
∂L0
∂w

:

ð9Þ

Among them, η is the learning rate. By analyzing formula
(9), it can be seen that the coefficient of the weight value w is
1 before the penalty term is introduced, that is, w′ =w − ηð
∂L0/∂wÞ. After the penalty term is added, the coefficient
before w becomes 1 − ηλ, because both η and λ are positive
numbers less than 1, so 1‐ηλ < 1, that is, the effect of formula
(9) is to reduce the value of w, which is the theoretical mean-
ing of weight attenuation. Note that the ηð∂L0/∂wÞ term in
formula (9) is the gradient of the weight change of backpro-
pagation. The expression is the same regardless of whether
the penalty term is added or not. Therefore, the weight atten-
uation term mentioned here does not include this term. For
further analysis of formula (9), when w is positive, the
updated w′ becomes smaller, and when w is negative, the
updated w′ becomes larger. Because of ∣w∣ < 1 (the weight
after the network is normalized) in formula (9), the effect is
to make w close to 0, that is, ∣w∣⟶ 0, to make the value of
w as small as possible, which is equivalent to reducing the
weight of the network, reducing the complexity of the net-
work, and avoiding overfitting. It should be pointed out that
the setting of the value of parameter λ in formula (9) is very
important. If λ is too large, the weight w decreases too fast,
underfitting may occur, or even training may not be possible,
and if λ is too small, overfitting may occur. Together, the λ
size setting can be adjusted based on the Bayes decision rule.
This method assumes that the weights and biases of the net-
work are random variables with specific distributions and are
automatically calculated by statistical methods. For details,
please refer to literature [32] (due to space limitations, there
are no more details).

4. Experimental Results

4.1. Experimental Setup. Network training adopts Stochastic
Gradient Descent, SGD, batch size = 100, initial learning rate
η = 0:1, and when the error tends to be flat, reduce η and use a
normal distribution with a mean of 0 and a variance of 0.01
to initialize the weight w; the bias is initialized to 0, and the
probability p = 0:5 is retained by default. The method of
parameter λ in the experimental penalty item of the method
proposed in this paper is carried out according to the method
described in Section 3.2, and experiment λ = 0:2.

Experimental environment: Win10, Intel Core i7
CPU@3.00, RAM 16GB, GPU NVIDIA GTX 1080Ti. Exper-
imental data set: considering that CNN is very suitable for
processing matrix data in digital images, and the image data
in the network has a wide range of sources and a large
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amount of data, this paper selects 3 image data sets for exper-
iments [30]. It is handwritten digit recognition data set
MNIST, CIFAR-10, and Chinese herbal medicine identifica-
tion data set. The first two data sets are currently commonly
used benchmark data sets for testing the performance of
CNN in the field of computer vision and deep learning.
Because these two data sets exist in many websites, they have
been tested by overfitting, identification, and classification to
verify the effectiveness of the scheme, which is widely repre-
sentative. The third data set is based on the massive Chinese
herbal medicine data set freely collected by network commu-
nication technology. Some samples of these 3 data sets are
shown in Figure 1. Among them, the MNIST data set con-
tains 60,000 training samples and 10,000 test samples. Each
sample is a 28 ∗ 28 single-channel grayscale image, contain-
ing 0-9 handwritten digits, which are normalized to [0, 1]
before entering the CNN network. CIFAR-10 is a data set
containing 60,000 natural images in 10 categories, including
50,000 training samples and 10,000 test samples. Each sam-
ple is a 32 ∗ 32 ∗ 3 RGB image, which is also normalized
before input to the interval [0,1]. A total of 108000 images

of Chinese herbal medicine data set were collected from the
internet, including five categories of lily, Codonopsis pilo-
sula, wolfberry, Sophora japonica, and honeysuckle, and
these images were processed into the same size (224 ∗ 224)
images and then normalized to the [0,1]. At the same time,
in order to verify the performance and effect of the method
proposed in this paper, the CNN method is based on the
improvement of the immune system (referred to as ICNN)
proposed in literature [16], the dropout method proposed
by Hinton et al. in literature [21] (referred to as H_Dropout),
and the random pooling method (abbreviated as SP) pro-
posed in [33] and the method in this paper for comparison
experiments, in which ICNN proposed an improved CNN
network method based on the immune system for problems
such as overfitting, although this method is tested in the data
set. The accuracy is not high (only 81.6%), but its perfor-
mance is stable, and the theoretical basis is sufficient; Hinton
et al.’s H_Dropout method is a dropout method that com-
bines a fully connected layer. They are the first scholars to
use dropout to avoid CNN overfitting, and the method is
mature. It is easy to implement, while the random pooling

(a) (b)

(c)

Figure 1: Partial samples of (a) MNIST, (b) CIFAR-10, and (c) Chinese herbal medicine data sets.
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method proposed in [29] randomly selects the pooling acti-
vation value in training and uses the probability of each unit
in the pooling area as the model average of the weighted
probability during the test, which is a kind of efficiency. It
is a high method to avoid overfitting. Therefore, the above
three methods are feasible for comparison experiments. For
convenience, the maximum pooling dropout and weight
decay method proposed in this paper are referred to as
MDWS (Maxpooling Dropout and Weight Scaled) for short.
The experiment verifies the effectiveness of the method pro-
posed in this paper by comparing the relationship between
the loss function of the training set and the verification set,
the iterative curve of the correct rate, and the error rate and
retention probability in the test set.

4.2. Experiment 1: MNIST Data Set. In the experiment, the
CNN model used in the method proposed in this paper is
as follows: 1 ∗ 28 ∗ 28⟶ 6C5⟶ 2P2⟶ 12C5⟶ 2P2
⟶ 1000N⟶ 10N: 1 ∗ 28 ∗ 28 means the input is 28 ∗ 28
1 channel image, C means Convolution, 6C5 means that
the convolution kernel is 5 ∗ 5, and it contains a convolution
layer with 6 convolution kernels (6 channels). P means pool-
ing. The first “2” in the pooling layer 2P2 means the pooling

step size. The “2” at the back means that the pooling core size
is 2 ∗ 2, and 1000N means that the fully connected layer con-
tains 1000 neurons. After calculation, the first fully con-
nected layer should be 1152 neurons. The CNN network
structure of the other counterparts (ICNN/H_Dropout/SP)
is given in the relevant literature and will not be described
in detail here. Figure 2 shows the relationship between the
loss function value, the correct rate, and the iteration rounds
of the method proposed in this article when the iteration
round epoch = 20000. It can be seen from the figure that as
the number of iterations increases, the loss of the training
set, the value of the function keeps decreasing, and the accu-
racy rate keeps increasing. When the number of iterations
exceeds 10,000 times, the value change tends to be stable.
Similarly, the loss function value of the verification set also
decreases with the increase of iteration rounds, and the accu-
racy rate continues to increase, and it stabilizes after 10,000
iterations, indicating that the method proposed in this paper
can avoid the occurrence of overfitting.

Table 1 is a comparison of the average error rates of the four
methods tested in their respective networkmodels under differ-
ent retention probabilities. Since the ICNNmethod has nothing
to do with the retention probability, the ICNN method is only
used to compare the error rate of the test without considering
the impact of the retention probability. Analyzing the data in
Table 1, the three methods (H_Dropout/SP/MDWS) have the
lowest error rate when the retention probability is about 0.5,
and the error rate of the H_Dropout method changes most
drastically with the value of p. In addition, looking at the four
methods under the same p value, the MDWSmethod proposed
in this paper has the smallest error rate, such as 1.63% when
p =0.5, SP method has a minimum error rate of 2.08% when
p =0.4, and H_Dropout method when p =0.5. The error rate
is 6.3%, which shows that the method in this paper can bet-
ter reduce overfitting and have better pan-China.
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Figure 2: MNIST data set: the relationship between the number of iterations and the loss value and accuracy rate.

Table 1: Comparison of error rate (%) and retention probability of
4 methods in MNIST data set.

Retention
probability

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ICNN 6.36 6.36 6.36 6.36 6.36 6.36 6.36 6.36 6.36

H_Dropout 7.27 6.85 6.50 6.32 6.30 6.31 6.38 6.40 6.51

SP 2.23 2.17 2.10 2.08 2.13 2.26 2.31 2.37 2.49

MDWS 2.21 2.15 2.03 1.95 1.63 1.88 2.19 2.26 2.27
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4.3. Experiment 2: CIFAR-10 Data Set. This data set is a nat-
ural color image data set containing 3 channels. Compared
with MNIST, the difference in each category is greater. For
this reason, we designed the following CNN network struc-
ture: 3 × 32 × 32⟶ 32C5⟶ 3P2⟶ 128C3⟶ 3P2⟶
2000N⟶ 10N; the interpretation of the model is the same
as the MNIST data set. The other three methods are also car-
ried out in accordance with the relevant requirements of the
literature. The training is iterated for 5000 rounds in total,
and the relationship between the loss function, the correct
rate, and the iteration rounds of the training set and the val-
idation set is shown in Figure 3. Analyzing Figure 3, it can be
seen that as the number of iterations increases, the loss value
of both the test set and the verification set continues to
decrease, and the change gradually stabilizes. Similarly, as
the accuracy value increases with the epoch, the training
and verification curves are gradually rising and tending to
be flat. It shows that the method proposed in this paper can
effectively avoid overfitting when training on the CIFAR-10
data set.

Same as the experiment in Section 4.2, use the above 4
methods (ICNN, H_Dropout, SP, and MDWS in this article)
to test in the respective trained networks with the test set and
take different retention probability p values to obtain 4
methods under different retention probabilities. The error

rate is shown in Table 2, where ICNN has nothing to do with
the retention probability, which has been explained in Sec-
tion 4.2. Analyzing the data in Table 2, it can be seen that
the three methods have a lower classification error rate
between the retention probability of 0.4 and 0.6. Among
them, the H_Dropout method has the lowest error rate of
7.12% when p = 0:4, the SP method has the lowest error rate
of 4.02% when p = 0:6, and the method in this paper has the
lowest error rate of 2.86% when p = 0:5. In addition, from the
entire table under the same retention probability of the four
methods, the MDWS method proposed in this article has
the lowest error rate (although the ICNN method does not
retain the concept of probability, its classification error rate
is higher than the method proposed in this article), In addi-
tion, from the entire table under the same retention probabil-
ity of the four methods, the MDWS method proposed in this
article has the lowest error rate (although the ICNN method
does not retain the concept of probability, its classification
error rate is higher than the method proposed in this article).
This shows that the method proposed in this paper also has
good generalization in the CIFAR-10 data set. The method
is also available in the CIFAR-10 data set and has achieved
good generalization.

4.4. Experiment 3: Chinese Herbal Medicine Identification
Data Set. The data set is a large-scale data set freely collected
from the internet by using modern network technology,
and the basic introduction has been stated before. There
are many kinds of Chinese herbal medicine, even the same
kind of Chinese herbal medicine will appear different
forms due to the influence of growth environment and
other factors, and some different kinds of Chinese herbal
medicine are very similar. Compared with the previous
two data sets, the image difference of each category in
Chinese herbal medicine data set is small, so the classifica-
tion processing is more difficult. Since each image in the
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Figure 3: CIFAR-10 data set: the relationship between the number of iterations and the loss value and the accuracy rate.

Table 2: The relationship between the error rate and retention
probability of the CIFAR-10 data set.

Retention
probability

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ICNN 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44

H_Dropout 8.87 7.95 7.76 7.12 6.15 7.21 7.38 8.12 8.69

SP 4.83 4.67 4.55 4.31 4.09 4.02 4.16 4.47 5.39

MDWS 3.21 3.08 2.97 2.93 2.86 2.88 3.08 3.16 3.35
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data set is also composed of 3-channel natural color
images, all the images are processed into 224 ∗ 224 size
as input, so we designed the following CNN network
structure: 3 × 224 × 224➔64C3➔1P2➔128C3➔1P2➔
256C3➔1P2➔512C3➔4096N➔5N. The other three
methods were also carried out according to the relevant
requirements of the literature. The total number of train-
ing iterations is 20000, and the loss function of training
set and validation set and the relationship between accu-
racy and iteration epochs are obtained, as shown in
Figure 4. It can be seen from the analysis of Figure 4 that
with the increase of iteration rounds, the loss value of
both test set and validation set is decreasing, and the
change gradually tends to be stable after 3000 epochs.
Similarly, with the increase of epoch, the training and val-
idation curve tends to be flat at 3000 epochs. The results
show that the proposed method can effectively avoid over-
fitting when training on Chinese herbal medicine data set.

As in the previous experiment, the above four methods
(ICNN, H_ Dropout, SP, and MDWS) are tested in the
trained network with the test set, and different retention
probabilities are taken to obtain the error rates of the 4
methods under different retention probabilities, as shown

in Table 3. ICNN has nothing to do with the retention prob-
ability, which has been explained previously. By analyzing
the data in Table 3, it can be seen that the three methods have
a lower classification error rate between the retention proba-
bility of 0.5~0.7. Among them, H_Dropout method has the
lowest error rate of 6.15% when p = 0:5, SP method has the
lowest error rate of 4.04% when p = 0:6, and the method pro-
posed in this paper has the lowest error rate of 2.76% when
p = 0:5. Comparing the minimum error rate of the three
methods, the MDWS method proposed in this paper has
the minimum error rate, and it shows that the method pro-
posed in this paper also has good generalization in Chinese
herbal medicine data set.

5. Conclusion

With the development of computer network technology, in
the network communication based on data-driven, the
amount of data in cyberspace is increasing. The existence
of massive duplicate data brings great problems to net-
work communication and security. Therefore, how to cor-
rectly identify the same or similar data in the network is
the basis to solve this problem. The development of deep
learning technology provides a new solution to this prob-
lem. But the overfitting problem in the deep learning net-
work model is a common problem encountered in model
training. In the design of the CNN model, this article
designs a maximum pooling dropout method in the pool-
ing layer and introduces weights in the backpropagation.
The weight attenuation mechanism is used to reduce the
complexity of the deep learning model, so as to avoid
the overfitting of the deep learning model in training
and improve the robustness of network data communica-
tion. There are two main innovations in this article. One
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Figure 4: Chinese herbal medicine data set: the relationship between the number of iterations and the loss value and the accuracy rate.

Table 3: The relationship between the error rate and retention
probability of the Chinese herbal medicine data set.

p 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ICNN 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44 7.44

H_Dropout 8.87 7.95 7.76 7.12 6.15 7.21 7.38 8.12 8.69

SP 4.83 4.67 4.55 4.31 4.09 4.04 4.16 4.47 5.39

MDWS 3.21 3.08 2.97 2.93 2.76 2.88 3.08 3.16 3.35
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is the design of the maximum pooling dropout, which uses
the unit value sorting of the pooled area to design the unit
(neuron) discarding method. The second is to introduce a
penalty term in the backpropagation to design the weight
attenuation. The implementation process: theoretical analysis
and experimental comparison verify that the method in this
paper can effectively avoid overfitting and improve the gener-
alization performance of the network. However, the method
proposed in this paper still has the following problems. First,
when the maximum pooling dropout is used, the semilinear
activation function (ReLU) of the front convolutional layer
may cause nonmaximum output unit value 0, so that the neu-
ron corresponding to the unit will not be updated in the future
(the gradient is 0), that is, dead nerve; the second is that the
introduced penalty term parameter λ and the maximum
pooled dropout probability p should theoretically have a cer-
tain connection, but in this article, the two are not connected
for research, and the solution of these problems will be the
next research goal.

Data Availability

The two data sets used in this experiment are MINIST and
CIFAR-10, which are classic open source data sets for deep
learning network testing, and can be downloaded from
related websites. The two data sets used in this experiment
are downloaded from Baidu paddle platform: https://www
.paddlepaddle.org.cn/.
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This paper focuses on the joint optimization of the Age of Information (AoI) and Signal to Interference plus Noise Ratio- (SINR-)
oriented channel access problem under attack in the Wireless Sensor Networks (WSNs). Firstly, to overcome the uncertain,
dynamic, and incomplete information constrains, an active probability model and a controlling channel model are proposed for
the sensors and the receiving end, respectively. Secondly, to ensure the AoI and SINR of the data generated by the sensors when
transmitted under attack, one utility function based on average AoI and SINR is defined. Then, considering the distributed
feature of the channel access process, the joint optimization problem is formulated under the game theory structure. Then, a
distributed learning algorithm is proposed to reach the Nash Equilibrium (NE) of the game. Finally, simulation results have
verified the correctness and effectiveness of the proposed method.

1. Introduction

1.1. Background. AoI (Age of Information) refers to the time
interval between data’s generations to its receiving end, and it
is significantly different from the traditional concept of per-
packet delay. Therefore, due to the capacity of representing
the freshness of the data, lots of efforts have been made on
AoI, which is significantly different from the traditional con-
cept of delay. Up to now, plenty of researchers have devoted
themselves to AoI’s research from different aspects. To be
specific, the queueing model’s effect on the average AoI has
been investigated in [1, 2]; the scenario about multihop
transmission is considered in [3, 4]; the packet with losing
situation is revealed in the calculation of AoI in [5]. In addi-
tion, more and more works concentrate on the goal that min-
imizes the average AoI, and the typical given approach is to
adopt the strategy with weighted-sum average AoI.

Owing to a series of advantages of AoI, it can bring the
unexpected benefit when used in some traditional cases.

The scenario contains internet of things (IoT) and cyber
physics systems (CPS) with edge-enabled storage or caching
[6], where the transmitted data is time critical and requires
high timeliness at the receiving end. Driven by the timeliness,
AoI is utilized to measure the performance of the wireless
transmission. For example, in mission-ciritcal industrial
Wireless Sensor Networks (WSNs), data freshness is very
critical to ensure a high-quality product manufacturing. In
addition, SINR (Signal to Interference plus Noise Ratio) is
also an important indicator for evaluating the performance
of the network [7]. Therefore, to comprehensively optimize
the effectiveness and reliability of the network, we consider
a scenario where the sensors are undergoing the wireless
channel access attack [8–14], and we focus on how to select
the available channel to transmit the data generated by sen-
sors while keeping the freshness of the data and maximizing
the SINR as much as possible.

The wireless channels could be allocated in centralized or
distributed manner. For the first one, though we can solve the
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above problem by setting a central controller to allocate the
channel resources based on the each sensor’s average AoI
payoff, two factors limit the proposal’s practicality. On the
one hand, the calculation capacity requirement for the cen-
tral controller is high, especially when the number of the sen-
sors is large. On the other hand, the efficiency of the
controller may not meet the need of the sensors when the
scale of the network is very large; for example, the attack
has influenced the available channel set, but the channel
access strategy has not been sent to some sensors in time.
Compared with the centralized decision-making (DM) man-
ner, the distributed proposal has the following advantages.
Firstly, the implementation cost is low, because there is no
need to set a central controller. Secondly, each sensor could
make the channel access decision by itself, promoting the
efficiency of the channel selection. Thirdly, the decision-
making process can adapt to the change of the attack quickly
in dynamic scenarios.

However, it is a nontrivial task to solve the problem in a
distributed manner. The following aspects hinder us from
directly using of the referred method. Firstly, taking the prac-
tical application of the sensors into consideration, a sensor
would not access the channel when there is no data to trans-
mit. Therefore, how to capture this dynamic attribution of
the sensor will be a challenge. Secondly, the attack progress
is unpredictable and the available channel set for each sensor
is unknown; how to perform the DM matching with the
changing environment is also a problem. Thirdly, there is
no information exchange for each sensor in the distributed
manner, so the sensor does not know the chosen channel
and the current state (accessing the channel or not) of other
sensors. Therefore, the information attribution constraints,
which are uncertain, dynamic, and incomplete, let the goal
to solve the channel access under dynamic attack problem
more challenging.

To tackle this tricky problem, game theory is a suitable
framework to coordinate the behavior between different sen-
sors [15]. To be specific, we formulate a game which is based
on average AoI and SINR indicator under attacks in the
WSNs, and a distributed learning algorithm is proposed to
obtain the solutions.

1.2. Related Work. It is convenient to use game theory to
model and analyze the routing and resource allocation
problems in a competitive environment and especially in
the security issues of the wireless network. To be specific,
when some users want to access limited channel resource,
how to select the channel to transmit is the key point for
users. It should be noted that all users want to maximize
their profits. Therefore, the relationship between users
needs to be accurately described to calculate their revenue
separately. Besides, game theory can model the complex
relationships in a dynamic and iterative viewpoint, which
would give the better assignment scheme by deriving the
NE solution.

As shown in Table 1, the efforts in the channel access
with game theory are classified by their optimization goals,
solution or method, and the attack consideration. It can be
seen that mean throughput is the main optimization indi-

cator in the literature [7, 16–18], and transmission with
errors or collision situations are discussed in [19, 20].
Besides, the whole network’s utilities are optimized in
[21–24]. It is obvious that the joint optimization of AoI
and SINR has not been paid enough attention under
attack, and the proposed solution or method should be
in the distributed manner. In order to make up the above
research gap, the joint optimization issue under attack is
researched in this paper.

1.3. Main Work and Contributions. In this paper, our main
contributions are threefold:

(i) The AoI and SINR-oriented channel access model
under attack is formulated as an optimization prob-
lem, in which the transmission and controlling
channels and the unknown nature of attacks are
included to formulate the average AoI and SINR.
Then, a game-based framework is established to
curve the uncertain, dynamic, and incomplete infor-
mation constrains

(ii) A distributed learning algorithm is proposed to
derive the NE of the game, in which the channel
access algorithm based on stochastic learning
automata is put forward

(iii) To evaluate the performance of the proposed algo-
rithm, simulation experiments are conducted to ver-
ify the correctness and effectiveness of the proposed
algorithm

The remainder of this paper is organized as follows. In
Section 2, we describe the system model and formulate the
problem. Our proposed algorithm is then introduced in Sec-
tion 3. Simulations about the performance of the proposed
algorithm are detailed in Section 4, and Section 5 concludes
the paper.

2. System Model

2.1. Network Model. In the WSN, N sensor nodes are
deployed, and they can be represented by the set S =
fS1, S2,⋯, SNg. In addition, the active probabilities of
the sensor nodes are also considered here. To be specific,
Sn = 1 means the n-th node is active; otherwise, Sn = 0
represents the inactive status of the n-th node.Denote the
set B = fn ∈N : Sn = 1g as an arbitrary nonempty active
sensor node set, and Γ as the set for all the active sensor
nodes. At this time, the active probability of the WSN is
μðSÞ, and it can be expressed as

μ Sð Þ = μ S1, S2,⋯, SNð Þ =
YN
n=1

pn,

pn =
βn, Sn = 1,
1 − βn, Sn = 0:

( ð1Þ
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Meanwhile, the active probability for B, which repre-
sents an arbitrary nonempty active sensor node set, is

〠
B∈Γ

μ Bð Þ = 1 − μ B0ð Þ, ð2Þ

where μðB0Þ is the probability when all sensor nodes are
inactive, and it can be calculated as

μ B0ð Þ =
YN
n=1

1 − βnð Þ: ð3Þ

2.2. Channel Model. In the WSN, owing to the dynamic
and complexity transmission environment, the active
probability of the sensor nodes and stability of the wireless
channel are always changing. Moreover, the attacker can
also deteriorate the availability of the wireless channels.
In order to ensure the essential information exchange
among the sensor nodes, two kinds of wireless channels
models are adopted here, i.e. TC (transmission channel)
and CC (controlling channel) [25]. To be specific, the
TC is used to transmit ordinary data, and CC is responsi-
ble for exchanging some control information, such as
channel-selection status, and node active probabilities.
For ease of narration, denote An = fa1, a2,⋯, aMg as the
available TC set for the n-th sensor node, where M is
the number of the available TCs. When all the active sen-
sor nodes finished the sensing process and transmitted the
sensed data through the wireless channels, the channel
access strategy of the n-th sensor node is an ∈ An, which
means the channel an is selected by the n-th node to
transmit the data.

2.3. Attack Model. An attacker can damage the performance
of the WSN, such as QoS (quality of service). To be specific,
at one certain attacking time slot, some available channels
may become unavailable; at this time, the channel’s stability

and the reliability decreased. Then, due to the unavailable
channels, the AoI and SINR performances of the sensed data
in the WSN are influenced. However, given the limited
attacking capacity of the attacker, which is consistent with
[25], there is at least one available TC in the data transmis-
sion process; i.e., it is impossible for the attacker to make all
the TCs unavailable at one attacking time slot, and CC is
always reliable and available.

2.4. AoI Model. Here, we firstly consider the average AoI
model for single node when there is no attack. Then, in the
proposed scenario, where the average AoI for multisensor
nodes under attack needs to be derived, the average AoI
expression with a closed form is derived.

2.4.1. AoI for Single Node without Channel Attack. In order to
determine the average AoI of the sensed data, the model
based on queue theory is detailed here. The serving rule is
FCFS (first come first serve), and the queue model is M/M/
1. According to [26], the average AoI of the sensed data can
be determined by

AoIT = lim
T⟶∞

AT = λ E XT½ � + E X2� �
2

� �
, ð4Þ

where λ denotes the incoming rate of the sensed data, i.e.,
data generating rate; E½·� is the operation for calculating
expectation value; and X and T represent the stochastic var-
iables for the sensed data’s arrival time and system time,
respectively.

Under the M/M/1 − FCFS queue model, where the
sensed data's generating rate subjects to the Poisson distribu-
tion, the serving rate, i.e., the sensed data transmission rate in
the wireless channels, obeys the negative exponential distri-
bution with parameter μ. Based on [26] the serving rate ρ
can be calculated as

ρ = λ

μ
: ð5Þ

Table 1: A comparison of channel access efforts based on game theory model.

Reference Optimization goal Solution/method Attack consideration

[7] Mean throughput A distributed learning algorithm ×
[19] Collision slots The Lagrangian extreme value approach ×
[16] Mean throughput A distributed and online algorithm ×
[17] Mean throughput An EGT algorithm ×
[21] Quality of service The stochastic game theory tool set ×
[20] Transmission and blocking probabilities A CA algorithm ×
[22] Channel access and resource allocation Convex optimization ×
[18] Mean throughput A closed-form solution for SG ×
[23] Network utility A distributed algorithm ×
[24] Spectral efficiency An expectation maximization algorithm ×
This work Average AoI Reinforcement learning-based distributed scheme
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At this time, the average AoI of M/M/1 − FCFS queue
model is [26]

AoI = 1
μ

1 + 1
ρ
+ ρ2

1 − ρ

� �
: ð6Þ

2.4.2. AoI for Multinodes with Channel Attack. Given the fact
that multiple sensor nodes can access one wireless channel at
the same time, the distribution of arrival time X and system
time T will change. To be specific, when τ sensor nodes select
the same wireless channel to transmit the sensed data at the
same time, the data generating rate of the n-th sensor node
should be calculated as

λi =
λi

∑τ
j=1 λj

, ð7Þ

where λi is the data generating rate by the i-th sensor node
and the channel serving rate μ is unchanged. Therefore, take
(7) into (6), the average AoI of sensed data generated by the i
-th sensor node is

AoIi = 1
μ

1 + μ

λi
+ λi/μð Þ2
1 − λi/μð Þ

 !

= 1
μ

1 + μ

λi/ ∑τ
j=1λj

� � +
λi/ ∑τ

j=1λj
� �

/μ
� �2

1 − λi/ ∑τ
j=1λj

� �
/μ

� �
0
B@

1
CA:

ð8Þ

Furthermore, when the WSN is under attack, the aver-
age AoI will change at the same time. In order to accu-
rately curve the dynamic channel access relationships
among the sensor nodes, the channel selection status, sen-
sor node category, and time slots need to be jointly con-
sidered. To be specific, let Cðe, tÞ be the sensor node set
which accesses the e-th channel at the t-th time slot. Since
the Cðe, tÞ is related with the accessed channel and time
slot, it would change with the launching of the attack at
one particular attacking time slot. At this time, the average
AoI of data, which is generated by the i-th sensor node,
can be calculated as

AoIi = 1
μ

1 + μ

λi
+ λi/μð Þ2
1 − λi/μð Þ

 !

= 1
μ

1 + μ

λi/ ∑j∈C e,tð Þλj
� � +

λi/ ∑j∈C e,tð Þλj
� �

/μ
� �2

1 − λi/ ∑j∈C e,tð Þλj
� �

/μ
� �

0
B@

1
CA:

ð9Þ

2.5. SINR Model. When the i-th active sensor node selects
the channel ai ∈A i to transmit the sensed data, the SINR
of the i-th active sensor node, which is from the arbitrary
active node set B, under the channel access strategy ðai,
a−iÞ, can be calculated as

SINRi B, ai, a−ið Þ = pid
−α
i

∑j∈B\ if g: aj=aipjd
−α
ij + σ

, ð10Þ

where pi is the transmitting power of the i-th sensor
node, di is the distance between the i-th sensor node
and its corresponding receiver, α is the path loss efficient,
dij is the distance between the i-th and j-th sensor nodes,
and σ means the environment noise. Therefore, the
molecular represents the transmitting power of the sensed
data; the denominator is the sum of the interference of
other sensor nodes choosing the channel ai and the envi-
ronment noise.

2.6. Problem Formulation. The problem that needs to be
solved is how to make each sensor node’s own channel access
strategy to jointly minimize the AoI and maximize the SINR
when the WSN is under attack, i.e.,

min a × AoIi − b × SINRif g

s:t:

j ∈ C e, tð Þ
0 ≤ t ≤ T

ai ∈A i

1 ≤ e ≤M

1 ≤ i ≤N

B ∈ Γ,

8>>>>>>>>>>><
>>>>>>>>>>>:

ð11Þ

where a and b are the weighting factors to make AoI and
SINR optimize in the same dimension. Note that it is difficult
to directly use the typical method to solve the formulated
problem (11), e.g., convex optimization, because the relation-
ships of the channel selection results are relevant to time.
Therefore, in order to make the nontrivial problem solvable,
the problem in (11) needs to be reformulated with the game
theory perspective, which is shown in (12).

Moreover, the payoff RiðB, ai, a−iÞ needs to be defined
based on the optimization goal in (11) at first, i.e.,

Ri B, ai, a−ið Þ = a ·
1/ L Bð Þ − 1ð Þ∑j∈B\ if g: aj=aiAoIj

AoIi
+ b · SINRi,

ð12Þ

where the number of channels in set B is represented by Lð
BÞ. The numerator of the first item in Ri represents the
channel competition effect on the average AoI among the
sensor nodes which select channel ai; and the denominator
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of first item is the average AoI of the data generated by the
i-th sensor node, and the second item means the weighted
SINR value. At this time, as for RiðB, ai, a−iÞ, the larger
its value is, the smaller of the AoI value is and the larger
of the SINR value is, where the sensed data is fresher and
more reliable.

Note that all the sensor nodes prefer to minimize the
average AoI and maximize the SINR of the data to be trans-
mitted; their relationships are contended and noncooperated.
At this time, we aim at maximizing the expectation value of
the defined payoff, so (11) is equally transformed into (13),
where the AoI and SINR are jointly optimized for the varying
active sensor node set:

P1 : max
ai

EB Ri B, ai, a−ið Þ½ � =max
ai

〠
B∈Γ

μ Bð ÞRi B, ai, a−ið Þ:

ð13Þ

3. Game-Based Joint Optimization of AoI
and SINR

3.1. Basic Idea. To jointly optimize the AoI and SINR perfor-
mance, the minimizing problem is formulated in (11), while
it is not applicable to the typical convex optimization
approach. Then, the problem is equivalently transformed in
the perspective of game theory, which aims at reaching the
NE of the games in (13). Finally, based on the stochastic
learning automata, one distributed algorithm is proposed to
reach the NE by determining each sensor node’s channel
access strategy under attack.

3.2. Stochastic Learning Automata. To derive the NE of the
reformulated problem in (13), one distributed-learning

algorithm is adopted at first, which is mainly based on the
stochastic learning automata [27, 28]. Then, combining the
established models in Section 2 with the stochastic learning
automata, the contents of the stochastic learning automata
algorithm include the following steps:

(Step 1) All the inactive sensor nodes keep the current
state and do nothing;

(Step 2) In the current time slot, the whole active nodes
determine their channel access strategy based
on the current payoff;

(Step 3) The channel access strategies are updated by the
received payoff of the active sensor nodes at the
next time slot.

3.3. Joint Optimization Algorithm. Note that TC can be used
to transmit the sensed data, and the interactive information
among the sensor nodes can be achieved by CC. Therefore,
the sensor nodes can get their payoff instantaneously, which
can be used to make the channel access strategy by itself in a
distributed manner.

Based on the above analysis, the solution of the NE is
detailed in Algorithm 1. To be specific, Steps 1–3 determine
the channel access strategy for the active node; Steps 4–6 cal-
culate the payoff of each sensor node; the channel access
probability is included in Steps 7–8, where the payoff
increased by choosing the current channel; Steps 9–12
decrease the channel access probability due to the decreased
payoff; in Steps 13–15, the AoI and SINR utilities are deter-
mined finally.

Input: K = f1, 2,⋯kmaxg: the iteration times set; AðnÞ: the available channel set for the active sensor node; qndðiÞ = 1/jAnj: initial
mixed strategy of each sensor node ð∀n ∈N ,∀d ∈AnÞ; BðiÞ: the active sensor node set in the current slot; b: the learning step size.
Output: qndðkÞ: the final mixed strategy of the active sensor node ðk ≥ 1,∀n ∈N ,∀d ∈ AnÞ; the AoI utility AoIi; the SINR utility SINRi.
1: For the iteration time i = 1 : kmax do
2: If the sensor node is inactive
3: Do nothing, i.e. :
qndði + 1Þ = qndðiÞ
4: Else
5: Perform the SLA algorithm, i.e.
6: Derive the normalized payoff rnðiÞ = RnðiÞ/Rmax

n by (12)
7: If d = anði:Þ
8:
qndði + 1Þ = qndðiÞ + brnðiÞð1 − qndðiÞÞ
9: Else
10:
qndði + 1Þ = qndðiÞ − brnðiÞqndðiÞ
11: End
12: End
13: Record AoIi based on (9)
14: Record SINRi according to (10)
15: End

Algorithm 1. Channel access strategy for the sensor node under attack
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4. Simulation Results and Analysis

4.1. Parameter Settings. The simulation settings are listed in
Table 2, where different sensor nodes have different transmit-
ting powers, data generating rates, available channels, and
positions. Besides, the serving rate of the wireless channel is
set as 9.5, the active probability of the sensor nodes is 0.8,
and the coefficients a and b are 5 and 1, respectively.

4.2. Compared Baselines. In order to evaluate the perfor-
mance of the proposals, three algorithms are introduced as
the baselines compared with the proposed algorithm.

(i) Optimal: the optimal algorithm is to find the best
solution in a centric manner, which could can get
the best performance by the exhausting searching
approach.
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Figure 1: The performance of sensor node 2.

Table 2: Parameter settings of the sensor nodes.

Node ID Transmitting power Generating rate Available channel Horizontal position Vertical position

1 240 2 1, 2, 3, 4 53.78 20.39

2 630 3 2, 3, 4 49.11 226.60

3 255 4 1, 3, 4 544.70 328.04

4 175 5 3, 4 387.50 453.89

5 385 6 2, 3, 4 238.76 30.65

6 500 7 1, 2, 4 108.33 213.20

7 550 8 1, 2, 3, 4 318.55 411.87

8 300 9 1, 2, 4 371.37 361.69
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(ii) Best response: the best response algorithm could
determine the best NE and worst NE of the game
theory, which can be the upper and lower bounds
of the solution in the game [29].

(iii) Random selection: the random selection algorithm
means the sensor node select the channel to access,
which has no relation with the defined payoff.

4.3. Correctness Verification. For ease of presentation, sensor
nodes 2, 3, and 4 are selected as the example to show the cor-
rectness of the proposals.

4.3.1. Performance of the Sensor Node. Figure 1 is the
normalized payoff, AoI, and SINR performance of the
sensor node 2. As can be seen from Figure 1(a), with
the iteration times increasing, the max payoff is obtained
by selecting channel 4, the reason is that when node 2
selects channel 4, the AoI and SINR performance are the
best, which are revealed in Figures 1(b) and 1(c). For ease
of narration, sensor nodes 3 and 4 select channel 1 and
channel 3 to transmit the sensed data, respectively, which
are shown in Figures 2 and 3.

4.3.2. Channel Selection Probability. Figure 4 is the channel
access probabilities of sensor node 2, sensor node 3, and sen-
sor node 4. In Figure 4, on the one hand, when the iteration
times increase, sensor node 2 would select channel 4, and
so do channels 1 and 3 for nodes 3 and 4, respectively. On
the other hand, in Figures 1, 2, and 3, the performance can
reach best in the same channel selection results, so the cor-
rectness of the proposals is verified.

4.4. Effectiveness Verification. To evaluate the effectiveness of
the proposed algorithm, 4 scenarios with heterogeneous
active probabilities of the sensor nodes are considered here,
where the active probabilities of the sensor nodes are set as
follows:

(Case 1) f0:1,0:2,0:3,0:5,0:7,0:9,0:8,0:9g
(Case 2) f0:2,0:3,0:4,0:6,0:8,0:9,0:9,0:9g
(Case 3) f0:3,0:5,0:6,0:8,0:9,0:9,0:9,0:9g
(Case 4) f0:6,0:6,0:8,0:9,0:9,0:9,0:9,0:9g
Figure 5 is the effectiveness performance verification

under 4 scenarios with heterogeneous active probabilities.
As shown in Figure 5, on the one hand, when the active
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Figure 2: The performance of sensor node 3.
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probability of the sensor nodes increases, the performance of
the proposal is improved, this is because the probability of
successfully accessing to the channel is positively related with
the active probability of the sensor nodes; on the other hand,
our proposal’s performance is always better than the Worst
NE and random selection scheme, which verifies the effec-
tiveness of the proposals.

4.5. Discussion

4.5.1. Potential Application. In the Sixth Generation (6G) and
Internet of Everything (IoE) era, with the rapid development
of the wireless transmission technology, more and more data
needs to be timely processed, especially in some time-critical
networks. At this time, how to make plenty of wireless
devices access within the limited wireless resources, e.g.,
channels, can be one desperate problem to be solved. Due
to the consistent distributed attribution of the wireless
devices, the channel access strategies proposed in this paper
could be applied in the future, which can make the transmit-
ted data keep fresh and reliable.

4.5.2. Attack Property. The attack property of the attacker is
assumed to be stationary in this paper. In the next work,
the channel access-based joint optimization of AoI and SINR
under dynamic attack will be our focus. To be specific,
inspired by the concept of time slicing network, the dynamic
attack could be finished by launching attack at several differ-
ent time slots. Combined with the joint optimization pro-
posal at the particular time slot, the distributed channel
access scheme under dynamic attack can be obtained by the
method, where the dynamic attack process is divided into
several attacking time slots.
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5. Conclusion

This paper proposed an algorithm to jointly optimize the AoI
and SINR with channel accessing, when the WSN is under
attack. Firstly, system models are established to derive the
AoI and SINR indicator under attack. Then, the joint optimiza-
tion problem is formulated from the perspective of game the-
ory. To reach the NE of the game, one distributed algorithm
is proposed next. Finally, simulation experiments are con-
ducted to evaluate the correctness and effectiveness of the pro-
posals. In the future, we will consider the joint optimization-
based channel access issue under dynamic attacks.

Data Availability

No additional data is available in this paper.

Conflicts of Interest

The authors declare that they have no known competing
financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgments

This work is supported by the National Natural Science
Foundation of China (No. 61671471).

References

[1] H. B. Beytur, S. Baghaee, and E. Uysal, “Towards AoI-aware
Smart IoT Systems,” in 2020 International Conference on Com-
puting, Networking and Communications (ICNC), pp. 353–
357, Big Island, HI, USA, 2020.

[2] A. M. Bedewy, Y. Sun, and N. B. Shroff, “Age-optimal informa-
tion updates in multihop networks,” in 2017 IEEE Interna-
tional Symposium on Information Theory (ISIT), pp. 576–
580, Aachen, Germany, jan 2017.

[3] C. Kam, S. Kompella, G. D. Nguyen, and A. Ephremides,
“Effect of message transmission path diversity on status age,”
IEEE Transactions on Information Theory, vol. 62, no. 3,
pp. 1360–1374, 2016.

[4] R. Talak, S. Karaman, and E. Modiano, “Minimizing age-of-
information in multi-hop wireless networks,” in 2017 55th
Annual Allerton Conference on Communication, Control, and
Computing (Allerton), pp. 486–493, Monticello, IL, oct 2017.

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Different scenarios

0

0.2

0.4

0.6

0.8

1

N
or

m
al

iz
ed

 p
ay

off

Optimal
Best NE
Proposed

Worst NE
Random

(a) Normalized payoff of node 4

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Different scenarios

0

0.5

1

1.5

A
oI

Optimal
Best NE
Proposed

Worst NE
Random

(b) AoI of node 4

Optimal
Best NE
Proposed

Worst NE
Random

Scenario 1 Scenario 2 Scenario 3 Scenario 4

Different scenarios

8

8.02

8.04

8.06

8.08

8.1

SI
N

R

(c) SINR of node 4

Figure 5: The effectiveness performance verification.

9Wireless Communications and Mobile Computing



[5] C. Kam, S. Kompella, G. D. Nguyen, J. E. Wieselthier, and
A. Ephremides, “Age of information with a packet deadline,”
in 2016 IEEE International Symposium on Information Theory
(ISIT), vol. 2016, pp. 2564–2568, Barcelona, Spain, jul 2016.

[6] X. Wei, J. Liu, Y. Wang, C. Tang, and Y. Hu, “Wireless edge
caching based on content similarity in dynamic environ-
ments,” Journal of Systems Architecture, vol. 115, article
102000, 2021.

[7] Y. Xu, Y. Xu, and A. Anpalagan, “Database-assisted spectrum
access in dynamic networks: a distributed learning solution,”
IEEE Access, vol. 3, pp. 1071–1078, 2015.

[8] W. Wang, H. Xu, M. Alazab, T. R. Gadekallu, Z. Han, and
C. Su, “Blockchain-based reliable and efficient certificateless
signature for IIoT devices,” IEEE Transactions on Industrial
Informatics, p. 1, 2021.

[9] J. Song, Q. Zhong, W. Wang, C. Su, Z. Tan, and Y. Liu, “FPDP:
flexible privacy-preserving data publishing scheme for smart
agriculture,” IEEE Sensors Journal, p. 1, 2020.

[10] L. Zhang, Y. Zou, W. Wang, Z. Jin, Y. Su, and H. Chen,
“Resource allocation and trust computing for blockchain-
enabled edge computing system,” Computers and Security,
vol. 105, article 102249, 2021.

[11] W.Wang, H. Huang, L. Zhang, and C. Su, “Secure and efficient
mutual authentication protocol for smart grid under block-
chain,” Peer-to-Peer Networking and Applications, no. article
1020, pp. 1–13, 2020.

[12] Z. Lejun, Z. Zhijie, W. Weizheng et al., “A covert communica-
tion method using special bitcoin addresses generated by vani-
tygen,” Computers, Materials and Continua, vol. 65, no. 1,
pp. 597–616, 2020.

[13] W. Wang and C. Su, “Ccbrsn: a system with high embedding
capacity for covert communication in bitcoin,” in IFIP Inter-
national Conference on ICT Systems Security and Privacy Pro-
tection, pp. 324–337, Maribor, Slovenia, 2020, September.

[14] L. Zhang, M. Peng, W. Wang, Z. Jin, Y. Su, and H. Chen,
“Secure and efficient data storage and sharing scheme for-
blockchain‐based mobile‐edgecomputing,” Transactions on
Emerging Telecommunications Technologies, no. article
e4315, 2021.

[15] R. B. Myerson, Game Theory: Analysis of Confict, Harvard
University Press, Cambridge, MA, USA, 1991.

[16] J. Zheng, Y. Cai, N. Lu, Y. Xu, and X. Shen, “Stochastic game-
theoretic spectrum access in distributed and dynamic environ-
ment,” IEEE Transactions on Vehicular Technology, vol. 64,
no. 10, pp. 4807–4820, 2015.

[17] M. A. Shattal, A. Wisniewska, A. Al-Fuqaha, B. Khan, and
K. Dombrowski, “Evolutionary game theory perspective on
dynamic spectrum access etiquette,” IEEE Access, vol. 6,
pp. 13142–13157, 2018.

[18] A. K. Lamba, R. Kumar, and S. Sharma, “Joint user pairing,
subchannel assignment and power allocation in cooperative
non-orthogonal multiple access networks,” IEEE Transactions
on Vehicular Technology, vol. 69, no. 10, pp. 11790–11799,
2020.

[19] S. Gopal, S. K. Kaul, R. Chaturvedi, and S. Roy, “A non-
cooperative multiple access game for timely updates,” in IEEE
INFOCOM 2020 - IEEE conference on computer communica-
tions workshops (INFOCOM WKSHPS), pp. 924–929,
Toronto, ON, Canada, 2020.

[20] A. Jella and S. L. Sabat, “Dynamic channel access of secondary
users in a heterogeneous network using game theory,” in 2018

10th International Conference on Communication Systems &
Networks (COMSNETS), pp. 425–428, Bengaluru, 2018.

[21] L. Toka, M. Szalay, D. Haja, G. Szab, S. Rcz, and M. Telek, “To
boost or not to boost: a stochastic game in wireless access net-
works,” in ICC 2020 - 2020 IEEE International Conference on
Communications (ICC), pp. 1–6, Dublin, Ireland, 2020.

[22] A. Khodmi, S. B. Rejeb, N. Agoulmine, and Z. Choukair, “Joint
user-channel assignment and power allocation for non-
orthogonal multiple access in a 5G heterogeneous ultra-
dense networks,” in 2020 International Wireless Communica-
tions and Mobile Computing (IWCMC), pp. 1879–1884,
Limassol, Cyprus, 2020.

[23] W. Yuan, P. Wang, W. Liu, and W. Cheng, “Variable-width
channel allocation for access points: a game-theoretic perspec-
tive,” IEEE Transactions on Mobile Computing, vol. 12, no. 7,
pp. 1428–1442, 2013.

[24] Z. Wang, F. Yang, S. Yan, S. Memon, Z. Zhao, and C. Hu,
“Joint design of coalition formation and semi-blind channel
estimation in fog radio access networks,” China Communica-
tions, vol. 16, no. 11, pp. 1–15, 2019.

[25] B. Wang, Yongle Wu, K. J. R. Liu, and T. C. Clancy, “An anti-
jamming stochastic game for cognitive radio networks,” IEEE
Journal on Selected Areas in Communications, vol. 29, no. 4,
pp. 877–889, 2011.

[26] S. Kaul, R. Yates, and M. Gruteser, “Real-time status: how
often should one update?,” in 2012 Proceedings IEEE INFO-
COM, pp. 2731–2735, Orlando, FL, USA, mar 2012.

[27] K. Verbeeck and A. Nowe, “Colonies of learning automata,”
IEEE Transactions on Systems, Man, and Cybernetics, Part B
(Cybernetics), vol. 32, no. 6, article 772780, pp. 772–780, 2002.

[28] P. S. Sastry, V. V. Phansalkar, and M. Thathachar, “Decentra-
lized learning of Nash equilibria in multi-person stochastic
games with incomplete information,” IEEE Transactions on
systems, man, and cybernetics, vol. 24, no. 5, article 769777,
pp. 769–777, 1994.

[29] D. Monderer and L. S. Shapley, “Potential games,” Games and
economic behavior, vol. 14, no. 1, article 1243143, pp. 124–143,
1996.

10 Wireless Communications and Mobile Computing



Research Article
Multilevel Privacy Controlling Scheme to Protect Behavior
Pattern in Smart IoT Environment

Asad Khan ,1 Muhammad Mehran Arshad Khan ,2,3 Muhammad Awais Javeed,4

Muhammad Umar Farooq ,5 Adeel Akram,6 and Chengliang Wang2

1School of Computer Science and Cyber Engineering, Guangzhou University, Guangzhou 510006, China
2School of Computer Science and Technology, Chongqing University, Chongqing 400044, China
3The Department of Examinations, GC University Faisalabad, Pakistan
4School of Information Engineering, Chang’an University, Xi'an 710064, China
5School of Computer Science and Technology, University of Science and Technology of China, China
6School of Information Engineering, Xuzhou University of Technology, China

Correspondence should be addressed to Asad Khan; asad@gzhu.edu.cn
and Muhammad Mehran Arshad Khan; to_rabimehranrana@yahoo.com

Received 1 April 2021; Revised 7 May 2021; Accepted 21 June 2021; Published 7 July 2021

Academic Editor: Muhammad Shafiq

Copyright © 2021 Asad Khan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Traditional approaches generally focus on the privacy of user’s identity in a smart IoT environment. Privacy of user’s behavior
pattern is an important research issue to address smart technology towards improving user’s life. User’s behavior pattern
consists of daily living activities in smart IoT environment. Sensor nodes directly interact with activities of user and forward
sensing data to service provider server (SPS). While availing the services provided by a server, users may lose privacy since the
untrusted devices have information about user’s behavior pattern and it may share data with adversary. In order to resolve this
problem, we propose a multilevel privacy controlling scheme (MPCS) which is different from traditional approaches. MPCS is
divided into two parts: (i) behavior pattern privacy degree (BehaviorPrivacyDeg), which works as follows: firstly, frequent
pattern mining-based time-duration algorithm (FPMTA) finds the normal pattern of activity by adopting unsupervised learning.
Secondly, patterns compact algorithm (PCA) is proposed to store and compact the mined pattern in each sensor device. Then,
abnormal activity detection time-duration algorithm (AADTA) is used by current triggered sensors, in order to compare the
current activity with normal activity by computing similarity among them; (ii) multilevel privacy design model: we have divided
privacy of users into four levels in smart IoT environment, and by using these levels, the server can configure privacy level for
users according to their concern. Multilevel privacy design model consists of privacy-level configuration protocol (PLCP) and
activity design model. PLCP provides fine privacy controls to users while enabling users to set privacy level. In PLCP, we
introduce level concern privacy algorithm (LCPA) and location privacy algorithm (LPA), so that adversary could not damage
the data of user’s behavior pattern. Experiments are performed to evaluate the accuracy and feasibility of MPCS in both
simulation and real-case studies. Results show that our proposed scheme can significantly protect the user’s behavior pattern by
detecting abnormality in real time.

1. Introduction

With the rapid advancement of sensor technology and
mobile social networks, privacy of user’s behavior pattern is
becoming an essential part of smart IoT environment. Smart
IoT environment typically consists of low power, resource
restraint devices, and sensor nodes which are installed over

the target region [1]. Sensor technology is associated to user’s
behavior pattern and human cognitive capture, which have
been promoted in almost every smart IoT environment.
Smart IoT environment typically consists of variety of
embedded sensor nodes, actuators nodes, smart home local
gateway, service provider sever (SPS), and users as shown
in Figure 1. Personal smart home, business (sales track),
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healthcare (cognitive behavior), and safety (military security
and traffic management) are few fields with diverse applica-
tions. Furthermore, location-aware services, environmental
monitoring, and architectural control are other appliances
of smart IoT environment technology. During daily living
activities, users interact with smart phones or tablets and
can easily download many kinds of location-based server
(LBS) applications and data from Google play store or Apple
store by submitting their real location and related informa-
tion to various LBS servers [2, 3]. Basically, if users want to
avail the services of smart IoT environment, then they have
to share some of their personal data to the service provider
server (SPS) through local gateway sensor nodes and actuator
devices. Although this kind of services makes daily life of
users more comfortable, however, users enjoy these facilities
in the smart IoT environment at the cost of their behavior
pattern privacy [3]. For instance, users can easily search the
location of any room or office by sending message with their
location and query data to server through resource-
restrained local home gateway [4]. Therefore, the server
and low capacity smart IoT environment nodes (SHNs) can
continuously access sensitive and personal data from users’
requests and observe their personal information, such as
their daily behavior pattern including what they do at certain
time of a day [5]. More seriously, it can send private informa-
tion to adversary which could then exploit privacy [6], such
as user identity, user office’s timing, occupation, home
address, and user daily behavior activities. In smart IoT envi-
ronment, once sensitive data are transmitted over the net-
work, then it will be out of the user’s control. All these
appalling possibilities conflict with the privacy concerns of
users’ daily behavior pattern; therefore, we have to focus on
users’ behavior pattern privacy in a smart IoT environment.

There are two kinds of approaches, for collection of data,
to detect abnormal activity: (i) video based and (ii) sensor
based. Video-based approaches generally use technology of
image processing; however, there are limitations in these
approaches:

(i) Identifying the type of user’s activity with small
scope and small short time duration

(ii) Covering very small area and high cost

(iii) Violating user’s privacy

Sensor-based approach is an emerging research area
which has been adopted in smart IoT environment in order
to tackle abovementioned pitfalls [7]. To some extent, it has
been successfully used in smart IoT environment; however,
they only process simple trajectory data and occasionally
implement centralized data processing [8, 9]. Therefore,
many of them have the following disadvantages.

(i) Lack of Behavior Pattern Privacy. They only focus on
sequence information of activity and ignore impor-
tant problem of preserving protection of user’s
behavior pattern privacy.

(ii) Ignoring Time Duration in Location Privacy. They
ignore the use of time duration in order to detect
duration abnormality. Furthermore, it did not con-
sider combining location privacy and user’s activity
privacy in single approach.

(iii) Computational Cost. It consumes large bandwidth
and uses centralized approach with long response
time.

We focus to cover the abovementioned pitfalls and on
protecting the user’s behavior pattern privacy in smart IoT
environment. The current study does not cover privacy edifi-
cation of the whole system, and this research is an extension
of privacy model. Our work is aimed at solving two main
challenges in smart IoT environment, (i) ensuring privacy
of user’s behavior pattern, e.g., if a user is in a particular
building from 9 : 00 to 14 : 00 and adversary can access this
information, however, adversary cannot know where he/she
was at 10 : 00 a.m. within the building and in which room
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he/she is/was at particular time; (ii) the long response time
and using large bandwidth during computational process
are inappropriate for real-time detection. We proposed mul-
tilevel privacy controlling scheme (MPCS) to deal with them.
(1) BehaviorPrivacyDeg is proposed, in order to (i) keep
record of user’s activity variation and storing these compact
patterns into each sensor with the patterns compact algo-
rithm (PCA) and (ii) detecting whether the present activity
is abnormal or normal based on the abnormal activity detec-
tion time-duration algorithm (AADTA). (2) Protecting
user’s behavior pattern privacy by using multilevel privacy
model, server utilizes PLCP to set privacy level according to
concern of user. LPA is used to hide the features of user’s real
location from adversary or untrusted nodes by generating a
number of fake locations. The main research contributions
of this paper are as follows:

(i) BehaviorPrivacyDeg, a novel technique detecting
abnormal activity and compact pattern algorithms,
is proposed to cache learned parameters using min-
ing training into every sensor node and to sense
abnormal activity at real time based on limited
resource restrained of sensors

(ii) The multilevel privacy model has been designed to
protect users’ behavior pattern privacy. Our model
not only utilizes PLCP for optimal configuration of
privacy levels but also secures user’s data from
untrusted nodes caused by unpredictable interfer-
ence in smart IoT environment

(iii) Activity design model, which consists of activity
variation, trajectory variation, and duration varia-
tion, to define a small difference between two the
same activities because the same pattern of activi-
ties cannot be repeated exactly in the same way

(iv) Real data-based simulation and experiments have
been conducted which showed that our new
approach can efficiently protect users’ activity and
sensitive data in smart IoT environment

The rest of the paper is organized into the following four
sections. We thoroughly overview related previous literature
in Section 2. We present our new scheme in Section 3. Simu-
lation and experiments are presented in Section 4. Conclu-
sions are discussed in Section 5.

2. Related Work

A number of research studies have been conducted on
protecting privacy of users in smart IoT environment. We
hereby briefly discuss and compare their findings. Many pri-
vacy protection schemes are introduced as means to protect
query privacy and users’ location privacy for various situa-
tions (e.g., snapshot scenario and continuous scenario in
navigation apps.). In [8, 10, 11], authors proposed location
perturbation, obfuscation techniques, and temporal cloaking
techniques, respectively. Generally, all these techniques are
deployed to achieve the privacy goal. These proposed tech-
niques can be gained based on trusted third party such as
location anonymizes in [12]. In [10, 13, 14], authors have
proposed mobile device-based solutions. In some early
works, Chow et al. introduced a solution based on location
anonymizer to collect the queries of users and forwarding
anonymous data set to location-based server (LBS) to protect
users’ privacy. However, later it is noticed that location anon-
ymizer resulted in the blockage of entire system. In [15],
authors proposed two algorithms, named GridDummy and
GirDummy that generate dummy location to achieve k
-anonymity for user, considering the location’s privacy.
These two algorithms generated virtual circle and virtual grid
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which were carefully constructed for privacy area of users.
However, Lu et al. ignored the background information and
query privacy of the users. Although in some recent research
studies [16], authors have paid attention to solve the above-
mentioned issues thoroughly; however, they introduced
heavy system to achieve k-anonymity. In [17], authors pro-
posed a device free localize (DFL) technique which identifies
user’s location and their activities simultaneously. The wire-
less signals have the ability to become a sensor itself that
can perceive the context information. In near future, this
technique may turn the traditional wireless network into
intelligent networks. However, the mechanism of this
approach is not efficiently working on limited resource-
restrained devices. In [18], Liu proposed a scheme for activity
recognition using 2D and 3D cameras. However, video-based
techniques and approaches can compromise on privacy
issues. Moreover, high cost is required for video equipment.
In [19], authors have discussed that users’ activity in home
such as bathing, cooking, and reading can be accessed by

Input:sl , dl , ci, cl , si, di
Output: r-activity-patterns, frequent pattern tree (FP-tree) assigned as f t
(1) While ðdi, siÞ do
(2) if cl = REGULAR then treeinsertððsl , dlÞ, ðdi, siÞÞ ;
(3) else if ci = REGULAR then treeinsertðsl , dlÞ ;
(4) Tree_insertððsl , dlÞ, ððsl , dlÞÞ ; else
(5) Tree_insertðsl , dlÞ ;
(6) Tree_insertððsl , dlÞ, ðdi, siÞÞ ; end
(7) if ðsl , dlÞ = ðdi, siÞ; nest item will be assigned in server to ðdi, siÞ
(8) end while
(9) if ðdi, siÞ last item at end of dataset then
(10) For every activity Al in FP-tree do
(11) if f t ≥ λ then
(12) add Al into r-activity-patterns;
(13) end if
(14) end for
(15) end if
(16) return r-activity-patterns and f t ðFP − treeÞ

Algorithm 1: FPMTA.

Input: r-activity-patterns, g-activity-patterns, γ
Output: c-activity-patterns: to compact the real normal activity pattern

(1) Sorting g-activity-patterns in order of descending jdAu
j ; //jdAu

j it represents the quantity of activity in data set dA;
(2) While g-activity-patterns’ size = 0 do
(3) Attain first activity pattern Au in g-activity-patterns
(4) for activity pattern Al ∈ dAu

do
(5) Delete Al in r-activity-patterns and g-activity-patterns;
(6) for every activity pattern Anin g-activity-patterns do
(7) Delete Al in dAn

;
(8) end for
(9) end for
(10) delete Auin g-activity-patterns;
(11) sorting g-activity-patterns in descending order jdAu

j ;
(12) end while; c − activity − patterns = r − activity − patterns
(13) return c-activity-patterns

Algorithm 2: Patterns Compact Algorithm (PCA).

Input: table-activity-dect, dc, tc, DAl
, TAl

, γ
(1) minu = 1
(2) add dc into TAl

;
(3) add tc into DAl

;
(4) reorganize Al with DAl

andTAl
;

(5) for i⟵ 1 to table-activity-dect do
(6) if dissimilar ðAu, AlÞ <minu then
(7) minu = dissmilarðAc, AlÞ ;
(8) end if
(9) end for
(10) if minu > γ then
(11) label Alabnormal;
(12) return c-activity-patterns;

Algorithm 3: AADTA.
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unauthorized entities on the wireless network, even all com-
munications are encrypted. In this approach, authors used
fingerprints and time-based snooping (FATS) attacks.
However, chances of privacy leakage of users’ activity are
very high due to limitation of this approach in [20–22]; tem-
poral cloaking and spatial assessed time-location are directed
to the main server instead of the accurate value. The main

focus of these approaches is to prevent exact identification
of user’s location and thus improving privacy. These tech-
niques harm the timeliness and accuracy of the responses
from server, and more seriously, there are some upfront
attacks that could still break user privacy. In [23], authors
have proposed k-pattern clustering algorithm that classifies
complex and varied user activities. This approach also used
Allen’s temporal relation to predict and recognize users’
activities inside home. However, this method did not focus
on privacy of users’ activities as well as location-based
privacy of users. If we observe carefully, most of the recent
techniques have some pitfalls such as usage or trust on the
third party or server and time-consuming huge processing
overhead. In [24], authors provide new system for security
institutes to monitor abnormal events. With the help of deep

Table 1: Variable detail used in Algorithms 1, 2, and 3.

Variables Detail

λ It represents time duration threshold.

γ It represents variation threshold.

r-activity-patterns This variable used to store real mined patterns.

g-activity-patterns
It represent the set A1, rAu

� �
,⋯, Ai, rAu

� �
,⋯, AN , rAN

� �� �
and where Ai ∈ r − act − patterns:

And դ is number of activities that stored in r-activity-patterns.

rAu This variable stores the activities that are the same toAu.

di, ti, ci
di is for current triggered sensor device/node, and ti represents the time duration probability.
ci is category of sensor device di (REGULAR sensor device or FUNCTIONAL sensor device).

dl , tl , cl
dl represents last triggered sensor, and tl represents corresponding time duration probability.

cl is for corresponding type/category.

c-activity-patterns This variable is used to store the compacted patterns from the real.

Ac, dc, tc
Ac represents current user’ activity, dc represents current sensor device, tc is current time

duration probability of sensor device.

DAl
, TAl These represent their mining from latest change of state-message.

Functional sensor
node

Header table

Sr. Items Head
1 SN12 (0,1,0)

2 SN9 (0,1,0)

3 SN18 (1,0,0)

4 SN15 (0,1,0)
5 SN15 (1,0,0)
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Figure 3: Basic difference between two kinds of frequent pattern tree (FP-tree). (a) The trajectory FP-tree and (b) the time duration-
based FP-tree.

Table 2: Detects abnormal activity table of sensor device S16.

Previous
device (dl)

Previous time-duration
probability (tl)

Particular time-duration
probability toð Þ

S20 (1,0,0) (0.8, 0.2, 0)

S15, S11, S12 (1,0,0), (0,1,0), (0,1,0) (1,0,0)
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learning, authors attained high performance of human
behavior recognition by using model tests and training but
his scheme does not enable user to define privacy level
according to user wish. In [25], authors proposed novel idea
based on genetic algorithm to resolve classification problems
based on sensor data but they also ignore privacy of user
based on sensor data.

Our proposed scheme is different from traditional
approaches because our research emphasizes on the user’s
behavior pattern privacy, including behavior pattern privacy
degree, multilevel privacy model, location protection mecha-
nism, and detection algorithm.

3. Multilevel Privacy Controlling
Scheme (MPCS)

In this section, we present behavior pattern privacy degree
(BehaviorPrivacyDeg) and multilevel privacy model of pro-
posed multilevel privacy controlling scheme in detail.

3.1. Behavior Pattern Privacy Degree. Behavior pattern
privacy degree (BehaviorPrivacyDeg) is aimed at protecting
privacy of user’s activity variation in smart IoT environment
which is as follows: (i) first, it extracts normal behavior
pattern from the genuine data and then presents an activity
pattern algorithm based on time duration that compresses
and reduces the quantity of mined behavior pattern of user’s
activity; (ii) secondly, it records mined pattern in each device
according to record keeping mechanism, and it also detects
abnormal activity to protect user’s behavior and pattern pri-
vacy. BehaviorPrivacyDeg uses three algorithms to protect
the privacy of user’s behavior pattern which are (i) frequent
pattern mining-based time-duration algorithm (FPMTA),
(ii) patterns compact algorithm (PCA), and (iii) abnormal
activity detection time-duration algorithm (AADTA). Sen-
sors: we divided sensors into REGULAR sensors and FUNC-
TIONAL sensors as per requirement of deployment to sense
the data of user’s locations and activities as shown in
Figure 2. Firstly, set of all the deployed motion sensor devices
across the smart IoT environment is represented
asD = fs1, s2, s3, sl,⋯, sng. User’s position is represented by
sing location of sensor device sl which detects the movement
of user’s position/location P. Sensor devices are defined by N .
As we know, all users probably have different velocity of
doing activities. Therefore, the time between these sensors
during user’s activity is different and longer as compared to

specific time segment. Activity is produced that is composed
of atomic users’ activities. Atomic activities aila = ðsla , tilaÞ
define the trigger of sensor device sl where sla ∈D, and tila is
trigger time of sla in ith sampling period. Number of sam-
pling periods is defined by Ns which represents the condi-
tions when a person passes by sla . Basic activity is defined as

βla
= fα1la , α2la , α3la ,⋯, αNs

la
g = fðsla , t1laÞ,⋯, ðsia , t

Ns
la
Þg which

shows basic activity, where time duration is dla = tNs
la
, t1la .

3.2. Frequent Pattern Storage, Compression, and Mining. To
store, compress, and detect the abnormal activity, top prior-
ity of BehaviorPrivacyDeg is mining the user’s normal activ-
ity pattern to protect behavior pattern.

Definition 1. Normal activity is defined as if frequency of an
activity Au which we assigned as f u exceeds a particular
threshold during appearing in the storage data; then, activity
Au is called a normal activity.

Definition 2. Abnormal activity can be defined as activity that
deviates from normal activities in the collected data. In activ-
ity recognition, the temporal relationship is foundation of
sequence determination [26], and it leads to error of activity
recognition. We determine abnormal activity as follows, if
there is any kind of activity pattern Au which apparently
seems normal but actually has deviation from normal activ-
ity, i:e:, Avary ≤ γ, Au, is determined as abnormal activity.
Mostly, supervised learning algorithms for sensor data
require several labeled data; therefore, learning algorithms

Table 3: Several levels for protecting privacy of users.

Privacy level Type Description

PL1 Zone/region
In this level, user just shares that he is in university but does not allow to share where

exactly he is (e.g., in which building and apartment).

PL2 Building/office/room
In this level, user shares his room/office/building but does not share the exact time

(e.g., in which office at what time he is/was).

PL3 Time duration
In this level, either he shares approximate time (09.00 to 14.00) about his

activity/location or accurate time, day, week, and month etc.

PL4 Activity/action This level includes the activity/action of the user (e.g., exercise, work, taking class, and watching TV).

Position/Location: P

Database/server

P 1

P 2
P 9

P 3

P 5

P 4

P 7

P 6

P 8

P 10

P 11

P 13
P 12

P 14

PL1 = 0.1

PL2 = 0.2
PL3 =0.3

PL4 = 0.4

Spoofing position/locations: P

Figure 4: All privacy level that queries to the server. Work flow of
PLCP.
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unsupervised that saved labor and accelerate the learning
speed [27].

3.3. Frequent Pattern Mining. Keeping in mind the Definition
1, we prefer to use frequent pattern mining approach [7] for
user’ behavior pattern privacy by mining normal activity
patterns. Based on frequent pattern mining approach [7], if
frequency of an element set exceeds minimum threshold λ
within specific time duration, then it is considered as a nor-
mal activity. Each path from leaf node to root node and root
node to leaf node is defined as pattern Ap, and the frequency
is calculated as f p which represents minimum support count
in a path. We use frequent pattern tree (FP-tree) to store
quantitative and crucial information about FP-tree and time
duration. FP-tree is proposed to achieve the privacy level of
data in smart IoT environment. In FPMTA, line 3 and line
5 represent the insert-tree function. The function of insert-
tree set ððsi, diÞ, ðsl, dlÞÞ is inserted in two steps; in first step,
node ðsi, diÞ is inserted into FP-tree as a child node ð sl, dlÞ,
and in second step, ðsi, diÞ insert-tree is to insert a node ðsi,
diÞ into FP-tree as a child node of root node. If there ð sl, dlÞ
is a child node ð sp, dpÞ or root node which jsp − dij ≤ λ and
sp = si, then counting of sp, dp is incremental by value 1.
Suppose it is not the same, then node ðsi, diÞ is inserted into
FP-tree as fresh child node’s root node ðsl, dlÞ. Variables of
Algorithms 1, 2, and 3 are used in Table 1.

To compress and compact the mined frequent activity
pattern of user’s behavior, we introduced a PCA. Further-
more, BehaviorPrivacyDeg of MPCS introduced abnormal
activity detection-based time-duration algorithm (AADTA)
to protect the privacy of user’s behavior pattern by detecting
abnormal activity. AADTA contains sensor device ID di and
sensor category and table of activity detection that is named
as table-activity-dect. Activity table of sensor device S16 as
shown in Figure 3 is described in Table 2. Mined patterns
are stored in relevant room sensor devices separately as per
proposed storage method. Previous sensors stored the ID in
normal pattern field before triggering sensor S16. Time-
duration probability is stored by previous time-duration
probability corresponding with previous sensors S16.

3.4. Multilevel Privacy Design Model. The term privacy con-
veys various concepts such as privacy of activities, location,
time duration, and decisional privacy. The form of privacy
discussed in this section is user’s behavior pattern privacy
based on activities. We divided user’s behavior pattern pri-
vacy into four levels termed as privacy level-1 ðPL1Þ, privacy
level-2 ðPL2Þ, and so on as discussed in Table 3 and Figure 4.
Let PM = f PL1, PL2, PL3, PL4 g be the set of privacy model,
including four privacy levels. The ability of multilevel privacy
model is to deal privacy of user’s behavior pattern in smart
IoT environment. Multilevel privacy model is comprised of
(i) privacy level configuration protocol (PLCP) and (ii) activ-
ity design model.

3.5. Privacy-Level Configuration Protocol (PLCP). PLCP is
designed to manage privacy of users by controlling privacy
levels and transmit data among sensors. In order to avail
any service from server, users have to share some informa-
tion of their privacy level with the server through limited
resource sensors as shown in Figure 2. Privacy of user will
be changed with the selection of privacy level. Term ui is
for user, and term ρi is used for privacy-level concern. At
the level PLi, the average number of hidden data for all user
is defined as PLρi =∑k

j=1∂j Pr ðρi, ∂j, δjÞ where term δj is
used as how sensitive the data is perceived by user and ∂j is
used as weight for the data. The Pr = ðρi, ∂j, δjÞ bt the value
of user’s privacy concern. We defined this measure for
privacy rating at privacy configuration levelPLρi . For the user
ui, the actual weighted number of hidden data ∑k

j=1∂jsij is
privacy rating at level of PLρi : PLCP uses level concern algo-
rithm and privacy level index mechanism.

〠
k

j=1
∂jsij = 〠

k

j=1
∂j Pr ρi, ∂j, δj

� �
: ð1Þ

(1) Level Concern Privacy Algorithm (LCPA). LCPA pro-
vides a way for finding the optimal privacy

1. Input. ρ : the desired level of privacy, fρig: the level of privacy for user in the data, fð∂j, δjÞg: the value for the data model, sij: learned
data
2. PLρi ⟵∑k

j=1∂j Pr ðρi, ∂j, δjÞ
3. T ⟵ search the set of ρi, so that jρ − ρij < ∈;
4. Copt ⟵∑k

j=1∂j;
5. Optconf ⟵∅ ;
6. for every user ui having ρi ∈ T do

7. PL1⟵∑k
j=1∂jsij ;

8. if Copt > jρi − PL1j < ∈then
9. Copt > jρi − PL1j;
10. Optconf ⟵ ui ′s privacy configuration;
11. end if
12. Return Optconf

Algorithm 4: Level concern privacy algorithm (LCPA).

7Wireless Communications and Mobile Computing



configuration for a desired level of privacy concern. A
new user can stipulate his/her level of privacy con-
cern ρi based on the relative value in the range (1 to
4). LCPA assumes the data item models Pr = ðρi, ∂j,
δjÞ, j = 1⋯ ::k: Also, privacy configuration for each
user has been calculated as ρi, i = 1,2,3,4. LCPA first
calculates the privacy level PLρi for user level of pri-
vacy concern ρi with the data item model and then
searches whether the user has the similar level of pri-
vacy concern jρ − ρij < ∈, where ∈>0 is very small
value according to LCPA.

(2) Privacy Level Index Mechanism. We introduced a
new privacy level index mechanism which is used to
assign index for each level. Let us assume that privacy
level has been PL1-assigned index 0.1, PL2 has been
assigned 0.2, PL3 has been assigned 0.3, and PL4
has been assigned index 0.4. User can use these indi-
ces to set their privacy level according to their con-
cern in our smart IoT environment. At the same
time, different user has different privacy levels and
these levels are used by our proposed MPCS to pro-
tect the user’s behavior pattern privacy.

Each privacy level has data set as discussed above. Some-
times the user is more conscious about information of his loca-
tion and sometimes about information of his time duration etc.

Figure 4 illustrates how PLCP works. Assuming that one user
follows the PL1 in Figure 4 when sensor is triggered, it first
executes the LCPA to control and manage privacy of user’s
behavior pattern. The target of adversary is to access sensitive
information of a user. We focused on two types of adversaries:
(i) active adversary, any entity is an active adversary if he can
access the untrusted sensor nodes. (ii) A passive adversary,
which can eavesdrop on a communication channel between
compromised nodes to track other user’s sensitive data. We
consider gateway and sensor nodes as active adversaries.

3.6. Location-Based Privacy Algorithm (LPA). Privacy levels 1
and 2 include user’s location, and in order to protect user’s
location, we used concept of entropy. Entropy is used to mea-
sure the degree of k-anonymity. To calculate entropy, each
location has probability of being queried qi and probability
donated by bi is 1. To identify the individual’s entropy E in
users, set is defined as

E = −〠
k

i=1
bi · log 2bi: ð2Þ

Our goal is to attain the maximum entropy, which can be
achieved when all possible positions/locations P have the
same probability 1/P where the maximum entropy will
be Emax = log2P. Server can assume real location with high
probability as 1/P − Pd , where Pd represents the number of

1

2

4

3

Real user’s location

Fake user’s location 

(a) Real and fake users’ location

1

2

Real user’s location

Fake user’s location 

(b) Fake location with bigger and smaller cloaking region (CR)

Figure 5: Layout of our basic approach in smart environment.
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Figure 6: The scenario of user’s locations inside smart environment.
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fake locations and server will calculate it based on probabili-
ties of their low query. The query probability is higher than
others in locations 1 to 3 and on the basis of information.

It means that P − Pd = 3,and entropy will drop consider-
ably from log2P to log2ðP − PdÞ. We enhance privacy of users
in two phases: (i) first, we try to select fake locations of users
with the same query probabilities; (ii) second, if there are
more than one user, the fake location spread is as far as pos-
sible. Suppose the user’s location map is segregated into equal
size cells n × n as shown in Figure 5. Each cell of the map has
its own enquiry probability that is based on previous query
history as follows:

qi =
number of enqueries in each cell i
number of enqueries in full map

, i = 1, 2, 3,⋯⋯ ⋯ :n2,

ð3Þ

where

〠
n2

i=1
qi = 1: ð4Þ

To provide a degree of k-anonymity, in addition to real
locations, we need to conclude the other k − 1 cells to assign
the fake locations. The user selects the P cells right before and
P cells right after real location from sorted list as 2P users.
Therefore, user make N set of cells, and in every set, one cell
belongs to real user’s location and the others are randomly
selected from 2P users. The mthðm ∈ ½1, nÞ set is represented
as Rj = ½r j1, r j2,⋯, rji,⋯, rjk�. The normalized query proba-

bility of the involved cells which is based on real query prob-
abilities of the selected cells can be presented as sj1,
sj2,⋯, sji,⋯, sjk and calculated by summing it to 1.

sj1 =
qbi

∑k
l=1qbl

, i = 1, 2,⋯⋯ , k: ð5Þ

To effectively achieve k-anonymity of P location, we need
to create an optimal set. The level of privacy is guaranteed by
using the entropy metric that is extensively used to measure
privacy of users. We compute entropy for specifically selected
set Rj as follows:

Ej = −〠
k

i=1
r ji:: log 2 rji: ð6Þ

Finally, the LPA achieved the set with effective and high-
est degree of entropy.

R = argmax Ej: ð7Þ

Tomeasure the cloak region (CR), distances between pair
of fake locations are calculated and the sum of distances can
be utilized to measure the CR which is ∑i=jd ðri, r jÞ where d
ðri, rjÞ represents the distance between rows/cells ri and
r j. In Figure 6, l1 represents real location of user and d1
is selected as a fake location of the user, since it is consid-
ered farthest location from l1. Furthermore, suppose there
are two choices for assigning third fake locations d2 and
d3. We select it based on the sum of distance between

Figure 7: Motion sensor-based smart environment setup for simulation experiment.
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pairs of fake user’s locations. We have to select either of them
because d2l1 + d2d1 = d3l1 + d3d1. In this scenario, d2l1: d2d1
= d3l1: d3d1; hence, we select d2 as a fake location. Let R =
½r1, r2,⋯, rk� represents the set of fake and real user’s location.
Multiobjective optimization problem (MOP) is described as

max −〠
k

i=1
bi · log2bi,

Y
i≠j

d ri, r j
� �( )

, ð8Þ

where ri, r j ∈ R, ki, and kj represent the query probabilities of
the ri and r j, respectively. Our first priority is to confuse the
adversary so that adversary cannot target the specific location
of user. This objective can be represented as follows:

R = argmax −〠
k

i=1
bi · log2bi

 !
, ð9Þ

That is basic condition to achieve the higher entropy by
using a set of fake locations. Optimal combination of P loca-
tions is as follows:

R = argmax
Y
i≠j

d ri, rj
� �

: ð10Þ

Time Duration. The time duration Td is divided into three
parts: small, medium, and big; thus, fuzzy logic [28] is used to
calculate the time duration, and fuzzy inference system (FIS)
[29] is adopted to measure the probability of Td being small
ðPᶊ−Td

Þ, medium ðPᶬ−Td
Þ, and big ðPƅ−Td

Þ. Basic activity is
defined as βla

, and sensor device is defined as sdi so as a result
β = ðTda

, siaÞ is redefined as β = ðsia , ðPᶊ−Td
, Pᶬ−Td

, Pƅ−Td
Þ. In

this paper, small time duration range is 0 to ~dt3, and medium
time duration range is from ~dt1 to ~dt4, and big time duration
range is from ~dt2, where 0 < ~dt1 < ~dt2 < ~dt3 < ~dt4. Each sia

stores t rulei = fdit1, ~d
i
t2, ~d

i
t3, ~d

i
t4g, and t rulei is fixed accord-

ing to location and monitoring zone of sensor device sid. The
mean of maximum scheme is appropriate for our method.
Assumed activity A1 as an example and we set ~dt1 = 5, ~dt2 =
20, ~dt3 = 35, and ~dt4 = 50. After using fuzzy logic, term ðs8,
15Þ can be defined as ðs8, ð0, 1, 0ÞÞ:

Activity Design Model. In this section, we described the
concept of activity variation. Activity variation can be defined
as small difference between two the same activities because
the same pattern of activities cannot be repeated exactly in
the same way. Activity variation consists of trajectory varia-
tion and duration variation which is used to measure this
small difference.

Figure 8: Example of the smart IoT environment and deployment of motion sensor devices are shown.

Table 4: Experiment result of performance test.

Number of pattern Average time of execution

6 77.5m/s

12 80.4m/s

18 86.3m/s

24 93.9m/s

Table 5: Detecting abnormalities.

Parameters
Algorithm

detecting_ activity
trajectory

Size of model 95 95

Trajectory_abnormality 73 73

Disc_abnormal_trajectory 75 91

Size of model 54 54

Time_duration_abnormality 38 38

Disc_time_duration_abnormality 35 Fail
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(a) Trajectory Variation. The term trajectory variation is
defined as Tv. Activities A0 and A1 as shown in
Figure 5 take as an example Tva1 = s18 ⟶ s20 ⟶
s20 ⟶ s21 but Tva2 = s18 ⟶ s10 ⟶ s20 ⟶ s21, and
this represents the same activity but with a small dif-
ference in trajectory. This trajectory variation is mea-
sured by ϻ_variation, and the difference between two
trajectories Tvn and Tvm is calculated as

Tvariation Tvn, Tvmð Þ =Minu Tvn − Tvmj j,ð jTvm − TvnjÞ
+ Tvn −j jTvmk k + order Tvn, Tvmð Þ = ϻvariation:

ð11Þ

jTvn − Tvmj represents the total number of sdi which
sdi ∈ Tvn and sdi ∉ Tvm: kTvn∣−∣Tvmk explain the
length between Tvn and Tvm. Order ðTvn, TvmÞ com-
putes the difference in sequence between Tvn and
Tvm [26].
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Figure 9: Deployment layout of motion sensor devices network in smart IoT environment. The position of sensor and its ID are shown.
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Figure 10: Experiment results during simulation test.

Table 6: Detail of stored patterns in sensors.

Sensor
device ID

Total
patterns

Sensor
device ID

Total
patterns

Sensor
device ID

Total
patterns

d1 2 d13 17 d25 17

d2 4 d14 14 d26 19

d3 7 d15 13 d27 14

d4 9 d16 9 d28 13

d5 12 d17 12 d29 13

d6 15 d18 7 d30 11

d7 17 d19 8 d31 9

d8 13 d20 10 d32 7

d9 15 d21 13 d33 5

d10 16 d22 11 d34 3

d11 11 d23 12 d35 2

d12 15 d24 15 d36 7
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(b) Time Duration Variation. As discussed above, activi-
ties A0 and A1 as shown in Figure 5 are not the same
activities due to the difference of time duration in s19.
However, another activity Ay = fðs10, 11Þ, ðs18, 25Þ,
ðs19, 13Þ, ðs18, 15Þg is not same with A1, and differ-
ence of time duration is small. Term Tdv is used
for time duration variation. Therefore, the varia-
tion between the duration of two activities can be
calculated as

Dissimilarity Ax, Ay

� �
=
Tdv − deviation Tvx, Tvy ,DAx

,DAy

� �
∣Tvn, Tvm ∣ð Þ/2

+
Tv − deviation Ax, Ay

� �
∣Tvn, Tvm ∣ð Þ/2

= Adissmilarity:

ð12Þ

Activity variation of PL4 is calculated by equations (10)
and (12), where դ is the duration threshold. The variation
threshold is defined as Г to measure the similarity, and if
Asimlarity ≤ Г , then Ax is considered as similar toAy .

4. Experiments

4.1. Simulation-Based Experiment. As a simulation model
with ground facts, we used smart IoT environment simulator
tool to simulate the sensor device-based smart IoT environ-
ment, and information was installed manually instead of real
setup smart IoT environment. Simulation smart IoT envi-
ronment is basically divided into three main parts which
are as follows.

(1) Motions Sensor Devices. We installed more than 100
sensor devices to sense data of location-based users’
activity for simulation in smart IoT environment
which is shown in Figures 7 and 8. In Figure 7, sen-
sors, which are colored with yellow, are deployed in
hallways and elevators. Light yellow sensors are
deployed within the rooms, office, and conference

rooms. White color sensors are installed in living
room, study room, and restrooms.

(2) Smart IoT Environment’s Trajectory. We designed
more than 15 normal trajectories which have average
length of 13. These trajectories reflect typical condi-
tion about user’s activities.

(3) Time Duration. As per deployment locations of sen-
sor devices ðdi′s locationsÞ and basic features, three
types of t rule are defined to respond the concerned
sensor devices.

(i) In t rule1, firstly, {2 d, 4 d, 6 d, 8 d} is
designed for those sensor devices which are
utilized for detecting passing (such as in lobby
and hallway).

(ii) In t rule2, {1 s, 3 s, 5 s, 9 s, 11 s, 13 s} is designed
for such sensor devices which are deployed in
areas where users may stay for few minutes
(such as in washroom and kitchen).

(iii) In t rule3, {0.4 h, 1.5 h, 2 h, 5 h, 7 h, 9 h} is
designed for sensor devices which are located
in the area where users will stay for rather long
time such as office, study room, and bedroom.

Meanwhile, their time duration of staying is t di, and cor-
responding table-activity-dect are set and assigned with
appropriate value manually. The simulation detection system
has completed the operations of the LPA, FPMTA, PCA, and
the AADTA.

Input: real location Lreal, sets of N and P, probabilities of query in qi.
Output: set of fake-locations

1. All cells sort on based probabilities of their query
2. Select fake 2P of users among which P user is right before Lreal and P user right after Lrealin stored list.
3. for (m = 1; j ≤N ; m + +) do
4. develop a set Rj which consist of Lrealand P − 1, additional cells are randomly chosen from users 2P;
5. Calculates the normalized probability sji for every cell rji in the set.

6. Ej ⟵ −∑k
i=1bji · log2bji ;

7. End
8. Output max Ej;

Algorithm 5: Location-based privacy algorithm

Table 7: Triggered sensors (known versus unknown).

Task setting Known Unknown ADL

105-115 9 11 73%

115-106 12 15 77%

104-121 10 11 80.10%

112A-109B 4 6 62%

101-119 6 8 72%

Average ADL 73%
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Real-Time Location. The parameter average distance and
location are designed to calculate the real-time location’
property. ADL is measured as follows:

ADT = 〠
n

i=1

Ldis
Auj j : ð13Þ

Ldis represents the trigger sensor devices during decision-
making, and Au represents the length of Au. Experiment
results showed that ADT of detecting activity is 75.5% which
is good as compared to centralized detecting algorithm.

4.2. Lab-Time Experiments. In this section, we conducted real
experiment.

4.2.1. Detecting Activity’s Feasibility. In smart IoT environ-
ment, each sensor device will use AADTA for execution
process. In AADTA, the time complexity is oðtiÞ and it
showed that the time complexity of AADTA is oðtiÞ. We
used TelosW sensor devices for real-time experiment because
TelosW has memory size of 1MB, and it meets the comput-
ing capacity of detecting activity. If the average size of stored
patterns is 10 at TelosW sensor device, then it means total
7489 patterns ððbytes Þð1024 ∗ 1024Þ/ðbytesÞðð4 + 4 + 4 + 2Þ
∗ 10Þ = 7489 Þ can be stored on one sensor device in smart
IoT environment. It clearly showed that feasibility of sensors’
capacity for storage of patterns is enough. Average time of
execution of number of patterns is shown in Table 4.

Detecting Abnormalities. Transition probabilities of each
sensor in smart IoT environment are represented
byT proi = ft p ri, t p ui, t p li, t p dig. This transaction

probability is set to calculate the possibility of which near
sensor device will be triggered for next. Considering the
deployed sensor devices as shown in Figure 7, if a user trig-
gersm27, the user must trigger fm26,m22,m25,m24g as trans-
actionm27 ⟶m26,m27 ⟶m22,m27 ⟶m25,m27 ⟶m24.
If we set T proi = f0:2, 0:1, 0:3, 0:4g then user will like to
select the trajectorym27 ⟶m25. Moreover, it is also possible
that user may choose to do the remaining three trajectories.
Here, users are allowed to randomly choose any trajectory
from 15 designed trajectories. In other words, users can
choose any route depending on the T proi and user can also
change his route. We calculated 95 trajectories after repeating
95 times, and only 4 of them are the same as we have
designed. 75 abnormal trajectories are detected by our
algorithm-based trajectory method [7] and labeled 91 abnor-
malities, but in real, just 73 abnormalities are produced as
shown in Table 5. We use two important keys during simula-
tion experiment when time duration is taking into consider-
ation. Firstly, we use ai for average speed where i represents
the sensor device ID. Average speed represents the approach
corresponding with every interlinked device-pair but we set
up various speeds during simulation in each sensor device
to manage the average speed. Secondly, we assign various
speeds with index vi representing the variance of ai. When
user is passing through sensor device di and ai randomly
selects from 0.4m/s to 1.2m/s, vi randomly selects from
0.11m/s to 0.32m/s. Time duration t di is altered manually.
After repeating and executing 40 times, 40 trajectories are
produced with uniform time duration. 30 abnormalities are
generated, and our algorithm detected 29 abnormalities by
using trajectory-based approach [7].
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4.2.2. Results. The experimental setup to validate our algo-
rithms is based at Chongqing University Campus A, China.
During these experiments, we choose two groups of students
who have volunteered to participate. Students in group 1
were aware with the environment layout, and students of
group 2 were not familiar with environment. Sensor devices
were deployed in the building as shown in Figure 9. Red
colored sensors in Figure 9 represent the motion sensors.
TelosW sensor devices were deployed, and position of sensor
in building is shown in Figure 8. Five tasks were performed in
two experiments. In each task, participant needs to start from
specific position and reaches destination through designed
workplace. To achieve the fair result, the specified rooms
and position were randomly chosen. The results are shown
in Figure 10(b). After extracting 662 activates, we stored
related information in each node by LCPA, LPA, PCA, and
AADTA, and Table 6 shows the complete details.

Knowing and Unknowing. Students of group 1 were
aware about the layout of designed setup, and they completed
all six tasks without any prompting. Trajectories of group 1
are traced to detect abnormal activity at real time by using
Algorithm 5 (AADTA). Students of group 1 involved in the
same task are different from unaware participants of group
2 as shown in Table 7. In other words, unaware participants
develop uncommon trajectories which were significantly
different from pattern generated by aware group. After 14.5
seconds, it is clearly shown that it repels previous possibility
of pattern 2 and it mismatches with other patterns shown in
Figure 11(a). Therefore, such kind of activity is labeled with
abnormal activity, and user’s behavior pattern privacy can
be protected by detecting such abnormal activity.

Normal Versus Abnormal. In the second experiment, it is
required from participants of group 1 to stimulate a condi-
tion which we can label as abnormal condition. To create real
abnormal situation, like as tumble, is hard to stimulate.
Therefore, to generate abnormal phenomena, some distur-
bance such as by calling to a participant randomly while
the task is being performed, are added in the experiment.
After applying disturbed method, our algorithm detects
abnormal activity at real-time occurrence without waiting
for task’s completion as shown in Figure 11(b). So our algo-
rithm detects activity at real time instead of central com-
puting in which abnormality is detected after completion
of whole process of activity, and it enhanced the real-time
performance. Hence, we found that our scheme protects
privacy of user’s behavior pattern by detecting abnormal
activity at real time without waiting for completion of the
process. Table 8 shows the result of abnormal activity
detection by our proposed BehaviorPrivacyDeg. The
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Table 8: Time-duration number of devices triggered in normal versus abnormal.

Task setting Senor devices Time duration (s) Abnormal-detection-location ADL
105-115 9 9 48.51 69.1 7 58%

115-106 12 12 80.2 85.43 8 68.4%

104-121 10 10 52.31 65.89 7 78.9%

112A-109B 4 4 12.10 24.23 4 70%

101-119 6 6 16.75 25.13 3 80%

Average ADL 71%
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transition of participants shown in Figure 9 is d26 ⟶
d24 ⟶ d22 ⟶ d34 ⟶ d40 ⟶ d21 ⟶ d19 ⟶ d17 ⟶ d13
⟶ d10 ⟶ d16 ⟶ d21 ⟶ d14. When abnormality is
detected at sensor device d19 by interfering the participants,
the trajectory remains the same but time duration is signifi-
cantly changed. Results in Figures 12(a) and 12(b) show the
suitability and effectiveness of our scheme.

User Privacy-Level Concern Index. In this section, as dis-
cussed in privacy-level design model section, experiment
result of our proposed MPCS showed that user’s behavior
pattern privacy is changed with the changing of privacy level.
Privacy levels are configured by using index value on server.
In Figure 13, index value showed that most users have much
concerned about their activity privacy in smart IoT environ-
ment. After this, result revealed that users are more
concerned about that area/zone and only 10 percent users
are worried about their location. Hence, users can control
their privacy level according to their concern by using our
proposed MPCS.

Location Privacy. To protect the location of user in smart
IoT environment, our proposed LPA achieved privacy of
user’s location by considering entropy and cloak region
(CR). Users are required to share some level of personal
information for getting services from server via installed
sensor devices which are also called access point (AP).

We used a parameter ∂ to obtain partial information. In
our experiments, we used 120 sensor devices which sense
data and ∂ = 1:5 represents the user familiarity about query
probability over 75 APs. The effect of ∂ on entropy and prod-
uct of distance are represented in results of our proposed
LPA which is shown in Figures 14(a) and 14(b). In our
simulation, P = 15, r = 500m, and change ∂ is from 0:5 to
1:5. The result revealed that location privacy algorithm
(LPA) is better and has achieved the set target. The assess-
ments of results showed that performance of LPA is better.

5. Conclusion

In this paper, we have proposed an effective multilevel pri-
vacy controlling scheme based on behavior pattern privacy

degree and multilevel privacy design model. To protect the
privacy of user’s behavior pattern, we introduced Behavior-
PrivacyDeg based on FPMTA, PCA, and AADTA. Behavior-
PrivacyDeg focuses to mine, compress, store, and compute
activities of user’s behavior pattern by using proposed
mining, compression algorithms, and storage mechanism.
To detect abnormality and to protect the activity, we use
the AADTA. Privacy levels are used for controlling method
to protect users’ behavior pattern. LCPA is used to configure
the privacy level of users according to their concern and pri-
ority. PLA protects the privacy of user’s location. PLA used
entropy and cloak region (CR) to ensure privacy of loca-
tion by spreading fake locations as far as possible. The
experiments revealed the performance and feasibility of
proposed MPCS. The scheme we proposed could provide
a basis for behavior pattern privacy, LBS research, having
the practical and theoretical significance on the study of
trajectory anonymity, and location-based privacy preserv-
ing in smart IoT environment.
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Multicontroller software-defined networks have been widely adopted to enable management of large-scale networks. However,
they are vulnerable to several attacks including false data injection, which creates topology inconsistency among controllers.
To deal with this issue, we propose BMC-SDN, a security architecture that integrates blockchain and multicontroller SDN and
divides the network into several domains. Each SDN domain is managed by one master controller that communicates through
blockchain with the masters of the other domains. The master controller creates blocks of network flow updates, and its
redundant controllers validate the new block based on a proposed reputation mechanism. The reputation mechanism rates the
controllers, i.e., block creator and voters, after each voting operation using constant and combined adaptive fading reputation
strategies. The evaluation results demonstrate a fast and optimal detection of fraudulent flow rule injection.

1. Introduction

Software-defined networks (SDNs) [1] have been widely
deployed in many application fields, as they replace the con-
ventional TCP/IP architecture with another one that decou-
ples the networking devices from their control
management. This is achieved by moving the network func-
tions that are performed by the network devices to a central
entity, which allows an easy and low-cost network
management.

To manage large-scale and multidomain networks, mul-
ticontroller SDN is proposed [2], where each controller is
responsible for one domain. In multicontroller SDN, there
are two types of communication: vertical and horizontal. In
vertical communication, OpenFlow protocol [3] manages
the southbound interface between the controller and the for-
warding devices, e.g., switches, by telling switches where to
send data flows. The northbound interface manages the com-

munication between the controller and the applications. In
horizontal communication, controllers exchange informa-
tion about network topology between them via their east-
west interfaces.

The horizontal communication allows controllers to
share any update about network topology like the link state,
network devices, changes in the flow table, list of network
hosts, and the association between each switch and its con-
troller. Thus, it is important for controllers to maintain the
same global network view. To this end, an intercontroller
traffic must be exchanged between the controllers, through
their east-west interfaces. So, a logical centralized view of
the network state must be guaranteed for SDN controllers
to facilitate the development of advanced network
applications.

The main concern for the network administrator and
network programmer is to keep the SDN controllers syn-
chronized and having similar network topology information
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to make the correct routing decisions. However, multicon-
troller SDN could be targeted by several attacks [4–6],
including false data injection, where a compromised control-
ler sends fraudulent flow information to other controllers.
This could cause routing malfunctions, routing loops, and
incorrect functionality of firewalls.

To deal with this issue, we propose a security architecture
that integrates blockchain technology with multicontroller
SDN. The main idea of the architecture is to associate a set
of controllers to each domain. Differently from [7] that
deploys many controllers for fault-tolerance purposes, our
architecture is aimed at ensuring a secure and trustworthy
intercontroller communication. To this end, the proposed
architecture considers a master controller and redundant
controllers for each network domain. Each controller can
be master in one domain and redundant in other domains.
The master controller creates blocks of network flow updates,
and the redundant controllers decide whether to validate the
created blocks or not. The architecture also integrates a rep-
utation mechanism that rates the controllers after each vot-
ing operations using constant and adaptive fading
reputation strategies. In this way, malicious master control-
lers and redundant controllers that provide incorrect voting
will be detected. More specifically, the main contributions
of the paper are as follows:

(i) We propose BMC-SDN, a security architecture that
integrates SDN and blockchain technologies to
secure intercontroller communication. BMC-SDN
assigns a single master controller and multiple
redundant controllers to each domain. The control-
lers are members of the blockchain; the master con-
troller creates blocks, and its behavior is monitored
by the redundant ones.

(ii) We integrate a reputation mechanism to BMC-SDN,
which rates controllers according to two strategies:
(1) constant fading reputation that allows forgetting
past operations of the controller at a constant rate
and (2) combined adaptive fading reputation that
rates the controller using different constants accord-
ing to the controller’s reputation. More precisely, the
more the controller misbehaves, the faster positive
histories are forgotten. On the other hand, the more
the controller well-behaves, the faster negative histo-
ries are forgotten.

(iii) We implement the proposed BMC-SDN architec-
ture using different tools such as ONOS, Multi-
Chain, and Mininet software platforms. The
evaluation results show that BMC-SDN can detect
all injected flows with a low detection delay. In addi-
tion, the reputation mechanism allows adaptive
detection time of malicious controllers according to
the requirements of the network administrator.

The rest of this paper is organized as follows: Section 2
presents related work. The system and threat model is given
in Section 3. Section 4 provides a detailed description of
BMC-SDN. The implementation and performance evalua-

tion of BMC-SDN are presented in Sections 5 and 6, respec-
tively. Finally, Section 7 concludes the paper.

2. Related Work

Security of SDN has attracted much attention from
researchers [6, 8]. Tayfour and Marsono [9] proposed a col-
laborative technique to detect and mitigate distributed
denial-of-service (DDoS) flooding attacks on software-
defined network (SDN) across multicontroller domains,
using sflow-RT [10] and Snort rules. Halder et al. [11] pro-
posed a mechanism that detects conflicts in distributed
SDN controller environment. Each controller generates a
directed graph from the forwarding rules. The different
graphs are merged to generate a global network state, which
allows detecting any kind of flow rule violation and forward-
ing loops. Das et al. [7] proposed an SDN architecture that
replaces the single controller with multiple independent con-
trollers, which allows tolerance to controller failure. Varad-
harajan et al. [12] proposed a policy-based security
architecture for a multidomain SDN network. The packet
flows are analyzed to identify an eventual unauthorized flow
and dynamically update security policies.

Blockchain has been adopted as an option to secure
one-controller SDN. Derhab et al. [13] proposed BICS
(Blockchain-based Integrity Checking System), which sends
the traffic flow rules of the vSwitch to the blockchain. The
fraudulent flow rules are detected if the rules sent by the
SDN controller are different from the ones in the block-
chain. In [14], the blockchain is also used to secure the
communication between the SDN controller and the other
network elements against false flow rule injection. In [15],
a blockchain mechanism is proposed to protect against
unauthorized access and DDoS attack. In this mechanism,
the switches are registered and verified using zero proof
of knowledge. They are also validated in the blockchain
using a voting-based consensus mechanism. Also, a Boltz-
mann deep learning machine is applied to identify anoma-
lous flow traffic. DistBlockNet [16] verifies and validates the
version of the flow rule table using a blockchain and down-
loads the latest flow rules for the IoT forwarding devices.
TrustBlock [17] computes the trust values of SDN nodes
based on blockchain. The consensus mechanism of the
blockchain is used to filter out dishonest nodes that provide
unfair recommendations.

Blockchain is also used to secure multicontroller SDN.
Fernando and Wei [18] proposed an infrastructure compris-
ing two layers: (1) multicontroller SDN networking layer and
(2) blockchain-based layer. The control/management com-
mands of the SDN controller are hashed and recorded in a
smart contract of the blockchain and sent to the targeted
SDN controller. The latter verifies the integrity of the com-
mand by checking the smart contract. Yang et al. [19] pro-
posed BlockTC, a distributed blockchain-based trusted
multidomain collaboration for mobile edge computing,
wherein all SDN controllers use the blockchain to obtain
topology information of other domains and verify the legiti-
macy of the routing. Azab et al. [20] proposed a system,
where multiple controllers manage the same set of switches.
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The blockchain is used to ensure consistency between SDN
controllers. The switches and the controllers are considered
nodes in the blockchain. When the switch broadcasts its
request to all controllers, each node in the blockchain can
verify and validate the request. Kataoka et al. [21] proposed
a trust list that is distributed among IoT devices using block-
chain and SDN. The IoT devices can only trust other devices
and services that are whitelisted in the trust list.

Blockchain is also proved to be a promising technology to
mitigate false data injection in IoT networks. For example,
Cheikhrouhou and Koubaa in [22] leveraged blockchain
technology to secure localization in IoT networks and guar-
antee the correctness of the shared information. The pro-
posed solution permits detection of false data injection and
therefore reduces the localization error.

3. System and Threat Model

As shown in Figure 1, we consider an SDN network with
multiple and distributed controllers. The general SDN archi-
tecture contains three layers: application, control, and data
layers. The application layer contains programs that explic-
itly communicate their network requirements and desired
network rules to the controllers. The control layer contains
N controllers deployed in a distributed manner. The data
layer contains devices that are configured in N different
domains. Each domain is controlled by one master control-
ler, and each master controller has more than one slave or
redundant controllers. In addition to its primary role, the
master controller is configured as a redundant controller
for more than one domain. The controllers in a distributed

multicontroller SDN keep the same network global view
(i.e., same topology and same link status). Any change in
the state of each controller such as new flow configurations
and link failures must be quickly sent to other controllers.
If the controllers have an inconsistent view, the network
strategies may not be executed correctly, which could cause
network misconfigurations such as routing loops, packet
losses, and firewall leaks.

Figure 2 shows the possible threats and attacks that could
occur in a multicontroller SDN architecture. If the communi-
cation between controller C1 and the other controllers fails,
then the network could be partitioned. In this case, if the net-
work topology changes in the domain of controller C1, the
other controllers cannot be informed and vice versa. There-
fore, the controllers could make routing decisions based on
their own old view of the network topology, which could lead
to unforeseen events.

Moreover, an attacker can intercept the communication
between controllers and injects false data. This man-in-the-
middle attack (Figure 2: arrow 1) can lead to an inconsistent
network view, which leads to routing errors such as routing
loops (Figure 2: arrow 2), firewall leaks, poor and false rout-
ing decision, and congestion of critical links when the major-
ity of the false flow rules go through the same link, which
ultimately affects the performance of the network.

In addition, it is possible for an attacker in this communi-
cation model to spoof controllers (Figure 2: arrow 3) and
send false information about the topology, the state of the
links, and the hosts of each domain. This false information
can cause several problems such as traffic congestion, device
overloading, and wrong routing information.
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Figure 1: General architecture of multicontroller SDN.
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Another critical attack could be launched by exploiting
some APIs that are offered by the SDN controller [23]. These
APIs allow developers to implement new network control
applications. Indeed, if an application is compromised
(Figure 2: arrow 4), the security of the entire network can
be compromised. Such an attack can have dramatic conse-
quences such as the modification of the behavior of the net-
work and the intercepting of the network traffic, which can
trigger large distributed denial-of-service attacks [24].

4. Blockchain-Based Multicontroller Software-
Defined Network (BMC-SDN)

In this section, we provide a description of the proposed
BMC-SDN architecture. The aim of BMC-SDN is to protect

the control layer of the SDN architecture, previously pre-
sented in Figure 1, against the different attacks previously
discussed in Section 3. To this end, BMC-SDN uses block-
chain to protect the communication among controllers.
Figure 3 gives a general overview of our proposed BMC-
SDN solution. The control layer is protected thanks to block-
chain. More precisely, all controllers are members of a block-
chain network, and they communicate with each other via
this blockchain. In BMC-SDN, we focus on the security of
the control layer and the east-west communication of this
layer. For the security of the communication between the
controllers and the data layer devices, we consider our work
in [13, 14]. Let N be the number of controllers in the net-
work. For each domain, we select a single master controller
and M redundant controllers, 2 ≤M <N . The redundant

Controller C2
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Update Rci value

Controller Cm
(redundant) BlockchainController C1

(master)

Sending block for validation
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Data
collection

Data
collection

Data
collection

Create
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Figure 4: BMC-SDN sequence diagram.
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controllers replace the master controller in case of failure. A
redundant controller cannot replace several master control-
lers unless it is the only available redundant one. The selec-
tion of the redundant controller that will replace the master
controller is made according to its identity. More precisely,
the redundant controller with the smallest ID is selected. In
addition, the M redundant controllers of the same domain
monitor the behavior of their master controller and partici-
pate in the consensus of validating the data blocks created
by the master controller.

Figure 4 shows the sequence diagram that explains the
main steps and operations in BMC-SDN. The master con-
troller is responsible for orchestrating the traffic of its
domain, and its redundant controllers monitor the domain,
receive the same events, and apply the same updates as the
master controller but have no influence on the domain. A
redundant controller can control the domain in case the mas-
ter controller fails as already explained. The controller has a
local structure that contains OpenFlow commands [3] and
local information such as network topology, list of hosts,
and link state. This information could be changed due to sev-
eral events such as topology change, link failure, and device
failure. In case of any change, the master controller receives
the corresponding event, performs the required update, and
informs the other controllers. So, the master controller cre-
ates a block containing these updates and sends it through
the blockchain to its redundant controllers. The latter, which
have already received the same event as the master, validate
this block according to the following consensus protocol: If
the number of redundant controllers validating the block
exceeds a threshold S, then the consensus is reached. In this
case, the block is considered valid and will be added to the
blockchain. This allows all controllers to have a global view
of the entire network. If the consensus is not reached, the
block is considered invalid. In this case, the master controller
and the redundant controllers who validated this block will
be negatively rated, as explained in Section 4.2.

4.1. BMC-SDN Trusted Node. The trusted node in BMC-SDN
has the read and write permissions on the blockchain. All the
master controllers are considered trusted nodes. They can
read from blockchain and create new blocks. The creation
of a new block is triggered by receiving a new external event
that is sent from the data layer. When a master controller
receives new information from the data layer devices of its
domain, like flow rule request, it creates a new block contain-
ing adequate information and shares this new block with the
redundant controllers for validation. The validated block is
shared with all controllers in the network. Therefore, each
controller can build the same global network view.

4.2. BMC-SDN Consensus and Reputation Mechanism. The
consensus process is performed by the redundant controllers.
These controllers are considered miners. They are responsi-
ble for validating newly created blocks. After creating a new
block by the master controller, the new invalid block is
shared with the miners. The miners start the validation pro-
cess by comparing the similarity between the information
contained in the invalid block and their local information.

The miners receive the same request as the master controller
and then generate the needed reply. For example, they gener-
ate the same flow rule for the same flow rule request. So, the
miner can check the similarity and accordingly validate the
new block. Upon validation, the new block will be added to
the chain. Miners who have a different opinion than the
majority and the master controller whose block has not been
validated could be considered a malicious controller. The
detection of the malicious controller will be calculated based
on the below reputation mechanism.

This reputation mechanism is seen as an additional layer
of security to protect the control layer and therefore the
entire network. This mechanism is based on the reputation
management of controllers. Each controller Ci has a reputa-
tion value Ri shared between miners in the same blockchain.
The value of Ri is between 0 and 1 (0 ≤ Ri ≤ 1). In this mech-
anism, each controller can be in one of the following three
states, depending on its reputation value Ri:

(i) Trustworthy controller, if Ri ≥ 0:8. In this case, the
information sent by the controller is evaluated and
taken into account by the miners.

(ii) Suspicious controller, if 0:5 ≤ Ri < 0:8. In this case,
the information sent by the controller is evaluated
but are not taken into account by the miners.

Mininet

MultiChain

SDN controllerSDN controller SDN controller

Figure 5: Implementation of BMC-SDN architecture.

Table 1: SDN implementation parameters.

Parameter Value

Number of SDN domains 3

Number of redundant controllers 2

Number of switches [10-100]

Number of hosts [10-450]
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(iii) Malicious controller, if Ri < 0:5. The communication
traffic of this controller is ignored by others, until
intervention of the network administrator. When
Ri < 0:5, the reputation of Ci is continuously
updated and switches to the suspicious and the trust-
worthy states when Ri ≥ 0:5 and Ri ≥ 0:8,
respectively.

The miner controllers evaluate the controller Ci accord-
ing to the consensus result:

(i) If the consensus is reached, the block sent by the
master controller will be validated and the value of
its reputation increases.

(ii) If the consensus is not reached, the block sent by the
master controller will not be validated, and thus, the
value of its reputation decreases.

(iii) For miners who have the same opinion as the major-
ity, their reputation will increase.

(iv) For miners who have a different opinion than the
majority, their reputation will decrease.

More precisely, the value of Ri is computed as follows:

(i) We compute the reputation of controller Ci, denoted
by RPi, during each time period (or observation

interval). Formally, RPi = Pi/TPi, where Pi is the
number of positive participation and TPi is the total
number of positive participation made by controller
Ci in blockchain operations (creation and validation
of blocks).

(ii) If RPi < 0:5, the reputation of Ci during the current
time period RTi is set to 0. Otherwise, it is set to 1.

(iii) Ri = ωRi + ð1 − ωÞRTi, where ω ∈ ½0, 1� is a constant
fading (or discount) factor for past participations.

By using the constant fading factor, both positive and
negative histories are forgotten at the same rate. Let us con-
sider the following scenario:

(i) If ω is low, we have two scenarios:

(a) If the controller is trustworthy and starts behav-
ing maliciously, then the positive history will be
forgotten slowly, and hence, detection time of
the controller will be high.

(b) If the controller is malicious and starts well-
behaving, then the negative history will be for-
gotten slowly, and hence, redemption time of
the controller will be high.

(ii) If ω is high, we have two scenarios:

Table 2: Description of the data structures.

Data stores Description

Mastership store Associates between each switch and its master.

Network topology store Describes the network topology in terms of links and switches.

Flow store
Saves the flows of each switch from the master controller to the slave controller, when a change in the flow table is

detected.

Host store Manages the list of network hosts.

Application store Manages the application inventory.

Intent store
Manages the inventory of intentions. Intentions are part of the ONOS intention framework used by applications
to define the network policy, without specifying in detail how the data plan should actually be programmed.

Component
configuration store

Stores system-wide configurations for various software components in ONOS.

Network configuration
store

Stores the inserted network configurations in ONOS.

Security mode store
Manages the authorizations granted to applications using the RAFT protocol [33]. Instead, security violations are

handled using antientropy protocol.

yassine@ubuntu:~$ python3 attack.py 10 1 100
flow rules injection at : 27/06/2019 12:48:00
flow rules injection at : 27/06/2019 12:48:01
flow rules injection at : 27/06/2019 12:48:02
flow rules injection at : 27/06/2019 12:48:03
flow rules injection at : 27/06/2019 12:48:04
flow rules injection at : 27/06/2019 12:48:05
flow rules injection at : 27/06/2019 12:48:06
flow rules injection at : 27/06/2019 12:48:07
flow rules injection at : 27/06/2019 12:48:08
flow rules injection at : 27/06/2019 12:48:09

Figure 6: Attack experiment.
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(a) If the controller is trustworthy and starts behav-
ing maliciously, then the positive history will be
forgotten quickly, and hence, detection time of
the controller will be low.

(b) If the controller is malicious and starts well-
behaving, then the negative history will be for-
gotten quickly, and hence, redemption time of
the controller will be low. In this scenario, the
controller could take advantage of the reputation
system and act maliciously most of the time, and
when its state becomes suspicious or malicious, it
just needs to perform few positive operations to
return back to the trustworthy state.

Based on the above scenarios, we can observe that using a
constant fading factor has some disadvantages. To deal with
this issue, we propose using different fading factors according
to the reputation of the controller, as follows:

Ri =

ω3Ri + 1 − ω3ð ÞRTi, whenRi ≥ 0:8,

ω2Ri + 1 − ω2ð ÞRTi, when 0:5 ≤ Ri < 0:8,

ω1Ri + 1 − ω1ð ÞRTi, whenRi < 0:5,

8
>><

>>:

ð1Þ

where ω3, ω2, ω1 ∈ ½0, 1� and ω3 > ω2 > ω1. The above equa-
tion uses combined fading factors, i.e., the more the control-
ler misbehaves, the faster (resp., the slower) positive histories
(resp., negative histories) are forgotten. On the other hand,
the more the controller well-behaves, the faster (resp., the

slower) negative histories (resp., positive histories) are
forgotten.

5. Implementation

5.1. Implementation Environment. In this section, we
implement the blockchain-based secure multicontroller
architecture, as shown in Figure 5, using the following
components:

(1) SDN Controller. We use the Open Network Operat-
ing System (ONOS) [25] to implement the SDN con-
troller. It provides the control plane that supports the
deployment of several controllers as a domain. The
implementation parameters of the SDN controller
are shown in Table 1.

change in the flows detected at : 4779.450109651
beginning flows consensus at : 7.435599945893046e-05
flows consensus not reached : 0.014997593999396486
change in the flows detected at : 4780.477349598
beginning flows consensus at : 0.00041047700051422
flows consensus not reached : 0.011957839000388049
change in the flows detected at : 4781.512537601
beginning flows consensus at : 0.0019234029996368918
flows consensus not reached : 0.01648936000037793
change in the flows detected at : 4782.447263833
beginning flows consensus at : 6.89349999447586e-05
flows consensus not reached : 0.00740328000141603
change in the flows detected at : 4783.471580368
beginning flows consensus at : 7.303100028366316e-05
flows consensus not reached : 0.006153847999485151
change in the flows detected at : 4784.499386722
beginning flows consensus at : 5.969700032437686e-05
flows consensus not reached : 0.009625300000152492
change in the flows detected at : 4785.525112233
beginning flows consensus at : 0.0003000189999511349
flows consensus not reached : 0.008857314999659138
change in the flows detected at : 4786.464522001
beginning flows consensus at : 8.203200013667811e-05
flows consensus not reached : 0.008540415000425128
change in the flows detected at : 4787.491404742
beginning flows consensus at : 0.0008176770006684819
flows consensus not reached : 0.00939876600023262
change in the flows detected at : 4788.525482673
beginning flows consensus at : 0.0042841750000661705
flows consensus not reached : 0.012104711000574753

Figure 7: Detection experiment.

Table 3: Detection rate vs. number of attacks.

Number of attacks Detection rate (%)

10 100

20 100

30 100

40 100

50 100

60 100

70 100

80 100

90 100

100 100
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(2) Blockchain. We use MultiChain [26], an open source
platform to implement a private blockchain. It can
assign privileges to nodes and control who can con-
nect, send, and receive transactions and who can cre-
ate flows and blocks. Each MultiChain node is
accessible through the MultiChain Web Demo [27],
which is a simple web interface for multiChain
blockchains.

(3) Mininet [28]. It creates a virtual network supporting
OpenFlow [3] and consisting of switches and real
applications that are deployed on a single machine
(virtual or real machine or cloud).

The code that we used to implement BMC-SDN can be
found in [29]. In addition, we use other tools to implement
our solution, such as Postman [30], an application that allows
sending http requests and manage authentication. We also
use SecureCRT [31], which is software for network adminis-
tration and end-user access. Our solution is implemented
using Python programming language, and some libraries like
HTTPBasicAuth, and Requests that authenticate and interact
with REST APIs of the ONOS SDN controllers, respectively.
We also use JSON (i.e., JavaScript Object Notation) [32] in
order to represent data that are processed by the controller
data.

5.2. Data Structures. We handle data stores, which are the
real distributed data structures in ONOS controllers; the
main ONOS Stores are presented in Table 2.

Among the distributed stores presented in Table 2, there
are those that are related to the behavior of the data plane
such as the network topology store, the flow store, and the
host store. The other distributed stores are considered appli-
cation-specific.

6. Performance Evaluation

In this section, we evaluate the performance of BMC-SDN
using the following metrics:

(1) Total Execution Time. It represents the required time
to transfer a flow through the blockchain, denoted by
(TTotal). It is the sum of three elements, relating to the
number of switches and the number of hosts in the
network, namely, (1) the consensus time, (2) the time
to send a block, and (3) the time to update data:

TTotal = TConsensus + TSent + TUpdate: ð2Þ

(2) Detection Rate (DR). It represents the ratio of the
number of detected attacks to the total number of
injected attacks.

(3) Detection Time (DT). It records the required time to
detect malicious controllers.

To assess the robustness of our BMC-SDN solution, we
inject fraudulent flows at the controller, as depicted in

Figure 6. In Figure 7, we can see that these flows are detected
as malicious and reported to the administrator by adding an
entry to the log file, containing details of the detected
anomaly.

Table 3 represents the detection rate according to the
number of injected attacks. As shown in the table, BMC-
SDN ensures the detection rate of 100%, which indicates suc-
cess in detecting all the injected attacks in the network. As the
redundant controllers have the same network view as the
master controller, any fraudulent flow that is injected by
the master is detected by the redundant ones during the block
validation.

As shown in Tables 4 and 5 and Figure 8, we can observe
that the total execution time increases as the number of
switches increases. We can also observe that the execution
time of the consensus increases when the number of switches
and hosts is increased. However, the recorded values of exe-
cution time are very low.

Figure 9 shows the detection time of the reputation
mechanism when the controller behaves maliciously under
three values of constant fading factors ω = 0:2,0:5,0:8 and
under the combined fading factor such that ω3 = 0:8, ω2 =
0:5, and ω1 = 0:2. We can observe that the reputation of the

Table 4: Execution times vs. number of switches.

Number of switches CTC (s) TTBC (s) UTBC (s) TT (s)

10 0.019 0.007 0.018 0.055

20 0.037 0.012 0.013 0.062

30 0.054 0.013 0.02 0.087

40 0.044 0.016 0.035 0.095

50 0.059 0.019 0.025 0.103

60 0.108 0.035 0.049 0.192

70 0.089 0.053 0.059 0.201

80 0.109 0.093 0.079 0.281

90 0.15 0.074 0.099 0.323

100 0.193 0.053 0.087 0.333

CTC: consensus time; TTBC: transfer time within the blockchain; UTBC:
update time from the blockchain; TT: total time.

Table 5: Execution times vs. number of hosts.

Number of hosts CTC (s) TTBC (s) UTBC (s) TT (s)

10 0.017 0.007 0.002 0.026

50 0.018 0.007 0.012 0.037

100 0.014 0.008 0.014 0.036

150 0.026 0.028 0.018 0.072

200 0.037 0.026 0.017 0.08

250 0.043 0.036 0.032 0.111

300 0.039 0.036 0.029 0.104

350 0.047 0.038 0.047 0.132

400 0.045 0.04 0.056 0.141

450 0.051 0.055 0.049 0.155

CTC: consensus time; TTBC: transfer time within the blockchain; UTBC:
update time from the blockchain; TT: total time.
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Figure 8: Execution time.
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controller decreases slowly under high constant fading factor,
and hence, high detection time is achieved (i.e., ω = 0:8), and
decreases quickly under low constant fading factor, and
hence, low detection time is achieved (i.e., ω = 0:2). We can
also observe that the combined fading factor employs differ-
ent fading factors depending on the reputation of the con-
troller. When Ri ≥ 0:8, it slowly decreases when the fading
factor is high (i.e., ω = 0:8). When Ri < 0:8, it decreases at a
higher speed, and hence, lower detection time is achieved.

7. Conclusion

In this paper, we have proposed BMC-SDN, a blockchain-
based multicontroller architecture for secure software-
defined networks. In this architecture, we cluster network
devices into SDN domains. One master controller and multi-
ple redundant controllers are assigned to each SDN domain.
We have used a blockchain where the master controller cre-
ates blocks of network flow updates, and redundant control-
lers validate the blocks. After each voting operation, a
reputation mechanism is invoked to rate the controllers,
i.e., block creator and voters. The reputation mechanism
employs constant and adaptive combined fading reputation
strategies to manage and customize the detection time of
malicious controllers. The proposed security architecture
has been implemented and tested using ONOS, MultiChain,
and Mininet software platforms. The evaluation results have
reached 100% detection of flow rule injections in a short
time. In addition, the proposed combined-fading reputation
mechanism has allowed adaptive configuration of fading
parameters to reach desired detection time. As BMC-SDN

only considers the security of east-west interfaces, we plan
as future work to cover the rest of the security planes of
SDN architecture, especially the southbound interfaces.
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We used data generated from attack scripts and simulators.
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This paper proposes a new structural design to excite surface plasmonic polaritons to enhance the double-ring interference
structure. The double-ring structure was etched into a thin film to form fundamental interference patterns, and periodic
concentric-ring grooves were employed to gather energy from the surrounding regions through the excitation of surface
plasmonic polaritons. Accordingly, the energy of the incident light can be concentrated at the center. The surface plasmon
modulates the interference pattern and the transmission spectra. The transmission peak position and its intensity can be tuned
by changing the alignment of the grooves. The proposed structure can be applied for designing plasmonic devices as useful
components of the plasmonic toolbox.

1. Introduction

With the development of Internet of things and cloud tech-
nology, the amount of data that modern communication
needs to process is becoming more and more huge [1–5].
In order to improve the communication bandwidth, more
and more communication networks choose optical fiber
transmission. In the optical transmission, how to increase
the light intensity has become a hot topic. The double-slit
interference experiment has been known as one of the most
profound experiments in physics since the last century. How-
ever, surface plasmonic polaritons (SPPs), as a hot research
topic owing to their energy enhancement effect at a specific
wavelength, are a relatively new concept in physics. The com-
bination of surface plasmonic polaritons and double-slit
interference is an exciting research topic [6–20]. The out-
comes have potential applications in quantum physics, fun-
damental optics, optical imaging, detection, integrated
circuit design, and other fields [21–28].

In this paper, a new double-ring structure, as shown in
Figures 1(a) and 1(b), is proposed to combine the double-

slit interference with SPPs to explore exciting possibilities.
The proposed structure is a double-ring structure formed
by the combination of the periodic concentric-ring grooves
[7, 15] and a modified version of Young’s double-slit struc-
ture and allows for a strong interaction between the two sub-
structures. In the structures shown in Figures 1(a) and 1(b),
two concentric rings are shown etched into a silver thin film
to make scope for a fundamental double-ring interference. A
series of periodic concentric-ring grooves was etched into
both the upper and lower surfaces of a silver film to stimulate
surface plasmonic polaritons.

Simulations were used to study the transmitted interfer-
ence pattern and the transmission spectrum of the proposed
structure based on the finite difference time domain (FDTD)
method. The standout feature of the proposed structure is
that it makes use of the classic bull’s eye structure to effi-
ciently gather the energy from the surrounding areas and
supply it to the center of the interference pattern. It also con-
tains many geometric factors for adjusting and fine-tuning
the transmission results. Both the interference pattern and
the transmission spectrum were studied.
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2. Precise Modulation of the Transmission
Spectrum of the Concentric-
Ring Interference

The proposed structure is displayed in Figures 1(a) (top view)
and 1(b) (side view). The silver thin film consists of two
concentric-ring apertures at the center, and a series of peri-
odic concentric-ring grooves was etched into the thin film
from both sides. The concentric-ring pitch was p = 600 nm
and the width was w = 300 nm, for the center apertures as
well as the surrounding grooves. The groove depth was e =
60 nm on each side, and the thickness of the thin film before
etching was h = 300 nm. The reference aperture-only struc-
ture was also studied as a comparison, as shown in
Figures 1(c) (top view) and 1(d) (side view). The standard
bull’s eye structure, which contained only one round aperture
at the center as shown in Figures 1(e) (top view) and 1(f)
(side view), had the same concentric-ring grooves in the sur-

roundings as in Figures 1(a) and 1(c). The radius of the cen-
tral aperture was 300nm. The surrounding medium was air.
All the other conditions were kept identical for the above
three structures. The incident light was a plane wave trans-
mitted under the thin film from the −z-direction to the +z-
direction. The finite difference time-domain (FDTD) method
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Figure 1: Schematic diagram of the proposed structure: double-ring aperture at the center of the silver film surrounded by periodic
concentric-ring grooves, top view (a) and side view (b); schematic diagram of the reference aperture-only structure: double-ring aperture
at the center of the silver film, top view (c) and side view (d); schematic diagram of the bull’s eye structure, top view (e) and side view (f).
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was used to calculate the EM field intensity and distribution
before and after the incident light hit the studied structures.

Based on the structure shown in Figures 1(a) and 1(b),
some more geometric modifications were applied to the
structure. The most exciting modification was found to be
the impact of the relative position of the upper and lower
concentric-ring grooves. As shown in Figure 2, the relative
distance between the centers of the upper and lower adjacent
concentric rings was defined as D, and 0 for the symmetric
structures shown in Figure 1. For a positive value of D, the
lower concentric-ring grooves remained closer to the center
than the upper ones; while for a negative value of D, the
opposite observation was recorded.

The transmission spectra shown in Figure 3 were obtained
by varying the values of D within the range of -200nm to
+200nm, while other parameters (film thickness, etching depth,
concentric ring period, and the number of the concentric rings,
etc.) remained unchanged. Since our structure is perfectly sym-
metrical, the optical wave simulation in this paper will not pro-
duce the phenomenon of polarization conversion.

Figure 3 reveals that when the relative distance D is
greater than 0, the peak wavelength of the transmission spec-
trum experiences a blueshift. With the increase in the relative
distance D, the magnitude of the blueshift increases, in addi-
tion to the decrease in peak field intensity. When D is less
than 0, the peak wavelength of the transmission spectrum is
redshifted. With the decrease in the relative position of D,
the redshift magnitude increases, while the peak field inten-
sity decreases. For further analysis of the relationship
between the peak wavelength shift and D, the former is plot-
ted as the y-axis against the latter as the x-axis in Figure 4.
The relationship between the peak field intensity and D is
plotted in Figure 5.

From Figure 4, it is obvious that the peak wavelength shift
and the relative distance D have a near-linear relationship,
and the fitting formula is in

shift wavelength = −0:0839 ×D − 0:2182: ð1Þ

The relationship curve is symmetric to the original point,
which can be very useful and convenient in potential applica-
tions. It is well-known that both the upper and lower
concentric-ring grooves can generate surface plasmonic
waves. The final transmission peak arises as a result of the
superposition and resonance of these waves. When the value
ofDis greater than 0, i.e., the lower grooves come closer to the
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Figure 3: Transmission spectra in the far-field region at 0° collection angle for different values of D: (a) D > 0 and (b) D < 0.
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center, this leads to the reduction in the effective aperture
width of the lower structure. The aperture gets narrower for
the entire structure, leading to a shorter peak wavelength,
thus being blueshifted. Likewise, when the value ofDis less
than 0, i.e., the lower grooves tend to go further away from
the center, and the effective aperture width of the lower struc-
ture gets wider for the entire structure, this leads to a longer
peak wavelength, and hence is redshifted.

Figure 5 is easy to understand. The plasmonic wave pro-
duced by upper and lower concentric-ring grooves displays
identical properties since the geometries and materials are
all the same. When the upper and lower grooves get aligned
(D = 0), the two surface plasmonic waves resonate. Thus,
the highest transmission is generated. As a result, the peak
transmission reaches a maximum when D = 0. The shift from
the aligned position (D > 0 or D < 0) destroys the resonance
and causes a decrease in the transmission intensity.

3. Details of the Interference
Pattern Subheadings

Since the transmission spectrum was modulated by a double-
ring structure, a valid question arose about the process of
change of the interference patterns for the proposed struc-
ture. The detailed interference patterns of the three structures
shown in Figure 1 produced results based on which this ques-
tion could be answered. The detailed discussion is presented
in the following subsections.

3.1. Enhancement of the Interference Patterns. The far-field
intensity patterns at 715nm are shown in Figure 6. Figure 6(a)
is the far-field pattern of the proposed structure, Figure 6(b) is
the reference aperture-only structure, and Figure 6(c) is that of
the bull’s eye structure [4]. After adding a series of concentric
rings in the surroundings, the intensity of the transmitted spec-
trum gets noticeably concentrated in the central area of the pro-
posed structure, and the intensity at the center increases by one
order of magnitude. Moreover, tightly squeezed circular inter-
ference fringes are produced by the proposed structure, as com-
pared to the aperture-only structure. The proposed structure has
the largest electric field intensity.

The corresponding angle dependence relationship at
715 nm can be a more precise description of the pattern
squeeze, as shown in Figure 7.

Figure 7(a) displays the near 20-fold increase in the trans-
mitted light intensity magnitude of the proposed structure
versus the aperture-only structure. Figure 7(b) displays the
normalized angle dependence, which clearly demonstrates
that the distribution of the side lobes in the transmission pat-
tern is practically the same for the two structures, and the
crucial difference lies in the distribution of light intensity.
The light intensity is highly concentrated in the main lobe
for the proposed structure, which is nearly 10 times higher
than the first side lobe pair. In contrast, the first side lobe pair
is nearly 85% of the main lobe in the aperture-only structure.

This squeezed pattern is attributable to the strong res-
onance of the stimulated SPPs with the double-ring
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Figure 6: Far field of the film at 715 nm for (a) the proposed structure, (b) the reference aperture-only structure, and (c) the bull’s eye
structure.
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interference and can be useful in certain applications,
including high-energy physics and coherent laser light
focusing.

3.2. Enhancement of the Transmission Spectra. The transmis-
sion spectra of the three structures studied at a collection
angle of 0° are shown in Figure 8.
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Figure 7: The angle dependence of the transmission light intensity at 715 nm of the structure: original data (a) and normalized data (b).
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From Figure 8, it can be clearly understood that in the
aperture-only structure, the transmission spectrum curve is
comparatively flat, with a few shallow ups and downs, but
without any evident frequency-selectivity characteristics.
While the bull’s eye structure displays one clear transmission
peak at 685nm, transmission at other wavelengths is negligi-
ble. The proposed structure displays combined characteris-
tics of the aperture-only structure and bull’s eye structure,
with signs of enhanced power transmission as well as stron-
ger interference. Understanding of the transmission spec-
trum of the proposed structure is based on the following
concepts: the double-ring aperture controls the interference
patterns over the whole wavelength range, but the SPP effect
takes place only at a specific SPP frequency, as evident from
the transmission peak of the bull’s eye structure. Therefore,
supervision of the two structures, i.e., the proposed structure
in this work, shows the fundamental interference patterns as
the background, with strong modification by SPP around the
SPP wavelength.

A more careful observation of the transmission spectra
indicates that the total transmission power of the proposed
structure is greater than the aperture-only structure, imply-
ing a much higher energy-collection capability. The peak
intensity for the proposed structure is roughly twice of the
aperture-only structure. This is because the SPP mode gets
excited by the surrounding grooves that result in efficient col-
lection of the surrounding energy.

The redshift of the transmission peak of the proposed
structure from 685nm to 715nm, as compared to the bull’s
eye structure, is an interesting observation. This phenome-
non most likely occurs because the concentric-ring in the
center can become equivalent to the wider aperture in the
bull’s eye structure. As it is well-known, for bull’s eye struc-
tures, the wider the central through-aperture is, the longer
the peak wavelength will be.

4. Conclusions

In this paper, a new structure was proposed by combining the
double-ring structure for interference with the bull’s eye
structure for SPP stimulation. It was observed that the new
structure could introduce a stronger interference pattern
and modify the transmission spectrum, which led to some
interesting results. By altering the relative position of the
upper and lower periodic grooves, both the intensity and
the position of the peak of the transmission spectrum could
be precisely adjusted. The results are useful in potential appli-
cations in both fundamental physics and applied optics.
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The Internet of Health Things (IoHT) is an extended version of the Internet of Things that is acting a starring role in data sharing
remotely. These remote data sources consist of physiological processes, such as treatment progress, patient monitoring, and
consultation. The main purpose of IoHT platform is to intervene independently from geographically remote areas by providing
low-cost preventive or active healthcare services. Several low-power biomedical sensors with limited computing capabilities
provide IoHT’s communication, integration, computation, and interoperability. However, IoHT transfers IoT data via IP-centric
Internet, which has implications for security and privacy. To address this issue, in this paper, we suggest using named data
networking (NDN), a future Internet model that is well suited for mobile patients and caregivers. As the IoHT contains a lot of
personal information about a user’s physical condition, which can be detrimental to users’ finances and health if leaked,
therefore, data protection is important in the IoHT. Experts and scholars have researched this area, but the reconstruction of
existing schemes could be further improved. Also, doing computing-intensive tasks leads to slower response times, which
further worsens the performance of IoHT. We are trying to resolve such an error, so a new NDN-based certificateless
signcryption scheme is proposed for IoHT using the security hardness of the hyperelliptic curve cryptosystem. Security analysis
and comparisons with existing schemes show the viability of the designed scheme. The final results confirm that the designed
scheme provides better security with minimal computational and communicational resources. Finally, we validate the security of
the designed scheme against man-in-the-middle attacks and replay attacks using the AVISPA tool.

1. Introduction

The Internet of Health Things (IoHT) refers to the collection
of biomedical sensors and applications coupled with the net-
works as shown in Figure 1. Many healthcare providers use
IoHT applications to improve treatments and patients’ expe-
rience, reduce defects, control diseases, and reduce costs [1].
However, different healthcare things are introducing new
aggressive approaches to healthcare infrastructure. This is
attributed to the subsequent reasons:

(1) Medical things mainly transmit the sensitive data of
patients

(2) Problems of incompatibility and complexity arise
from the interaction of emerging devices and the
various networks connected to them [2]

(3) As a growing sector, healthcare manufacturers are
adopting IoT solutions regardless of safety. As a
result, new security challenges related to confidential-
ity, authenticity, and availability
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(4) As most IoT devices transmit and receive sensitive
data wirelessly, this can put IoHT at risk for wireless
sensor network security breaches [3]. Based on the
IoHT environment’s criticality, such security and pri-
vacy accidents can have devastating consequences
such as loss of life and financial loss. In a healthcare
information system, the details of patients can be pre-
served in the form of electronic health records acces-
sible to medical specialists whenever the patient
travels to the hospital. However, IoHT transfers data
over the traditional Internet paradigm with risks
associated with mobility and security. Therefore,
IoHT risks need to be identified and assessed to
provide better decision-making when adopting or
constructing a secure and reliable IoHT scheme [4]

To tackle this, named data networking (NDN) is a best-
chosen architecture of information-centric networking
(ICN) [5]. The NDN application uses semantically meaning-
ful, application-defined, and hierarchical names for the pub-
lication of data. Once the data is named and published, the
user can send an interest packet to the network by specifying
the requested content’s name. Simultaneously, the intermedi-
ate NDN routers preserve a name-based forwarding table,
which makes the longest prefix match in the name of interest
and is sent through the appropriate interfaces [6]. Once the
provider of the content receives the interest, it returns the
signed data packet. The intermediate routers store these data
packets in the content store for future requests. For more
details regarding NDN, we refer the reader to some related
publications [7, 8].

Traditionally, with a strong cryptographic scheme, mali-
cious attacks can be prevented. Consequently, the crypto-
graphic scheme must meet the security requirements of
such as authentication, confidentiality, antireplay attack,
integrity, and nonrepudiation [9]. On the other hand, the
cryptographic perspectives that are used to secure the infor-
mation are RSA-based cryptography [10, 11], symmetric
key cryptography [12, 13], bilinear pairing [14, 15], elliptic
curve cryptography (ECC) [16, 17], and hyperelliptic curve
cryptography (HCC) [18, 19]. However, symmetric key-
based schemes have major problems of key distribution. In
contrast, RSA-based schemes incur high computational and

communicational costs due to modular exponential com-
plexities, bilinear pairing-based schemes suffer from heavy
pairing operations, and ECC-based schemes outperform
RSA. At the same time, HCC surpasses ECC in providing
the same security features with lower cost complexities such
as communication overhead, computation cost, and memory
requirements.

HCC-based schemes require less storage and a smaller
key of size of 80 bits in contrast to the 160 bits key of ECC
and 1024 bits of RSA. They produce fewer ciphers compared
to other public key cryptographic schemes. Because of these
features, HCC is an attractive cryptographic phenomenon
that provides security for systems utilizing limited comput-
ing resources. On the other hand, Zheng [20] introduced
the concept of signcryption, which connects encryption and
signature logically in a single step to reduce the cost complex-
ities. Prior to the actual construction of signcryption, the
encryption-than-signature was used to obtain privacy and
authenticity. Zheng in his proposal showed that signcryption
saves 50% of computation time and 85% of communicational
costs as compared to the encryption-than-signature process.
However, the proposed scheme of Zheng was constructed on
public key cryptography (PKC) where the user’s public key is
a randomly selected string, so it requires a trusted entity such
as certification authority (CA) to issue a certificate to link the
user’s public key with his/her corresponding identity. Unfor-
tunately, the PKC suffers from the high cost of certificate
management. This prevents the PKC from spreading to the
real world. To reduce the burden of certificate management,
Shamir [21] introduced an identity-based cryptography
(IBC), where the identity of the particular users like IP
address and telephone number can be used as his/her public
key, thereby removing the certificate and simplifying key
management. In an IBC, a reliable private key generator
(PKG) is required to generate the user’s private key, so the
key escrow problem is inborn in the IBC.

Al-Riyami and Paterson [22] introduced certificateless
cryptosystem (CLC), to eliminate key escrow problems
encountered in IBS and certificate management issues in tra-
ditional PKC. In a CLC, trusted KGC is used to generate the
partial private key for both the sender and receiver. The user
must produce a secret value for himself/herself to combine
the partial private key (PPK) with secret value to create a full
private key. There has been a lot of focus on it since the intro-
duction of CLC.

However, the first CLC scheme was presented by Barbosa
and Farshim [23], combining the concepts of CLC and sign-
cryption. Since then, many CLC schemes have been proposed
in the literature [24–34].

1.1. Motivation and Contributions. Security for all health
fields is always a priority in modern communication technol-
ogy. However, due to limited computing resources, the imple-
mentation of an efficient and appropriate security scheme for
IoHT remains an ongoing challenge. The IoHT requires a
security scheme that minimizes computing, communication,
and storage overhead. Although the current complex crypto-
graphic methods, i.e., ECC and bilinear pairing, are resulting
in high-cost complexities, these cryptographic algorithms are

Internet of
Health Things

Figure 1: Internet of Health Things.
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not compatible with low computing devices of IoHT systems.
For creating a practical IoHT solution that requires minimal
computation, it is necessary to use HCC. As the HCC offers
the same level of security utilizing smaller key sizes in contrast
to ECC and bilinear pairing, we describe our major contribu-
tion below.

(i) We designed an NDN-based IoHT scheme using the
security hardness of HCC

(ii) The designed scheme offers the security services of
confidentiality, authenticity, integrity, unforgeabil-
ity, and nonrepudiation

(iii) Security analysis and comparisons with existing
schemes show the designed scheme’s viability. The
obtained results confirm that the designed scheme
provides better security with minimal computational
and communicational resources

(iv) We validate the security of the designed scheme
using the AVISPA tool

(v) Finally, we deployed the newly designed scheme on
NDN-based IoHT

1.2. Overview of NDN. NDN is a future network architecture
designed to cover IoT users’ demands such as efficient con-
tent distribution, improved mobility, and scalable connectiv-
ity to the end-users [5]. NDN is designed to offer in-network
caching and named-based routing that eliminates the loca-
tion dependency, connectivity, and content distribution
problems of IP-based Internet. Moreover, NDN supports 2
types of packets, namely, interest packet (IP) and data packet
(DP). The IP consists of the requested content by name,
while the DP consists of the requested content with informa-

tion about the provider. Moreover, each NDN node main-
tains 3 kinds of data structures [6] as shown in Figure 2.
The CS is used as a local cache memory that stores the copies
of passing contents for future use to facilitate the end-users.
The PIT is used as an entry list that keeps the records of inco-
ming/outgoing IP and DP. The FIB forwards the IP and DP
from one node to another using traditional protocols such
as OSPF and BGP [7].

1.3. Road Map of the Article. The rest of the paper is struc-
tured as follows: Section 2 provides the knowledge about
the existing literature, Section 3 provides the preliminaries
of HCC, Section 4 presents the construction and the pro-
posed network model, Section 5 provides the security analy-
sis, Section 6 delivers the performance and discussion with
the existing scheme in terms of cost complexities, and Section
7 contains the overall deployment of the designed scheme on
IoHT. Finally, Section 8 contains the conclusion and
implementation of the designed scheme using AVISPA tool.

2. Preliminaries

2.1. Hyperelliptic Curve Discrete Logarithm Problem
(HCDLP)

(i) Let Θ ∈ f1, 2, 3, 4, 5,⋯, n − 1gand B =Θ ·D, then
finding Θ and B is known as HCDLP

2.2. Hyperelliptic Curve Computational Diffie-Hellman
Problem (HCCDHP)

(i) Let Θ,Ω ∈ f1, 2, 3, 4, 5,⋯, n − 1g and B =Θ ·D, δ =
Ω ·Θ ·D, then finding Θ and Ω from B and δ is
known as HCCDHP

CS

FIB

PIT 

Consumer A

CS

FIB

PIT

Consumer B

Interest

Interest

Interest

Interest

Content

Content

Content

Content

Producer

Figure 2: Basic NDN architecture with content distribution.
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2.3. Syntax for the Design Scheme. The proposed scheme for
NDN-based Internet of Health Things consists the following
algorithms:

(i) Setup: the network manager (NM) picks a parame-
ter of security (ℓ) as input and generates the master
secret key (M), master public key (Mpub), and pub-
lic parameter set (P )

(ii) Generation of partial private key: the NM takes the
users’ identities ðIDuÞ, M, Mpub, and P as in input
and generates the partial private keys (Xu) for users

(iii) Secret value setting: the users pick a private number
as a secret value ðSÞ

(iv) Private key generation: the users generate private
keys ðPVKÞ by taking S and Xu as input

(v) Public key generation: the users generate their pub-
lic keys PKu by taking S and deviser of HCC (D) as
input

(vi) Signcryption: the provider of the content will pro-
duce the signcrypted content (δ) by taking as input
IDu, PKu,S , P , and Xu

(vii) Unsigncryption: the consumer of the content will
unsigncrypt the received δ. For this process, it takes
as input δ, IDu, PKu,S , P , and Xu

2.4. Threat Model. In the designed scheme, we adopt the most
popular treat model, i.e., Dolev-Yao [35]. According to this
model, the communication among two or more than two
entities is not secure and trusted because the attacker has full
instructions to expose the signcrypted content and to forge
the signature. There are several security threats in the
NDN-based IoHT environment. It means that a user can edit
or delete strategic information from competitors. To preserve
the security and authenticity of NDN-based IoHT devices,
authentic and secure communication between entities is
required.

For the security explanation of the designed scheme,
we take two types of adversaries, i.e., (type I and type II)
[30, 36].

(i) Type I adversary: type I adversary is often considered
to be an external attacker who does not have the
master secret key and can request a user’s public
key and replace it with its own chosen value

(ii) Type II adversary: type II adversary is also considered
as malicious KGC that can compute a user’s PPK
using the master secret key; however, this type of
adversary is not able to replace the public key of the
users

3. Related Work

The related work consists of two parts like IoHT schemes in
NDN and certificateless signcryption approaches.

3.1. IoHT Schemes in NDN. Saxena et al. [37] in 2015 pre-
sented a healthcare scheme for NDN. The given scheme
was the first solution for NDN-based healthcare. Two years
later [38], Saxena and Raychoudhury proposed another
healthcare scheme in the NDN network. The goal of the
scheme is to provide authenticity for emergency messages.
Unfortunately, both schemes did not provide security for
NDN-based healthcare. Wang and Cai [39] designed a
framework to secure healthcare in NDN-enabled edge cloud.
It was the first security framework of healthcare NDN. The
author highlights the positive aspects of NDN for the
enhancement and efficiency of healthcare. However, the
authors used weighty pairing operations of bilinear pairing
in attribute-based encryption.

3.2. Certificateless Signcryption Schemes. Nowadays, data
transmission through the Internet is a famous communication
technique because of which security becomes a major issue of
concern. To save the personal information of the users and
avoid unauthorized access to data, wemust ensure authentica-
tion, confidentiality, and integrity of data [24]. To overcome
confidentiality, the encryption method is in use. Simulta-
neously, for integrity, authentication, and nonrepudiation,
the digital signature is operative. In the previous era, the
sender uses to encrypt and then sign the document before
sending it to the receiver which is known as the sign-then-
encrypt method. But the sign-then-encrypt method has a flaw
as it is a time-consuming process and the system needs more
power which intrudes the system efficiency.

To remove the KEP, Barbosa and Farshim [23] together
introduce a CLC signcryption method by achieving the
CLC encryption and signature in one step. Zhou et al. [25]
presented a new CLC signcryption and proved the security
of their scheme based on security according to Diffie-
Hellman problem. Later on, efficient CLC signcryption based
on the standard scheme was introduced by Rastegari and
Berenjkoub [26]. Their work shows their scheme is safer
and more effective than all existing oracle model-based
CLC signcryption schemes. Without BP, in 2017, Yu and
Yang [27] come up with a new CLC signcryption scheme
and proved the security in ROM.

Further, according to Yu and Yang, the proposed algo-
rithm is suitable for applications like an email system and
online sale. Zhou [28] proposed a new CLC signcryption
technique. The security of the scheme is based on BP using
the standard model. Based on the efficiency and the hardiness
of the elliptic curve discrete logarithm problem (ECDLP), for
the best solutions of cloud storage, Luo and Ma [29] intro-
duced a CLC hybrid signcryption technique. However, the
given scheme was constructed on the security hardness of
the ECDLP, which is not suitable for the IoT environment.
In 2020, Liu et al. [30] proposed a scheme for access control
in WBS networks by using CLC signcryption. The design
scheme is based on RSA. The security proved under the
ROM. In the same year, Kasyoka et al. [31] found out the
security shortcoming and provided an improved CLC sign-
cryption scheme.

In 2017, Li et al. [32] constructed a CLC signcryption
with access control for industrial wireless sensor networks.
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According to the authors, the given scheme achieves the
additional security properties of ciphertext authenticity,
insider security, and public verifiability. Though the given
scheme is more efficient than the previous access control
schemes, however, the scheme of Li et al. was based on bilin-
ear pairing which makes it inefficient for the resource-
constrained environment of IoT due to heavy pairing costs.

In late 2020, Swapna et al. [34] presented a new CLC
signcryption scheme under the security hardness of ECDLP
under ROM. According to the authors, the proposed scheme
achieves the additional security requirement of public verifi-
ability with strong security against various types of malicious
adversaries. Unfortunately, the scheme of Swapna et al. was
constructed on the concept of ECC, which utilizes 160 bits
keys for providing security, which is still not affordable for
the limited resource devices.

However, all the above [24–34] schemes suffer from
heavy communication and computation costs due to using
heavy bilinear pairing, RSA, and ECC.

4. Proposed Scheme for NDN-Based Internet of
Health Things

4.1. Proposed Network Model for NDN-Based Internet of
Health Things. Figure 3 shows our proposed network model
for NDN-based Internet of Health Things. The suggested
model consists of the following entities and their functions.

(i) Network manager (NM): the NM is an authentic
authority that manages and ensures secure data
transformation among IoHT devices or users (con-
sumer, producer)

(ii) Consumer: any IoHT device (such as smartphone
and body sensor) or user (such as hospital, patient,
and doctor) that are interested in IoHT data (like
patient record stats and monitoring) in a secure way

(iii) Producer: any IoHT device (such as smartphone and
body sensor) or user (such as hospital, patient, and
doctor) that provides IoHT data (like patient record
stats and monitoring) in a secure way

(iv) NDN nodes: the NDN nodes transfer IoHT interest
and data/content between consumer and producer
using NDN routing policy

In the suggested NDN-based IoHT model, at the start of
communication, the IoHT devices or users need to be regis-
tered with NM. For this process, users or devices send their
own identities to NM. Upon receiving, the NM generates a
partial private key for users and sends it. Then, users use
the partial private key and make their own public and private
keys.

Let a consumer show interest in some healthcare-related
data/content, then the NDN nodes will forward the interest
to the producer using the traditional routing protocols such
as OSPF and EIGRP. After receiving the interest, the pro-
ducer will simply signcrypt the data/content and send it to
the interested consumer using the reverse path. After the

reception, the NDN node will forward the signcrypted data/-
content through FIB. However, none of the NDN nodes will
cache the content/data as it is signcrypted for a particular
receiver. This process will repeat until the particular receiver
user receives the interesting content/data. Here, we focus on
the confidentiality and authenticity of NDN-based IoHT
data, so the copy data/content will not be cached in any
NDN node. Also, the data/content can only be verified with
the private key of interested consumers to not facilitate any
user if the content/data is cached in the intermediate NDN
nodes.

4.2. Proposed Algorithm. The proposed algorithm comprises
seven steps as described below. The symbols used in the con-
struction of the designed scheme are mentioned in Table 1.

4.2.1. Setup. Given the security parameter (ℓ), this algorithm
generates a master secret key (M) and public parameter set
(P ). The given algorithm is executed by the KGC and per-
forms the following tasks.

(i) Select (D) as a devisor of HCC of order q

(ii) Select a prime number M, where M ∈ ⪯1⪯ðq − 1Þ
(iii) Compute Mpub=M ·D as his master public key

(iv) Select one-way hash functions of ðSHA − 512Þ =H1,
H2,H3,H4

(v) The given algorithm keeps the master secret key
with itself and advertises the public parameter set
P = fMpub,D, q,H1,H2,H3,H4g in the network

4.2.2. Set Secret Value. The given algorithm is executed on
the participant’s side (i.e., client and producer) with iden-
tity IDu the participants select a random number from S
∈ ⪯1⪯ðq − 1Þ as a secret value and compute their public
keys as PKu = S ·D:

4.2.3. Partial Private Key Generation. The KGC executes the
given algorithm. It selects a random number Rn ∈ ⪯1⪯ðq − 1Þ
and computesN u = Rn ·D. The KGC then computes the par-
tial private key as follows:

(i) Compute h1 =H1ðIDu,N u, PKu,ѠÞMpub

(ii) Compute Xu = Rn +M · h1 mod q

(iii) Compute T u =N u +H1ðIDu,N u, PKu,ѠÞMpub

The KGC then forwards (Xu,T u,N u) to the participants
using a private channel. The participants, upon receiving
the Xu, can verify the validity by checking Xu ·D =N u +
H1ðIDu,N u, PKuÞMpub.

4.2.4. Private Key Generation. In this algorithm, the partici-
pants set their private key as PVK = ðXu, SÞ
4.2.5. Signcryption. This given algorithm is performed on the
producer side. For signcryption, the producer performs the
following operations:
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(1) Pick a random number ∈⪯1⪯ðq − 1Þ

(i) Compute J =W ·D
(ii) Compute Zc =W p ·T c

(iii) Compute h2 =H2(J ,Zp,Ѡ, IDc, PKp)

(iv) Compute h3 =H3(J ,Zp,Ѡ, IDc, PKc)

(v) Compute Bp =Xp +W p ·h2 + Sp ·h3 mod q

(vi) Compute h4 =H4ðZp, J ,T c, IDcÞ

(2) Produce a signcrypted text as δ = ðJ ,Bp,h4Þ and
send it to the consumer

4.2.6. Unsigncryption. With δ, IDp, and (T p, PKp), the
decryption is as follows:

(i) Compute Zp =Xp ·T p

(ii) Compute h2 =H2(J ,Zp,Ѡ, IDc, PKp)

(iii) Compute h3 =H3(J ,Zp,Ѡ, IDc, PKc); if Bp D =
T p +h2 · J +h3 · PKp holds, then the received sig-
nature is valid otherwise forged.

h4 =H4 Xc:J ,T c, IDcð Þ: ð1Þ

Table 1: List of notations.

S/no Notations Explanation

1 ℓ Parameter of security with 80 bits size

2 P Public parameter set

3 H1,H2,H3,H4 Hash functions

4 IDu User identities

5 M Master secret key

6 S Secret values

7 Mpub Master public key

8 Xu User partial private key

9 PVK User private key

10 Ѡ Fresh nonce

11 δ Signcrypted content

Table 2: Software and hardware details.

System Specification

Library
Multiprecision integer and

rational arithmetic C

Operating system Windows 7-64 bits

CPU Intel Core i7-4510

RAM 8GB

Table 3: Running time of major operations in computation
complexity.

ℍEℂDM SℙMEℂ E Bℙ ℙBℙM

0.48 0:97 1.25 14.90 4.31
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Figure 3: Proposed network model for NDN-based Internet of Health Things.
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4.2.7. Consistency.

Zc =WT c =W N c +h1Mpub
� �

,

Zc =Xc · J =W D Rn +Mh1ð Þ =W N c +h1Mpub
� �

:

ð2Þ

5. Security Analysis

Here, we provide a detailed analysis of the designed scheme
for the security aspects of confidentiality, integrity, authenti-
cation, nonrepudiation, and unforgeability. Each of these
aspects is discussed in more detail in the following sections.

5.1. Theorem (Confidentiality). A certificateless signcryption
scheme is known to accomplish the security requirement of
confidentiality if there is no possible adversary that can attain
the provider’s encryption key.

Proof. The designed scheme certifies the requirement of con-
fidentiality if the adversary desires to obtain the content from
signcrypted text ðδÞ where δ = ðJ ,Bp,h4Þ. In this case,
he/she must have to find J ,Bp, andh4. To fix J , the adver-
sary also needs to findW from J =W ·D which is infeasible
due to the use of HCDLP. Furthermore, the adversary needs
to calculate Bp here for Bp adversary should calculate Xp

and Sp from Bp =Xp+W p ·h2 + Sp ·h3 mod q which is
infeasible due to the use of HCDLP.

5.2. Theorem (Authentication). A certificateless signcryption
scheme is known to accomplish the security requirement of
authenticity if the content receiver is somehow able to verify
the original source of content.

Proof. A client can use IDp and (T p, PKp) to verify the signa-
ture from δ. Here, to generate δ in the producer side, the pro-
ducer uses ðXpÞ and ðSpÞ which are equal to the private key
of the producer of the content. Hence, the content is signed
with the private key of the provider. So, the receiver of the

content/message can easily verify the respective producer’s
identity to check the authenticity.

5.3. Theorem (Integrity). A certificateless signcryption
approach is known to attain the security requirement of
integrity if there is no possible adversary that can produce
the equivalent hash value for the different sizes of the
message.

Proof. The producer of the content/message takes the “hash
value” “Bp =Xp+W p ·h2 + Sp ·h3 mod q” before sending
the content/message to the consumer. Suppose an adversary
tries to change the cipher content, in that case, the content
receiver can verify the ciphertext by doing the subsequent
steps. The consumer of the content/message first computes
Bp D =T p +h2 · J +h3 · PKp and h4 =H4ðXc · J ,T c,
IDcÞ; if it holds, then the content is valid; else, the content/-
message has been changed.

5.4. Theorem (Unforgeability). Suppose an adversary is able
to negotiate the XpÞ of the provider, in that case, the certifi-
cateless signcryption approach meets the security require-
ment of unforgeability.

Proof. In the designed approach, if an adversary attempts to
produce a legal signature, they need to computeBp from δ

= ðJ ,Bp,h4Þ, and for doing that, he/she needs to find J .
To fix J , the adversary needs to obtain W from J =W ·D,
which is infeasible due to the security hardness of HCDLP.

5.5. Theorem (Nonrepudiation). A certificateless signcryption
scheme is known to accomplish the security requirement of
nonrepudiation if a producer/provider of the content/mes-
sage cannot deny from his/her generated signcrypted
ciphertext.

Proof. The content/message is normally signed with the pri-
vate key ðXpÞ and ðSpÞ of the producer/provider. In the
designed scheme, the consumer/receiver of the content/mes-
sage can authenticate the identity IDp of the provider. So, the
provider of the content/message later cannot repudiate his
own signature.

6. Complexity Analysis

We compared our scheme with previously suggested certifi-
cateless signcryption schemes on the following two bases.

6.1. Computation Cost. In the following section, we will dem-
onstrate the computational cost complexity of our scheme

Table 4: Computation cost in terms of costly mathematical operations.

Schemes Signcryption Unsigncryption Total cost in (ms)

[32] 3E 3E + 1Bℙ + 1ℙBℙM 6E + 1Bℙ + 1ℙBℙM
[34] 3SℙMEℂ 4SℙMEℂ 7SℙMEℂ

[29] 4SℙMEℂ 4SℙMEℂ 4SℙMEℂ

Proposed 4ℍEℂDM 3ℍEℂDM 7ℍEℂDM

Table 5: Computation cost analysis in milliseconds.

Schemes Signcryption Unsigncryption Total cost

[32] 3:75 22:96 26:71
[34] 2:91 3:88 6:79
[29] 3:88 3:88 7:76
Ours 1:92 1:44 3:36
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and previously suggested certificateless signcryption schemes
such as Li et al. [32], Swapna et al. [34], and Luo andMa [29].
To estimate the computational complexity, we considered
the cost of signcryption and unsigncryption. However, to cal-
culate the operational computation cost of any scheme, we
mostly consider the costly mathematical operation used in
that particular cryptographic scheme. For our computation
complexity analysis, we take bilinear pairing (Bℙ), pairing-
based point multiplication (ℙBℙM), exponential (E), scalar
point multiplication of elliptic curve (SℙMEℂ), and hyperel-
liptic curve devisor multiplication (ℍEℂDM), respectively.
The software and hardware specification [19, 33] used with
the running time is shown in Tables 2 and 3.

From the results in Tables 4 and 5 and Figure 4, it is clear
that our scheme works more efficiently in terms of computa-
tional complexity than the previous ones.

6.1.1. Cost Reduction. The cost reduction/percentage
improvement can be attained using the given formula [18].

= Computation cost of previous scheme − Computation cost of designed scheme
Computation cost of previous scheme

� �
∗ 100:

ð3Þ

(i) The percentage improvement of the designed
scheme from Li et al. [32] is as follows:

= 26:71 − 3:36
26:71

� �
∗ 100 = 87:42%: ð4Þ

(ii) The percentage improvement of the designed
scheme from Swapna et al. [34] is as follows:

= 6:79 − 3:36
6:79

� �
∗ 100 = 50:51%: ð5Þ

(iii) The percentage improvement of the designed
scheme from Luo and Ma [29] is as follows:

= 7:76 − 3:36
7:76

� �
∗ 100 = 56:70%: ð6Þ

6.2. Communication Overhead.Here, we show a comparative
analysis of the given scheme with the relevant existing
schemes [29, 32, 34]. However, to calculate the operational
communication overhead of any scheme, we mostly study
the additional bits that an original message will carry. For
our scheme, we used variables such as elliptic curve crypto-
system (ECC): (n), hyperelliptic curve cryptosystem (HCC):
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Figure 4: Computation cost complexity.

Table 6: Variables used in our analysis.

Name Notation Size (bits)

BP (G) 1024

HCC (q) 80

ECC (n) 160

Message (m) 512

Table 7: Communication overhead analysis in bits.

Schemes Ciphertext size Size (bits)

Luo and Ma [29] 3 nð Þ + mð Þ 992

Li et al. [32] 3 Gð Þ + mð Þ 3584

Swapna et al. [34] 3 nð Þ + mð Þ 992

Ours 3 qð Þ + mð Þ 752
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(q), bilinear pairing (BP): (G), and message: (m) as further
shown in Table 6.

From the results in Tables 7 and Figure 5, it is clear that
our scheme works more efficiently in terms of communica-
tional overhead than the previous ones.

6.2.1. Cost Reduction. The cost reduction/percentage
improvement can be attained using the given formula [18].

= Computation cost of previous scheme −Computation cost of designed scheme
Computation cost of previous scheme

� �
∗ 100:

ð7Þ

(i) The percentage improvement of the designed scheme
from Li et al. [32] is as follows:

= 3584 − 752
3584

� �
∗ 100 = 79:01%: ð8Þ

(ii) The percentage improvement of the designed scheme
from Swapna et al. [34] and Luo and Ma [29] is as
follows:

= 6:79 − 3:36
6:79

� �
∗ 100 = 50:51%: ð9Þ

7. Deployment on NDN-Based
Internet of Healthcare

Figure 6 shows a robust and secure deployment of the given
scheme on the NDN-based Internet of IoHT. We consider
many connected IoH devices that can exchange healthcare
information for this deployment. Furthermore, the medical
devices are linked to NDN policy [7, 8]. The complete

deployment for secure communication is described in the
subsequent steps.

7.1. Registration and Key Generation. In this phase, the KGC
enrolls both the participants with itself. To do so, the KGC
picks a security parameter (ℓ), selects D of HCC of order q,
selects a prime numberM, whereM ∈ ⪯1⪯ðq − 1Þ, as a mas-
ter secret key, then computes Mpub=M ·D, and selects one-
way hash functions H1,H2,H3,H4. The KGC keeps the mas-
ter secret key with itself and advertises the public parameter
set P = fMpub,D, q,H1,H2,H3,H4g in the network. After
the advertisement of KGC, the consumer and producer first
select random number from S ∈ ⪯1⪯ðq − 1Þ as a secret value
and compute their public keys as PKc = S ·D and PKp = S ·D.
Then, the participants send their identities (IDc, IDp) to KGC.
It selects a random number Rn ∈ ⪯1⪯ðq − 1Þ and compute
N u = Rn ·D. The KGC then computes the partial private key
as compute h1 =H1ðIDu,N u, PKuÞMpub, compute Xu = Rn

+M · h1 mod q, and compute T u =N u +H1ðIDu,N u,
PKuÞMpub. The KGC then forwards the (Xu,T u,N u) to
the client/consumer/receiver of the content and provider of
the content through a private channel. The consumer and pro-
ducer upon receiving the Xu can verify the validity by check-
ing Xu ·D =N u +H1ðIDu,N u, PKuÞMpub.

7.2. Signcryption.Whenever a consumer of the content shows
an interest in some healthcare information, after receiving,
the producer will generate signcrypted content for the con-
sumer as to pick a random numberW ∈ ⪯1⪯ðq − 1Þ, compute
J =W ·D, compute Zc =W p ·T c, compute h2 =H2(J ,
Zp,Ѡ, IDc, PKp), compute h3 =H3(J ,Zp,Ѡ, IDc, PKc),
compute Bp =Xp+W p ·h2 + Sp ·h3 mod q, and compute
h4 =H4ðZp, J ,T c, IDcÞ. Finally, produce a signcrypted text
as δ = ðJ ,Bp,h4Þ and send it to the consumer.

7.3. Unsigncryption. When the consumer receives the sign-
crypted content, it verifies the signature and decrypts the
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content as compute Zp =Xp:·T p, compute h2 =H2ðJ ,Zp,
Ѡ, IDc, PKpÞ, and compute h3 =H3ðJ ,Zp,Ѡ, IDc, PKcÞ. If
Bp D =T p +h2 · J +h3 · PKp holds, then the received signa-
ture is valid otherwise forged. Also, the consumer can decrypt
h4 =H4ðXc · J ,T c, IDcÞ.

8. Simulation of the Designed
Scheme through AVISPA

AVISPA tool [40] is a top-down automated validation of the
security protocols used to verify the resistivity of a given
security protocol against replay attacks and man-in-the-mid-
dle attacks. AVISPA uses the rule-oriented high-level proto-
col specification language (HLPSL) [41], to verify the security
protocol. The code of the HLPSL is transformed to an inter-

mediate format (IF) via a translator known as HLPSL-2-IF
[42]. The IF is then given to the required four backend check-
ers, namely, OFMC, CL-AtSe, SATMC, and TA4SP. For more
details regarding NDN, we recommend readers to study [40].
A generic structure of AVISPA is illustrated in Figure 7.

This section implemented mandatory roles for the ses-
sion, goals, and environment. We evaluate the newly
designed scheme using the two backend checkers of AVISPA
such as constraint-logic-based attack searcher (CL-AtSe) and
on-the-fly model checker (OFMC) with the help of the
graphical user interface (GUI) of security protocol animator
(SPAN) [43]. Moreover, for evaluation, AVISPA implements
the Dolev-Yao threat model [35]. The simulation results
reported in Figures 8 and 9 show the formal verification
and security of the designed scheme against man-in-the-
middle attacks and replay attacks.

HLPSL

AVISPA/SPAN

HLPSL2IF

IF

OFMC ATSE SATMC TA4SP

Figure 7: Pushdown flow of AVISPA.
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Figure 6: Deployment of the designed scheme.

10 Wireless Communications and Mobile Computing



9. Conclusion

As the number of biomedical devices coupled with the Inter-
net grows, providing strong security with privacy is becom-
ing a prime concern. The overuse of IoHT devices raises a
serious issue in the medical domain. Due to the critique
and sensitivity of the data within the healthcare domain,
proper security and privacy in IoHT undermines patient pri-

vacy and endangers patients’ lives. However, IoHT transfers
data via a public channel, which has implications for security
and privacy. Researchers suggest named data networking
(NDN), a future Internet model that suits the caregivers
and mobile patients to address this issue. Hence, in this arti-
cle, we have proposed a lightweight certificateless signcryp-
tion scheme for NDN-based IoHT. For most IoHT
applications, traditional cryptographic algorithms are not

Figure 9: Proposed scheme simulation results of OFMC.

Figure 8: Proposed scheme simulation results of ATSE.
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practical due to low power-embedded devices’ power con-
straints. For this cause, we use hyperelliptic curve cryptosys-
tem (HCC) which utilizes minimal key size. In addition, after
comparing with the relevant schemes, the designed scheme
has proven to be effective in terms of cost complexities. For
more evidence, we validate the designed scheme attacks’
security using the formal verification tool AVISPA.

An extension of the designed scheme is essential that pro-
vides simultaneous encryption and signature. We also aim to
improve the security of the given scheme by adding some
other elements of official formal analysis, such as random
oracle model. All these factors are under development stages
and will be taken into consideration in the near future.
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Internet of Things (IoT) is considered one of the world’s ruling technologies. Billions of IoT devices connected together through IoT
forming smart cities. As the concept grows, it is very challenging to design an infrastructure that is capable of handling large
number of devices and process data effectively in a smart city paradigm. This paper proposed a structure for smart cities. It is
implemented using a lightweight easy to implement network design and a simpler data format for information exchange that is
suitable for developing countries like Pakistan. Using MQTT as network protocol, different sensor nodes were deployed for
collecting data from the environment. Environmental factors like temperature, moisture, humidity, and percentage of CO2 and
methane gas were recorded and transferred to sink node for information sharing over the IoT cloud using an MQTT broker
that can be accessed any time using Mosquitto client. The experiment results provide the performance analysis of the proposed
network at different QoS levels for the MQTT protocol for IoT-based smart cities. JSON structure is used to formulate the
communication data structure for the proposed system.

1. Introduction

Internet of Things (IoT) is considered to be another impor-
tant Information Communication Technology (ICT) wave
after the invention of personal computers (PCs), Ethernet,
Internet, and the cellular communication [1]. IoT has taken
over the world since 2005 and became the very core of the
future economic developments in the field of Internet, com-
munication, and networking [2]. Many countries around
the world have taken into account IoT as part of national
strategy for sustainable development in their governmental
and general public sectors by completing the logical and con-
ceptual studies at service level. For example, Japan’s broad-
band access is based on ubiquitous and people-oriented
technology, providing services with an objective to help effi-

cient communication between people and people and things
and between things as well [3]. The South Korean smart
home automation systems help the residence to control
many home appliances remotely and also enjoy bidirectional
multimedia services [4]. Singapore is also second to none; her
next-generation I-hub main objective is to provide secure
next-generation “U”-type networks through ubiquitous net-
working [5]. All these and other such similar projects have
laid the foundation of IoT firmly around the world.

IoT domains include healthcare, industry, transporta-
tion, education, and emergency response to any sort of natu-
ral or man-made disasters under stressed conditions. IoT
enables the people to interact (see, hear, and think) with the
sensors that help them to share information, make intelligent
decisions, and respond to queries efficiently. In other words,
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IoT helps to see, hear, and think an environment from an eye
of technology (sensors). On the other hand, IoT also changes
traditional devices into smart objects by changing the under-
lying technologies (ubiquitous, embedded systems, sensor
networks, communication technologies, internet protocols,
applications, and pervasive computing) of these systems. To
better understand the concept of IoT, it is important to learn
about the elements of IoT. The related examples and catego-
ries of each element are listed and discussed in [6–22]. The
major elements of an IoT network are identification, sensing,
communication, composition, services, and semantics.

The IoT’s main objective is to make Internet, communi-
cation, and networking more interesting, impressive, and
persuasive by providing easy interaction with a wide variety
of devices. This paradigm is spread along a vast set of fields
and covers almost all human domains of profession [23].
These complex scenarios develop the particular interest of
smart urbanization in an IoT paradigm. Thus, the concept
of “smart cities” is born [24]. Smart urbanization is capable
of optimizing traditional public service processes by increas-
ing the percentage benefit gained from many services like
transportation, lightening, maintenance, surveillance of pub-
lic areas, preservation of history and cultural heritage, park-
ing, automation of industries, education, hospitals, garbage
collection, and many more [1, 25]. According to Pike
Research [23] conducted on smart cities, it was reported that
by 2020, the estimated market share of smart city will be
more than hundred billion dollars with an annual expendi-
ture of just 16 billion. Smart city industry emerges from the
interconnection between key industries and the service sec-
tors and form several smart city sectors like smart gover-
nance, smart utilities, smart buildings, smart environment,
and smart mobility [26]. There are a number of reasons that
hinder the growth of smart cities to full capacity, including
political, financial, and technical barriers. Authors in [27–
30] have discussed several solutions related to these prob-
lems. The contribution of this research is to design a system
for developing smart cities in underdeveloped countries
using IoT technology. The system is easy to use and easy to
implement as it uses simple technology, lightweight commu-
nication mechanism, and cheap technology. The proposed
technology is a suitable small business organization with less
budget to spend on their technological needs. Moreover, it is
also feasible for governments having low budget to spend on
technology adaption.

The rest of the paper is structured as follows: Section 2
provides the review of the already developed technologies;
Section 3 provides the detail of the proposed system; Section
4 provides the detail on the working of the system; Section 5
provides the deployment of the system, data collection mech-
anism simulation implementation, and simulation results;
and Section 6 concluded the overall research and provide
future directions.

2. Literature Review

In this section, different smart cities around the world are
discussed briefly. These projects also provide foundations

for the realization of smart cities in underdeveloped
countries.

The SyMPHOnY project [31] was a smart city project
designed using SIP protocol. A special hardware called the
MTCG node was designed as a communication device using
the SIP protocol for data transmission. The MTCG node
receives data from many sensory devices, like home appli-
ances, temperature sensors, and humidity sensors, using a
wireless M-BUS interface and transmits it to a SIP server.
The data can be accessed using a SIP client [31–33]. The
MTCG node was a set of different packages joined together
in a single package device called a core. Eco-U-CITY [34]
was the first South Korean project for smart city implemen-
tation. The project was completed in 2008 to convert the cit-
ies of Hwaseong and Dengtan into smart cites. Eco-U-CITY
is a project based on green technology, for better safety and
comfort of the public. The major aim of this project was to
use green technology to reduce the emission of carbon con-
tents in the atmosphere. The project was implemented using
a specially developed system called “An Integrated Service
Management Platform” (ISMP). ISMP is a 3-layered model
for smart cities presented in [35]. The layers present in an
ISMP system are service layer, middle-ware layer, and the
infrastructure layer.

Under the supervision of the New York City Mayor’s
Office, the city launched the New York Digital City Program
sponsored by the Mayor’s Office itself. The program was
based on an IT-driven portal called the NYC.GOV portal,
with an aim of combining all city’s general public on a single
platform, i.e., the portal. All citizens were able to access all the
services, functions, and applications through their smart
devices, mobile phones, and commercial social media. Barce-
lona Smart City Program implements a three-layer model for
a wide variety of technical capabilities stated in [36]. The first
layer constitutes sensors, the second layer of the model was
based on a City Operating System (City OS), and the third
layer was comprised of customer interface. It was using ICT
throughput throughout the implementation and develop-
ment of smart cities using smart city models presented in
[37–39]. The city has started a series of projects supporting
the concept of smart city, over a physical network covering
more than 500 kilometers of area via fiber optics. The city
project is aimed at integrating telecommunication and Inter-
net together using twelve initiatives identified via used smart
city models. The project has four stages and has successfully
completed its three stages, and the fourth stage is under pro-
cess [39]. Padova Smart City [26] was an implementation of
urban IoT concept in the Padova city with the alliance of
public and private bodies of the city. The major parties of
the alliance were the municipality of Padova, the Department
of Information Engineering University of Padova, and Pata-
vina Technologies. The first provides the financial assistance
required to aid the project; the second provides the back-
ground for the project to start and also give its feasibility
report. Finally, the third party, which is a spin-off of the Uni-
versity of Padova and is specialized in the development of
creative IoT solutions, provided design and implementations
for the IoT nodes and the software required to control
the network.
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3. Proposed IoT Network Design

Keeping in mind the study done in the literature review and
different information provided in different research papers
and research projects, the proposed network architecture
used to carry out our research is given Figure 1. It is evident

from Figure 1 that the proposed network architecture con-
sists of the following network entities.

The proposed network consists of several devices con-
nected together. The devices are classified into sensor nodes,
sink nodes, edge router, IoT cloud, and end user all discussed
in the later paragraphs. The network is formed when several
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Algorithm:
Structure Reading {

“Sensor” :{
“System”:

“Type”: {
“Name”: “Sensor Name”,
“ID”: “value”

},
“Placement of the Sensor”: {

“Latitude”: “value”,
“Longitude”: “value”,

},
},

“Read_Value”: [“Reading Type”: “Reading Name”, “Value”: “value”, “units”:
“value”],
“Time”: “Time Stamp”,
“Date”: “Date Stamp”,
“Status”: {

“Name”: “Device Status”,
“Value”: {“NULL =0”, “OK =1”, “ERROR =2”, “UNKNOWN =3”},

};
}

Algorithm 1: Proposed data structure format.
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sensors deployed connect to a common sink node that acts as
a broker to collect and share information. Sensor nodes con-
tinuously observe the deployed vicinity for recording data
related to several environmental attributes like temperature,
humidity, moisture, and gaseous content percentage in the
atmosphere; the sensor node then transfers the data to the
sink node periodically that keeps data safe for uploading
the information to the IoT cloud after a regular interval or
whenever a demand for any particular information or read-
ing is received. The IoT cloud provides user an interface to
observe and keep track of the changes occurring in any loca-
tion by keeping a periodic track of the information received
from the sink node.

The sink node is implemented using a Raspberry Pi board
2 with aWindows 10 IoT core. The core supports the bundles

for using Java Programming Environment. Arduino IDE
sketch is also installed on the system to support Arduino.
The Mosquitto version 1.4.9 which is an open-source MQTT
server was deployed on an Amazon Web Server. Specifica-
tions of the Amazon Web Server are as follows: AWS service:
EC2, instance type: t2. Micro, OS: Windows server 2016
base1 virtual CPU, storage: 30GB, and RAM: 1GB. Node-
RED is a visual tool for wiring IoT devices. Node-RED pro-
vides web interface, which can send commands to the MQTT
server. Node-RED provides interaction between clients and
server. Node-RED offers a browser-based flow editor to wire
together flows by applying a broad range of nodes in the pal-
ette. Flows can be then implemented dynamically in a single
click. Due to built-in library in node-RED, useful functions
and flows can be saved for reuse. The Bluetooth module is

Start

Compute and
process the
data for the
sensor value

Check if time period is
completed of 1 hour to send the

data to the sink node

Send the data to
the sink

node a�er 1hr.
Send the data to the

sink node

Check for the time
period to complete if no

data request is present at
either channel

Check if there is a
request for data from

any channel Bluetooth channel
for local connectivity

Send the data to the
Bluetooth channel if

request is present

Send data to sink node if it
requests for the data before the

period is completed

Send the data to the
sink node if request

is present

End

Figure 4: Sensor node activity.
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also attached to the sink node to connect any local user to
receive any information using a mobile application data can
be designed to access data from the Bluetooth module. The
framework used for the proposed system is shown in
Figure 2.

As shown in Figure 2, the framework consists a core
package including a powerful board with some operating or
the real-time operating system. The core is attached to several
bundles depending on the needs of the system. The major
bundles included in the framework are as follows: core bun-
dle: the main package that controls the communication and
other bundles present in the framework; protocol bundle:

the package containing the definition and implementation
of the said protocols for the proposed network; wireless mod-
ule bundle: the package containing the possible definition of
any wireless module used for connecting the sink node to the
other devices; Ethernet bundle: the package for installing and
using Ethernet in the framework; JSON bundle: the package
giving the information regarding the data structure format
used for receiving and extracting the required information
from the data received from the sensor nodes; database bun-
dle: the package giving information about the used database
in the proposed research; language bundle: the package giv-
ing information about the programming language used; and

Start

Serial port at
9600

Check for the Xbee frame to
arrive at the port

Check if Xbee frame is available or not

Receive the frame and find
the Xbee node ID and the

data it contains

Send the data to the IoT cloud
using Mosquitto Client/broker

Publish the data using the
Mosquitto client and the

broker

At the IoT Cloud publish
the data wih the Xbee ID

End

Publisher

Figure 5: Publisher.
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API bundle: the package containing the cloud API’s and
other API’s used to provide communication ease and devel-
opment ease.

The control system of the sensor node is implemented
using an Arduino microcontroller (any of UNO, MEGA,
Mini, and Micro). The sensors used for measuring different
environment values are Arduino compatible temperature
sensor DHT-11 temperature and humidity sensor; the sensor
used to measure the CO2 and methane level is the Arduino
compatible MQ-135 gas sensor. The sensor used for moisture
measurement is the Arduino compatible HL-69 soil moisture
sensor. The communication module used is the Xbee module
using IEEE 802.15.4 Standard and forms the core of the net-
work. The other module used to form the core network is the
WiFi shield for Arduino ESP-8266-WRL-13287. The HC-05
Bluetooth module is used to provide local connectivity with
the sensor node. Arduino Ethernet shield Wiznet-W5100 or
the ENC-28J60 Ethernet module can also be used to provide
wired connectivity that is an optional part of the sensor node.
Arduino-based RTC DS-3231 real-time clock and the
Arduino-based Global Positioning System (GPS) module

NEO-6M is used to provide additional information related
to the sensor regarding date, time, and location of the sensor.
A 12-volt Lipo battery is attached to the sensor node to pro-
vide the power to the complete system. The complete hard-
ware package is installed in a box for safe keeping and to
preserve it from sever atmospheric effects. This system can
also be achieved using a We MOs D1 Mini ESP8266 a wire-
less 802.11 (Wi-Fi) microcontroller development board. Its
key features are as follows: micro-USB, compatible with
Arduino, microprocessor: ESP-8266EXNr, pin:/input/output
11 pin, one input pin, operating voltage is 3.3V, frequency:
80MHz/160MHz, and of 4Mb flash memory. The overall
system is illustrated in Figure 3.

Edge router is a network layer device used to link the pro-
posed network to the underlying external network. The edge
router if deployed inside the sink node is called as inner edge
router. Or when deployed outside the sink node is called as
external edge router. The IoT cloud or the IoT server is
responsible for joining all the sensor/sink networks at differ-
ent environments at different areas. These entities provide
the central point and are the core of the network architecture.
A user is a person or a machine or an application that
requires the data generated from the sensor nodes for some
information or just for record keeping or for making any use-
ful decision using the information generated through the
proposed system.

Data structure format used for transmitting the data
between the network devices is based on the information
provided by the JSON structure as presented in [40–44].
The structure format is consisted of a structure having vari-
ous variable strings, values, and arrays to represent several
values received from the sensor node. The major values that
are received from the sensor node include the information
regarding the sensor: type of sensor, placement of the sensor,
and the sensor ID. The second information that is received
from the sensor node includes the reading that is generated
at the sensor: numeric value and the unit. The third value
received from the sensor node is the time and date stamp,
and finally, the fourth reading received from the sensor node
is the status of the node. The data structure for each of the
values received from the sensor node is given below. The
structure format for declaring strings, numeric variables,
arrays, structures, and objects is the same as described by
the JSON structure. The compiled form of the structure is
called as the reading structure that contains four subparts.
Each part has its own value depending on the data received
from the sensor node. The structure is shown in Algorithm 1.

4. Working of the Proposed System

The working algorithm of the structure is divided into three
stages shown in Figure 4, Figure 5, and Figure 6, respectively.
The sensor waits for the change in the value that it is reading;
upon successful reading, a signal is generated and a value is
produced. This value is transmitted (published) to the broker
using Xbee communication module. At the broker, the
packet is received and the value is checked; if found correct,
it is written on the file for record keeping. At the broker, if
any user requests to subscribe to the data, the broker writes

Start

Subscribe to the topic using Mosquitto

Fetch data from the
MQTT cloud

Send the required data to the user or
subscriber

End

Subscriber

Figure 6: Publisher.
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the data to the user who is subscribing to the data. The com-
munication is carried out in three stages that are as follows.

4.1. Stage 1. At the sensor node, the value of the reading
under consideration is computed. The sensor node then
waits for the time period to expire after 1 hour to send the
recorded value to the sink node. If at any time, the sensor
node receives a request from the data from the local Blue-
tooth channel or from the Xbee channel, then the sensor
transmits the data to the channel for the request. The Blue-
tooth channel has priority higher than that of Xbee channel,
and if the Xbee channel has a data request, then the time
period is restarted. The overall process is shown in Figure 4.

4.2. Stage 2. When data reaches at the sink node, the sink
node also waits for an hour before publishing the data at
the cloud using the MQTT Mosquitto broker. If there is

already a subscription request present at the broker for the
data, the sink node then immediately publishes the data at
the cloud with the Xbee ID from which data is received at
the sink. The process is illustrated in Figure 5.

4.3. Stage 3. Any published data can be subscribed from the
IoT cloud using the MQTT Mosquitto client. The process is
shown in Figure 6.

The placement of the modules in the experimental area is
shown in Figure 7. To publish data at the broker, the sensor
nodes are to take several readings from the surrounding
and convert them into signals to form a measurable reading.
This measurable reading is then is sent to the broker using
the Xbee communication module. At the broker, the pro-
gram waits until an Xbee packet is received or not; when a
packet is received, the program extracts the required value
from the packet; and using file handling technique, the value
along with some additional information is recorded into a file
with an extension (.CSV or.TXT). These files are then copied
to theMS-Excel sheet, and the graphs are plotted for different
sensor values.

4.4. Network Simulation. For the performance evaluation of
the proposed network, the proposed network is simulated
in OMNET++ and results are analyzed using Wireshark that
supports TCP for wireless network models and also supports
MQTT protocol. The QoS-0 and QoS-1 described for the
MQTT are used to evaluate the end-to-end delay and mes-
sage delay in the network. To evaluate the performance of
the MQTT server, 500 clients were dynamically created. All
clients competed for the connection to the server. Once a cli-
ent gets connected to the server, it sends request to the server
and when it receives response from the server, it terminates
its connection from the server and hence, a new client
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Table 1: Simulation parameters.

Protocol/layer Parameter/option

MQTT

QoS-1, QoS-2, QoS-3

Payload size

Publisher’s sending rate

Number of MQTT clients

TCP
Timestamp option

Maximum segment size (MSS)

MAC layer IEEE 802.11 MAC

Physical layer

Bandwidth

Propagation delay

Error rate

Error burst
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Table 2: Simulation parameters values.

Protocol/layer Parameter/option

MQTT

QoS-1, QoS-2, QoS-3

Payload size = 100 bytes
Publisher’s sending rate = 250Kbits/s
Number of MQTT clients = 1000

TCP
Timestamp option = yes

MaximumSegment Size MSSð Þ = 536
MAC layer IEEE 802.11 MAC

Physical layer

Bandwidth = 2:4GHz
Propagation delay = T_air 100ð Þ = 25 + 100ð Þ ∗ 32 μs = 4:000ms

Error rate = 1%
Error burst = 0:25
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competes for the connection to the server. Here, we observed
delay as the difference of time when client sends request and
when client receives response from the MQTT server as
shown in Equation (1). We also considered delay, experi-
enced in connection time of clients with the server. To get
the promising results, experiments were performed in two
different scenarios by varying the number of devices and
the number of clients generated on these devices and by mak-
ing changes in their connection times. Simulation parameters
used to run the simulation and to calculate results are shown
in Table 1.

Dete = RTr − STs, ð1Þ

where Dete is end-to-end delay of the nth client, RTr time the
response was received, and STs time the request was sent.

The experiment was performed for 1,000 clients on each
device, and an average delay was calculated as described in

AD = 〠
N

n=1
Dete, ð2Þ

where AD is average delay experienced by 1,000 clients, Dete
end-to-end delay of the nth client, and N = 1,000 clients.

The simulation is implemented for 1000 nodes, and the
payload size is kept variable; the minimum payload size is
100 bytes while the maximum payload size used is 250 bytes.
The nodes kept connecting and terminating the server after
publishing the data on the server. For the ease of working
and to make simulation more realistic, 25 nodes are con-
nected to the sink node simultaneously and are allowed to
publish the sensor data on the sink node which is then pub-
lished to the MQTT server. All nodes are then disconnected
from the sink node after data is published. The simulation
parameter values are listed in Table 2.

5. Results and Discussion

To evaluate the system, the following use cases were used:
sensor node with temperature and humidity sensor: the sen-
sor node with temperature and humidity sensor module
DHT-11 is deployed using Arduino and Xbee communica-
tion module, and several readings for the temperature and
humidity are taken, and then, the readings are plotted in a
graph; sensor node with CO2 and methane gas sensor: the
sensor node with CO2 gas and methane gas detector, the
MQ-135 gas sensor is deployed using Arduino and Xbee
communication module, and several readings for the pres-
ence of CO2 gas and methane gas are taken, and then, a graph
was plotted; and sensor node with moisture sensor: the sen-
sor node with soil moisture sensor HL-69 is deployed using
Arduino and Xbee communication module to take several
moisture readings, and a graph was plotted.

Readings were recorded from different sensor modules
placed at different locations in the experimental area. The
data is recorded after an interval of 1 hour, and the graphs
were plotted. In Figure 8, the blue line shows the temperature
reading taken from the sensor node 1 placed in roomA of the
experimental area. The temperature is taken and is measured
in the Celsius scale. The maximum value recorded was 27.2
degrees while average temperature recorded was about
26.72 degrees. The silver line shows the temperature reading
taken from sensor node 2 placed in room G near a gas stove.
The maximum value recorded was 32.6 degrees while average
temperature recorded was about 29.21 degrees. The orange
line shows the humidity value recorded from sensor node 1
placed in room A. As the sensor supports for both tempera-
ture and humidity, the values can be retrieved from the sen-
sor by sending the request for the specific value. In our case,
the sensor retrieves the value of the temperature, if it receives
a request containing “t” and sends the value for the humidity
if the receiving request contains “h.” The maximum value
was 98% average humidity value recorded was 74.9%. The
yellow line shows the moisture reading taken from the sensor
node 4 placed in open area B. The moisture is taken and is
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measured in the 10-bit ADC. The maximum value recorded
was 800 while average moisture value recorded was about
479.63.

Figure 9 presents the readings related to methane and
CO2 gas recorded from the sensor node 3 placed in room G
near the gas stove with gas supply on. The values of the meth-
ane gas and CO2 gas were recorded in the parts per million
(ppm) unit. The maximum values recorded for methane
and CO2 were 475 ppm and 140ppm, respectively, while
average readings recorded for the methane gas and CO2 gas
were 202.5 ppm and 90.29 ppm, respectively.

Following graphs show the result of simulation per-
formed using OMNET++ simulator and Wireshark.
Figure 10 presents the delay experienced in connection time
with respect to the number of devices. As it is shown, average
delay in connection increases with respect to the number
of devices. By increasing the number of devices as well
as the number of clients, load on server increases because
of which every client experienced delay in its connection
time. Similarly, minimum connection time increased
linearly.

Figure 11 represents the average response time of the
MQTT server. It is observed that average response time
becomes largely linear with the number of devices. By mak-
ing a small change in number of devices, clients experienced
larger delay in response time.

Data shown in Figure 12 is the mean end-to-end delay
recorded in seconds. The delay is higher for QoS-0 as it is
the simpler level and no acknowledgement is delivered for
any data either published or subscribed.

Similarly, Figure 13 shows the mean message loss in the
network. It is seen clearly that the message loss in QoS-2 is
less as compared to that in QoS-0 and QoS-1.

From the results, it is clear that the proposed system can
be used to develop an IoT-based smart city and provide dif-
ferent facilities using the IoT services. Moreover, the MQTT
protocol that is used for the development of the system is bet-
ter than the SIP protocol because of the following reasons: (1)
MQTT is a lightweight protocol than SIP; (2) MQTT pro-
vides a very light header of just 2 bytes but is also capable
of providing a flexible header size of up to 256 bytes making
it suitable for handling video transmission over the network
using green MQTT; (3) the MQTT is a published/subscrip-
tion-based network where SIP is a request-/response-based
network; hence, MQTT handles requests efficiently than
SIP; (4) MQTT also supports message payload up to 1000
bytes and makes the packet size relatively easier to handle;
and (5) the average end-to-end delay and message loss are
relatively less in the QoS-2 level, and it is clear that more a
optimized form of the network can support more number
of devices with less failure.

The proposed model is also a cost-effective model in
terms of sensor node design as it provides a low-cost sensor
node. Also, using a sink node common for several sensor
nodes (1 sink node for at least 150 sensor nodes) helps to
reduce the cost of the network deployment. The proposed
model is also good for implementation in the countries, like
Pakistan, as it is suitable for the weather condition as that
of Pakistan.

6. Conclusion

The model proposed in this research is cost-effective and
adaptive by the addition of many other services and firm
technological support. The proposed model is simple and
easy to implement with simple technology. The working
and data collection and sharing are easy as it uses a simple
way of communication. Moreover, as data is sent periodically
between the sensor node and sink and sink and IoT cloud,
thus the unnecessary overhead on the cloud as well as on
the sink is removed. The data can also be fetched using local
Bluetooth connection so not every user needs to connect with
the IoT cloud. Third, the data can be fetched on demand;
hence, new values can also be available even if the periodic
cycle is not complete. The network is capable of handling
more than 2000 devices in a single scenario with minimum
delay and acceptable performance and efficiency. It is because
of the stage-wise communication of the system. This model,
at its infant stage, can be implemented at many places in
Pakistan, even at a small-scale level, i.e., house, offices, or in
small industrial areas. Furthermore, these small-scale pro-
jects also help the concept of smart urbanization to get fame
and acceptance by the people of Pakistan. As a future pro-
spective of the proposed model, a smart mobile-based pack-
age can be presented that supports connectivity of smart
mobile devices. Besides, the factors regarding security, flexi-
bility, scalability, and mobility can be addressed. For reduc-
ing the connectivity of the devices with the network and to
mitigate the linear affect in connectivity by increasing the
device number, the proposed design can be modified to
introduce the factor mobility in the sink node. Another mod-
ification can be done by increasing the number of sink nodes
twice relative to the sensor nodes.
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