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Breast cancer is among the most common diseases and one of the most common causes of death in the female population
worldwide. Early identifcation of breast cancer improves survival. Terefore, radiologists will be able to make more accurate
diagnoses if a computerized system is developed to detect breast cancer. Computer-aided design techniques have the potential to
help medical professionals to determine the specifc location of breast tumors and better manage this disease more rapidly and
accurately. MIAS datasets were used in this study. Te aim of this study is to evaluate a noise reduction for mammographic
pictures and to identify salt and pepper, Gaussian, and Poisson so that precise mass detection operations can be estimated. As
a result, it provides a method for noise reduction known as quantum wavelet transform (QWT) fltering and an image mor-
phology operator for precise mass segmentation in mammographic images by utilizing an Atrous pyramid convolutional neural
network as the deep learning model for classifcation of mammographic images. Te hybrid methodology dubbed QWT-APCNN
is compared to earlier methods in terms of peak signal-to-noise ratio (PSNR) andmean square error (MSE) in noise reduction and
detection accuracy for mass area recognition. Compared to state-of-the-art approaches, the proposed method performed better at
noise reduction and segmentation according to diferent evaluation criteria such as an accuracy rate of 98.57%, 92% sensitivity,
88% specifcity, 90% DSS, and ROC and AUC rate of 88.77.

1. Introduction

Breast cancer occurs in the breast and has symptoms such as
a lump in the breast, breast appearance changes, breast skin
dimpling, nipple discharge other than breast milk, and/or
faky skin. Breast cancer is the second-most frequent cancer
among women and causes a large number of deaths every
year. It was reported that breast cancer is almost impossible
to prevent since its causes remain unknown [1]. Terefore,
early diagnosis is crucial in the treatment of breast cancer.
Mammography is widely used by radiologists to diagnose
and screen breast cancer. Today, mammography is the most
commonly used technique for the early diagnosis of breast
cancer and has reportedly lowered the mortality rate to 25%.
However, it is difcult to interpret and describe mammo-
graphic images [2]. To obtain more accurate results, image
preprocessing is required [1]. Preprocessing is primarily

carried out to enhance image quality and improve diagnosis
by removing unimportant segments from the background
and to precisely extract breast areas by revealing breast
boundaries [2]. Te current mammography is based on
smart medical diagnosis systems with image processing
using machine learning (ML). Image processing principles
in smart medical systems are important for the diagnosis of
breast cancer since mammographic pictures are intrinsically
noisy, which may challenge the diagnosis. In reference [3],
a number of optimal flters have been introduced in order to
detect sounds. Although intelligent diagnosis systems can
remove noise and detect diseases, the judgment of doctors is
necessary. Terefore, it is important to introduce an in-
telligent diagnosis system to diagnose breast cancer.

In the proposed approach, a dataset called MIAS is used
as the input dataset containing images and features of
mammography for breast cancer diagnosis. Tis study is
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mainly based on image processing and deep learning
techniques. In other words, an image is frst used as the
system input. It is then preprocessed through the quantum
wavelet transform algorithm for noise reduction. Mor-
phological processing is then performed with expansion,
erosion, and border operators as well as segmentation op-
erations for feature detection. Afterwards, the image and its
features are used as the convolutional deep learning network
input, and the windowing order is performed in the network
by layering. Feature extraction is then presented with
classifcation. Te Atrous pyramid CNN was employed in
order to prevent classifcation problems. Te results in-
dicated that the proposed approach improved the cancer
type diagnosis accuracy as opposed to the most of previous
methods. In this study, a morphology-based quantum
wavelet transform approach was employed to improve and
reduce noise. In fact, this quantum wavelet transform is
among the wavelet transforms that operate faster in
detecting noisy areas. Due to its quantummode, this wavelet
transforms benefts from a higher processing speed to detect
any noise on mammography images. Tere are certain
advantages and disadvantages to each of the previous papers
and studies. For instance, most of them did not use real-time
processing but had high computational complexities and
long runtimes. Basically, they had an uncertainty structure,
and their fnal diagnosis accuracies were lower than the
results reported by this study, in which all of the afore-
mentionedmetrics were improved. In each research step, the
proposed approach was compared with previous methods,
something which indicated the superiority of the research
results. In summary, this study presents a method based on
image morphology operators for the segmentation of
mammographic pictures with the goal of detecting the
precise mass area.

2. Literature Review

Since the intelligent diagnosis of breast cancer is a hot topic,
numerous studies have been conducted using diferent
methods in the literature. Tis section reviews the literature
and the idea.Tis is classifed into (1) breast tumor detection
and classifcation, including the noise reduction of mam-
mographic images, and (2) mammographic image diagnosis
and classifcation.

2.1. Noise Reduction-Based Studies. Te noise of mammo-
graphic images substantially afects image analysis and
classifcation accuracy. Hence, it is important to reduce noise
in mammographic images. Te noise of a medical image is
dependent on the imaging procedure. Mammographic
images often have Gaussian, impulse (salt and pepper), and
Poisson noises. Such noises should be minimized to avoid
challenges in the next processing phase and breast tumor
misdiagnosis.

2.1.1. Salt and Pepper Noise. Salt and pepper noise appears
in the form of corrupted white and black pixels, which could
be sparse or dense. It is also known as impulse noise and

often occurs in data transmission. Abrupt disruptions in the
image signals are the main cause of salt and pepper noise. It
has two scenarios of probability: zero or 255 (eight-bit
images); it either makes a signal zero (destruction) or one
(the noise replaces the signal) [4].

2.1.2. Gaussian Noise. Gaussian noise, sometimes known as
white noise, typically arises from electric sensors to capture
image signals. It is based on the Gaussian distribution that is
randomly selected and applied to the image. Te Gaussian
noise measure of a Gaussian distribution is given by

p(z) �
1
���
2π

√
σ

e
− (z− z)2/2σ2( ), (1)

where z is the gray level, z is the mean gray level, and σ is the
standard deviation. Here, z and σ are the mean and variance
of the Gaussian distribution, respectively [5].

2.1.3. Poisson Noise. Poisson noise, also known as quantum
mottle in medical physics, occurs in images due to Poisson
processes. It arises from the distinct properties of photons. It
appears between the original pixels in an image in a dispersed
form. Poisson noise is found between the high-frequency
components of an image [6].

A study on noise reduction frommammographic images
[7] found that the level of noise signifcantly afected image
analysis and classifcation. It is, therefore, important to
reduce noise in mammograms. Medical images have dif-
ferent amounts of noise. Quantum noise is the most
prevalent type of noise in mammography imaging. Te goal
of this research was to identify and investigate various flters
in windows, including mean, middle, and Wiener flters of
various sizes, using the DDSM (Digital Database for
Mammography Screening) dataset. Te greater the noise
rating is, the higher the peak signal-to-noise ratio (PSNR) is,
implying that the restored image has a higher image quality.
Te PSNR value was used to analyze the image quality of the
restored flters. According to the results, for the reduction of
noise in mammographic images, the 3× 3 Wiener flter
produced the best results.

In another study [8], to reduce noise in grating-based
mammographic images using X-ray, nonlocal denoising
based on noise analysis was used. Noise analysis-based
nonlocal denoising methods use noise variance similarity
and dispersion to obtain the optimal weighted average using
pixel intensity. Te noise variance was calculated more
accurately using a two-stage NLM-NANLM method. Te
method showed superb performance.

A study presented a preprocessing technique for
mammograms using an adaptive weighted frost flter [9].
Mammography is the best successful technology for the
initial detection of breast cancer in patients since it can
identify cancer two years before symptoms appear. Te pre-
and postprocessing stages of the mammographic image
identifcation procedure are computationally intensive. In all
imaging approaches, initial processing is critical, with the
most critical component being the implementation of
techniques capable of enhancing the image’s quality so that it
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can be used for further analysis and data extraction. Tis
article discussed preprocessing, which is critical in mam-
mographic picture analysis due to the low quality of
mammography, which is taken at low doses since excessive
radiation can threaten the patient’s health. Numerous
strategies have been developed to enhance image quality,
smoothness, and noise restoration. Te experimental results
indicated that the suggested adaptive weight freeze flter is
the optimal solution for noise reduction in mammographic
pictures, outperforming other methods. Te proposed
technique was compared qualitatively and quantitatively to
the other strategies available. Te article’s experiments
demonstrated that the proposed strategy outperforms pre-
vious techniques.

In another study [10], the Bayes shrink (HMBS) method
was introduced in order to reduce speckle noise in mam-
mographic images. A combination of homogenous flters
and downsized methods was used to reduce Bayes for
denoising. Homogeneous flters were used to diferentiate
between homogenous areas and speckle noise, and seven
criteria were employed to more accurately evaluate image
quality.

In reference [11], radiologists require high-quality and
perfect mammographic images for more accurate diagnosis.
Using convolutional neural networks (CNNs) as a deep
learning model, a method for reducing noise in images and
improving diagnosis was proposed. Poisson noise was in-
creased, and ensemble transmission was used to convert it
into white Gaussian noise. Moreover, the authors in [12]
describe the development of an intelligent breast cancer
detection system. Tis unique strategy is based on the use of
image processing techniques to extract the tumor area while
taking into account its signifcant characteristics. Ten,
seven features representing the tumor’s texture and shape
are retrieved and fed into a back-propagation neural clas-
sifer. Te researchers also proposed the use of an interval
type-2 fuzzy set and HM approach to fuzzify a breast cancer
dataset [13]. Tey used the Wisconsin Breast Cancer dataset
from the UCI data source for the purpose of creating the
fuzzy breast cancer dataset. To overcome the limitations of
the classic fuzzy type 1 method, the IT2 fuzzy models
captured several expert opinions that addressed sharp
boundary problems as well as inter- and intra-uncertainty
among domain experts. By utilizing this database, rules and
models will be developed that are more accurate.

2.2. Segmentation-Based Studies. Dissecting malignant
masses in mammograms is a difcult task when there are
issues such as low contrast, ambiguous, hazy, or divided
boundaries, and the presence of severe abnormalities [14].
Tese facts exacerbate the difculty of developing computer-
aided diagnostics (CAD) tools to assist radiologists. Te
purpose of this article [14] was to ofer a newmass separation
algorithm for mammography based on robust multifunc-
tional characteristics and automatic and maximal estimation
(MAP). Four steps were proposed as part of the segmen-
tation approach: a dynamic contrast enhancement strategy
that applies to a specifed region of interest (ROI),

a technique for correcting background infltration using
matching templates, and mass candidate point recognition
using posterior probabilities based on various scales.

Te high degree of integration and the precise specif-
cation of the mass area are achieved through a MAP system
in image segmentation. Segmentation was performed using
480 ROIs created in collaboration with two radiologists and
ground truth. Tree statistical criteria were utilized to assess
its efectiveness in comparison with advanced segmentation
techniques. Te experimental results demonstrated that the
created approaches are capable of comparing to other al-
gorithms for ill-defned or thicker wastes. By incorporating it
into a CAD system, radiologists may beneft from this
strategy.

Te authors of [15] present a method for classifying and
diagnosing breast cancer in mammographic pictures using
a mix of wavelet analysis and a genetic algorithm. As pre-
sented in this paper, concerns have been raised about the
reliability and sensitivity of detecting abnormalities in both
lateral oblique and cranial-ear (CC) mammographic views.
Tis study discussed a group of computational algorithms
for identifying and segmenting mammograms with or
without masses in the CC and MLO images. To begin, an
algorithm for removing artifacts was run utilizing a wavelet
transform and Wiener flter-based approach for gray-level
enhancement. Additionally, a method has been presented
for identifying and dividing masses randomly selected from
the digital mammography screening dataset using genetic
algorithms, multiple thresholds, and wavelet transforms
genetic algorithms. An area overlap metric (AOM) was used
to test the computer approach developed. Experiments
demonstrated that the proposed method could be used to
segment mammography masses in CC and MLO images.
Additionally, this strategy overcame the examination of the
CC and MLO representations.

Additionally, another study [16] proposed a semisupervised
fuzzy GrowCut adaptive method of segmenting mammo-
graphic pictures based on the region of interest. In the study, the
automaton evolution rule was modifed to include a Gaussian
fuzzy membership function in order to model undefned
borders in a semisupervised version of the GrowCut algorithm.
As part of this method, the manual selection of suspected lesion
locations was replaced with an automated selection process that
utilized a diferential evolution algorithm only to select interior
points. 57 lesion photos from the mini-MIAS database were
used to assess this approach. Te results were compared to
those obtained using LBI, wavelet analysis, BMCS, BEMD,
MCW semisurveillance, and the topographic technique. Te
results indicated that the method produced superior results for
hybridized, thicker, and poorly acquired lesions due to the
relation between the images of the grand tract and the seg-
mentation results. In reference [17], using two fully convolu-
tional neural networks (CNNs) based on SegNet and U-Net,
two deep learning strategies were proposed for the automated
segmentation of breast tumors in dynamic contrast-enhanced
magnetic resonance imaging (DCE-MRI). Te advantage and
superiority of the proposed method in this study are its high
accuracy in the division method for better and more accurate
identifcation of the masses.
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In another study [18], earlier works developed a deep
learning system to detect and diagnose breast cancer in
mammographic images based on the end-to-end strategy. A
transferable texture (TT)-CNN-based classifcation method
was employed for cancer classifcation. Te benign and
malignant areas would be detected using the TT-CNN
architecture once the mammographic images had been
processed. Ten, EL investigated the tissue features and
extracted data from the image. For example, in reference
[19], the U-net architecture was employed to segment
fbroglandular tissue (FGT) and breast images. Te model
was demonstrated to substantially outperform other algo-
rithms. A CNN was employed to segment mammographic
images and fnd deep masses. In fact, a multipurpose
segmentation was provided for diferent image areas. Tey
demonstrated that an individual CNN architecture could be
exploited to train other CNNs to obtain more accurate
information from images using diferent methodologies
[20]. For the segmentation of prostate and mammographic
images, convolutional neural networks and deep learning
have also been implemented. In this research [21], using the
U-net model, breast lesions were segmented into two stages:
U-net and quantity. Te model was found to outperform
other techniques and could be utilized for ultrasonic breast
cancer detection and diagnosis. In another study [22], local
adaptive thresholding and an advanced morphologic
method were used for nuclear Allred cancer segmentation
and classifcation in breast tissue images. Tey performed
unsupervised classifcation of cancer nuclei. Te model was
calculated to have an accuracy of 98% in tumor-level
measurement.

In reference [23], mammographic images were segmented
to detect and classify cancerous tumor types (i.e., benign and
malignant) from an optimal region growth perspective. Te
images would be noise reduction using a Gaussian flter prior
to primary image processing. Drawing on the gray-level run
length matrix (GLRLM) and gray-level co-occurrence matrix
(GLCM) techniques on segmented images, tissue features
were extracted and fed to a feed-forward neural network
(FFNN). Te tumors were classifed into benign and malig-
nant through a backpropagation (BP) algorithm. Te model
showed an accuracy of 97.8% and outperformed other models.

In [24], to detect and classify benign and malignant
cancerous tumors, two automatic techniques were in-
troduced: (1) the detection and classifcation of growing
tumors, in which the threshold was obtained through
a trained neural network, and (2) tumor detection and
classifcation using a cellular neural network (CNN). Te
techniques were implemented on the mammographic image
analysis society (MIAS) dataset, with the accuracy, sensi-
tivity, and specifcity being 95.94%, 96.87%, and 96.47%,
respectively. A three-stage automatic system was proposed
for the detection and classifcation of tumors using
microarray images. Te system was reported to have an
accuracy of 95.45% [25]. An automatic backpropagation
neural network (BPNN) model was introduced for the
classifcation and detection of breast cancer tumors. It was
reported to detect cancerous tumors with an accuracy of
70.4% [26]. Te näıve Bayesian algorithm was adopted to

detect and classify cancerous tumors on mammographic
images. Te accuracy, sensitivity, and specifcity of the al-
gorithm were reported to be 98.54%, 99.11%, and 98.25%,
respectively [27]. In another study [28], a personal mam-
mographic screening method was developed to diagnose
cancer breast on mammographic images. It implemented
screening decision-making based on the age of a patient. In
reference [29], a hybrid predictor of breast cancer recurrence
was employed.Temodel was calculated to have an accuracy
of 85%. In reference [30], a hybrid of the frefy algorithm
and artifcial intelligence (AI) was employed to detect breast
cancer. In another study [31], AI and image-processing
techniques were employed to detect breast cancer. Fur-
thermore, a new breast cancer detection methodology was
introduced using ML algorithms. In reference [32], an au-
tomatic system was proposed for breast cancer classifcation.
Tey used deep learning for the classifcation and detection
of cancer on ultrasound images. Te technique consisted of
fve phases: (1) data enhancement, (2) a pretrained model,
(3) training the modifed model through transfer learning
(TL), (4) selecting the best features, and (5) the classifcation
of the selected features using ML.

In another study [33], bat-inspired algorithms (BA) can
be utilized for cancer classifcation using microarray
datasets for gene selection. Two stages are employed in gene
selection, namely, the flter stage that utilizes the minimum
redundancy maximum relevance (MRMR) method and the
wrapper stage that utilizes BAs and SVMs. In this paper, the
authors in [34] proposed a methodology to detect breast
cancer and classify malignant and benign tumors. To extract
features from mammogram images, ML and hybrid
thresholding were employed. Te model was evaluated on
four mammogram image datasets, including MIAS, DDSM,
INbreast, and BCDR. Te model was found to show
maximum performance on the MIAS dataset.

In reference [35], a new feature learning approach was
proposed to detect and classify breast cancer using an artifcial
neural network (ANN) with optimized hidden layers. Te
classifcation sensitivity, accuracy, and specifcity were reported
to be 0.9815, 0.9948, and 0.9882, respectively. In this review
[36], earlier works reviewed the literature on kidney cancer
detection and the classifcation ofmalignant and benign tumors
using ML and deep learning algorithms. In reference [37], the
literature on breast cancer detection and classifcation based on
ML algorithms was reviewed.Te detection of breast cancer on
mammographic images is carried out in three stages: (1) image
preprocessing, (2) feature extraction, and (3) classifcation and
evaluation. A total of 93 works were reviewed, reporting that
deep learning techniques account for the majority of the ef-
fective methods that are used for cancer detection.

3. Proposed Method

Te present study primarily aimed to implement the early
detection of breast cancer on mammographic images and
tumor classifcation into benign, malignant, and suspicious
using a hybrid of image processing techniques and deep
learning. Figure 1 demonstrates the proposed method diagram
in which the operations of each step are presented briefy.
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Te proposed approach consists of three major steps, the
frst of which includes preprocessing to improve and reduce
noise on mammography images through the quantum
wavelet transform. In the second step, morphological pro-
cessing is used for image segmentation. In fact, these two steps
are considered the phase of image processing and machine
vision. Te third step operates with a deep learning structure
based on an Atrous pyramid convolutional neural network
(APCNN) that actually selects and extracts features in ad-
dition to performing classifcation operations to diagnose
benign, malignant, and suspicious cases of cancer. It can also
pinpoint the accurate locations of cancerous tumors on an
image. Tis step belongs to the machine learning phase.

3.1. Preprocessing Phase. Te input images should be nor-
malized. In the preprocessing phase, mammographic images
were normalized as input data (often noisy) and were im-
proved to enhance system efciency.Te image is changed to
a predefned size and reasonably fltered using quantum
wavelet transform. Ten, the input data are normalized. A
two-dimensional array of pixels in the range [0, 225] is used
to display individual images in a hybrid of local thresholding
and active contours. Te local thresholding process ini-
tializes images in two stages. It is assumed that the noisy
input image will be the initial image for denoising. Tis is
carried out by local search operators to improve the initial
pictures using quantum wavelet transform. Terefore, fol-
lowing the frst phase, a deconstructed image will exist. Te
second stage involves thresholding the detail coefcients and
randomly selecting one of these decomposed regions for
reconstruction. Te following defnitions apply to the re-
construction section:

(i) Gauss fading: flter image using a Gaussian flter
(ii) Means flter: flter image using a mean flter
(iii) Change in intensity: a similar criterion is chosen at

random between [0.7, 1.3] to multiply all picture
pixels

(iv) Adaptation of light intensities: an inverse quantum
wavelet transform fltering technique based on
quantum and inverse processing is used to construct
the quantum inverse structure

Te following steps will then be taken:

(i) One-point row: randomly selected pixels in a row
(ii) One-point column: randomly selected pixels in

a column
(iii) Point-to-point pixel: as each pixel disappears, it is

replaced by a random pixel
(iv) Classifying all the points as rows and columns in the

pictures and diagonally to decrease the noise in
quantum wavelet transform

In the quantum wavelet transform fltering algorithm,
a new picture may be passed through the local search operator
when the selection value is less than the range [0, 1] lower than
the local search rate. Each pixel in the image is sorted by its
pixel value after the decomposition process has been com-
pleted, and the best coefcients are used as quantum values for
the operation at hand. Tere are several ways to decompose
a signal in mammographic pictures into several displaced or
scaled displays of previously extracted characteristics. In order
to break down an image into its constituent components, local
thresholding and active contours can be applied. After ap-
plying the quantumwavelet transform, local thresholding, and
active contours, the image is segmented. Some details can be
eliminated by applying quantum wavelet transform-based
local thresholding and active contour coefcients. Local
thresholding and QWTF based on active contour provide the
signifcant advantage of distinguishing small features in an
image. It is possible to isolate very small details in an image
using active contours, while larger details can be detected using
local thresholding. Te combination of small and large details
and reading all rows and columns linearly and diagonally meet
the quantum wavelet transform structure so that mammo-
graphic image noise can be minimized. Two characteristics are
present in a local thresholding-active contour function with
quantum wavelet transform. First, it is a vibrational function
or has a wave-like form, such as follows:


0

− ∞
Ψ(t)|

2dt<∞. (2)

Temaximum energy inΨ(t) occurs in a limited period,
which is written as follows:


0

− ∞
Ψ(t)dt � 0. (3)

Reducing the noise method is written as follows:

Method(I) � 
Ω

���������

1 + α2|∇I|
2


⎛⎝ ⎞⎠ +

c

2
I − I0( 

2
. (4)

In this function, the image edges are taken into account,
and important characteristics of the image are preserved.
Te term (I − I0)

2 ensures a specifc degree of validity be-
tween the picture under evaluation and the original picture,
in which I and I0 represent the picture under study and the
original picture, respectively. Furthermore, ∇I is the total
diversity tuning period, α and c are balancing parameters,
and Ω is the total of pixels in the picture. Te minimization
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Figure 1: Proposed method diagram.
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of equation (3) reduces the total picture diversity while
preserving validity. Overall, input data are normalized in the
preprocessing phase and improved, if needed, to enhance the
detection performance of the system.

It is important to note that by adjusting the sum of the
variations ∇I, a mammography picture may have some noise
such as salt and pepper, Gaussian, or blur efects.Terefore, this
variation was used to determine the types of this noise variation
and to calculate its sum. In this article, QWTF is proposed as an
innovative noise reduction method for mammography. Earlier
works adopted the matched flter technique to introduce
a strategy to detectmacroscopic darkmaterial objects in images
[38], and also, a quantum image flter in the frequency domain
was introduced based on the Fourier transform [39]. It should
be noted that the threshold value was determined by trial and
error. Figure 2 illustrates how to identify noisy pixels.

For identifying noisy pixels in fgures, each pixel has four
brightness values ranging from white to black, and these
values are pos � |01> and color � |10> for dark gray, pos �

|00> and color � |01> for gray color, Pos � |11> and
color � |11> for white color, and Pos � |11> and color �

|11> for black color.

3.2. Image Segmentation Phase. Te segmentation of images
is one of the most important and complex parts of image
processing and computer vision. Today, segmentation is
a standard image processing and manipulation process in
many software packs and systems. In this process, similar
pixels are segmented into the same class. In other words,
images are partitioned into sections or objects. To efectively
identify the image space, it is required to identify the
foreground and background. To this end, internal edge
detection is used, and diferent segments of an image can be
separated in terms of color and light based on edges. Te
input of the segmentation phase consists of images that have
been denoised and improved in the preprocessing phase.Te
operation is carried out based on the morphology in the
segmentation phase. Tis algorithm is used for two reasons.
First, an image is assumed to be a search space, and seg-
mentation can be used to improve the search space. Tis
efectively reduces dimensionality, extracts features, and
implements classifcation to enhance performance. Second,
it boosts the speed and convergence of image processing and
avoids local optimal. It is worth mentioning that edge de-
tection based on the Sobel operator is also utilized. In this
respect, MATLAB has preprocessing instructions.

Mathematical morphology helps extract image compo-
nents, which is very useful for describing segment features
and shapes, such as frameworks, convex shells, and boundary
areas. Te mathematical morphology language is set theory,
and morphology is a powerful, unifed technique to cope with
image processing problems. Here, sets represent objects in an
image. Erosion and dilation are the two essential operations in
morphological image processing. A segmentation phase is
performed to segment mammographic images using mor-
phology based on erosion and dilation operations and
boundary extraction. LetM and v be sets in q. Te erosion of
M and N is written as follows:

M⊖N � Q|(B)q⊆M . (5)

Te erosion ofM andN is a set of all points of q such thatN
transferred by q is located inM.N is assumed to be a structuring
element�. Since N should be in M, set N and the background
share no objects. Erosion can also be formulated as follows:

M⊖N � Q|(N)q ∩M
c

� ∅ , (6)

where Mc is the complement of M and ∅ is the empty set.
LetM and N be set in Q2. Te dilation ofM and N is written
as follows:

M⊕N � Q( N)q ∩M≠∅ , (7)

where dilation is implemented by refecting N around its
origin and transferring the refection by q. Ten, the dilation
ofM byN is the set of all movements in q such that M and N

have at least one common element. Terefore, dilation is
formulated as follows:

M⊕N � Q| ( N)q ∩M ⊆M . (8)

Based on equation (8), N is a structuring element andM
is a set of image objects to be dilated. Te boundary of setM,
shown as β(M), can be found by eroding M by N and
subtracting M from its erosion as follows:

β(M) � M − (M⊝N). (9)

Based on equation (9),N is a suitable structuring element.
For calculating the ftness function of f in the proposed

image morphology operators in this article, the dataset
considers as RN×D which N is the sample from per image
and D is the sample’s distance (features) which will have K

segmented parts and f calculated as follows [40]:

f � minimize
N

i�1


K

m�1
δ ri,d, cm,D  

2
. (10)

In this equation, δ is distance (features) metric as Eu-
clidian between any segmented parts which is defned based
on two features: brightness and edges.

color = |01>
pos = |00>

color = |10>
pos = |01>

color = |11>
pos = |10>

color = |00>
pos = |11>

Figure 2: Identifying noisy pixels [38].
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3.3. Atrous Pyramid CNN. Tis section presents APCNN
based on convolutional neural networks as a new method of
deep learning that can simultaneously calculate features and
classify data. However, for the purpose of this research, it is
intended that it would be able to determine breast cancer and
then to identify the exact area of the masses followed by
classifying them into malignant, benign, and suspicious classes.
Tis section will be called APCNN which optimizes CNN with
Moore–Penrose matrix and also CNN with this matrix. Tere
are two general disadvantages associated with most neural
network structures that can be addressed by adjusting the
weights in the training phase using the descending gradient, as
well as the volume of training data, in contrast to the classic
CNN method. A further weakness in neural networks is
a slowdown in the training process. Tis weakness can be
resolved quickly during the training and testing phases, which
is abundant after considerable data have been gathered. Neural
networks also do not have the capability to train and test the
same data if a similar dataset is imported or new data is entered
into the same dataset which is another weakness of neural
networks that is named generalization. Tus, there are many
diferent types of neural networks that cannot be generalized.
For this study, we will focus initially on CNNs.

It is interesting to note that in this study, the CNN will be
optimized as an APCNN so that it can be run rapidly with
generalizability and that is a result of the difculties associated
with neural network structures. As a result of its high learning
speed and ability to adjust a parameter during the training
phase as opposed to adjusting a number of parameters during
the training phase in neural networks, this algorithm is often
used. One of themajor disadvantages of CNN is its inability to
perform normal extraction, feature extraction, and classif-
cation operations. However, it will be performed by opti-
mizing CNN and building APCNN structures. A CNN is
a neural network that involves the input layer attached to
a series of weights for the hidden layer, which are initially
assigned a random value and are not reset during the training
process, which is time-consuming. Unlike conventional
neural networks, CNN uses normal neurons in the hidden
layer; therefore, it does not require centroids and sigmas.
Finally, there is only one parameter that needs to be adjusted
in the CNN: synaptic weights between hidden and output
layers. A typical CNN is a feed-forward structure that cal-
culates synaptic weights in real time using an inverse pseu-
dostructure, resulting in faster data training and testing. Te
overall architecture can be seen in Figure 3.

Te most important reasons for using CNN in this study
instead of other smart methods in the classifcation and
feature extraction phase are shown in Table 1.

CNN, in general, can be viewed as the exact opposite of
deep learning methods and other classifcation methods such
as naive Bayesian and SVM methods. Due to the algorithm’s
tremendous fexibility, it can use nonlinear activation func-
tions such as sinusoidal, sigmoid, or nonderivative activation
functions in addition to linear activation functions to neurons
or activate cells in the hidden layer. By default, CNN has an
equation in the general mode such as follows:

z(p) � 
m

j�1
βiβjg 

n

i�1
wi,jxi + bj

⎛⎝ ⎞⎠. (11)

According to this equation, βi represents the weights
between the input layer and the hidden layer, and βj rep-
resents the weights between the output layer and the input
layer. bj is the threshold value of neurons in the hidden layer,
or bias. g(. . .) is the transition or actuator function. wi,j is
the input layer weights, and bj is the bias that are assigned at
random. At the start of the number of input layer, neurons,
n, and hidden layer neurons, m, the activation function
g(. . .) is assigned. According to this knowledge, if the known
parameters for overall balance are merged and calibrated,
the output layer will resemble as follows:

H wi,j, bj, xi  �
g w1,1x1 + b1 

g wn,1xn + b1 

. . .

. . .

g w1,mxm + bm 

g wn,mxm + bm 

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, and

z � Hβ.

(12)

Te main goal in all models of training-oriented algo-
rithms is to minimize the error whenever possible. zp is
a function that outputs errors obtained by the actual output
zmain in CNN, which can be represented by two training
sections, namely,s

k(zmain − zp) and testing sections, namely,
‖

s
k(zmain − zp)2‖. For both functions, the output zp obtained

by the actual output zmain must be equal to zp. An unknown
parameter is specifed when this equation is executed, and the
results are satisfed. Te matrix G can be a matrix that is very
unlikely. As a result, there may be a discrepancy between the
whole number of attributes in the training and those in the
test set. Terefore, inverting [G] and locating weights are
important issues. CNN overcomes this challenge by using
a matrix referred to as Moore–Penrose, which can be used to
develop approximate inverse matrix computations that are
capable of performing dimensionality selection and feature
extraction operations with classifcation with increased ac-
curacy and speed in comparison to other methods. Using the
Moore–Penrose matrix, α∗ is the output matrix and G∗ is the
generalized inverse Penrose matrix of G. Tus, due to the
optimization of the CNN, the problem of output weights in
the CNN was solved as A∗ � G∗ which became the APCNN
or Moore–Penrose matrix extreme learning machine. Gen-
erally, APCNN becomes a chain of repeating modules over
time in the training phase. APCNN will be able to work like
a conveyor that is to add or subtract information from
neurons. APCNN does not require weight updating during
training, unlike deep learning structures or other classifcation
models such as naive Bayesian models and support vector
machines. Unlike deep learning structures and other classi-
fcation models, such as support vector machines or näıve
Bayesian, no weight update operations are performed during
training. APCNN can specify attributes at the intersection. By
minimizing APCNN energy performance, a suitable model is
taught that can be modeled as follows:
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E(Y) � 
N

i

Ψv yi(  + 
N

∀i,j,i≠j
Ψq yi, yj . (13)

In this case, v, q ∈ 1, 2, . . . , Cn) are the intersection la-
bels, and i, j ∈ 1, 2, . . . , N{ } are specifc pixels of the original
image or I. Ψq(yi) � − logP(yi ∣ I) is a negative logarithmic
probability in which P(yi ∣ I) is a probability calculated by
the APCNN algorithm for each pixel I. As part of the
evaluation of two APCNN matrices in a fully connected
layer, it is necessary to examine the relationship between
each pair of pixels outlined in the following equation:

Ψq yi, yj  � η yi, yj  

N

n�1
w

(n)
k

(n)
fi, fj . (14)

In this equation, N � 2 is the number of Gaussian core
and w(n) indicates a weight for the mth Gaussian core.
η(yi, yj) � [yi ≠yj] is the consistent function tag. k(1)

demonstrates the appearance of the core appearance, which
attempts to assign the same class tags to adjoining and
similar intensity pixels adjacent to each other. k(2) dem-
onstrates the core smoothness, which is connected with the
objective of removing superfuous parts. Overftting and
data redundancy may occur within the max-pooling layer in
matrix convolution deep learning. Generally, these problems
are common in neural networks, especially in matrix

convolution deep learning. Hence, matrices were used in this
study to prevent these problems and accelerate training and
testing for the detection and extraction of features.Tese two
steps are denoted by equations (15) and (16), respectively.

k
(1)

fi, fj  � exp −
si − sj





2θ2α
−

ei − ej





2θ2β
⎛⎝ , (15)

k
(2)

fi, fj  � exp −
si − sj





2θ2c
⎛⎝ ⎞⎠. (16)

ei and ej are the light intensities of the pixels i, j, si, and sj

of the corresponding spatial coordinates. fi and fj display
the characteristics of each pixel pair, i.e., the brightness
intensity and spatial information. θα, θβ, and θc show the
parameters of the Gaussian cores, respectively. However,
some points may not be cut in this way; therefore, an op-
timization of this algorithm will be done in layers. Generally,
the layers of the APCNN method are employed by using the
input layer with the number of neurons. As part of the
training and testing layer, convoluted layers, pooling layers,
and fully connected layers have been implemented along
with Moore–Penrose. Next, a soft-max layer and an output
layer are then embedded in order to display the results.
Matrix-based windowing is used for the training layers as

Input
Convolution

Pooling

Fully
Connected Output

ClassificationFeature Extraction

Figure 3: CNN’s main architecture.

Table 1: Comparison of APCNN with other conventional intelligent methods.

Naı̈ve Bayesian Support vector
machine (SVM)

Extreme learning
machine (ELM)

Recursive neural
network (RNN)

Convolutional neural
network (CNN) APCNN

Training process
is slow

Training process
is slow

Training process is
slow

Training process is
slow Faster training process Faster training process

Binary
classifcation
ability

Binary
classifcation

ability

Multiclass
classifcation ability

Multiclass
classifcation ability

Multiclass classifcation
ability

Multiclass classifcation
ability and multiobjective

and real time

Quadratic
programming

Quadratic
programming

Nonlinear
multiobjective
programming

Multiobjective
quadratic

programming
Nonlinear multiclass

Nonlinear multiclass and
multiobjective
programming
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measured by 9× 9 in the convolve layer, 7× 7 in the random
pooling layer, and 5× 5 in the maximum pooling layer. Te
fully connected layer’s structure is CRF, and its window
structure is 9× 9. Te soft-max layer is also 7× 7. As part of
the initial APCNN training and segmentation process,
convolve and pooling layers are sequentially inserted into
the training layer, which consists of a convolve layer,
a random pooling layer, another convolve layer, and fnally
a maximum pooling layer. Tere is a completely connected
APCNN layer at the conclusion of this training layer. Ten,
outside the training layer, there is a soft-max layer, which is
used to optimize specifcation operations and motion object
tracking following feature extraction using the probabilistic
particle fltering technique. It is important to keep in mind
that the amount of neurons in each segment is critical. For
every convolve and pooling layers, there are seven Atrouses
(r). In order to enhance the segmentation and feature ex-
traction activities during the training of the deep neural
network of the soft-max layer, the APCNN method is ap-
plied. Te state of a dynamic system can be approximated
using Bayesian flters based on a sequence of sensory ob-
servations with noise. To begin, the most widely known
Bayesian rule is that a probability for an APCNN technique
is eliminated (thus, the name Atrous pyramid), whose model
is the following equation:

p(C ∣ D) �
p(D ∣ C) × p(C)

p(D)
. (17)

If Bayesian procedures are used to update the H as-
sumption under the premise of E and I, there is the following
equation:

p(H ∣ K, L) �
p(K ∣ H, L) × p(H ∣ K, L)

p(K ∣ L)
. (18)

In this case, p(K|H, L) is the likelihood of the sub-
sequent occurrence of H assumption based on the as-
sumption of observing E in test conditions L. p(H|K, L)

indicates the likelihood that theH assumption will take place
prior to the L test conditions and the E perspective. Rate of
similarity p(H|K, L) indicates the likelihood that the K

assumption will occur when the H hypothesis meets the L

test conditions and, lastly, the p(K|L) criterion for ho-
mogenization. When all measurements and values are taken
into account, it is assumed that S(m) up to and including m

and the value of R(m) of a dynamic system at mth can be
predicted. Alternatively, a probabilistic probability can be
calculated using a Bayesian formula:

p(R(m) ∣ S(m)), (19)

so that S(m) � s(1), s(2), . . . , s)m){ } is the set of all ob-
servations, and similarly, the state set of values R(m) is
defned as R(m), and R(0) contains historical information
about the system’s status (before any observation). Bayesian
rules thus become a type of the following equations:

p R( (m) ∣ S(m) �
p(S(m) ∣ R(m), S(m − 1)) × p(R(m) ∣ S(m − 1))

p(T(n) ∣ S(m − 1))
, (20)

p(R(m) ∣ S(m)) � W(m) × p S( (m)|R(m)) × p R( (m)|S(m − 1), (21)

p R( (m) ∣ S(m − 1) �  p R( (m)|R(m − 1) × p R( (m − 1)|S(m − 1)dr(m − 1). (22)

In these relationships, p(R(m)S(m)) is a new estima-
tion, W(n) is scaling, p(S(m) ∣ R(m)) are probably ob-
servations of a motion object, and p R( (m) ∣ S(m − 1) is the
probability before observing the tumor masses based on
sentinel lymph nodule, metastasis, and assessment of mitotic
density. Also, p R( (m − 1) ∣ S(m − 1) is the preceding esti-
mation, and p R( (m) ∣ R(m − 1) is system dynamics in the
detection of tumor masses. Now, assuming that the S(m) are
independent of one another, the system is described as
a probabilistic APCNN process. By and large, the proposed
Bayesian models are quite intricate, and it is difcult to study
Gaussian distributions, at least in terms of linear models.
While relationships can be simplifed to achieve the required
level of deep learning, generally, in order to solve equations,
probabilistic APCNN techniques are used to consider all
possible variations.

Probabilistic APCNN has as its primary objective to
determine the conditional density probability function for the
mode vector and the measurement vector, and to apply

Bayesian theory without utilizing any linearization and just
modeling the entire system dynamically. Tis is one of the
Monte Carlo statistical approaches, whereby the distribution
function corresponds to the conditional probability of the
weighted sum of a number of discrete functions. Tere are
several types of Bayesian flters, which are commonly referred
to as Bayesian bootstrap flters. Bayesian flters enable the
estimation of a mode vector element’s function based on the
minimum error variance. Apart from Bayesian concerns and
theory, as a result of equation (23), the method particles are
defned as probabilistic for use in the soft-max layer of the
APCNN algorithm; it is a function of the normal distribution
function in two-dimensional and three-dimensional spaces.

p(x) �
1

2πσ1σ22
e

− x1− μ1( )
2/2σ21+ x2− μ2( )

2/2σ22 
. (23)

APCNN can also identify and classify data into three
categories: benign, malignant, and suspicious cancers.
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4. Simulation and Results

AMATLAB platform was used for simulation and analysis. A
statistical analysis of the MIAS dataset has been used in this
study. Te characteristics of the data used in the MIAS dataset
are clump thickness, uniformity of cell size, uniformity of cell
shape,marginal adhesion, single epithelial cell size, bare nuclei,
bland chromatin, normal nucleoli, and mitoses. Based on the
statistical data of this section, we will be able to accurately
diagnose breast cancer, nonbreast cancer, and suspicious cases
in this dataset. We may download this dataset at https://peipa.
essex.ac.uk/info/mias.html link, which contains seven col-
umns, as shown in Table 2:

Te simulation is created step by step. As shown in
Figure 4, when the simulation begins, the input image is
executed and displayed.

As part of the preprocessing process, the frst step is to
reduce the picture size andmake it identical with the original
noise reduction by using a simple median flter to reduce
noise. To reduce noise and improve the picture, the pro-
posed quantum wavelet transform fltering method is then
used, as shown in Figure 5.

According to statistical analysis, the proposed noise
reduction approach has high capabilities in comparison to
previous methods; Table 3 illustrates the evaluation criteria
by case.

By pressing the segmentation with the image morphology
operator button, the social spider algorithm performs the
segmentation operation at a speed of 0.5 seconds, as shown in
Figure 6.

It is necessary to defne operators of the social spider
algorithm segmentation algorithm for the initial population
of spiders with 100 spiders, the blade vibration rate of 2 as
standard, and the rate of prey attack as 0.02 as standard and
to take into account the initial presentation of the algorithm
as well. Segmentation is performed at 100 iterations, using
both color and edge properties. On the basis of statistical
analysis, the proposed algorithm has a high capability when
compared with previous approaches to image segmentation.
Table 4 shows a comparison of this approach to other
methods in terms of evaluation criteria.

Subsequently, the morphology-based quantum wavelet
transform algorithm was employed with the boundary op-
erator for noise reduction in the segmentation stage. Te
noise was reduced as much as possible for the accurate zone
detection and fnal classifcation, and Figure 7 depicts the
output.

Te deep convolutional neural network (CNN) is then
used for two purposes: feature extraction and fnal classi-
fcation. Terefore, the pyramid deep CNN is employed for
feature extraction including dimensionality reduction and
feature selection. Moreover, the Atrous deep CNN is utilized
to classify and indicate masses accurately within a spectrum
in the image. In fact, the pyramid CNN should be adopted
for dimensionality reduction, feature selection, and feature

extraction based on the training and test models, in which
70% and 30% of data are used for training and test methods,
respectively. Tere is a general output shown in Figure 8 that
indicates only the breast. Tese operations are performed
with the features introduced in Table 2 such as the column
thickness, cell size uniformity, cell shape uniformity, mar-
ginal adhesion, single epithelial cell dimensions, naked
cores, long chromatin, normal cores, mitosis, brightness,
and edges. Furthermore, these features are used for the main
research purpose that is to diagnose the metastasis of sen-
tinel lymph nodes and assess mitotic density.

Te classifcation operations are then performed by
defning three classes (i.e., benign, malignant, and sus-
picious) and displaying the areas of cancerous tumors in
mammography images, and Figure 9 indicates the
output.

Te operations in an input image have been displayed.
However, all outputs should be implemented on a complete
MIAS dataset. For this purpose, it is necessary to classify the
analytical and statistical data of MIAS, which will be per-
formed through the Atrous pyramid CNN. Tis method is
adopted due to its simplicity among neural networks with
a high convergence rate in training. However, it has some
defects that can be covered with moving functions in ad-
dition to using a training core and the Atrous approach.
Moreover, 70% and 30% of statistical data and images of
MIAS were used for training and test methods, respectively.
Te Atrous pyramid CNN has nine major inputs with 10
hidden layers in the frst layer and 2 hidden layers in the
second layer. It also has two outputs called the detection of
a tumor or mass in the breast or its absence. However, the
third case known as the suspicious state was considered
separately. If the output indicates neither the presence nor
the absence of a tumor or a mass in the breast, it will be
considered suspicious. Figures 10–13 demonstrate the ef-
ciency, training modes, confusion matrix, and ROC of the
Atrous pyramid CNN, respectively, and for breast cancer
diagnosis based on MIAS images. Moreover, the ROC was
used as the validation method along with K-fold and AUC.

Figure 14 depicts another diagram showing the accurate
results of classifcation. Tis can be used to accurately di-
agnose breast cancer based on mammography images.

Te 5K-fold validation method was employed to draw
outputs in Figure 14. It is evident that our method provides
good results in the classifcation phase. 98.57% accuracy was
obtained in this method. Table 5 reports the evaluation
criteria for the proposed Atrous pyramid CNN. On the other
hand, Table 6 shows the results of comparing this method
with previous methods. Te entire proposed approach
should be represented as a ROC diagram from the begin-
ning, i.e., preprocessing, segmentation, and then feature
extraction and classifcation operations, and the output is in
the form of Figure 15.

Te fnal output, which completely extracts and displays
the lesion or mass, is shown in Figure 16.
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5. Discussion

Since medical diagnosis systems require reliable and fast
methods to ensure doctors, it is essential to use smar-
tifcation principles in developing such systems.

Moreover, developing smart medical diagnosis systems
can reduce human errors and help doctors diagnose
diseases. As a result, the early diagnosis will help

Table 2: Te information available in the MIAS dataset.

#1 #2 #3 #4 #5 #6 #7

MIAS
database
reference
number

Character of
background
tissue: F, fatty

G, fatty-glandular
D,

dense-glandular

Class of abnormality present:
CALC, calcifcation

CIRC
well-defned/circumscribed

masses
SPIC, spiculated masses
MISC, other, ill-defned

masses
ARCH, architectural

distortion
ASYM, asymmetry
NORM, normal

Severity of
abnormality; B,

benign
M, malignant

x, y image
coordinates of

center of
abnormality

x, y image
coordinates of

center of
abnormality

Approximate
radius (in pixels) of
a circle enclosing
the abnormality

Figure 4: Input image.

Figure 5: Noise reduction with QWTF.

Table 3: Comparison of noise reduction approach in this research
with previous methods.

References
Noise

reduction
approach

Windowing
size in input

image
PSNR (dB) MSE

Xiao et al. [7] Median
flter

3× 3 30.69
0.95× 5 23.94

7× 7 22.51

Xiao et al. [7] Mean flter
3× 3 25.08

0.95× 5 21.68
7× 7 20.16

Xiao et al. [7]
Quantum

inverse MFT
fltering

3× 3 35.69
1.45× 5 32.40

7× 7 30.78
Devakumari
and
Punithavathi
[3]

Adaptive
fuzzy

median flter

3× 3 33.60

1.35× 5 37.15

7× 7 38.39

Proposed
method QWTF

3× 3 34.57
0.75× 5 38.41

7× 7 43.50

Figure 6: Image segmentation with morphology.
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determine people’s health status and provide them with
further care until full recovery. Forming in diferent
areas of the body, cancerous tumors do not have regular

shapes and specifc patterns. Imaging various areas of the
body can help detect cancerous areas and determine the
dimensions of these tumors. Medical principles can also
be employed to estimate benign and malignant tumors.
In fact, it is necessary to diagnose these tumors as ac-
curately as possible, for they are among the most im-
portant causes of death all over the world. Tus, smart
systems must be developed inevitably. Due to budget and
time constraints in this study, we were unable to test the
proposed approach on other datasets. Other research
constraints included lacking powerful systems for data
processing. A totally ordinary system was used in this
study. Its specifcations were already mentioned.

Table 4: Comparison between the proposed image segmentation
method and other methods.

References Accuracy (%) Segmentation time (sec)

Abbass et al. [14] 92.78 10 to 60 sec for
diferent images

Pereira et al. [15] 93.54 11.05
Moeskoops and
Chen [20] 81 4

Cordeiro et al. [16] 92.50 2
El Adoui et al. [17] 98.50 4
Dalmıs et al. [19] 93.30 4
Milletari et al. [41] 82.39 4
Punitha et al. [23] 97.8 1.7
Mouelhi et al. [22] 98 2
Karabatak [27] 98.54 1
Rouhi et al. [24] 96.47 1.2
Proposed method 98.57 0.5

Figure 7: Noise reduction after segmentation.

Figure 8: Te feature extraction output of the pyramid deep CNN.

Object Number:2

Figure 9: An area of a cancerous tumor in the spectral images of
the breast through Atrous pyramid CNN.
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Figure 10: Classifcation efciency of Atrous pyramid CNN.
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Figure 11: Training modes of classifcation with Atrous pyramid CNN.
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Figure 12: Confusion matrix of classifcation with Atrous pyramid CNN.
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Figure 13: ROC of classifcation with Atrous pyramid CNN.
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Figure 14: Accurate results of classifcation.

Table 5: Te results of evaluation criteria for the proposed approach.

AUC Sensitivity (%) Feature rate (%) Precision (%) MSE Dice similarity score (DSS) (%)
88.77 92.00 88.00 98.57 0.018 90.00

Table 6: Te results of comparing the proposed approach with previous methods.

References Precision (%)
Dehghan Khalilabad and Hassanpour [25] 95.45%
Kaymak et al., [26] 70.4%
Geweid and Abdallah [42] 85%
Karabatak [27] 98.54%
Wang et al. [28] 97.10
Rouhi et al. [24] 96.47%
Proposed method (Atrous pyramid CNN) 98.57%
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Figure 15: AUC and ROC curves for the overall results of the proposed approach.
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6. Conclusion

Te early diagnosis of breast cancer helps prevent the
growth of malignant tumors. Tus, it is necessary to de-
velop an intelligent diagnosis model in order to reduce
human errors and accelerate cancer diagnosis. Tis study
proposed a novel technique to detect breast cancer on
mammographic images and classify benign, malignant,
and suspicious tissues. Te MIAS dataset consisting of
mammographic images and features in breast cancer de-
tection was employed. Te proposed model is based on
image processing and deep learning. Te input system is
introduced to the system and preprocessed using the
quantum wavelet transform algorithm to reduce noise.
Ten, morphological image processing is carried out
through erosion and dilation operations and boundary
extraction to implement segmentation and identify fea-
tures. Ten, image improvement is performed through the
quantum wavelet transform algorithm. Te features and
image are fed as input to the CNN, and windowing is
performed through layering. Ten, the extracted features
and classifcation are provided. To handle the classifcation
challenges of pyramid CNNs, an Atrous CNN was
employed. Te proposed approach was found to out-
perform earlier methodologies in noise reduction and
image segmentation. It had also a better receiver operating
characteristic (ROC) curve and a larger area under the
ROC curve (AUC). Te accuracy, sensitivity, specifcity,
and DSS of the proposed model were obtained to be
98.57%, 92%, 88%, and 90%, respectively. Furthermore,
the AUC rate and ROC were calculated to be 88.77%.

Data Availability

Te mini-MIAS database of mammograms is available at
https://peipa.essex.ac.uk/info/mias.html.
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Breast cancer is one of the most common invading cancers in women. Analyzing breast cancer is nontrivial and may lead to
disagreements among experts. Although deep learning methods achieved an excellent performance in classification tasks in-
cluding breast cancer histopathological images, the existing state-of-the-art methods are computationally expensive and may
overfit due to extracting features from in-distribution images. In this paper, our contribution is mainly twofold. First, we perform
a short survey on deep-learning-based models for classifying histopathological images to investigate the most popular and
optimized training-testing ratios. Our findings reveal that the most popular training-testing ratio for histopathological image
classification is 70%: 30%, whereas the best performance (e.g., accuracy) is achieved by using the training-testing ratio of 80%: 20%
on an identical dataset. Second, we propose a method named DenTnet to classify breast cancer histopathological images chiefly.
DenTnet utilizes the principle of transfer learning to solve the problem of extracting features from the same distribution using
DenseNet as a backbone model. *e proposed DenTnet method is shown to be superior in comparison to a number of leading
deep learning methods in terms of detection accuracy (up to 99.28% on BreaKHis dataset deeming training-testing ratio of 80%:
20%) with good generalization ability and computational speed. *e limitation of existing methods including the requirement of
high computation and utilization of the same feature distribution is mitigated by dint of the DenTnet.

1. Introduction

Breast cancer is one of the most familiar invasive cancers in
women worldwide. Nowadays, it is overtaking lung cancer as
the world’s chiefly regularly diagnosed cancer [1]. *e di-
agnosis of breast cancer in the early stages significantly
decreases the mortality rate by allowing the choice of ade-
quate treatment. With the onset of pattern recognition and
machine learning, a good deal of handcrafted or engineered

features-based studies have been proposed for classifying
breast cancer histology images. In image classification,
feature extraction is a cardinal process used to maximize the
classification accuracy by minimizing the number of selected
features [2–5]. Deep learning models have the power to
automatically extract features, retrieve information, and take
in the latest intellectual depictions of data. *us, they can
solve the problems of common feature extraction methods.
*e automated classification of breast cancer
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histopathological images is one of the important tasks in
CAD (Computer-Aided Detection/Diagnosis) systems, and
deep learning models play a remarkable role by detecting,
classifying, and segmenting prime breast cancer histo-
pathological images. Many researchers worldwide have
invested appreciable efforts in developing robust computer-
aided tools for the classification of breast cancer histo-
pathological images using deep learning. At present, in this
research arena, the most popular deep learning models
proposed in the literature are based on CNNs [6–66].

A pretrained CNN model, for example, DenseNet [67],
utilizes dense connection between layers, reduces the
number of parameters, strengthens propagation, and en-
courages feature reutilization. *is improved parameter
efficiency makes the network faster and easier to train.
Nevertheless, a DenseNet [67] has an excessive connection,
as all its layers have a direct connection to each other. *ose
lavish connections have been shown to decrease the com-
putational and parameter efficiency of the network. In ad-
dition, features extracted by a neural network model stay in
the same distribution. *erefore, the model might overfit as
the features cannot be guaranteed to be sufficient enough.
Besides, a CNN-training task demands a large number of
training samples; otherwise, it leads to overfitting and re-
duces generalization ability. However, it is arduous to secure
labeled breast cancer histopathological images, which se-
verely limits the classification ability of CNN [27].

On the other hand, the use of transfer learning can
expand prior knowledge about data by including informa-
tion from a different domain to target future data [68].
Consequently, it is a good idea to extract data from a related
domain and then transfer those extracted data to the target
domain. *is way, resources can be saved and the efficiency
of the model can be improved during training. A great
number of breast cancer diagnosis methods based on
transfer learning have been proposed and implemented by
distinct researchers (e.g., [57–66]) to achieve state-of-the-art
performance (e.g., ACC, AUC, PRS, RES, and F1S) on
different datasets. Yet, the limitations of such performance
indices, algorithmic assumptions, and computational
complexities are indicating a further development of smart
algorithms.

In this paper, we aim to propose a novel neural-network-
based approach called DenTnet (see Figure 1) for classifying
breast cancer histopathological images by taking the benefits
of both DenseNet [67] and transfer learning [68]. To address
the cross-domain learning problems, we employ the prin-
ciple of transfer learning for transferring information from a
related domain to the target domain. Our proposed DenTnet
is anticipated to increase the accuracy of breast cancer
histopathological images classification and accelerate the
learning process. *e DenTnet demonstrates better per-
formance over its alternative CNN and/or transfer-learning-
based methods (e.g., see Table 1) on the same dataset as well
as training-testing ratio.

To find the best performance scores of deep learning
models for classifying histopathological images, contrasting
training-testing ratios were applied for divergent models on
the same dataset. What would be the most popular and/or

optimized training-testing ratios to classify histopathological
images considering existing state-of-the-art deep learning
models? *ere exist many surveys enriched to sufficient
contemporary methods and materials with systematic deep
discussion of automatic classification of breast cancer his-
topathological images [68–72]. Nevertheless, to the best of
our knowledge, the direct or indirect indication of this
question was not reported in any of the previous studies.
Henceforth, we perform a succinct survey to investigate this
question. Our findings include that the most popular
training-testing ratio for histopathological image classifi-
cation is 70%: 30%, whereas the best performance (accuracy)
is achieved by using the training-testing ratio of 80%: 20% on
the identical dataset.

In summary, the main contributions of this context are
as follows:

(i) Determine the most popular and/or optimized
training-testing ratios for classifying histopatho-
logical images using the existing state-of-the-art
deep learning models.

(ii) Propose a novel approach named DenTnet that
amalgamates both DenseNet [67] and transfer
learning technique to classify breast cancer histo-
pathological images. DenTnet is anticipated to
achieve high accuracy and fasten the learning
process due to its utilization of dense connections
from its backbone architecture (i.e., DenseNet [67]).

(iii) Determine the generalization ability of DenTnet and
the superiority measure considering nonparametric
statistical tests.

*e rest of the paper is organized as follows: Section 2
hints some preliminaries; Section 3 surveys briefly the
existing deep models for histopathological image classifi-
cation and reports our findings; Section 4 depicts the ar-
chitecture of our proposed DenTnet and its implementation
details; Section 5 demonstrates the experimental results and
comparison on BreaKHis dataset [33]; Section 6 evaluates
the generalization ability of DenTnet; Section 7 discusses
nonparametric statistical tests, their reported results, and
reasons for superiority along with few hints of further study;
and Section 8 concludes the paper.

2. Preliminaries

Breast cancer is one of the oldest known kinds of cancer first
found in Egypt [73]. It is caused by the uncontrolled growth
and division of cells in the breast, whereby a mass of tissue
called a tumor is created. Nowadays, it is one of the most
terrifying cancers in women worldwide. For example, in
2020, there were 2.3 million women diagnosed with breast
cancer and 685000 deaths globally [74]. Early detection of
breast cancer can save many lives. Breast cancer can be
diagnosed in view of histology and radiology images. *e
radiology images analysis can help to identify the areas,
where the abnormality is located. However, they cannot be
used to determine whether the area is cancerous [75]. On the
other hand, a biopsy is an examination of tissue removed
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Table 1: Comparison of results of various methods using training-testing ratio of 80%: 20% on BreaKHis [33]. *e best result is shown in
bold.

Year Method PRS RES F1S AUC ACC (%)

2020
Togacar et al. [26] — — — — 97.56
Parvin et al. [31] — — — — 91.25
Man et al. [36] — — — — 91.44

2021 Boumaraf et al. [63] — — — — 92.15
Soumik et al. [60] — — — — 98.97

2022

Liu et al. [172] — — — — 96.97
Zerouaoui and Idri [56] — — — — 93.85

Chattopadhyay et al. [174] — — — — 96.10
DenTnet [ours] 0.9700 0.9896 0.9948 0.99 99.28
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Figure 1: Architecture of the proposed DenTnet.
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from a living body to discover the presence, cause, or extent
of a disease (e.g., cancer). Biopsy is the only reliable way to
make sure if an area is cancerous [76]. Upon completion of
the biopsy, the diagnosis will be based on the qualification of
the histopathologists who determine cancerous regions and
malignancy degree [7, 75]. If the histopathologists are not
well trained, the histopathology or biopsy report can lead to
an incorrect diagnosis. Besides, there might be a lack of
specialists, which may cause keeping the tissue samples for
up to a few months. In addition, diagnoses made by un-
specialized histopathologists are sometimes difficult to
replicate. As if that were not enough of a problem, at times,
even expert histopathologists tend to disagree with each
other. Despite notable progress being reached by diagnostic
imaging technologies, the final breast cancer grading and
staging are still done by pathologists using visual inspection
of histological samples under microscopes.

As analyzing breast cancer is nontrivial and would get
down to disagreements among experts, computerized and
interdisciplinary systems can improve the accuracy of di-
agnostic results by reducing the processing time. *e CAD
can help to assist doctors in reading and interpretingmedical
images by locating and identifying possible abnormalities in
the image [69]. It is proclaimed that the utilization of CAD to
automatically classify histopathological images does not only
improve the diagnostic efficiency with low cost but also
provide doctors with more objective and accurate diagnosis
results [77]. Consequently, there is an adamant demand for
the CAD [78]. *ere exist several comprehensive surveys for
CAD based methods in the literature. For example, Zebari
et al. [71] provided a common description and analysis of
existing CAD systems that are utilized in both machine
learning and deep learning methods as well as their current
state based on mammogram image modalities and classi-
fication methods. However, the existing breast cancer di-
agnosis models take issue with complexity, cost, human-
dependency, and inaccuracy [73]. Furthermore, the limi-
tation of datasets is another practical problem in this arena
of research. In addition, every deep learning model demands
a metric to judge its performance. Explicitly, performance
evaluation metrics are the part and parcel of every deep
learning model as they indicate progress indices.

In the two following subsections, we discuss the com-
monly used datasets for classifying histopathological images
and the performance evaluation metrics of various deep
learning models.

2.1. Brief Description of Datasets. Accessing relevant images
and datasets is one of the key challenges for image analysis
researchers. Datasets and benchmarks enable validating and
comparing methods for developing smarter algorithms.
Recently, several datasets of breast cancer histopathology
images have been released for this purpose. Figure 2 shows a
sample breast cancer histopathological image from BreaK-
His [33] dataset of a patient who suffered from papillary
carcinoma (malignant) with four magnification levels: (a)
40x, (b) 100x (c) 200x, and (d) 400x [79].*e following list of

datasets has been used in the literature as incorporated in
Table 2:

(i) BreaKHis [33] ⇒ It is considered as the most
popular and clinical valued public breast cancer
histopathological dataset. It consists of 7909
breast cancer histopathology images, 2480 benign
and 5429 malignant samples, from 82 patients
with different magnification factors (e.g., 40x,
100x, 200x, and 400x) [33].

(ii) Bioimaging2015 [122] ⇒ *e Bioimaging2015
[122] dataset contained 249 microscopy training
images and 36 microscopy testing images in total,
equally distributed among the four classes.

(iii) ICIAR2018 [78]⇒*is dataset, available as part
of the BACH grand challenge [78], was an ex-
tended version of the Bioimaging2015 dataset
[8, 122]. It contained 100 images in each of four
categories (i.e., normal, benign, in situ carcinoma,
and invasive carcinoma) [8].

(iv) BACH [78] ⇒ *e database of BACH holds
images obtained from ICIAR2018 Grand Chal-
lenge [78]. It consists of 400 images with equal
distribution of normal (100), benign (100), in situ
carcinoma (100), and invasive carcinoma (100).
*e high-resolution images are digitized with the
same conditions andmagnification factor of 200x.
In this dataset, images have a fixed size of 2048 ×

1536 pixels [175].
(v) TMA [99] ⇒ *e TMA (Tissue MicroArray)

database from Stanford University is a public
resource with an access to 205161 images. All the
whole-slide images have been scanned by a 20x
magnification factor for the tissue and 40x for the
cells [176].

(vi) Camelyon [97] ⇒ *e Camelyon (cancer me-
tastases in lymph nodes) was established based on
a research challenge dataset competition in 2016.
*e Camelyon organizers trained CNNs on
smaller datasets for classifying breast cancer in
lymph nodes and prostate cancer biopsies. *e

(a) (b)

(c) (d)

Figure 2: A sample breast cancer histopathological image [79] with
four magnification levels of (a) 40x, (b) 100x, (c) 200x, and (d) 400x.
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training dataset consists of 270 whole-slide im-
ages; among them 160 are normal slides and 110
slides contain metastases [97].

(vii) PCam [121] ⇒ It is a modified version of the
Patch Camelyon (PCam) dataset, which consists
of 327680 microscopy images with 96 × 96-pixel
sized patches extracted from the whole-slide
images with a binary label hinting the presence of
metastatic tissue [8].

(viii) HASHI [129] ⇒ Each image in the dataset of
HASHI (high-throughput adaptive sampling for
whole-slide histopathology image analysis) [129]
has the size of 3002 × 2384 [161].

(ix) MIAS [85] ⇒ *e Mammographic Image Anal-
ysis Society (MIAS) database of digital mam-
mograms [85] contains 322 mammogram images,
each of which has a size of 1024 × 1024 pixels with
PGM format [59].

(x) INbreast [92]⇒*e INbreast database has a total
of 410 images collected from 115 cases (i.e., pa-
tients) indicating benign, malignant, and normal
cases having sizes of 2560 × 3328 or 3328 × 4084
pixels. It contains 36 benign and 76 malignant
masses [92].

(xi) DDSM [84] ⇒ *e DDSM [84] dataset was col-
lected by the expert team at the University of South
Florida [84]. It contains 2620 scanned film mam-
mography studies. Explicitly, it involves 2620 breast
cases (i.e., patients) categorized in 43 different vol-
umes with average size of 3000 × 4800 pixels [48].

(xii) CBIS-DDSM [128] ⇒ *e CBIS-DDSM [128] is
an updated version of the DDSM providing easily
accessible data and improved region-of-interest
segmentation [128, 146]. *e CBIS-DDSM
dataset comprises 2781 mammograms in the
PNG format [49].

(xiii) CMTHis [37] ⇒ *e CMTHis (Canine Mam-
mary Tumor Histopathological Image) [37]
dataset comprises 352 images acquired from 44
clinical cases of canine mammary tumors.

(xiv) FABCD [133] ⇒ *e FABCD (Fully Annotated
Breast Cancer Database) [133] consists of 21
annotated images of carcinomas and 19 images of
benign tissue taken from 21 patients [130].

(xv) IICBU2008 [87] ⇒ *e IICBU2008 (Image In-
formatics and Computational Biology Unit)
malignant lymphoma dataset contains 374 H&E
stained microscopy images captured using bright
field microscopy [21].

(xvi) VLAD [136] ⇒ *e VLAD (Vector of Locally
Aggregated Descriptors) dataset [136] consists of
300 annotated images with resolution of 1280 ×

960 [29].
(xvii) LSC [137] ⇒ *e LSC (Lymphoma Subtype

Classification) [137] dataset has been prepared by
pathologists from different laboratories to create a

real-world type cohort which contains a larger
degree of stain and scanning variances [137]. It
consists of 374 images with resolution of 1388 ×

1040 [29].
(xviii) KimiaPath24 [126] ⇒ *e official KimiaPath24

[126] dataset consists of a total of 23916 images
for training and 1325 images for testing. It is
publicly available. It shows various body parts
with texture patterns [41].

2.2.PerformanceEvaluationMetrics. Performance evaluation
of any deep learning model is an important task. An algorithm
may give very pleasing results when evaluated using a metric
(e.g.,ACC), but it may give poor results when evaluated against
other metrics (e.g., F1S) [177]. Usually, we use classification
accuracy to measure the performance of deep learning algo-
rithms. But it is not enough to determine the model perfectly.
For truly judge any deep learning algorithm, we can use
nonidentical types of evaluation metrics including classifica-
tion ACC, AUC, PRS, RES, F1S, RTM, and GMN.

(i) ACC⇒ It is normally defined in terms of error or
inaccuracy [178]. It can be calculated using the
following equation:

ACC �
(100) tn + tp 

tp + tn + fp + fn

, (1)

where tn is true negative, tp is true positive, fp is
false positive, and fn is false negative. Sometimes,
ACC and the percent correct classification (PCC)
can be used interchangeably.

(ii) PRS⇒ Its best value is 100 and the worst value is
just 0. It can be formulated using the following
equation:

PRS �
(100) tp 

tp + fp

. (2)

(iii) RES⇒ It should ideally be 100 (the highest) for a
good classifier. It can be calculated using the fol-
lowing equation:

RES �
(100) tp 

tp + fn

. (3)

(iv) AUC ⇒ It is one of the most widely used metrics
for evaluation [177–179]. *e AUC of a classifier
equals the probability that the classifier ranks a
randomly chosen positive sample higher than a
randomly chosen negative sample. *e AUC varies
in value from 0 to 1. If the predictions of a model
are 100% wrong, then its AUC � 0.00; but if its
predictions are 100% correct, then its AUC � 1.00.

(v) F1S⇒ It is the harmonic mean between precision
and recall. It is also called the F-score or F-mea-
sure. It is used in deep learning [177]. It conveys
the balance between the precision and the recall. It
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also tells us how many instances it classifies cor-
rectly. Its highest possible value is 1, which indi-
cates perfect precision and recall. Its lowest
possible value is 0, when either the precision or the
recall is zero. It can be formulated as

F1S �
2

1/PRS + 1/RES
�

tp

tp + fp + fn/2
, (4)

where PRS is the number of correct positive results
divided by the number of positive results predicted
with the classifier and RES is the number of correct
positive results divided by the number of all rel-
evant samples.

(vi) RTM ⇒ Estimating the RTM complexity of al-
gorithms is mandatory for many applications (e.g.,
embedded real-time systems [180]). *e optimi-
zation of the RTM complexity of algorithms in
applications is highly expected. *e total RTM can
prove to be one of the most important determi-
native performance factors in many software-in-
tensive systems.

(vii) GMN⇒ It indicates the central tendency or typical
value of a set of numbers by considering the
product of their values instead of using their sum.
It can be used to attain a more accurate measure of
returns than the mean or arithmetic mean or
average. *e GMN for any set of numbers
x1, x2, x3, . . . , xm can be defined as

GMN � 
m

i�1
xi

⎞⎠

1/m

�
����
[m]


x1x2x3 · · · xm.⎛⎝ (5)

(viii) MCC ⇒ *e Matthews correlation coefficient
(MCC) is used as a measure of the quality of binary
classifications, introduced by biochemist Brian
W. Matthews in 1975.

(ix) κ⇒*emetric of Cohen’s kappa (κ) can be used to
evaluate binary classifications.

3. A Succinct Survey of State of the Art

*is section deals with a summary of existing studies
apposite for the classification of breast cancer histo-
pathological images followed by a short discussion and
our findings.

3.1. Summary of Previous Studies. Table 2 provides a short
summary of previous studies carried out to classify breast
cancer from images. Experimental results of miscella-
neous deep models in the literature on publicly available
datasets demonstrated various degrees of accurate cancer
prediction scores. However, as AUC and ACC are the
most important metrics for breast cancer histopatho-
logical images classification [49], the experimental results
in Table 2 take them into account as the performance
indices.

3.2. Key Techniques and Challenges. *e CNNs can be
regarded as a variant of the standard neural networks. In-
stead of using fully connected hidden layers, the CNNs
introduce the structure of a special network, which com-
prises so-called alternating convolution and pooling layers.
*ey were first introduced for overcoming known problems
of fully connected deep neural networks when handling high
dimensionality structured inputs, such as images or speech.
From Table 2, it is noticeable that CNNs have become state-
of-the-art solutions for breast cancer histology images
classification. However, there are still challenges even when
using the CNN-based approaches to classify pathological
breast cancer images [16], as given below:

(i) Risk of overfitting⇒*e number of parameters of
CNN increases rapidly depending on how large the
network is, which may lead to poor learning.

(ii) Being cost-intensive ⇒ To get a huge number of
labeled breast cancer images is very expensive.

(iii) Huge training data ⇒ CNNs need to be trained
using a lot of images, which might not be easy to
find considering that collecting real-world data is a
tedious and expensive process.

(iv) Performance degradation ⇒ Various hyper-
parameters have a significant influence on the per-
formance of the CNN model. *e model’s
parameters need to be tuned properly to achieve a
desirable result [75], which usually is not an easy task.

(v) Employment difficulty ⇒ In the process of training
CNN model, it is usually inevitable to rearrange the
learning rate parameters to get a better performance.
*ismakes it arduous for the algorithm to use in real-
life applications by nonexpert users [181].

Many methods had been proposed in the literature
considering the aforementioned challenges. In 2012, Alex-
Net [81] architecture was introduced for ImageNet Chal-
lenge having error rate of 16%. Later various variations of
AlexNet [81] with denser network were introduced. Both
AlexNet [81] and VGGNet [98] were the pioneering works
that demonstrated the potential of deep neural networks
[182]. AlexNet was designed by Alex Krizhevsky [81]. It
contained 8 layers; the first 5 were convolutional layers,
some of them followed by max-pooling layers, and the last 3
were fully connected layers [81]. It was the first large-scale
CNN architecture that did well on ImageNet [183] classi-
fication. AlexNet [81] was the winner of the ILSVRC [183]
classification, the benchmark in 2012. Nevertheless, it was
not very deep. SqueezeNet [184] was proposed to create a
smaller neural network with fewer parameters that could be
easily fit into computer memory and transmitted over a
computer network. It achieved AlexNet [81] level accuracy
on ImageNet with 50x fewer parameters. It was compressed
to less than 0.5MB (510x smaller than AlexNet [81]) with
model compression techniques. *e VGG [98] is a deep
CNN used to classify images. *e VGG19 is a variant of
VGG which consists of 19 layers (i.e., 16 convolution layers
and 3 fully connected layers, in addition to 5 max-pooling
layers and 1 SoftMax layer) [98].*ere exist many variants of
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VGG [98] (e.g., VGG11, VGG16, VGG19, etc.). VGG19 has
19.6 billion FLOPs (floating point operations per second).
VGG [98] is easy to implement but slow to train. Nowadays,
many deep-learning-based methods are implemented on
influential backbone networks; among them, both DenseNet
[67] and ResNet [75] are very popular. Due to the longer
path between the input layer and the output layer, the in-
formation vanishes before reaching its destination. Dense-
Net [67] was developed to minimize this effect. *e key base
element of ResNet [75] is the residual block. DenseNet [67]
concentrates on making the deep learning networks move
even deeper as well as simultaneously making them well
organized to train by applying shorter connections among
layers. In short, ResNet [75] adopts summation, whereas
DenseNet [67] deals with concatenation. Yet, the dense
concatenation of DenseNet [67] creates a challenge of de-
manding high GPU (Graphics Processing Unit) memory
and more training time [182]. On the other hand, the
identity shortcut that balances training in ResNet [75] curbs
its representation dimensions [182]. Compendiously, there
is a dilemma in the alternative between ResNet [75] and
DenseNet [67] for many applications in terms of perfor-
mance and GPU resources [182].

3.3.OurFindings. Although various deep learning models in
Table 2 often achieved pretty good scores of AUC and ACC,
the models demand a large amount of data but breast cancer
diagnosis always suffers from a lack of data. To adopt

artificial data is a tentative solution of this issue, but the
determination of the best hyperparameters is extremely
difficult. Besides efficient deep learning models, the datasets
themselves have some limitations, for example, overinter-
pretation, which cannot be diagnosed using typical evalu-
ation methods based on the ACC of the model. Deep
learning models trained on popular datasets (e.g., BreaKHis
[33]) may suffer from overinterpretation. In overinterpre-
tation, deep learning models make confident predictions
based on details that do not make any sense to humans (e.g.,
promiscuous patterns and image borders). When deep
learning models are trained on datasets, they can make
apparently authentic predictions based on both meaningful
and meaningless subtle signals. *is effect, eventually, can
reduce the overall classification performance of deepmodels.
Most probably, this is one of the reasons why any state-of-
the-art deep learning model in the literature for classifying
breast cancer histopathological images (see Table 2) could
not show an ACC of 100%.

In addition, the training-testing ratio can regulate the
performance of a deep model for image classification. We
wish to determine the most popular and/or optimized
training-testing ratios for classifying histopathological im-
ages using Table 2. To this end, we have calculated the usage
frequency of the training-testing ratio (i.e., percentage of the
number of papers that used the same ratio) by considering
data in Table 2 and the following equation:

Usagefrequency(%) �
(Totalnumberofpapersuse da training − testingratio)(100)

Sumofpapersbothuse da ndu nuse dt hesametraining − testingratio
. (6)

Figure 3 demonstrates the frequency of usage of
training-testing ratio considering data in Table 2. From
Figure 3, it is noticeable that the most popular training-
testing ratio for histopathological image classification is
70%: 30%. *e second-best used training-testing ratio is
80%: 20%, followed by 90%: 10%, 75%: 25%, 50%: 50%,
and so on. Figure 4 presents the GMN of ACC for the
most frequently used training-testing ratios considering
data in Table 2. It shows a different history; in terms of
ACC, the rate of 80%: 20% became the best option for the
training-testing ratio to classify histopathological im-
ages. Explicitly, the GMN of ACC formed like a Gaussian
shaped curve and the ratio of 80%: 20% owned its highest
peak. To cut a long story short, by considering ACC, the
training-testing ratio of 80%: 20% became the finest and
the optimal choice for classifying histopathological
images.

4. Methods and Materials

*is section explains in detail our proposed DenTnet model
and its implementation. Figure 5 demonstrates a general
flowchart of our methodology to classify breast cancer
histopathological images automatically.

4.1. Architecture of Our Proposed DenTnet. *e architecture
of our proposed DenTnet is shown in Figure 1, which
consists of four different blocks, namely, the input volume,
training from scratch, transfer learning, and fusion and
recognition.

4.1.1. Input Volume. *e input is a 3D RGB (three-di-
mensional red, green, and blue) image with a size of
224 × 224, that is, 224 × 224 × 3.

4.1.2. Training from Scratch. Initially, features are extracted
from the input images by feeding the input to the con-
volutional layer. *e convolution (conv) layers contain a set
of filters (or kernels) parameters, which are learned
throughout the training. *e size of the filters is usually
smaller than the actual image, where each filter convolves
with the image and creates an activationmap.*ereafter, the
pooling layer progressively decreases the spatial size of the
representation for reducing the number of parameters in the
network. Instead of differentiable functions such as sigmoid
and tanh, the network utilizes the ReLU as an activation
function. Finally, the extracted features or the output of the
last layer from the training from scratch block is then
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amalgamated with the features extracted from the transfer
learning approach. Figure 1 includes the design of the
DenseNet [67] architecture used to extract the feature using
the learning-from-scratch approach.

4.1.3. Transfer Learning. In transfer learning, given that a
domain D consists of feature space X and a marginal
probability distribution P(X), where X=x1, x2, . . . , xn∈∈X,
and a task T consists of a label space Y and an objective
predictive function f: X⟶Y, the corresponding label
f(x) of a new instance x is predicted by function f, where
the new tasks denoted byT=Y, f(x) are learned from the
training data consisting of pairs xi and yi, where xi ∈ X and
yi ∈Y. When utilizing the learning-from-scratch approach,
the extracted features stay in the same distribution. To solve
this problem, we amalgamated both learning-from-scratch
and the transfer learning approach. *e learned parameters
are further fine-tuned by retraining the extracted features.
*is is anticipated to expand the prior knowledge of the
network about the data, which might improve the efficiency
of the model during training, thereby accelerating the
learning speed and also increasing the accuracy of themodel.
As shown in Figure 1, there is a connection between the
blocks of the input volume and transfer learning. *e
transfer learning approach extracted features from the
ImageNet [168] weights. *e weight is the parameters (in-
cluding trainable and nontrainable) learned from the

ImageNet [168] dataset. Since transfer learning involves
transferring knowledge from one domain to another, we
have utilized the ImageNet weight as the models developed
in the ImageNet [168] classification competition are mea-
sured against each other for performance. Henceforth, the
ImageNet weight provides a measure of how good a model is
for classification. Besides, the ImageNet weight has already
showed a markedly high accuracy [185]. *e extracted
features are then used by the network before being passed to
the fusion and recognition block, where the features are
amalgamated with the extracted features from the learning-
from-scratch block for recognition.

4.1.4. Fusion and Recognition. *e extracted features based
on the ImageNet weights are then amalgamated with the
features extracted by the block of training from scratch. A
global average pooling is performed. Dropout technique
helps to prevent a model from overfitting. It is used with
dense fully connected layers. *e fully connected layer
compiles the data extracted by previous layers to form the
final output. *e last step passes the features through the
fully connected layer, which then uses SoftMax to classify the
class of the input images.

4.2. Implementation Details

4.2.1. Data Preparation. We have adopted data augmen-
tation, stain normalization, and image normalization
strategies to optimize the training process. Hereby, we have
explained each of them briefly.

4.2.2. Data Augmentation. Due to the limited size of the
input samples, the training of our DenTnet was prone to
overfitting, which caused low detection rate. One solution to
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Figure 3: Determination of the most popular training-testing
ratios using data from Table 2.
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alleviate this issue was the data augmentation, which gen-
erated more training data from the existing training set.
Dissimilar data augmentation techniques (e.g., horizontal
flipping, rotating, and zooming) were applied to datasets for
creating more training samples.

4.2.3. Stain Normalization. *e breast cancer tissue slices
are stained by H&E to differentiate between nuclei stained
with purple color and other tissue structures stained with
pink and red color to help pathologists analyze the shape of
nuclei, density, variability, and overall tissue structure [186].
*e H&E staining variability between acquired images exists
due to the different staining protocols, scanners, and raw
materials.*is is a common problemwith histological image
analysis. *erefore, stain normalization of H&E-stained
histology slides was a key step for reducing the color var-
iation and obtaining a better color consistency prior to
feeding input images into the DenTnet architecture. Dif-
ferent techniques are available for stain normalization in
histological images.We have consideredMacenko technique
[187] due to its promising performance in many studies to
standardize the color intensity of the tissue. *is technique
was based on a singular value decomposition. A logarithmic
function was used to adaptively transform color concen-
tration of the original histopathological image into its optical
density (OD) image as OD � −log (I/I0), where OD hints
the matrix of optical density values, I belongs to the image
intensity in red-green-blue space, and I0 addresses the il-
luminating intensity incident on the histological sample.

4.2.4. Intensity Normalization. Intensity normalization was
another important preprocessing step. Its primary aim was
to get the same range of values for each input image before
feeding to the DenTnet. It also speeded up the convergence
of DenTnet. Input images were normalized to the standard
normal distribution by min-max normalization (i.e., using
one of the most popular ways to normalize data) to the
intensity range of [0, 1], which can be computed as

xnormalized �
x − xmin

xmax − xmin
, (7)

where x, xmin, and xmax indicate pixel, minimum, and
maximum intensity values of the input image, respectively.

4.2.5. Hardware and Software Requirements. DenTnet was
implemented using the TensorFlow and Keras framework
[188, 189] and coded in Python using Jupyter Notebook on a
Kaggle Private Kernel. *e experiment was performed on a
machine with the following configuration: Intel® Xeon®CPU @ 2.30GHz with 16 CPU Cores, 16GB RAM, and
NVIDIA Tesla P100 GPU. We implemented and trained
everything on the cloud using Kaggle GPU hours.

4.2.6. Training and Testing Setup. *e dataset was divided in
a 80%: 20% ratio, where 80% was used for training and the
remaining 20%was used for testing.*e data used for testing
were kept isolated from the training set and never seen by the

model during training. To evaluate the images classification,
we have computed the recognition rate at the image level
over the two different classes: (i) correctly classified images
and (ii) the total number of images in the test set.

4.2.7. Training Procedure. In the training of a neural net-
work, a measure of error is required to compute the error
between the targeted output and the computed output of
training data known as the loss function. An optimization
algorithm is needed to minimize this function. We have
considered Adam optimizer [190] with numerical stability
constant epsilon �None, decay � 0.0, and AMSGrad�True.
Table 3 presents the hyperparameter values of the proposed
deep learning model. Learning rate (also referred to as step
size) signifies the proportion to which weights are updated.
A smaller value (e.g., 0.000001) slows down the learning
process during training, whereas a larger value (e.g., 0.400)
results in faster learning. We have considered a learning
rate of 0.001. *e exponential decay rates of the first and
second moments were estimated to be 0.60 and 0.90, re-
spectively. To update the weights, the number of epochs
was set to 50 with 3222 steps per epoch and a batch size of
32. For the BreaKHis [33] dataset, we had a training sample
of 103104 images, with 12288 validation samples and 697
testing samples. *e training process used 10-fold cross-
validation, where one of the samples was used to validate
the data and the remaining 9 samples were used to train the
DenTnet model. *e fully connected layer used 1024 filters
with a dropout rate of 0.50. Finally, the last layer used two
filters with a SoftMax layer to classify the image into two
classes (e.g., benign and malignant). We have used cate-
gorical cross-entropy as the objective function to quantify
the difference between two probability distributions. *e
whole training process took more than 4 hours for the
breast cancer tissue images.

5. Experimental Results and Comparison on
BreaKHis Dataset

*is section demonstrates the experimental results achieved
from classifying the breast cancer histopathology (i.e.,
BreaKHis [33]) images using our proposed DenTnet model.

Figure 6 shows the performance curves obtained during
the training of DenTnet using BreaKHis [33] dataset. A
normalized confusion matrix for the classification of breast
cancer test set images is illustrated in Figure 7(a). *e main
reason for confusion between benign and malignant breast
tissues is their similar textures or expression. Henceforth,
careful description of texture is required to remove the
confusion between the two classes. For binary classification,
5 images only were misclassified, indicating that DenTnet
achieved the highest and best ACC of 99.28%. Figures 7(b)
and 7(c) demonstrate the ROC curve and precision-recall
curve for classification of benign andmalignant images from
BreaKHis [33] dataset, respectively. AUC of 0.99, sensitivity
of 97.73%, and specificity 100% have been reported. Table 4
lists the complete classification report of DenTnet. It
achieved an ACC of 99.28%.
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Table 3: List of hyperparameter values for the proposed deep learning model.

Model
Hyperparameters

Beta_1 Beta_2 Learning rate Epoch Batch size Epsilon Decay AMSGrad
DenTnet 0.60 0.90 0.001 50 32 None 0.0 True

ACC of Den Tnet

0.9850
0.9875
0.9900
0.9925
0.9950
0.9975
1.0000

AC
C

10 124 860 2
Epoch

Training ACC
Test ACC

(a)

Loss of Den Tnet

0.07
0.08
0.09
0.10
0.11
0.12
0.13
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Training Loss
Test Loss

(b)

Figure 6: (a) hints ACC and (b) shows loss charts of DenTnet during training.
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Figure 7: (a) hints confusion matrix for benign and malignant classification, (b) shows ROC curve, and (c) demonstrates precision-recall
curve.

16 Computational Intelligence and Neuroscience



Table 1 compares the results obtained by several
methods. *e methods of Togacar et al. [26], Parvin et al.
[31], Man et al. [36], Soumik et al. [60], Liu et al. [172],
Zerouaoui and Idri [56], and Chattopadhyay et al. [174] were
centered on mainly CNN models, but they were tested
against the same training-testing ratio of 80%: 20% on the
BreaKHis dataset [33]. However, Boumaraf et al. [63]
suggested a transfer-learning-based method deeming the
residual CNN ResNet-18 as a backbone model with block-
wise fine-tuning strategy and obtained a mean ACC of
92.15% applying a training-testing ratio of 80%: 20% on
BreaKHis dataset [33]. From Table 1, it is notable that
DenTnet [ours] achieved the best ACC on the same ground.

6. Generalization Ability Evaluation of
Proposed DenTnet

What would be the performance of the proposed DenTnet
compared with other types of cancer or disease datasets? To
evaluate the generalization ability of DenTnet, this section
presents the experimental result obtained not only from the
dataset of BreaKHis [33] but also from additional datasets of
Malaria [191], CovidXray [192], and SkinCancer [193].

6.1. Datasets Irrelevant to Breast Cancer. *e three following
datasets are not related to breast cancer. Herewith, their
primary aim is to evaluate the generalization ability of our
proposed method DenTnet:

(i) Malaria [191] ⇒ *is dataset contains a total of
27558 infected and uninfected images for malaria.

(ii) SkinCancer [193]⇒*is dataset contains balanced
images from benign skin moles and malignant skin
moles. *e data consist of two folders, each con-
taining 1800 pictures (224 × 244) from the two
types of mole.

(iii) CovidXray [192] ⇒ Corona (COVID-19) virus af-
fects the respiratory system of healthy individual.
*e chest X-ray is one of the key imaging methods
to identify the coronavirus. *is dataset contains
chest X-ray of healthy versus pneumonia (Corona)
infected patients along with few other categories
including SARS (Severe Acute Respiratory Syn-
drome), Streptococcus, and ARDS (Acute Respira-
tory Distress Syndrome) with a goal of predicting
and understanding the infection.

Figure 8 specifies some sample images from Malaria
[191], SkinCancer [193], and CovidXray [192] datasets.

6.2.ExperimentalResultsComparison. Using four datasets in
the experiment, DenTnet has been compared with six widely
used and well-known deep learning models, namely,
AlexNet [81], ResNet [75], VGG16 [98], VGG19 [98], In-
ception V3 [88], and SqueezeNet [184]. To evaluate and
analyze the performance of DenTnet, four different cases are
considered. *e first case is the evaluation of different deep
learning methods, which are trained and tested on BreaKHis
[33] dataset. *e second case studies the performance of the
deep-learning-based classification methods that are trained
and tested on Malaria [191] dataset. *e third case is to train
and test the deep learning models on SkinCancer [193]
dataset. *e final one is to understand and analyze the
performance of the deep learning models on CovidXray
[192] dataset. *e overall results are tabulated in Tables 5–9.
Besides, the RTM in seconds of various datasets using the
deep learning models is shown in Table 10.

According to the results in terms of GMN of ACC, RES,
F1S, and AUC as shown in Tables 5–9, respectively, the
proposed DenTnet architecture provides the best scores as
compared to AlexNet [81], ResNet [75], VGG16 [98],
VGG19 [98], Inception V3 [88], and SqueezeNet [184]. On
the other hand, DenTnet gets the third best result.
Moreover, in most of the cases, AlexNet [81] obtains the
lowest results.

6.3. Performance Evaluation. *e deepening of deep models
makes their parameters rise rapidly, which may lead to
overfitting of the model. To take the edge off the overfitting
problem, predominantly a large number of dataset images
are required as the training set. Considering a small dataset,
it is possible to reduce the risk of overfitting of the model by
reducing the parameters and augmenting the dataset. Ac-
cordingly, DenTnet used fewer parameters along with the
dense connections in the construction of the model, instead
of the direct connections among the hidden layers of the
network. As DenTnet used fewer parameters, it attenuated
the vanishing gradient descent and strengthened the feature
propagation. Consequently, the proposed DenTnet out-
performed its alternative state-of-the-art methods. Yet, its
runtime was a bit longer in Malaria [191] and SkinCancer
[193] datasets as compared to ResNet [75]. *e main reason
why the DenTnet model may require more time is that it uses
many small convolutions in the network, which can run
slower on GPU than compact large convolutions with the
same number of GFLOPS. Still, DenTnet includes fewer
parameters compatibility when compared to ResNet [75].
Henceforth, it is more efficient in solving the problem of
overfitting. In general, all of the used algorithms suffered

Table 4: Classification results by counting all evaluation criteria.

Type PRS RES F1S Support
Benign 0.98 1.00 0.99 216
Malignant 1.00 0.99 0.99 481
Micro mean 0.99 0.99 0.99 697
Macro mean 0.99 0.99 0.99 697
Weighted mean 0.99 0.99 0.99 697
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Figure 8: (a), (b), and (c) specify images of Malaria [191], SkinCancer [193], and CovidXray [192] datasets, respectively.

Table 5: ACC of various methods deeming four different datasets.

Models
ACC of various datasets GMN of ACC

BreaKHis [33] Malaria [191] SkinCancer [193] CovidXray [192] Success Failure
AlexNet [81] 0.9268 0.9738 0.8714 0.8526 0.9049 0.0951
ResNet [75] 0.9857 0.9832 0.9045 0.8990 0.9422 0.0578
VGG16 [98] 0.9785 0.9806 0.8501 0.8576 0.9145 0.0855
VGG19 [98] 0.9785 0.9811 0.8512 0.9279 0.9328 0.0672
Inception V3 [88] 0.9784 0.9879 0.8587 0.8998 0.9296 0.0704
SqueezeNet [184] 0.9756 0.9498 0.8288 0.8016 0.8858 0.1142
DenTnet [ours] 0.9928 0.9865 0.9157 0.8942 0.9463 0.0537

Table 6: PRS of various methods deeming four different datasets.

Models
PRS of various datasets GMN of PRS

BreaKHis [33] Malaria [191] SkinCancer [193] CovidXray [192] Success Failure
AlexNet [81] 0.9317 0.9656 0.8417 0.8744 0.9021 0.0979
ResNet [75] 0.9937 0.9793 0.9167 0.8667 0.9377 0.0623
VGG16 [98] 0.9936 0.9888 0.9055 0.8533 0.9334 0.0666
VGG19 [98] 0.9814 0.9753 0.8083 0.9872 0.9348 0.0652
Inception V3 [88] 0.9829 0.9713 0.8512 0.9796 0.9446 0.0554
SqueezeNet [184] 0.9854 0.9778 0.8871 0.7799 0.9036 0.0964
DenTnet [ours] 0.9700 0.9848 0.9258 0.8641 0.9350 0.0650

Table 7: RES of various methods deeming four different datasets.

Models
RES of various datasets GMN of RES

BreaKHis [33] Malaria [191] SkinCancer [193] CovidXray [192] Success Failure
AlexNet [81] 0.9647 0.9812 0.9154 0.8880 0.9366 0.0634
ResNet [75] 0.9854 0.9867 0.9010 0.9685 0.9597 0.0403
VGG16 [98] 0.9751 0.9718 0.8250 0.9846 0.9367 0.0633
VGG19 [98] 0.9875 0.9865 0.9065 0.9059 0.9457 0.0543
Inception V3 [88] 0.9854 0.9819 0.8874 0.9491 0.9501 0.0499
SqueezeNet [184] 0.9792 0.9197 0.7861 0.9514 0.9059 0.0941
DenTnet [ours] 0.9896 0.9879 0.9208 0.9629 0.9649 0.0351

Table 8: F1S of various methods deeming four different datasets.

Models
F1S of various datasets GMN of F1S

BreaKHis [33] Malaria [191] SkinCancer [193] CovidXray [192] Success Failure
AlexNet [81] 0.9479 0.9734 0.8770 0.8811 0.9189 0.0811
ResNet [75] 0.9896 0.9830 0.9129 0.9147 0.9494 0.0506
VGG16 [98] 0.9843 0.9803 0.8634 0.9143 0.9342 0.0658
VGG19 [98] 0.9845 0.9809 0.8546 0.9448 0.9397 0.0603
Inception V3 [88] 0.9844 0.9724 0.8693 0.9077 0.9322 0.0678
SqueezeNet [184] 0.9823 0.9479 0.8336 0.8571 0.9031 0.0969
DenTnet [ours] 0.9948 0.9864 0.9233 0.9108 0.9531 0.0469
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from some degree of overfitting problem on all datasets. We
minimized such problems by reducing the batch size and
adjusting the learning rate and the dropout rate. In some
cases, the proposed DenTnet predicted fewer positive
samples as compared to ResNet [75]. *is is due to the lack
of its conservative designation of the positive class. *us, the
GMN PRS of the proposed DenTnet was about 2% lower
than that of ResNet [75].

As VGG16 [98] is easier to implement, many deep
learning image classification problems benefit from the
technique by using the network either as a sole model or as a
backbone architecture to classify images. While VGG19 [98]
is better than the VGG16 [98] model, they are both very slow
to train—for example, a ResNet with 34 layers only requires
18% of operations as a VGG with 19 layers (around half the
layers of the ResNet) will require [194]. Regarding AlexNet
[81], the model struggled to scan all features as it is not very
deep, resulting in poor performance. *e SqueezeNet [184]
model achieved approximately the same performance as the
AlexNet [81] model. VGG19 [98] and Inception V3 [88]
showed almost the same level of effectiveness. Although the
ResNet [75] model has proven to be a powerful tool for
image classification and is usually fast, it has been shown to
take a long time to train. Concisely, using all benefits of
DenseNet [67] with optimization, DenTnet obtained the
highest GMN ACC of 0.9463, RES of 0.9649, F1S of 0.9531,
and AUC of 0.9465 from all four datasets. *is implies that
DenTnet has the best generalization ability compared to its
alternative methods.

Often, it is important to measure that certain deep
learningmodels are more efficient and practical as compared
to their alternatives. Seemingly, it is difficult to measure such
superiority from the obtained experimental results in
Tables 5–10. Nonetheless, nonparametric statistical test can
make a clear picture of this issue.

7. Nonparametric Statistical Analysis

Figure 9 depicts performance evaluation of various algo-
rithms deeming the numerical values of the ineffectualness
metrics and RTM from Table 11. It is noted that, for a better
visualization purpose, the RTM scores in Figure 9 use log-
normal distribution [195] with a mean of 10 and standard
deviation of 1. However, from this graph, it is extremely hard
to rank each algorithm. However, statistically, it is possible
to show that one algorithm is better than its alternatives.
Friedman test [196] and its derivatives (e.g., Iman-Daven-
port test [197]) are normally referred to as examples of the
most well-known nonparametric tests for multiple com-
parisons. *e mathematical equations of Friedman [196],
Friedman’s aligned rank [198], and Quade [199] tests can be
found in the works of Quade [199] and Westfall and Young
[200]. Friedman test [196] takes measures in preparation for
ranking of a set of algorithms with performance in
descending order. But it can solely inform us about the
appearance of differences among all samples of results under
comparison. Henceforth, its alternatives (e.g., Friedman’s
aligned rank test [198] and Quade test [199]) can give us
further information. Consequently, we have performed the
tests of Friedman [196], Friedman’s aligned rank [198], and
Quade [199] for average rankings based on the features of
our experimental study. On rejecting null-hypotheses, we
have continued to use post hoc procedures to find the special
pairs of algorithms that give idiosyncrasies. In the case of
1 × N comparisons, the post hoc procedures make up for
Bonferroni-Dunn’s [201], Holm’s [202], Hochberg’s [203],
Hommel’s [204, 205], Holland and Copenhaver’s [206],
Rom’s [207], Finner’s [208], and David Li’s [209] proce-
dures, whereas the post hoc procedures of Nemenyi [210],
Shaffer [211], and Bergmann-Hommel [212] are involved in
N × N comparisons.*e details can be found in the works of

Table 9: AUC of various methods deeming four different datasets.

Models
AUC of various datasets GMN of AUC

BreaKHis [33] Malaria [191] SkinCancer [193] CovidXray [192] Success Failure
AlexNet [81] 0.90 0.97 0.87 0.85 0.8964 0.1036
ResNet [75] 0.99 0.98 0.90 0.91 0.9441 0.0559
VGG16 [98] 0.98 0.98 0.86 0.85 0.9154 0.0846
VGG19 [98] 0.97 0.98 0.85 0.91 0.9260 0.0740
Inception V3 [88] 0.97 0.97 0.89 0.87 0.9239 0.0761
SqueezeNet [184] 0.97 0.95 0.83 0.75 0.8703 0.1297
DenTnet [ours] 0.99 0.99 0.91 0.90 0.9465 0.0535

Table 10: RTM of various methods deeming four different datasets.

Models
RTM in seconds of various datasets

GMN of RTM
BreaKHis [33] Malaria [191] SkinCancer [193] CovidXray [192]

AlexNet [81] 07573 4100 1413 1328 2762.8
ResNet [75] 16889 3556 0799 2683 3368.5
VGG16 [98] 13419 7698 1450 1081 3567.2
VGG19 [98] 23502 7115 1255 1294 4059.4
Inception V3 [88] 14404 7357 1329 1189 3597.3
SqueezeNet [184] 20080 4140 1339 1864 3795.3
DenTnet [ours] 11083 7102 0873 1519 3196.3
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Bergmann and Hommel [212], Garćıa and Herrera [213],
and Hommel and Bernhard [205].

7.1. Average Ranking of Algorithms. To get the nonpara-
metric statistical test results, Friedman [196], Friedman’s
aligned rank [198], and Quade [199] tests have been applied
to the results of seven models in Table 11. Explicitly, sta-
tistical tests have been applied to a matrix with dimension of
7 × 6, where 7 is the number of models and 6 is the number
of parameters (as 6 datasets while applied to the statistical
software environment [214]) in each model. Table 12 shows
the average ranking computed by using Friedman [196],
Friedman’s aligned rank [198], and Quade [199] nonpara-
metric statistical tests. *e nonparametric Friedman [196],
Friedman’s aligned rank [198], and Quade [199] tests de-
termine whether there were significant differences among
various models taking data from Table 11. *ese tests
provide the average ranking of all algorithms; that is, the best
performing algorithm gets the highest rank of 1, the second-
best algorithm gets the rank of 2, and so on.

Figure 10 makes a visualization of the average rankings
using the data in Table 12. From Figure 10, it is noticeable
that the algorithm of DenTnet [ours] became the best
performing one, with the longest bars of 0.6667, 0.1395, and
0.7242 for Friedman test [196], Friedman’s aligned rank test
[198], and Quade test [199], respectively. *is indicates that
the algorithm of DenTnet [ours] gives great performance for
the solution of underlaying problems of classifying breast
cancer histopathological images from four different datasets.
Friedman [196] statistic considered reduction performance
(distributed according to chi-square with 6 degrees of
freedom) of 24.500000. Friedman’s aligned [198] statistic
considered reduction performance (distributed according to
chi-square with 6 degrees of freedom) of 23.102557. Iman-
Davenport [197] statistic considered reduction performance
(distributed according to F-distribution with 6 and 30 de-
grees of freedom) of 10.652174. Quade [199] statistic con-
sidered reduction performance (distributed according to
F-distribution with 6 and 30 degrees of freedom) of
5.274194. *e p values computed through Friedman

statistic, Friedman’s aligned statistic, Iman-Davenport sta-
tistic, and Quade statistic are 0.000422, 0.000762847204,
0.000002458229, and 0.000820133186, respectively.

Table 13 demonstrates the results obtained on post hoc
comparisons of adjusted p values; α � 0.05 and α � 0.10.
Using level of significance α � 0.05, (i) Bonferroni-Dunn’s
[201] procedure rejects those hypotheses that have an un-
adjusted p value ≤ 0.008333; (ii) Holm’s [202] procedure
rejects those hypotheses that have an unadjusted p value
≤ 0.016667; (iii) Hochberg’s [203] procedure rejects those
hypotheses that have an unadjusted p value ≤ 0.0125; (iv)
Hommel’s [204] procedure rejects those hypotheses that
have an unadjusted p value ≤ 0.016667; (v) Holland’s [206]
procedure rejects those hypotheses that have an unadjusted
p value ≤ 0.016952; (vi) Rom’s [207] procedure rejects those
hypotheses that have an unadjusted p value ≤ 0.013109; (vii)
Finner’s [208] procedure rejects those hypotheses that have
an unadjusted p value ≤ 0.033617; and (viii) Li’s [209]
procedure rejects those hypotheses that have an unadjusted
p value ≤ 0.021422.

7.2. Post Hoc Procedures: 1 × N Comparisons. In the case of
1 × N comparisons, the post hoc procedures consist of
Bonferroni-Dunn’s [201], Holm’s [202], Hochberg’s [203],
Hommel’s [204, 205], Holland and Copenhaver’s [206],
Rom’s [207], Finner’s [208], and David Li’s [209] proce-
dures. In these tests, multiple comparison post hoc proce-
dures have been considered for comparing the control
algorithm of DenTnet [ours] with others. *e results have
been shown by computing p values for each comparison.
Table 14 depicts the obtained p values using the ranks
computed by nonparametric Friedman [196], Friedman’s
aligned rank [198], and Quade [199] tests. All tests have
demonstrated significant improvements of DenTnet [ours]
over AlexNet [81], ResNet [75], VGG16 [98], VGG19 [98],
Inception V3 [88], and SqueezeNet [184] counting each and
every post hoc procedure. Besides, David Li’s [209] proce-
dure had the greatest performance, reaching the lowest p

value in the comparisons.

7.3. Post Hoc Procedures:N × NComparisons. In the case of
N × N comparisons, the post hoc procedures consist of
Nemenyi’s [210], Shaffer’s [211], and Bergmann-Hommel’s
[212] procedures. Table 15 presents 21 hypotheses of equality
among 7 different algorithms and p values achieved. Using
level of significance α � 0.05, (i) Nemenyi’s [210] procedure
rejects those hypotheses that have an unadjusted p value
≤ 0.002381; (ii) Holm’s [202] procedure rejects those hy-
potheses that have an unadjusted p value ≤ 0.002778; (iii)
Shaffer’s [211] procedure rejects those hypotheses that have
an unadjusted p value ≤ 0.002381; and (iv) Bergmann’s
[212] procedure rejects those hypotheses of AlexNet [81]
versus DenTnet [ours], ResNet [75] versus SqueezeNet [184],
and SqueezeNet [184] versus DenTnet [ours]. On the other
hand, considering α � 0.10, (i) Nemenyi’s [210] procedure
rejects those hypotheses that have an unadjusted p value
≤ 0.004762; (ii) Holm’s [202] procedure rejects those hy-
potheses that have an unadjusted p value ≤ 0.005556; (iii)
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Figure 9: Plotting of the numerical values using data fromTable 11.
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Shaffer’s [211] procedure rejects those hypotheses that have
an unadjusted p value ≤ 0.004762; and (iv) Bergmann’s
[212] procedure rejects those hypotheses of AlexNet [81]
versus DenTnet [ours], ResNet [75] versus SqueezeNet [184],
and SqueezeNet [184] versus DenTnet [ours].

7.4. Critical Distance Diagram from Nemenyi [210] Test.
Nemenyi [210] test is very conservative with a low power,
and hence it is not a recommended choice in practice [215].
Nevertheless, it has a unique advantage of having an as-
sociated plot to demonstrate the results of fair comparison.

Figure 11 depicts the Nemenyi [210] post hoc critical
distance diagrams at three distinct levels of significance α
values. If the distance between algorithms is less than the
critical distance, then there is no statistically significant
difference between them.*e diagrams in Figures 11(a) and
11(b) associated with α � 0.10 with the critical distance of
3.3588 and with α � 0.05 with the critical distance of
3.6768, respectively, are identical, whereas the diagram in
Figure 11(c) related to α � 0.01 with the critical distance of
4.3054 is different. Any two algorithms are considered as
significantly different if their performance variation is
greater than the critical distance. To this end, from Fig-
ure 11, it is noticeable that, at α � 0.01, both SqueezeNet
[184] versus DenTnet [ours] and SqueezeNet [184] versus
ResNet [75] are remarkably different, while other pairs are
not remarkably divergent as their performance differences
are less than 4.3054. As compared to ResNet [75], DenTnet
[ours] differs from SqueezeNet [184] by a greater distance.
On the other hand, SqueezeNet [184] versus DenTnet
[ours] and AlexNet [81] versus DenTnet [ours] are sig-
nificantly different at both α � 0.10 and α � 0.05, whereas
SqueezeNet [184] versus ResNet [75] is significantly dis-
similar at those α values. Straightforwardly, DenTnet [ours]
is outstandingly unalike both SqueezeNet [184] and
AlexNet [81], but ResNet [75] is not outstandingly unalike
AlexNet [81]. *is implies that the method of DenTnet
[ours] outperforms that of ResNet [75], which also agrees
with the finding in Figure 10.

7.5. Reasons of Superiority. In this study, DenseNet [67] was
a great choice as it was very compact and deep. It used less
training parameters and reduced the risk of model

Table 11: Summary of performance failure and RTM scores of miscellaneous deep learning algorithms.

Models
GMN scores of performance failure

GMN of RTM
ACC PRS RES F1S AUC

AlexNet [81] 0.0951 0.0979 0.0634 0.0811 0.1036 2762.8
ResNet [75] 0.0578 0.0623 0.0403 0.0506 0.0559 3368.5
VGG16 [98] 0.0855 0.0666 0.0633 0.0658 0.0846 3567.2
VGG19 [98] 0.0672 0.0652 0.0543 0.0603 0.0740 4059.4
Inception V3 [88] 0.0704 0.0554 0.0499 0.0678 0.0761 3597.3
SqueezeNet [184] 0.1142 0.0964 0.0941 0.0969 0.1297 3795.3
DenTnet [ours] 0.0537 0.0650 0.0351 0.0469 0.0535 3196.3

Average rankings : �e tallest bar indicates the best model
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Figure 10: Plotting of average rankings data from Table 12, where
each value x is plotted as 1/x to visualize the highest ranking with
the tallest bar.

Table 12: Average ranking of each algorithm using nonparametric statistical tests. *e best results are shown in bold.

Algorithms
Multiple comparison tests

Friedman ranking [196] Friedman’s aligned ranking [198] Quade ranking [199]
AlexNet [81] 5.3333 26.0000 4.6189
ResNet [75] 2.1667 09.0000 2.2857
VGG16 [98] 4.6667 27.8333 4.6191
VGG19 [98] 4.0000 21.6667 4.3333
Inception V3 [88] 3.6667 22.1667 4.0952
SqueezeNet [184] 6.6667 36.6667 6.6667
DenTnet [ours] 1.5000 07.1667 1.3809
Various statistics 24.500000 23.102557 5.274194
p value 0.000422 0.000763 0.000820
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overfitting and improved the learning rate. In the dense
block of DenTnet, the outputs from the previous layers were
concatenated instead of using the summation. *is type of
concatenation helped to markedly speed up the processing

of data for large number of columns. *e dense block of
DenTnet contained convolution and nonlinear layers, which
applied several optimization techniques (e.g., dropout and
BN). DenTnet scaled to hundreds of layers, while exhibiting

Table 13: Results achieved on post hoc comparisons for adjusted p values, with α � 0.05 and α � 0.10.

Index Algorithms p values
α � 0.05 α � 0.10

Holm [202] Shaffer [211] Holm [202] Shaffer [211]
1 VGG19 [98] versus Inception V3 [88] 0.789268 0.050000 0.050000 0.100000 0.100000
2 ResNet [75] versus DenTnet [ours] 0.592980 0.025000 0.025000 0.050000 0.050000
3 VGG16 [98] versus VGG19 [98] 0.592980 0.016667 0.016667 0.033333 0.033333
4 AlexNet [81] versus VGG16 [98] 0.592980 0.012500 0.016667 0.025000 0.033333
5 VGG16 [98] versus Inception V3 [88] 0.422678 0.010000 0.016667 0.020000 0.033333
6 AlexNet [81] versus SqueezeNet [184] 0.285049 0.008333 0.008333 0.016667 0.016667
7 AlexNet [81] versus VGG19 [98] 0.285049 0.007143 0.007143 0.014286 0.014286
8 ResNet [75] versus Inception V3 [88] 0.229102 0.006250 0.006250 0.012500 0.012500
9 AlexNet [81] versus Inception V3 [88] 0.181449 0.005556 0.005556 0.011111 0.011111
10 ResNet [75] versus VGG19 [98] 0.141579 0.005000 0.005000 0.010000 0.010000
11 VGG16 [98] versus SqueezeNet [184] 0.108809 0.004545 0.004545 0.009091 0.009091
12 Inception V3 [88] versus DenTnet [ours] 0.082352 0.004167 0.004167 0.008333 0.008333
13 VGG19 [98] versus DenTnet [ours] 0.045021 0.003846 0.003846 0.007692 0.007692
14 ResNet [75] versus VGG16 [98] 0.045021 0.003571 0.003571 0.007143 0.007143
15 VGG19 [98] versus SqueezeNet [184] 0.032509 0.003333 0.003333 0.006667 0.006667
16 Inception V3 [88] versus SqueezeNet [184] 0.016157 0.003125 0.003333 0.006250 0.006667
17 VGG16 [98] versus DenTnet [ours] 0.011118 0.002941 0.003333 0.005882 0.006667
18 AlexNet [81] versus ResNet [75] 0.011118 0.002778 0.003333 0.005556 0.006667
19 AlexNet [81] versus DenTnet [ours] 0.002116 0.002632 0.003333 0.005263 0.006667
20 ResNet [75] versus SqueezeNet [184] 0.000309 0.002500 0.003333 0.005000 0.006667
21 SqueezeNet [184] versus DenTnet [ours] 0.000034 0.002381 0.002381 0.004762 0.004762

Table 14: Adjusted p values for various tests considering DenTnet [ours] as control method.

Tests Algorithms

Not 1 × N post hoc procedures and p values

adjusted 1-2 step-procedure Step-down procedures Step-up procedures

p values pBonf

[201] pLi [209]
pHolm

[202]
pHol

[206]
pFinn

[208]
pHoch

[203]
pHom

[204]
pRom

[207]

Friedman
[196]

SqueezeNet
[184] 0.000034 0.000206 0.000084 0.000206 0.000206 0.000206 0.000206 0.000206 0.000196

AlexNet [81] 0.002116 0.012694 0.005171 0.010578 0.010533 0.006333 0.010578 0.010578 0.010060
VGG16 [98] 0.011118 0.066705 0.026588 0.044470 0.043734 0.022112 0.044470 0.044470 0.042403
VGG19 [98] 0.045021 0.270125 0.099595 0.135063 0.129073 0.066765 0.135063 0.123528 0.135063
Inception V3

[88] 0.082352 0.494113 0.168281 0.164704 0.157923 0.097990 0.164704 0.164704 0.164704

ResNet [75] 0.592980 3.557881 0.592980 0.592980 0.592980 0.592980 0.592980 0.59298 0.592980

F. al. rank
[198]

SqueezeNet
[184] 0.000031 0.000187 0.000152 0.000187 0.000187 0.000187 0.000187 0.000187 0.000178

VGG16 [98] 0.003525 0.021147 0.016964 0.017623 0.017499 0.010536 0.017623 0.017623 0.016759
AlexNet [81] 0.007837 0.047023 0.036954 0.031348 0.030982 0.015613 0.031348 0.031348 0.029891
Inception V3

[88] 0.034193 0.205155 0.143404 0.102578 0.099110 0.050848 0.081277 0.068385 0.081277

VGG19 [98] 0.040638 0.243830 0.165952 0.102578 0.099110 0.050848 0.081277 0.081277 0.081277
ResNet [75] 0.795758 4.774545 0.795758 0.795758 0.795758 0.795758 0.795758 0.795758 0.795758

Quade [199]

SqueezeNet
[184] 0.027879 0.167272 0.086779 0.167272 0.156038 0.156038 0.167272 0.167272 0.159049

AlexNet [81] 0.177939 1.067632 0.377531 0.889693 0.624577 0.444463 0.517618 0.388213 0.517618
VGG16 [98] 0.177939 1.067632 0.377531 0.889693 0.624577 0.444463 0.517618 0.388213 0.517618
VGG19 [98] 0.219348 1.316086 0.427803 0.889693 0.624577 0.444463 0.517618 0.438695 0.517618
Inception V3

[88] 0.258809 1.552853 0.468693 0.889693 0.624577 0.444463 0.517618 0.517618 0.517618

ResNet [75] 0.706617 4.239701 0.706617 0.889693 0.706617 0.706617 0.706617 0.706617 0.706617
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no optimization difficulties. Overall, this model was applied
to a very large number of preprocessed augmented images
from BreaKHis [33], Malaria [191], SkinCancer [193], and
CovidXray [192] datasets. To the best of our knowledge, no
other studies in the literature had such an edge. Additionally,
the use of data augmentation approach in this study

positively affected the performance of the model due to
expansion in the size of training data, which is the foremost
requirement of a deep network for its proper working. Our
DenTnet was well trained through various parameters’
tuning. For example, in the case of BreaKHis [33], unlike
other existing models, our model was trained on all the

Table 15: Adjusted p values of tests for multiple comparisons among all methods.

Index Hypothesis
N × N post hoc procedures and p values

Unadjusted Nemenyi [210] Holm [202] Shaffer [211] Bergmann [212]
1 SqueezeNet [184] versus DenTnet [ours] 0.000034 0.000721 0.000721 0.000721 0.000721
2 ResNet [75] versus SqueezeNet [184] 0.000309 0.006479 0.006171 0.004628 0.004628
3 AlexNet [81] versus DenTnet [ours] 0.002116 0.044428 0.040197 0.031734 0.031734
4 AlexNet [81] versus ResNet [75] 0.011118 0.233469 0.200116 0.166763 0.111176
5 VGG16 [98] versus DenTnet [ours] 0.011118 0.233469 0.200116 0.166763 0.122293
6 Inception V3 [88] versus SqueezeNet [184] 0.016157 0.339296 0.258511 0.242354 0.177726
7 VGG19 [98] versus SqueezeNet [184] 0.032509 0.682698 0.487642 0.487642 0.292585
8 ResNet [75] versus VGG16 [98] 0.045021 0.945439 0.630292 0.495230 0.315146
9 VGG19 [98] versus DenTnet [ours] 0.045021 0.945439 0.630292 0.495230 0.405188
10 Inception V3 [88] versus DenTnet [ours] 0.082352 1.729397 0.988227 0.905874 0.494113
11 VGG16 [98] versus SqueezeNet [184] 0.108809 2.284998 1.196904 1.196904 0.652857
12 ResNet [75] versus VGG19 [98] 0.141579 2.973156 1.415789 1.415789 0.652857
13 AlexNet [81] versus Inception V3 [88] 0.181449 3.810433 1.633043 1.633043 1.270144
14 ResNet [75] versus Inception V3 [88] 0.229102 4.811140 1.832815 1.633043 1.270144
15 AlexNet [81] versus VGG19 [98] 0.285049 5.986038 1.995346 1.995346 1.270144
16 AlexNet [81] versus SqueezeNet [184] 0.285049 5.986038 1.995346 1.995346 1.425247
17 VGG16 [98] versus Inception V3 [88] 0.422678 8.876240 2.113390 2.113390 1.690712
18 AlexNet [81] versus VGG16 [98] 0.592980 12.452582 2.371920 2.371920 1.778940
19 VGG16 [98] versus VGG19 [98] 0.592980 12.452582 2.371920 2.371920 1.778940
20 ResNet [75] versus DenTnet [ours] 0.592980 12.452582 2.371920 2.371920 1.778940
21 VGG19 [98] versus Inception V3 [88] 0.789268 16.574629 2.371920 2.371920 1.778940
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Figure 11: Nemenyi [210] post hoc critical distance diagrams for three α values using data in Table 11.
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magnifications combined (40x, 100x, 200x, and 400x) to
avoid any loss of generality.

In sum and substance, based on the aforementioned
experimental and nonparametric statistical test results, it is,
therefore, possible to conclude that the proposed DenTnet
[ours] outperformed AlexNet [81], ResNet [75], VGG16
[98], VGG19 [98], Inception V3 [88], and SqueezeNet [184]
in terms of computational speed. Significantly, the accuracy
achieved by the proposed DenTnet [ours] surpassed those of
existing state-of-the-art models in classifying images of the
BreaKHis [33], Malaria [191], SkinCancer [193], and the
CovidXray [192] dataset.

7.6. Limitation of Proposed Model and Methodology.
Despite these promising results, questions remain as to
whether the proposed DenTnet model could be utilized to
classify categorical images. Moreover, DenTnet was tested
with one breast cancer dataset (i.e., BreaKHis [33]) only.
Although the generalization ability of DenTnet with three
non-breast-cancer-related datasets was studied in Section 6,
it is unknown whether DenTnet can generalize to other
state-of-the-art breast cancer datasets. Future work should,
therefore, investigate the efficacy and generalizability of
DenTnet with datasets along with multiclass labels, as well as
other publicly available breast cancer datasets (e.g., the most
recently introduced MITNET dataset [216]).

*e classification effect of breast cancer histopatholog-
ical images of any deep learning methodology is related to
the features and many studies predominantly focused on
how to develop good feature descriptors and better extract
features. Different from traditional handcrafted feature-
based models, DenTnet can automatically extract more
abstract features. Nevertheless, it is worth noting that al-
though the proposed DenTnet has addressed the cross-
domain problem by utilizing the transfer learning approach,
features extracted in the methodology are solely deep-net-
work-based features, which are extracted by feeding images
directly to the model. However, feeding deep models directly
with images would not generalize as the models consider
color distribution of an image. It is understood that local
information can be captured from color images using Local
Binary Pattern (LBP) [217]. *erefore, future work can use
multiple types of features by combining the features
extracted by the proposed method with LBP features to
address this issue.

8. Conclusion

We presented that, for classifying breast cancer histopath-
ological images, the most popular training-testing ratio was
70%: 30%, while the best performance was indicated by the
training-testing ratio of 80%: 20%. We proposed a novel
approach named DenTnet to classify histopathology images
using training-testing ratio of 80%: 20%. DenTnet achieved a
very high classification accuracy on the BreaKHis dataset.
Several impediments of existing state-of-the-art methods
including the requirement of high computation and the
utilization of the identical feature distribution were

attenuated. To test the generalizability of DenTnet, we
conducted experiments on three additional datasets
(Malaria, SkinCancer, and CovidXray) with varying diffi-
culties. Experimental results on all four datasets demon-
strated that DenTnet achieved a better performance in terms
of accuracy and computational speed than a large number of
effective state-of-the-art classification methods (AlexNet,
ResNet, VGG16, VGG19, InceptionV3, and SqueezeNet).
*ese findings contributed to our understanding of how a
lightweight model could be used to improve the accuracy
and accelerate the learning process of images, including
histopathology image classification on using the wild state-
of-the-art datasets. Future work shall investigate the efficacy
of DenTnet on datasets with multiclass labels.
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BreaKHis: Breast cancer histopathological image
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BACH: Breast cancer histology images
CNN: Convolutional neural network
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BN: Batch normalization
ReLU: Rectif ie d linear unit
ROC: Receiver operating characteristic
AUC: Area un de r the ROC curve
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PRS: Precision score
RES: Recall score
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Lung abnormality in humans is steadily increasing due to various causes, and early recognition and treatment are extensively suggested.
Tuberculosis (TB) is one of the lung diseases, and due to its occurrence rate and harshness, theWorld Health Organization (WHO) lists
TB among the top ten diseases which lead to death. �e clinical level detection of TB is usually performed using bio-medical imaging
methods, and a chest X-ray is a commonly adopted imaging modality.�is work aims to develop an automated procedure to detect TB
from X-ray images using VGG-UNet-supported joint segmentation and classi�cation. �e various phases of the proposed scheme
involved; (i) image collection and resizing, (ii) deep-features mining, (iii) segmentation of lung section, (iv) local-binary-pattern (LBP)
generation and feature extraction, (v) optimal feature selection using spotted hyena algorithm (SHA), (vi) serial feature concatenation,
and (vii) classi�cation and validation.�is research considered 3000 test images (1500 healthy and 1500TB class) for the assessment, and
the proposed experiment is implemented using Matlab®. �is work implements the pretrained models to detect TB in X-rays with
improved accuracy, and this research helped achieve a classi�cation accuracy of >99% with a �ne-tree classi�er.

1. Introduction

In the healthcare industry, there is a heavy diagnostic burden
because of the steady increase in disease incidence in
humans due to various reasons. �e burden of disease de-
tection can be reduced in hospitals by developing and
implementing automated disease detection systems using
arti�cial intelligence (AI) [1–5].

�e lungs are one of the vital internal organs, and an
infection in the lungs can cause severe illness, including
death [6–8]. Tuberculosis (TB) is one of the severe lung

diseases caused by Mycobacterium tuberculosis
(M. tuberculosis), and it can cause severe breathing problems
in human patients. �erefore, it is imperative to detect and
treat tuberculosis in a timely manner. It is also a commu-
nicable illness that will a¤ect a human quickly and easily if
one has a weak immune system.

A recent report by World Health Organization (WHO)
lists TB as one of the top 10 causes of death globally and the
foremost reason for death from a solitary infectious agent
[9]. �is report also con�rms that, in 2019, TB caused 1.4
million deaths worldwide, and this report estimated that ten
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million people would be diagnosed with TB. Most people
infected with TB (>t 90%) are adults, and the infection rate
in males is higher than in women. Increased TB rate in a
country is due to poverty, which causes financial distress,
susceptibility, marginalization, and bias in TB-infected
people. Furthermore, this report also verifies that about a
quarter of the world’s population is infected with TB.
Usually, TB is curable and preventable when diagnosed in its
early phase, and >85% who develop TB can be completely
recovered with a 6-month drug regimen [10, 11].

)e clinical level diagnosis of TB is usually performed
with various clinical tests, including the bio-images. )e
infected lung section is typically recorded using computed
tomography (CT) and radiographs (X-ray). )e recorded
image is then examined using a computer algorithm or by an
experienced doctor to identify the harshness of TB. )e
former research on TB detection confirms that early diag-
nosis is essential to reduce the disease burden; hence, the
researchers suggest several automated diagnostic procedures
[12, 13]. In literature, the detection of TB with chest X-ray is
widely discussed due to its clinical significance. Several
machine learning (ML) and deep learning (DL) procedures
are developed and employed to assess chest X-ray pictures.
)eDL-supported scheme helps to achieve a better detection
accuracy compared to the ML, and hence, the DL-supported
TB detection is considered in this research. )e proposed
research proposes a TB detection framework using the
pretrained DL scheme, which implements combined seg-
mentation and classification to achieve better detection, as
discussed in [14]. )e earlier work by Rahman et al. [14]
implemented UNet for the segmentation and pretrained DL
schemes for the classification. In the earlier work, the
performance of VGG16 is not discussed, and hence, this
research attempted the detection of TB using the VGG-
UNet-based technique. )e different stages of this frame-
work consist of (i) image collection and resizing, (ii)
implementation of pretrained VGG-UNet to segment the
lung section from X-ray, (iii) collection of deep features
(DF), (iv) local-binary-pattern (LBP) generation using dif-
ferent weights and LBP feature extraction, (v) spotted hyena
algorithm (SHA) based DF and HF reduction, (vi) gener-
ating a new feature section with the serial concatenation of
features, and (vii) binary classification and validation.

In this work, 3000 test images (1500 healthy and 1500TB)
are collected from the dataset provided by Rahman et al.
[14, 15]. Initially, every test image is resized to 224 × 224 × 3
pixels, and the converted images are then evaluated using the
pretrained VGG-UNet. UNet is a well-known convolutional
neural network (CNN)-based encoder-decoder assembly, and
the enhancement of this scheme is already reported in the
literature.)e enhancement methods, such as VGG-UNet [16]
and ResNet [17], are already employed in which the encoder
section is modified using the DL scheme. In the considered
VGG-UNet, the well-knownVGG16 architecture is considered
to implement the encoder-decoder assembly, and the earlier
work on this scheme can be accessed from [4]. In this work, the
encoder section provides the necessary DF, and the decoder
section supplies the segmented lung section, which is then
considered to extract HF. )e optimal value of DF and HF is

then identified using SHA, and then, a serial concatenation is
considered to combine these optimal features (DF+HF). )is
feature vector is then considered to validate the performance of
the binary classifier with a 5-fold cross-validation, and the
employed scheme helped to achieve a classification accuracy of
98.73% with the fine-tree classifier.

)e main contribution of this research includes the
following:

(i) Execution of CNN-based joint segmentation and
classification is implemented using VGG16

(ii) LBP pattern generation with various weights is
presented

(iii) SHA-based feature selection and serial feature
concatenation is discussed

Other sections are arranged as follows: Section 2 shows
earlier related work, Section 3 demonstrates methodology,
and Sections 4 and 5 present the experimental outcome and
conclusion of this research.

2. Related Research

Automated disease detection schemes are developed to reduce
the diagnostic burden in hospitals, and most of these schemes
also support the decision-making and treatment planning
processes. In the literature, several ML and DL schemes are
discussed to identify the TB from chest X-rays with the help of
benchmark and clinically collected images. Every procedure
aims to get better detection accuracy. )is section summarizes
chosen procedures employed to examine the X-ray, and the
necessary information is presented in Table 1.

)e research by Rahman et al. [14] employed a combined
segmentation and thresholding concept to improve disease
detection performance. )is work employed the proposed
technique on 7000 images (3500 healthy and 3500 TB class)
and presented a detailed examination using various pre-
trained CNN methods in the literature. With an experi-
mental investigation, the proposed work confirmed that
joint segmentation and classification help to get a better
disease diagnosis. With this motivation, the proposed work
of this research also adopted the joint segmentation and
classification concept to examine the TB from the database
provided by Rahman et al. [15]. In the earlier work, the
VGG16 was not employed for the segmentation and clas-
sification task. Hence, the proposed research work adopted
the VGG-UNet scheme for the investigation, in which the
VGG16 acts as the encoder unit. )e experimental outcome
of this study confirms that the proposed scheme worked well
on the chest X-ray database and helped to achieve a clas-
sification accuracy of >99% with the fine-tree classifier.

3. Methodology

)is research division shows the scheme developed to
identify the TB by joint segmentation and classification task.
First, the necessary test pictures are collected from a
benchmark image database represented by Rahman et al.
[15], and after the collection, every image is resized to a
dimension of 224 × 224 × 3 pixels. After the resizing task,
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Table 1: Summary of automated TB detection schemes employed to examine X-ray images.

Reference Developed procedure

Rajaraman and Antani
[18]

A customized DL system is proposed to examine the Shenzhen CXR pictures, and the proposed system provided
an accuracy of 83.7%. However, this work confirms that implementing a customized DL approach is complex

and time-consuming

Hwa et al. [19]

Examination of TB from X-ray using ensemble DL system and canny-edge detection is implemented and
achieved better values of accuracy (89.77%), sensitivity (90.91%), and specificity (88.64%). However, the

implementation of canny-edge detection along with the ensemble DL scheme needs a larger image preprocessing
task, and it will increase the detection time

Wong et al. [20]
)e development of a customized DL technique called TB-Net is proposed, and this work helped to achieve
better performance measures, such as accuracy (99.86%), sensitivity (100%), and specificity (99.71%). )is
research also proposes a customary model, which is relatively more complex than the pretrained models

Hooda et al. [21] Seven convolutional layers and three fully connected layer-based customized DL method are proposed for TB
detection and achieved a classification accuracy of 94.73%

Rohilla et al. [22] )is work employed the conventional AlexNet and VGG16 methods to examine the X-ray images and attained
an accuracy of >81%

Nguyen et al. [23] X-ray diagnosis performance of pretrained DL schemes is presented, and the employed technique helped to
provide better TB recognition

Afzali et al. [24] )e contour-based silhouette descriptor technique is employed to detect TB, and the selected features provided
an accuracy of 92.86%

Stirenko et al. [25] )e CNN-based disease diagnosis with lossless and lossy data expansion is employed, and the proposed method
offers a better TB diagnosis with X-ray pictures

Rahman et al. [14]

Implementation of combined CNN segmentation and categorization is presented to identify TB from X-ray
images. )is work implemented the classification task with and without segmentation and achieved a TB
detection accuracy of 96.47% and 98.6%, respectively. )is work also presented a detailed evaluation

methodology for TB detection using various pretrained DL methods
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Figure 1: Joint segmentation and classification implemented for TB detection using X-ray.
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every picture is evaluated by the VGG-UNet. )en, the
encoder section presents the necessary DF, and the final
layer (SoftMax) of the decoder section provides the binary
form of the segmented lung section. )e outcome of the
encoder unit provides a DF of value, which is then reduced
by 1 × 1 × 1024 using a chosen dropout rate (2 dropout
layers with 50% dropout value to reduce 1 × 1 × 4096 to
1 × 1 × 1024), and these features are further reduced using
the SHA to get the DF of a chosen dimension. )e binary
image obtained at the decoder section is then combined with
its original test image to extract the lung section. )e
necessary LBP features are extracted from the extracted lung
section, and these features are further reduced with SHA.
Finally, a serial concatenation is then implemented to get
DF+HF, and these features are then chosen to test and
validate the performance of the developed system on the
considered database.

)e performance of the proposed scheme is tested using
(i) DF alone and (ii) SHA-optimized DF+HF. During this
assessment, the SoftMax-based binary classification is
employed, and later, other binary classifiers existing in the
literature are considered for testing the performance of the
proposed scheme. )e various stages presented in this
scheme are shown in Figure 1. )e concatenated feature is
employed in this work to classify the X-ray images into
healthy/TB classes.

3.1. Image Dataset. )e merit of the automated disease
diagnosis is then tested and verified using the clinically grade
or benchmark medical data. In this research, the chest X-ray
images considered by Rahman et al. [15] are adopted. From
this dataset, 3000 images are collected to assess which 1500
images belong to the healthy group and the remaining 1500
with TB traces. Every collected image is resized to 224 ×

224 × 3 pixels (approved size for VGG16). Of the total
images, 70% (1050 images) are considered to train the de-
veloped scheme, and the remaining 30% (450 images) are
considered for validation. )e information about the test
images is shown in Table 2, and the sample test images for
the healthy/TB class are presented in Figure 2.

3.2. Pretrained VGG-UNet. Deep-learning-supported med-
ical data assessment is a commonly employed technique, and
most of these approaches are adopted to implement auto-
matic segmentation and classification operations [26–28].
)e CNN-based segmentation using the traditional UNet
[29] and SegNet [30] is employed in the literature to extract
and evaluate the disease-infected section from various
modality medical images. )e limitation of traditional CNN
segmentation schemes is rectified by enhancing its perfor-
mance using the pretrained DL schemes. )e DL schemes

are considered to form the encoder and decoder section,
which supports the feature extraction and segmentation for
medical images of a chosen dimension. In this work, the
pretrained VGG16 is then considered to implement the
VGG-UNet scheme, and the necessary information about
this architecture can be found in [4, 31].

Initially, the considered VGG-UNet is trained using
X-ray images with the following tasks.

(i) Predictable augmentation (rotation and zoom) to
increase the number of training images

(ii) Assignment of learning rate as 1e-4 for better
accuracy

(iii) Training with linear dropout rate (LDR) and Adam
optimization

During this task, other vital parameters are assigned as
follows: total iteration� 2000, total epochs� 50, dropout
rates in the fully connected layer� 50%, and the final layer is
the SoftMax unit with 5-fold cross-validation.

3.3. Feature Extraction. )is section presents the outline of
the DF and HF extraction procedure.

3.3.1. Deep Feature. )e necessary deep features from the
proposed scheme are extracted from the encoder section
(VGG16) of the VGG-UNet. )is section offered a feature
vector of dimension 1 × 1 × 4096, and it is then passed
through three fully connected (FC) layers with a dropout
rate of 50% to get a reduced feature vector of dimension
1 × 1 × 1024.)is feature is the DF, which is then considered
to classify the X-ray images using a chosen binary classifiers.
In this work, the classification task is executed using the
conventional DF and the DF optimized using the SHA. )e
experimental outcome of this study confirms that the
proposed work helped to get better classification accuracy
with optimized DF compared to the conventional DF.

3.3.2. Handcrafted Feature. )e HF is considered in ML-
based automatic disease detection systems, and in this work,
the HF is obtained using LBP of various weights as discussed
in [32]. )e various procedures to extract the HF from the
chosen X-ray are as follows: the implemented VGG-UNet
helps to extract the lung section in binary form. )is binary
image is then combined with its original test image to get the
necessary lung section without the artifacts. After getting the
lung image, the necessary LBP pattern is generated by
assigning its weights as W � 1, 2, 3 an d 4, and from these
images, the necessary LBP features with dimension 1 × 1 ×

59 are extracted, and the extracted features are then opti-
mized using the SHA.

Table 2: Chest X-ray image dataset information.

Class Dimension
Images

Total Training Validation
Healthy 224 × 224 × 3 1500 1050 450
TB 224 × 224 × 3 1500 1050 450
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Figure 3 depicts the procedure to remove the artifact.
Figures 3(a) and 3(b) show the sample test image and the
extracted binary region by the decoder section of VGG-
UNet. When Figures 3(a) and 3(b) are combined (pixel-wise
multiplication), then we get Figure 3(c), which is the lung
section without the artifact. )is section is then considered
to get the LBP pattern with various weights. )e generated
LBP pattern of a sample image is presented in Figure 4, in
which Figures 4(a)–4(d) depict the outcome for the chosen
weights. Every image provides 59 number of one-dimen-
sional (1D) features, and the total features obtained with LBP
are 236 features (59 × 4) which are then reduced using the
SHA to avoid the overfitting difficulty in X-ray classification.
Other information related to this task can be found in the
earlier research works [4, 16].

3.4. Feature Reduction with Spotted Hyena Algorithm.
Metaheuristic algorithms (MA) are adopted in the literature
to find the finest solution for various real-world problems.

)e earlier works related to medical image assessment
confirm that the MA is widely adopted in various image
examination works, such as thresholding, segmentation, and
feature selection [33, 34]. )e MA-based feature selection
procedure is already discussed in various ML and DL
techniques, and this procedure helps to get the finest feature
vector, which avoided the overfitting problem during the
automated classification. )e MA-based feature selection
can be used as an alternative technique for the traditional
feature reduction procedures discussed in [35].

In this work, the feature reduction task is imple-
mented for both the DF and HF using the SHA. It is a
nature-motivated procedure invented in 2017 by mim-
icking the hunting events found in spotted hyena (SH)
packs. )e SH are the skillful animal that hunts as a pack,
and this operation consists of the following stages: (i)
choice making and following the prey, (ii) chasing the
prey, (iii) surrounding the prey, and (iv) killing. )e
arithmetical replica developed by Dhiman and Kumar
[36, 37] considered all constraints to improve the

(a) (b) (c)

Figure 3: )e result achieved with VGG-Unet and the extracted lung section. (a) Test image, (b) binary image, (c) section to be examined.

H
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Figure 2: Sample X-ray images of healthy/TB class.
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converge capability of the SHA. A similar kind of algo-
rithm, known as the Dingo optimizer, is also developed
and implemented by Bairwa et al. [38].

)e various stages of the SHA are depicted in Figure 5, in
which Figures 5(a)–5(c) present the operations, such as
identifying and tracking the prey as in Figure 5(a), tracking
and encircling the prey depicted in Figure 5(b), and hunting
as presented in Figure 5(c). )is operation is as follows: the
leader in pack identifies the prey, and the leader and its pack
will chase it till it is tired. When the prey is tired, the leader
and its group will encircle the prey as depicted in Figure 5. In
this context, every group member will adjust their location
concerning the prey. )is process is depicted in the figure

using notation A and B.)is adjustment is carried out in the
algorithm using mathematical operations such as multi-
plication and subtraction.

)e encircling process is mathematically represented as
follows:

D
→

h � B
→

. P
→

p(x) − P
→

(x)


, (1)

P
→

(x + 1) � P
→

p(x) − E
→

.D
→

h, (2)

where D
→

h � distance among the hyena and prey, x � current
iteration, P

→
p � position vector of prey, and P

→
� position

vector of hyena.

(a) (b) (c) (d)

Figure 4: Generated LBP pattern of X-ray for various weights. (a)W � 1, (b)W � 2, (c)W � 3, (d)W � 4.
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(b)
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Figure 5: Various stages of SHA. (a) Encircling, (b) hunting, (c) attacking.
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)e coefficient vectors B
→

and E
→

are computed as
follows:

B
→

� 2.Rd1
�→

, (3)

E
→

� 2 h
→

.Rd2
�→

− h
→

, (4)

h
→

� 5 − Iteration∗
5

Itermax
  , (5)

where Itermax �maximum iterations assigned, h
→

� a linearly
decreasing value from 5 to 0 insteps of 0.1, Rd1

�→
and

Rd2
�→

� random number [0, 1] number
In this figure, (A, B) are the hyena, and it will adjust its

location towards the prey (A∗ , B∗ ) based on the values of
Eqns. (3) to (5).

In the hunting stage, the hyena pack will move close to
the prey and proceed for the attack.)is phase is represented
as follows:

D
→

h � B
→

. P
→

h − Pk

�→

, (6)

P
→

k � P
→

h − E
→

.D
→

h, (7)

C
→

h � Pk

�→
+ Pk+1

���→
+ · · · + Pk+N

����→
, (8)

where P
→

h � leader which moves closer to prey and
Pk

�→
� positions of other hyenas in the pack, and N� total

hyenas in the pack.
In the attacking phase, the hyena moves and attacks the

prey, other hyenas in the group also follow the same
technique, and the group attach will kill the prey. When the
prey is dead, every hyena in the pack is on or nearer to the
prey. )is process is the convergence of the chosen agents
towards the optimal location as in (7).

P
→

(x + 1) �
Ch

�→

N
, (9)

where P
→

(x + 1) is the best position, in which every hyena of
the pack converges. In this work, the SHA is initiated with
the following parameters: number of hyena (agent)�N� 20,
search dimension (D)� 2, Itermax � 2000 and stopping cri-
teria�maximization of Cartesian distance (CD) between
features or Itermax.

)e feature reduction with SHA is graphically depicted
in Figure 6, and from this procedure, it is clear that this task
selects the image features of the healthy/TB class based on
the maximal CD, and this procedure is already discussed in
earlier works [5, 34, 39]. As depicted in Figure 6, the SHA-
based feature selection is separately employed to identify the
optimal features, and after getting these features, it is then
serially concatenated, and the concatenated features are then
considered for classifier training and validation.

)e number of DF and HF available for the optimization
is depicted in the following equations:

DFVGG(1×1×1024) � VGG(1,1), VGG(1,2), · · · , VGG(1,1024),

(10)

LBP1w1(1×1×59) � W1(1,1), W1(1,2), · · · , W1(1,59). (11)

LBP2w2(1×1×59) � W2(1,1), W2(1,2), · · · , W2(1,59), (12)

LBP3w3(1×1×59) � W3(1,1), W3(1,2), · · · , W3(1,59), (13)

LBP4w4(1×1×59) � W4(1,1), W4(1,2), · · · , W4(1,59), (14)

HF(1×1×236) � LBP1 + LBP2 + LBP3 + LBP4. (15)

During the feature reduction process, the DF in Eqn. (10)
and HF in (8) are examined by the SHA, and the reduced
features are then serially concatenated to get a hybrid feature
vector (DF+HF). In this work, the SHA helps to reduce the
DF to 1 × 1 × 427and HF to 1 × 1 × 166, and these features
are then combined as in Eqn. (16) to get the new feature
vector.

DF + HF(1×1×593) � DF(1×1×427) + HF(1×1×166). (16)

)e feature presented in (9) is then considered to train
and test the classifiers considered in this study. )e various
binary classifiers considered in this research include Soft-
Max, Näıve-Bayes (NB), random forest (RF), decision tree
(DT) variants, K-nearest neighbors (KNN) variants, and
SVM with linear kernel [40–43].

3.5. Performance Validation. )e merit of an automated
disease detection system is to be verified by computing the
necessary performance values. In this work, the measures
obtained from the confusion matrix are considered to
confirm the eminence of the proposed scheme. )ese
measures include true positive (TP), false negative (FN), true
negative (TN), false positive (FP), accuracy (ACC), precision
(PRE), sensitivity (SEN), specificity (SPE), and negative
predictive value (NPV). )e mathematical expressions of
these values are presented in the following equations
[42–46]:

ACC �
TP + TN

TP + TN + FP + FN,
, (17)

PRE �
TP

TP + FP
, (18)

SEN �
TP

TP + FN
, (19)

SPE �
TN

TN + FP
, (20)

Healthy class image features

Spotted Hyena Algorithm

TB class image features

Optimized
Deep/LBP features

Figure 6: )e SHA-based feature selection process.
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NPV �
TN

TN + FN
. (21)

4. Results and Discussion

)is part of the research presents the present research’s
investigational outcome. )is work is executed using a

workstation; Intel i7 2.9GHz processor with 20GB RAMS
and 4GB VRAM equipped with Matlab®.Initially, the pretrained VGG-UNet scheme is trained
using resized chest X-ray images till it extracts the lung
section with better accuracy. After the training, its seg-
mentation performance is tested using test images, and the
outcome is recorded. )en, the extracted section is com-
bined with the original image to extract the lung section

(a) (b)

Figure 7: Sample test images obtained the convolution operation. (a) Normal, (b) TB.

Table 3: Classification result achieved with DF alone for a 5-fold cross-validation.

Classifier TP FN TN FP ACC (%) PRE (%) SEN (%) SPE (%) NPV (%)
Fold 1 418 32 414 36 92.44 92.07 92.89 92.00 92.82
Fold 2 421 29 419 31 93.33 93.14 93.56 93.11 93.53
Fold 3 420 30 424 26 93.78 94.17 93.33 94.22 93.39
Fold 4 423 27 425 25 94.22 94.42 94.00 94.44 94.03
Fold 5 421 29 423 27 93.78 93.97 93.56 94.00 93.58
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Figure 8: Confusion matrix attained with traditional and optimized features. (a) DF with SoftMax, (b) DF+HF with SoftMax.
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without the artifact, and the necessary LBP is generated
when the HF is extracted. Similarly, the necessary DF is
extracted from the encoder section (VGG16), and these
features are then passed through the fully connected layers to
get a feature vector of size 1 × 1 × 1024. )is procedure is
similar to employing a traditional VGG16 scheme, and this
feature is initially considered to classify the images with a
SoftMax classifier, and the necessary performance is then
recorded.

During the convolutional operation, the layers of the
VGG-UNet help to recognize the necessary image features to
support the necessary feature extraction and segmentation.
)e sample test image textures identified during a con-
volutional operation are presented in Figure 7. Figures 7(a)

and 7(b) depict the hot color map image obtained for healthy
and TB class sample images, respectively. After extracting
the necessary deep features from the test images (with a
VGG16-like scheme), the necessary classification task is
implemented using the SoftMax classifier with a 5-fold
cross-validation. )e achieved results are presented in Ta-
ble 3. )is table confirms that when the DF vector of di-
mension 1 × 1 × 1024 is considered, SoftMax provided a
classification accuracy of 94.22%. )is procedure is then
repeated using the SHA-selected DF+HF presented in (9),
and the achieved confusion matrix (CM) is presented in
Figure 8. Figure 8(a) shows the CM of the DF case, and
Figure 8(b) shows the CM of optimized DF+HF, and this
confirms that the accuracy achieved with the proposed
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Figure 9: Investigational outcome of the fine-tree classifier with DF+HF. (a) Convergence, (b) confusion matrix, (c) ROC.
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method is superior to the traditional technique. Hence, the
performance of the proposed scheme is then confirmed with
various binary classifiers using the DF+HF.

Figure 9 presents the experimental outcome achieved
with the RF variant and the fine-tree classifier. Figure 9(a)
depicts the convergence of the search, and Figures 9(b) and
9(c) show the CM and the receiver operating characteristic
(ROC) curve, respectively. )e results achieved with other
chosen classifies are presented in Table 4. )is confirms that
the classification accuracy of the fine tree is >99%, which
confirms its merit over other techniques. In order to verify
the performance of the proposed scheme, its best result is
compared with the results of Rahman et al. [14] and con-
firmed that the proposed joint segmentation and classifi-
cation scheme with SHA-selected DF+HF help to achieve a
better outcome compared to the earlier works.

Table 4 confirms that the result of the fine tree is better
than other binary classifiers, and the coarse KNN also helped
to achieve a classification accuracy of 90% compared to other
techniques. )is confirmed that the optimized DF+HF
supported classification helps to get a better overall result, as
presented in Figure 10. Figure 10(a) shows the glyph plot for
the overall performance of binary classifiers, and the pattern
covering a maximum area is considered superior. )e

comparison of the fine-tree classifier with earlier works is
presented in Figure 10(b), which confirms its superiority
over other classifiers. Figure 10(b) compares the ACC. PRE,
SEN, and SPE of the earlier research by Rahman et al. [14]
with the fine-tree result, and this comparison confirms that
the proposed system’s outcome is better.

)is research implemented a joint segmentation and
classification scheme to detect TB from chest X-rays with
better accuracy.)e main limitation of the proposed scheme
is that it considered the artifact-removed image for getting
the necessary HF from the LBP images. In the future, the
LBP can be combined with other HF existing in the liter-
ature. Furthermore, the performance of the proposed
scheme can be tested and verified with other benchmark
chest X-ray images with various lung abnormalities.

5. Conclusion

In humans, TB is a severe disease that widely affects the
lungs, and early diagnosis and treatment will help to reduce
the severity. Furthermore, the timely detection and rec-
ommended medication will help to cure the TB completely.
Due to its significance, a considerable number of research
works are performed by researchers to support the

Table 4: Sample results attained with the implemented UNet scheme.

Classifier TP FN TN FP ACC (%) PRE (%) SEN (%) SPE (%) NPV (%)
SoftMax 441 9 442 8 98.11 98.22 98.00 98.22 98.00
NB 442 8 443 7 98.33 98.44 98.22 98.44 98.23
RF 441 9 443 7 98.22 98.44 98.00 98.44 98.01
Coarse tree 442 8 442 8 98.22 98.22 98.22 98.22 98.22
Medium tree 442 8 444 6 98.44 98.66 98.22 98.67 98.23
Fine tree 446 4 447 3 99.22 99.33 99.11 99.33 99.11
Coarse KNN 445 5 446 4 99.00 99.11 98.89 99.11 98.89
Medium KNN 444 6 445 5 98.78 98.88 98.67 98.89 98.66
Fine KNN 447 3 442 8 98.78 98.24 99.33 98.22 99.32
SVM linear 441 9 445 5 98.44 98.88 98.00 98.89 98.02

Medium KNNCoarse KNNFine-TreeMedium-Tree
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SVM-LinearFine KNN
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Figure 10: Overall performance of TB detection system demonstrated with glyph plot. (a) Results with DF+HF, (b) comparison with earlier
work.
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automated diagnosis. )is research aims to develop and
implement a joint segmentation and classification scheme
with the help of a pretrained VGG-UNet scheme. )e VGG-
UNet system consists of an encoder-decoder assembly, in
which the encoder helps to get the necessary DL features as
in the traditional VGG16 system, and the decoder associated
with the SoftMax classifier helps to extract the binary form of
the lung image. )is work considered the LBP pattern of the
lung image to extract the necessary HF. )is work con-
sidered the LBP with varied weights and helped to get a1D
feature vector of size 236. )e extracted DF and the HF are
then optimized using the SHA, and these features are then
serially united to get the concatenated features vector
(DF+HF). )is feature vector is then considered for testing
and validating the performance of the binary classifiers using
5-fold cross-validation. )e experimental outcome of this
study confirmed that the binary classification with the fine-
tree classifier helped to achieve an accuracy of >99% for the
considered chest X-ray images. )is result is then compared
and validated with the result of other DL methods available
in the literature. )is research confirmed the merit of the
proposed DF+HF-based TB detection from the chest X-ray
images. In the future, this scheme can be enhanced with
other HF available in the literature. Furthermore, the per-
formance of the proposed scheme can be tested and vali-
dated with other chest X-ray image datasets available in the
literature.
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R. Damaševičius, “Detection of diabetic retinopathy using a
fusion of textural and ridgelet features of retinal images and
sequential minimal optimization classifier,” PeerJComputer
Science, vol. 7, no. 1, pp. 4566–e517, 2021.

[28] M. Wieczorek, J. Siłka, D. Połap, M. Woźniak, and
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E�ective software cost estimation signi�cantly contributes to decision-making.�e rising trend of using nature-inspired meta-heuristic
algorithms has been seen in software cost estimation problems. �e constructive cost model (COCOMO) method is a well-known
regression-based algorithmic technique for estimating software costs.�e limitation of the COCOMOmodels is that the values of these
coe�cients are constant for similar kinds of projects whereas, in reality, these parameters vary from one organization to another
organization.�erefore, for accurate estimation, it is necessary to �ne-tune the coe�cients.�e research community is now examining
deep learning (DL) as a forward-looking solution to improve cost estimation. Although deep learning architectures provide some
improvements over existing �at technologies, they also have some shortcomings, such as large training delays, over-�tting, and under-
�tting. Deep learning models usually require �ne-tuning to a large number of parameters. �e meta-heuristic algorithm supports
�nding a good optimal solution at a reasonable computational cost. Additionally, heuristic approaches allow for the location of an
optimum solution. So, it can be used with deep neural networks tominimize training delays.�e hybrid of ant colony optimization with
BAT (HACO-BA) algorithm is a hybrid optimization technique that combines the most common global optimum search technique for
ant colonies (ACO) in associationwith one of the newest search techniques called the BATalgorithm (BA).�is technology supports the
solution of multivariable problems and has been applied to the optimization of a large number of engineering problems.�is work will
perform a two-fold assessment of algorithms: (i) comparing the e�cacy of ACO, BA, and HACO-BA in optimizing COCOMO II
coe�cients; and (ii) using HACO-BA algorithms to optimize and improve the deep learning training process.�e experimental results
show that the hybrid HACO-BA performs better as compared to ACO and BA for tuning COCOMO II. HACO-BA also performs
better in the optimization of DNN in terms of execution time and accuracy.�e process is executed upto 100 epochs, and the accuracy
achieved by the proposed DNN approach is almost 98% while NN achieved accuracy of up to 85% on the same datasets.

1. Introduction

Software project development includes di�erent sets of activ-
ities, from requirements collection to testing and maintenance,
which need to be executed within a speci�ed time period and
budget to achieve a reliable software product [1].

Because of the high rate of change in customer needs and
rapid technological advancement, software development is
more complicated than other types of engineering projects.
�is makes it di�cult for e�ective software project man-
agement to achieve speci�c goals while adhering to a set of
constraints [2]. �e Standish Group report shows that only
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32% of the software projects are successfully delivered on
time, within the allocated budget, and have the required
functionality. 44.4% did not fulfil the aforementioned re-
quirements, and 24.4% failed; that is, they were either
cancelled or completed but never used [3]. Another survey
study, which was conducted among 800 senior ITmanagers
in the US, Germany, Singapore, UK, Japan, and France,
shows the same results: 62% of projects were not completed
on time, 49% went over budget, and 47% required extensive
maintenance [4].

Project planning is the most critical aspect of software
project management and consists of a set of managerial and
technical practices that can be broadly classified as the de-
velopment of the project plan, execution of the project plan,
and anticipating problems that may arise and preparing ten-
tative solutions to those problems. Software cost and effort
estimation come under the project-planning phase and include
the process of determining how much a project will cost, how
many man-hours will be required to complete the project, and
how long it will take. Inaccurate estimation can result in project
failure and escalation in project costs. Some of the reasons for
inaccurate estimation of software projects include the fol-
lowing: inaccurate project goal setting, project scheduling,
required development effort (capability, estimation, and
availability), project budgeting, project risk management,
stakeholder politics, and market pressures [5]. Effective esti-
mates are critical in the decision-making process. Estimation
must take into account both the market and the organisational
perspective in order to control project costs and scope and
manage the project in accordance with organisational policies.
Project effort underestimationmay end up in a situationwhere,
because of a shortage of budget and time commitments, work
cannot be accomplished whereas overestimation may end up
with the rejection of a project proposal [6].

Several methods for solving the estimation problem are
presented in the existing research literature. (is effort can
be divided roughly into two categories: there are two types of
methods: algorithmic methods and nonalgorithmic methods
[7]. Nonalgorithmic approaches rely on deduction and
analogy in their estimation processes. For estimation, these
models require knowledge of previously completed projects
that are similar to current software projects. Previous
software projects or dataset analyses are used to make es-
timates. Estimation techniques based on nonalgorithmic
models [8] include analogy estimation, expert judgement
techniques (including top-down and bottom-up estima-
tion), learning-based methods (artificial neural network
(ANN) [9–11], machine learning (ML) [12], and case-based
reasoning (CBR) [13]), regression, and fuzzy logic [14].”

In the case of fuzzy logic-based methods [15, 16], al-
though no training is required, for complex features, cost
estimation becomes tedious. Furthermore, fuzzy models are
difficult to use. In the case of expertise-based methods,
experts determine possible costs and factors impacting the
estimate. (erefore, the estimation accuracy is based on
expert skill, knowledge, and experience. Learning-based
techniques automatically identify trends and patterns. It
gains experience and keeps improving in efficiency and
accuracy. Multidimensional data of various varieties can be

handled easily through learning-based algorithms. (ere are
also some limitations, as it requires huge data sets to train on,
which should be unbiased and inclusive. Also, it takes a
considerable amount of time to train and learn to fulfil a
considerable amount of relevancy and accuracy. (e
progress of the software development process has continued
to evolve over the past few decades. (erefore, most of the
available data sets are heterogeneous because their sources
come from various organisational projects. On the other
hand, there are a large number of missing values. (erefore,
the use of neural networks for high-dimensional and
multiobjective data classification is a challenging task.

In the algorithmic model [17], the cost estimation is
provided by a mathematical model that utilises the attributes
of products, projects, and processes. (ese equations are
derived from research and involve parameters such as
function points, source lines of code (SLOC), and cost
drivers (such as design methodology, risk assessments, and
language dependency). Some examples of algorithmic
models are the SAIC model, function point-based models,
Putnam’s model, COCOMO, and SEERSEM model.
COCOMO is the most extensively used regression algo-
rithmic model for software cost estimation [18] because it
allows users to adjust parameters according to the
uniqueness of their projects. For estimation, COCOMO uses
equations and parameters based on experience from earlier
software projects. COCOMO II is an enhancement of
COCOMO and is widely adopted because of its simplicity
and accuracy. For effort estimation, it uses the project size
(in terms of Kilo Source Line of Codes (KSLOC)) and 22 cost
drivers, in which 05 scale factors and 17 effort multipliers are
included. (e outcome of the COCOMO II (post-
architecture model) is in terms of people per month for a
project. However, a prominent limitation of algorithmic
models is that they are difficult to learn and require data
about the current state of the project. So basically, no one
method can be regarded as the best method. (erefore, it is
usually recommended to combine these methods (hybrid
methods) to obtain better cost estimates.

COCOMO is a parametric effort estimation model.
COCOMOmodel coefficients play a significant role in effort
estimation. (e limitation of the COCOMO models is that
the values of these parameter coefficients are constant for
similar kinds of projects whereas, in reality, these parameters
vary from one organization to another organization.
(erefore, it is difficult to have a single, acceptable, and
logical parametric model. (e software project dataset
contains data on heterogeneous projects (different project
indicators in terms of scale and attributes). (erefore, in
order to estimate the accuracy, the parameters need to be
fine-tuned [19]. In order to overcome the limitations of
COCOMO, many studies have adopted different methods to
adjust the coefficients of COCOMO II and improve cost
estimation. In the estimation problem, an upward trend has
been seen in the use of meta-heuristic algorithms inspired by
nature. Because of their unique characteristics, such as large
search spaces and random selection techniques, these meta-
heuristic algorithms perform well in dealing with optimi-
zation problems in various fields of interest [20].
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Deep learning (DL) is now being considered by the
research community as a viable solution for improving cost
estimation. Deep learning (DL) characteristics such as better
feature selection and representation enable it to outperform
other shallow learning techniques. Because DL makes it
possible to express complex relationships between e�ort and
cost drivers, it is a better choice for estimating software costs
[21]. Although deep learning architectures o�er some ad-
vantages over existing shallow technologies, they also have
some drawbacks, such as long training times, over�tting, and
under�tting. Meta-heuristic algorithms allow formulating
the DL components into an optimization problem. �e
hybrid of ant colony optimization with the BAT (HACO-
BA) algorithm is a hybrid optimization technique that
combines the most common global optimum search tech-
nique for ant colonies (ACO) in association with one of the
newest search techniques called the BAT algorithm (BA).
�e inclusion criteria of these algorithms are high maturity,
state-of-the-art, and representative. Meta-heuristics, nature-
inspired, and machine learning optimization algorithms are
shown in Figure 1.

1.1. Contribution. RQ1: Which of the meta-heuristic algo-
rithms has the lowest MRE, MMRE, MBRE, and PRED?

Ans: Various meta-heuristic algorithms are used for
model optimization. From the literature review, we have to
select di�erent algorithms on the basis of their performance
for solving various software estimation problems. Di�erent
parameters will be evaluated, for example, MRE, MMRE,
MBRE, and PRED, to �nd out which performs better among
the selected algorithms. �ose algorithms are the best that
have optimised values for evaluation parameters.

RQ2: whether the performance of the meta-heuristic
algorithm changes or varies by changing the dataset.

Ans: �e three most widely used datasets for software
cost and e�ort estimation, that is, NASA dataset,
COCOMO 81 dataset, and KEMERER dataset, will be used
as input to the various models built using the mete-heu-
ristic algorithm.�e performance of all these models will be

tested and evaluated on these three datasets to see whether
their performance changes or varies by changing the
datasets.

RQ3: nature-inspired and meta-heuristic algorithms
combined with deep learning can improve the software
estimation process.

�e algorithm that performs best among the other se-
lected algorithms in terms of improvement of the evaluation
parameter from RQ2 is used to tune the deep neural network
(DNN). �e proposed model, which is a combination of
meta-heuristics and DNN, is tested and evaluated for fast
and e�cient results.

RQ4: whether the performance of a meta-heuristic-based
deep learning algorithm changes by changing the dataset.

Di�erent datasets are chosen from the state of the art.
�ese datasets are used as input to the proposed meta-
heuristic-based DNN. Performance is tested and evaluated
for this model by changing the datasets.

Whether metaheuristic-based deep learning algorithms
perform better than the NN-based approach for software
estimation.

Ans: Neural network (NN)-based approaches for soft-
ware estimation are widely used by the research community.
However, there are various pros and cons to using NN
techniques. Solving various optimization problems with
DNN is the most popular topic among researchers. So we
have to check whether the meta-heuristic with DNN per-
forms best when compared to the NN model. Table 1 de-
scribes the notation guide for each algorithm as well as
additional abbreviations.

�e rest of the article is formatted as Section 2 dem-
onstrates related work and a subsection of research gaps,
Section 3 contains a problem statement, Section 4 describes
the proposed methodology, and results are discussed in
Section 5.

2. Related Work

Many researchers and practitioners around the world use
di�erent methods to improve software estimation [17]. �e

Optimization Algorithms

Metaheuristics
Algorithms

Nature
Inspired

Swarm
based Evolutionary Physical

based

Human
Inspired

Machine Learning
Algorithms

UnsupervisedSupervised Reinforcement

Classification Clustering

Figure 1: Optimization algorithms.
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existing literature in the field of software estimation has
proposed various techniques to evaluate the accuracy of
predictive models. (e most popular among the existing
literature is the mean magnitude of relative error (MMRE),
based upon mean relative error as shown in the following
equation:

MRE �
actualefforts − predictedefforts

actualefforts
. (1)

(e lower the MMRE value, the closer the predicted
estimated value is to the actual estimate, and vice versa.
(ere is work being done to review existing studies on
software cost estimation [19]. Various meta-heuristic
techniques for software cost estimation have been imple-
mented over the last decade.(ere is work that computes the
effectiveness of meta heuristics algorithms [17, 20, 22–24]
related to the optimization of software cost estimation. For
example, in the existing literature, genetic algorithm (GA)
[23], hybrid GA [24], ants colony optimization (ACO) [25]
algorithm, and firefly algorithm (FA) [26] improved cost
estimation. Moreover, existing literature also demonstrates
the effectiveness of meta-heuristic algorithms in terms of
optimizing the parameters of COCOMO [25–29]. (ere is
work to optimize COCOMO II coefficients using hybrid
algorithms. A hybrid method is [30–36] the combination of
several methods that can be derived from algorithmic or
nonalgorithmic techniques. For example, the author of [34]
uses the artificial bee colony and the genetic algorithm for
optimization.

Bee colony optimization (BCO) [22] is a subclass of
swarm intelligence that has been effectively used in a variety
of engineering applications, including software estimation.
By using BCO, COCOMO parameters have been optimised.
In the proposed technique, artificial agents are produced by
analogy with bees. Better results are obtained as compared to
other models such as the Baily-Basil and Halsted models.

Puri and Kaur [20] discussed various meta-heuristic tech-
niques that are used for software cost and effort estimation.
BCO works on the natural phenomenon of getting food
from bees. It has two stages: moving forward and moving
backward. FA is based on firefly flashing characteristics, and
human opinion dynamics (HOD) is based upon the human
creative problem-solving process to solve complex optimi-
zation problems.

(e parameters of the basic COCOMO model are
optimised using a simplified GA technique in [23]. We use
the NASA software project dataset as a starting point.
According to empirical evidence, the basic COCOMO
model produces a superior actual estimate. (e authors of
[24] proposed the whale–crow optimization (WCO) algo-
rithm, which is a combination of the whale (WOA) and crow
search (CSA) optimization algorithms.(emain objective of
the WCO approach is to find an optimal regression coef-
ficient to build an optimal regression model. (e perfor-
mance evaluation of the proposed scheme is calculated using
four datasets of software estimation. MMRE is analysed, and
a reduction is seen, which proves thatWCO performs well in
both the linear regression model and the kernel regression
model. (e authors of [26] proposed the firefly algorithm
(FA) as a meta-heuristic optimization technique for opti-
mizing three COCOMO-based model parameters. Among
these three models, the basic COCOMOmodel and the other
two models are proposed in the state-of-the-art as an ex-
tension of the basic COCOMO model.

Jafari and Ziaaddini [27] analysed the effectiveness of the
harmony search algorithm (HSA). Using the NASA dataset,
the work demonstrates a significant reduction of MMRE as
compared to basic COCOMO. To estimate software reli-
ability issues, the partial swarm intelligence (PSO) technique
and ant colony optimization (ACO) are used [28]. In [29],
the BAT algorithm is presented to improve the software
estimation accuracy. (e effectiveness of the BAT algorithm
is compared with grey relational analysis (GRA). GRA de-
livers an effective solution for the complex interrelationships
betweenmultiple response parameters.(e results show that
GRA performs better in terms of error rate.

A new hybrid model, BATGSA [30], which is based on
two meta-heuristic algorithms, gravitational search, and the
BAT Algorithm, is proposed to achieve better software es-
timation. (e BATalgorithm uses the random walk of BATs
to determine the hunting and routing behaviour of bats in
the exploration phase and uses the gravitational effect of
GSA to further improve and speed up the search speed of
BATs. Four NASA datasets are used for analysis, down-
loaded from the promise repository. (e minimization of
errors is obtained by comparing the COCOMO against the
hybrid BATGSA algorithm.

(e work presented in [31] demonstrates that software
cost estimation can be improved by using a hybrid approach
based on Tabu search and genetic algorithms. Furthermore,
the hybrid model is used to tune the COCOMO.

In [32], three meta-heuristic optimization algorithms are
implied synthetically in order to refine the COCOMO
model: partial swarm optimization (PSO), invasive weed
optimization (WOA), and genetic algorithm (GA). (e

Table 1: Notation guide.

Notations Abbreviation
ML Machine learning
ACO Ant colony optimization
BA BAT algorithm
MMRE Mean magnitude relative error
NN Neural network
DL Deep learning
COCOMO COnstructive COst Mode
BCO Bee colony optimization
PSO Partial swarm optimization (PSO)
COCOMO COnstructive COst Model
SLOC Source lines of code
RQ Research questions
MAR Mean absolute residual
RBFNN Radial basis function NN
RF Random forest
COA Chaos optimization algorithm
ABC Artificial bee colony
OPSO Optimized particle swarm optimization
MBRE Mean balanced relative error
INGPS IdeNtitybased generalised proxy signcryption
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dataset is divided into two groups: train and test datasets.
Furthermore, the dataset is further divided based on the type
of projects. COCOMO parameters are tuned using meta-
heuristic algorithms, and the new cost drivers are tested
using a testing dataset.

In [33], a hybrid approach based on ant colony (ACO)
and chaos optimization algorithm (COA) is presented. In the
first phase, the dataset is classified into two parts according to
project type; one is used for training the model, and the
second is used to test that trained model. Each algorithm
(ACO, hybrid ACO-COA) is applied with its own function in
the first phase. Next, the most optimal solutions obtained for
estimation from the proposed model are then tested using
testing data. In the result section, a comparison is made
between COCOMO, ACO, and the hybrid ACO-COAmodel.

In [34], the author proposed a hybrid model based on
genetic algorithm (GA) and artificial bee colony (ABC)
schemes for optimization of estimation method parameters
according to project size. In the artificial bee colony (ABC)
algorithm, each bee presents a solution to the problem. In
every iteration, the most graceful bee solution is chosen, and
their fitness is calculated.(e bees whose performance is low
are replaced with new bees. (e new bee population is
generated using GA crossover, selection, and mutation.
Finally, the most optimal solution is found. (e results
demonstrate that GA, ABC, and the hybrid model of ABC
with GA performedwell (fewerMRE error values) compared
to the COCOMO model. Moreover, the hybrid model
demonstrates better convergence as compared to the GA and
ABC algorithms.

In [35], the author uses a hybrid model formed on PSO
and DE algorithms to deliver a more comprehensive and
efficient estimate. With incomplete and ambiguous input
data, the hybrid model works well, and it can operate reliably
in software estimation. In the proposed hybrid model, the
accuracy of PRED (25) increased 1.34 times.

In [36], a hybrid model based on the cuckoo search (CS)
and harmony search (HS) algorithms is used for optimizing
COCOMO-II coefficients. (e proposed CSHS has two
stages. CS at the first stage is used for finding the initial
optimal solution for local and global search. In the second, a
new harmony vector or solution is generated using the HS
strategy, which is compared with the global best solution
found in the first stage. If it has better fitness, then the global
best is replaced. (is procedure is continued until the given
iterations are completed. (e proposed technique is applied
to NASA 93 datasets. (e aim is to achieve an estimation
value close to the actual value.

ML is a method that trains computing systems to im-
prove itself by learning from previous data available. ML
programs work by constructing a prediction model from a
set of previously available training data, and this step is
followed by the data-driven predictions [37].

Categorically, analysis was performed in [21] on 4 neural
network models: (1) general regression NN (GRNN), (2)
multilayer perceptron (MLP), (3) cascade correlation neural
network (CCNN), (4) radial basis function NN (RBFNN),
and mean absolute residual (MAR) were the criteria used for
performance evaluation. Four inputs have been assigned to

each model, including (1) development platform, (2) soft-
ware size, (3) resource level, and (4) language type. Five
datasets mined from the ISBSG are used. (e output of the
model was software effort.

In [38], an empirical study was conducted by using the
random forest (RF) method for software effort estimation. In
RF, first, we investigate the number of trees affected and then
evaluate the number of selected attributes for growing trees.
(e outcomes show that the estimation accuracy is very
sensitive to these parameters.

In addition, the survey conceded that we optimize the RF
model by selecting the best values for these two parameters.
We compare the performance of the enhanced RF model
with the performance of the classical regression tree (RT) by
using the (70–30) hold-out validation method and using
three COCOMO, IBSSG, and Tukutuku data sets.”

Some highly mature and popular ML algorithms, such as
support vector machines, regression, decision trees, RF,
Bayesian inference, ANN [39], and feature selection, are an
important process during training a model because model
efficiency depends on selected variables. It is very important
to choose features that have a significant influence on the
prediction model [40].

Barmpalexis et al. [41] accelerate the neural network
training process by using optimized particle swarm opti-
mization (OPSO).(e main function of OPSO is to enhance
the free PSO parameters by having a new swarm within a
swarm. (e aim is to build a quantitative model by applying
the OPSO technique to neural network training. (is
method yields the parameter combinations needed to im-
prove the overall performance of the optimization process.

In [42], the author proposed a nonalgorithmic method
for estimating software development effort. (is article
discusses the integration of wavelet neural networks (WNN)
and meta-heuristic methods for estimating software devel-
opment effort (SDEE).(e technologies used here are WNN
with the firefly algorithm and the BAT algorithm. As the
activation function in WNN, two wavelet function var-
iants—Morlet and Gaussian—are used. It has been dis-
covered that usingWNNwith the firefly and BATalgorithms
(FA and BA) produces better results than using simple
WNN without any meta-heuristics. According to the au-
thor’s experimental results, the WM technique performs the
worst across all four data sets. However, combining meta-
heuristics with WNN yields significantly better results.

In [43], the author conducted an exploratory longitu-
dinal case study. Data collection was conducted through
semistructured interviews and archival research. (e two-
stage estimation process, which reestimates in the analysis
stage, improves the effort estimation accuracy.

Underestimation is the main trend in software evalua-
tion, and less mature teams experience greater work
overspending.

Some of the most common challenges are solved in
large-scale agile software development. In order to improve
the effort estimation, the team maturity, distribution, and
demand size and priority need to be considered.

Emary et al. [44] proposed a modified grey wolf opti-
mization (GWO) that utilises the reinforcement learning
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rules or principles by integrating them with neural networks
in order to improve the model performance. (e combi-
nation of GWO with a neural network forms experienced
GWO (EGWO). (e performance of experienced GWO is
measured by finding the optimal weights of the neural
network and choosing a subset of related features (predic-
tors, variables) for use in model building.

(e author in [45] presents a comprehensive dataset for
the story points-based estimation. 23,313 issues from 16
open-source projects are addressed. A prediction model
using DNN is also proposed for the estimation of the story
points.

In [46], the author proposed a new technique of deep
learning modified neural network using the cuckoo search
algorithm for initialising the weight of the network and
applying HPSO to obtain a better classification of various
parameters of the dataset. A neural network is qualified as a
“deep network” when there are more than three layers. (e
deepmodified neural network (MNN) classifier is comprised
of neurons with weights in addition to biases. Also, the deep
MNN classifier consists of different sorts of layers: convo-
lution, pooling, as well as a fully connected layer.(e cuckoo
search algorithm (CSA) is used to initialise the weight of the
network.(e input of this deepMNN is the effort multiplier,
that is, the software development of the COCOMO dataset,
database size, exponent value, constant value, etc.(is step is
carried out through an optimization process, which is ex-
ecuted by using hybrid particle swarm optimization (HPSO)
with genetic operators. (Crossover, explicitly, and also
mutation of genetic algorithms). While choosing the NN
weights, which help to enhance the classification of the
model, HPSO is used to attain better classification outcomes.
Finally, the proposed deep MNN is evaluated on different
performance parameters: relative error (RE), magnitude of
relative error (MRE), mean-MRE (MMRE), mean balanced
relative error (MBRE), and also percentage of prediction
(PRED) and compared with traditional NN.(e experiment
shows better results in all features. (e execution time for
effort estimation is also compared. When 10 instances are
considered, the proposed deep MNN shows a decrease in
execution time compared with the traditional NN. On the
other hand, there is also a limitation in the proposed
technique; that is, when the instances were increased to 50,
the results show that the proposed method takes more time.

A hybrid approach is introduced in [11], which is divided
into two sections. First, the author applies the GA for feature
optimization. To obtain the desired results, the total pop-
ulation is divided into several subpopulations and applies
computation for each population, which includes designing
of chromosomes and calculation of fitness functions. In the
second section, an improved DNN for classification is
proposed. As we know, neural networks show significant
performance in terms of classification. However, neural
networks cannot classify multiobjective functions or high-
dimensional data, so the paper proposes an enhanced DNN
model with sparse auto-encoders to overcome this limita-
tion. We use the proposed technique to learn the feature

pattern. (e adaptive auto-encoders are used in conjunction
with the denoising model to produce better results for
specific software features. (e MATLAB tool is used for
experiments in various scenarios that are performed for
software defect prediction. (e proposed technique’s per-
formance is assessed using data sets KC1 and CM1. A
comparative study reveals that the proposed technique
outperforms the experimental scenario without optimiza-
tion in all four scenarios created during the experiments. A
brief summary of estimationmethods and their limitations is
shown in Table 2.

For categorised problems, the deep belief network
(DBN) is an excellent machine learning technology. (e
traditional DBN, on the other hand, does not function well
for unbalanced data classification because it assumes that
each class has the same cost. Cost-sensitive approaches are
employed to overcome this issue, which attaches varying
misclassification costs to different classes without affecting
the actual data sample distribution.(e author [47] proposes
an evolutionary cost-sensitive deep belief network (ECS-
DBN) model in which he first optimises the misclassification
costs using optimization algorithms that automatically
update their corresponding parameters and then applies
them to the deep belief network. (e author demonstrated
that ECS-DBN outperforms other competing techniques
significantly. (e suggested ECS-DBN improves DBN by
applying cost-sensitive learning techniques. (e adaptive
differential evolution approach is utilised in practise to find
the misclassification cost and solve the unknown misclas-
sification cost [48–50]. In [51], the grey wolf algorithm
(GWO), the strawberry algorithm (SBA), and the harmony
search algorithm (HSA) were tested on MRE and MMRE
parameters using the NASA dataset.

(e author proposed multiple approaches to make the
software secure and reduce future efforts for maintance. In
[52], the author proposed a lightweight identity-based
signature scheme for content poisoning mitigation in
named data networking with the Internet of things. A
secure identity-based generalised proxy signcryption
(IBGPS) scheme that is lightweight and provable for the
industrial Internet of (ings (IIoT) is proposed in [53]. For
the Internet of (ings-enabled smart grid, CBSRE is a
lightweight and formally secure certificate-based sign-
cryption with proxy reencryption. For the named data
networking-enabled Internet of things, a lightweight het-
erogeneous generalised signcryption (hgsc) scheme, se-
curing the NDN-based Internet of Health (ings with a
low-cost encryption scheme, is proposed in [54, 55]. Ma-
chine and deep learning approaches are widely used in
different areas of life. (e author proposed an intrusion
detection system for IoT based on deep learning and a
modified reptile search algorithm in [56] and a modified
Aquila optimizer for forecasting oil production in [57]. In
[58], author forecasted the wind power using the marine
predator algorithm and mutation operators for wind power
forecasting to evaluate the performance of meta heuristic
approach.
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3. Algorithmic Approaches

Meta-heuristic algorithms and nature-inspired algorithmic
approaches are discussed in this section.

3.1. Meta-Heuristic Algorithms. Nature influenced meta-
heuristic algorithms and nature-inspired algorithms. Nat-
ural biological systems, evolution, human activities, animal
group behaviours, and other factors can inspire algorithms,
such as the biological human brain-inspired artificial neural
network [1], the genetic algorithm stimulated by evolu-
tionary theory [2], and Dujuan.(e cuckoo search algorithm
(CSA) was inspired by the cuckoo’s birth behaviour [3],
whereas the grey wolf optimization (GWO) was inspired by
the grey’s aggressive behaviour [4].

It is found that these nature-inspired algorithms are
more effective and efficient than traditional algorithms in
solving real-world optimization problems because they can
effectively deal with highly complex and nonlinear problems,
especially in the fields of science and engineering [22]. Meta-
heuristic is defined as an iterative method, which explores
and uses search space to guide lower-level heuristics by
intelligently combining different concepts. (ey are inspired
by observing phenomena that occur in nature.(e summary
of the used meta heuristics techniques is presented in
Table 3.

3.1.1. Ant Colony Optimization. Marco Dorigo was first
introduced in 1992 as a multiagent solution for optimization
problems. When an ant moves, it deposits pheromone (in

Table 2: Estimation method and limitations.

Estimation method Limitations

Estimation by analogy

Subjective selection of correlation standards and dispute identification process (confidence
level)

Requires analogous project for comparison from historical data from database
(ese analogous projects are rarely available in software development

Decomposition and bottom-up (WBS-
based)

It may be time-consuming for large or even medium-sized projects
High risk of ignoring system-related tasks such as testing, integration, and configuration is

high
(is method may lead to underestimation due to lack of project information at early stage

Parametric models (SLIM, SEERSEM)

Usually does not take into account the project team’s skill set specific to the organization’s
software and project management culture

Modern methods of code reuse, code less programming, and various agile development
methods for software development may not be feasible

Highly dependent on programming language

Expert estimation (Delphi, PERT, planning
poker)

(ese methods rely on the experience, knowledge, and perception of experts, and there may
be deviations or biased, which often lead to overestimation or underestimation

All the factors used by experts in the estimation process are unable to justify and quantify

Size-based estimation models (use case,
FPA, sTory points)

Requires trained personnel which is not easily available
High effort and cost is required for the application of large projects

Due to limited information, using this method in the early stages of a project may result in
inaccurate estimates

Table 3: Comparison between existing approaches.

Refer
ence

DL/ML/
ANN

Meta-heuristic
algorithm Dataset Evaluation parameter Contributions

[42] NN Fiery algorithm, BAT
algorithm

COCOMO81, NASA,
MAXWELL, China MRE, MMRE, pred, MDMRE Hybrid model for effort

estimation

[45] ANN Firefly COCOMO81, NASA,
MAXWELL, China MMRE, MdMRE, PRED Hybrid model for cost

estimation

[46] DNN Cuckoo, hybrid PSO COCOMO RE, MRE, MMRE, MARE,
PRED, execution time

Hybrid model for cost
estimation

[11] DNN GA KC1, KC2, CM1, PC1,
JM1

Accuracy, precision, F-score,
recall, sensitivity Defect prediction

[47] DL Evolutionary
algorithm KEEL dataset repository Accuracy, G-mean, precision, F-

score, computational time
Hybrid of DBN and ADE for
imbalanced classification

[48] NN GA, PSO N/A Survey Possibility to apply on DL
[49] NN Cuckoo COCOMO MMRE, standard deviation Improve cocomo

[50] ANN Cuckoo COCOMO81, NASA MMRE, PRED, computational
time Hybrid model

[51] GWO,
HSA SBA NASA MRE, MMRE Hybrid model
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varying amounts) on the ground and uses the smell of this
substance to determine its path.�e colony’s other members
follow the path to �nd food and return to the nest in the
same manner. Ants begin their search for food sources by
randomly exploring the area around their nest [25]. When
ants �nd a food source, they evaluate the quality of the food
and bring a small amount back to their nest. �e �ow chart
of the ant colony optimization algorithm is shown in
Figure 2.

τi,j(t + 1) � τi,j(t) +∑
nk

k�1
δτki,j(t). (2)

Ants communicate via indirect channels and coordinate
their activities in a hidden state by doing changes in the
surrounding environment as shown in equation (2). ACO
works on the principle of indirect arti�cial communication
to match societies of arti�cial agents. �e steps of ant colony
optimization algorithms are shown in Algorithm 1.

3.1.2. BAT Algorithm. �e BATalgorithm (BA) [30, 42] was
proposed by Xin-She Yang and is in�uenced by mini-BAT
echolocation behaviour. BATs use this behaviour to direct
and assist them in �ight and hunting. BATs can not only
move but also discern between obstructions and bug forms,
even in complete darkness, thanks to their incredible ori-
entation mechanism. �e �ow chart of the BATalgorithm is
shown in Figure 3.

�e position of each BAT in the search space is de�ned
by xtk, frequency f, velocity v

t
k, loudness A

t
k, and transmitted

pulse rate rtk in this algorithm. �e velocity and position kth
of the BAT at time t are calculated using the Equations 3rd,
4th, and 5th.

fk � fmin + fmax − fmin( )β,

vtk � v
t−1
k + xt−1k − xtk( )fk,

xtk � x
t−1
k + vtk.

(3)

Among them, fk is the frequency of the sound waves
emitted by kth BATs; fmix and fman are the minimum and
maximum sound waves frequencies, respectively; β is
composed of uniform which distributes the random number
generated by [0, 1]. �e velocities of kth BAT are vtk and v

t−1
k

at time t and time (t − 1), and xtk represents the current
global optimal position of the BAT.

For local search, each bat the position is measured using
equation (6). Each BAT local random walk is calculated by
using the following equation:

Xnew � Xold + δĹ(t), (4)

where δ is a random number produced uniformly distrib-
uted on the interval [−1, 1], Xold is a solution arbitrarily
selected from the current optimal solution, in the iteration of
ith, Ĺ is the normal uproar of all BATs. �e steps of the BAT
algorithm are shown in Algorithm 2.

3.1.3. Hybrid of Ant Colony Optimization with BAT (HACO-
BA). �e hybrid of ant colony optimization with BAT
(HACO-BA) algorithm is a hybrid optimization tech-
nique that combines the most common global optimum
search technique for ant colonies (ACO) in association
with one of the newest search techniques called the BAT
algorithm 3 (BA).

3.2. PerformanceAnalysis andEvaluation. In this section, we
discuss about the performance analysis, experimental setup,
datasets selection, evaluation metrics, and experimental
results.

3.2.1. Performance Analysis. In the experimental section, we
will compare the performance of 6 meta-heuristic algo-
rithms, that is, GWO, GA, strawberry (SBA), cuckoo search,
particle swarm (PSO), and ant colony optimization (ACO)
[23, 25, 28, 34, 35, 59]) that use meta-heuristic algorithms in
terms of e�ort and cost estimation with each other and with
COCOMO model.

In 1981, Barry Boehm proposed the constructive cost
model (COCOMO). It is the most often used algorithmic or
parametric model. �e model parameters and equations are
generated from historical projects for estimation. �e model
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update of region memory and perform

pheromone intensification
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Figure 2: Ant colony algorithm.
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is used to estimate the project’s size, the amount of e�ort
necessary, and the project’s cost. We must �rst construct a set
of criteria to quantify this. In this model, we use functional
points (FP) and lines of code (LOC) to compute the required
e�orts. �e “person month” unit is used to estimate e�ort in
this method, which is equivalent to a single person’s month
e�orts. COCOMO models are divided into two categories.

(i) COCOMO I
(ii) COCOMO II

COCOMO I (also known as COCOMO 81) and
COCOMO II (COCOMO 2000) were released in 1981 and
1995, respectively. It was, however, published in the year
2000. COCOMO I is separated into three levels of di�culty:

Initialize and evaluate solution archive
Begin
Repeat
For each ant
Select guiding solution
Generate a new solution
End
Update archive
Optionally apply local search
Optionally Expand archive
Optionally Restart archive

Until termination criteria are satis�ed
End

ALGORITHM 1: Ant colony optimization (ACO).
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Yes

No

No

Yes

No

If Eq. 11 is satisfied?

If iteration
criterion is satisfied?

If η > rjη

Initial bat population. Each bat flies with velocity Vj and
produces a signal with parameters frej, rj, Aj

Improve the bat population using the
proposed modification method

Evaluate the objective function value for all bats and
store the best solution as Xg

Improve the bat population
using Eq. 10

Accept the random bat &
Update rj & Aj by (12)

Improve the bat population using Eq. 9

Publish Results

Wave length

BAT Algorithm
Echo of sound wave

reflected back to the bat

Sonar waver
emitted by the bat

Distance from pray

Figure 3: BAT algorithm.
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basic, intermediate, and advanced [1]. (e formulas uti-
lised to calculate the estimations change across these
methods. (e most widely utilised methods are basic and
intermediate; these approaches are further divided into
three sections or measurements. (ese are organic,
semidetached, and embedded, according to the projects
featured in it [2].

Basic COCOMO E, organic COCOMO EB−O, semi-
detached COCOMO EB−S, and embedded COCOMO
EB−E formulas are shown in the following equations,
respectively.

E � a(size)b
, (5)

EB−O � 2.4∗ (LOC)
1.05

, (6)

EB−S � 3.0∗ (LOC)
1.12

, (7)

EB−E � 3.6∗ (LOC)
1.20

. (8)

(ese are the fundamental COCOMO equations. KLOC
represents the number of code lines and project size in these

For a given objective function: Obj(xi), where i� (1, . . ., n)
Initialize the BAT population with the corresponding attributes: velocity veli, position (xi) and pulse frequency (Qi)

Initialization features include loudness loudi, maximum number of iterations (Itermax) and acceleration rate ratei

Repeat step 4 to 15 for every iteration in (Itermax)

Repeat step 5 to 13 for every single BAT corresponding to bati

Evaluate equations (1)–(3) to produce a new solutions
set

if (random > r1) then
Generate a local solution around one of the chosen best solutions
end if

if (random < loudi) (fitness(xi <fitness(xGlobalBest))) then
Update xGlobalBest and fitnessBest

Increase ratei and reduce loudi (equations (3) and (6))
end if

Rank the BATs and find the GlobalBest
�0

ALGORITHM 2: BAT algorithm (BA).

Initialize and evaluate solution archive
Begin

For a given objective function: Obj(xi), where i� (1, . . ., n)
Initialize the BAT population with the corresponding attributes: velocity veli, position (xi) and pulse frequency (Qi)

Initialization features include loudness loudi, maximum number of iterations (Itermax) and acceleration rate ratei

Repeat step 4 to 15 for every iteration in (Itermax)

Repeat step 5 to 13 for every single BAT corresponding to bati

Evaluate equations (1)–(3) to produce a new solutions set
if (random > r1) then

Generate a local solution around one of the chosen best solutions
end if

if (random < loudi) (fitness(xi <fitness(xGlobalBest))) then
Update xGlobalBest and fitnessBest

Increase ratei and reduce loudi (equations (3) and (6))
end if

Rank the BATs and find the GlobalBest
Update archive
Optionally apply local search
Optionally Expand archive
Optionally Restart archive

Until termination criteria are satisfied
End� 0

ALGORITHM 3: Hybrid ant colony and BAT algorithm (HACO-BA).
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equations. (e COCOMO coefficients “a” and “b,” as well as
the value of “E,” describe the required efforts.

3.2.2. Experimental Setup. (is stage is building a model in
MATLAB software to estimate effort using six algorithms
selected for their excellent performance in diverse optimi-
zation situations [25–27]. Because its basic data element is a
matrix, and its capability can be easily increased by utilising
multiple toolboxes, using MATLAB software provides sig-
nificant advantages. On three publicly available datasets
retrieved from the promise repository, various tests are
carried out using cutting-edge algorithms.

3.2.3. Datasets Selection. Effort multipliers are taken as
input to the models, from the following defined datasets.
(ese effort multipliers are categorized into three groups,
which are as follows:

(i) Positively correlated to additional effort
(ii) Negatively correlated to additional effort
(iii) Containing just schedule information

(i) NASA. (e NASA dataset was obtained from the promise
software engineering repository, which can be used publicly
to improve software cost estimation methods. It includes 93
software project information, which has been recorded for
many years from several NASA centers. Dataset contains 15
effort multipliers and 5 scaling factors, which have different
values in each software project.

(ii) COCOMO 81. (is dataset is also known as COCOMO
81 which is publicly available on promise software engi-
neering repository. (is repository’s software project data
are stored in the COCOMO software cost model, which
calculates the amount of effort required to develop software
projects in a calendar month. It also includes a standard
effort multiplier.

(iii) KEMERER. KEMMER dataset is measured in KLOC. It
is used in many machine learning applications for software
engineering which has 8 attributes. To compare it with Nasa
and COCOMO dataset, which has 15 attributes, we assume
the rest of attribute value as normal.

3.2.4. Evaluation Matrices. Many researchers and practi-
tioners have optimised the effort estimation technique to
assist the accuracy under various estimation standards. We
implement the following standards to compare and evaluate
the accuracy of the effort estimation model.

(i) MRE. One of the common criteria for evaluating the effort
estimation process is the magnitude of relative error (MRE),
which is computed using the following equation:

MRE �
Actual − Estimate

Actual
 




. (9)

(ii) MMRE. (e MRE value is calculated from the dataset for
each software item, while the mean magnitude of relative
error (MMRE) calculates the average of N number of
projects, as defined in the following equation:

MMRE �
1
N



N

i�1
MRE.i. (10)

(iii) MBRE. MBRE is another measure that is commonly
used to evaluate effort models. In recent years, it has been the
average value of balanced relative error (MBRE) in software
estimation research [12]. MBRE, in particular, is a useful
evaluation standard because, as a balanced symmetric error
measure, it penalizes both underestimation and overesti-
mation at the same level and better handles the outline.
MBRE is calculated in the following equation:

MBRE �
1
N



N

i�1

|Actual − Estimate|
min(Estimte − Actual)

. (11)

(iv) PRED. (e other most common metric is PRED(I),
which represents all projects with an MRE percentage less
than or equal to the I value. (is standard, which is com-
monly used in the literature, is the proportion of projects
completed with a given level of accuracy. In equation (12),
pred(x) is defined.

Pred(x) �
k

N
, (12)

where k denotes the number of projects whose MRE is equal
to or less than x, and N denotes the total number of projects.
(e most common value of x is 0.25, which is also used in
this study. Pred(0.25) denotes the percentage of projects
with MREs equal to or less than 25.

Estimation refers to the estimated value of the predicted
efforts, actual refers to the actual workload or effort required
to complete the project, and N denotes the number of
projects.

3.2.5. Experimental Result. In this section, optimization is
carried out on all modes discussed above; it is performed
on the NASA dataset, on semidetached mode, and on
embedded projects, and the average of each mode is taken.
(e model also receives input from the COCOMO 81
dataset. During experiments, the KEMERER dataset is
also used.

(i) Experiment 1. Optimization is performed on the NASA
dataset by using different nature-inspired algorithms. As
results are shown in Figure 4, the MMRE value is decreased
by using the meta-heuristic algorithms as compared to the
basic COCOMO parametric model. All the datasets are
divided into three folds, and then, the average is plotted on
the graph, as shown in Figure 4.MMRE is decreased by using
ACO, BAT, and HACO-BA algorithmic approaches. We
noticed that the hybrid algorithmic approach HACO-BA
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shows a signi�cant decrease as compared to other opti-
mizing algorithms.

(ii) Experiment 2. �e experimental results on the
COCOMO 81 dataset reveal that the maximum value of
MMRE is 7 as shown in Figure 5 as compared to the NASA
dataset and the maximum value of MMRE is 5 as shown in
Figure 5. Experimental results also show a decline in MMRE
and other evaluation parameters while using the hybrid
HACO-BA approach.

(iii) Experiment 3. KEMERER dataset is also used to
evaluate the performance of applied meta-heuristics
approaches. In KEMERER dataset, we have 8 attributes,
and to balance it with the above dataset, the rest of 7
attributes is assumed as normal whose value is equal to 1.
Due to this, the decrease in MMRE is less as compared to
NASA and COCOMO 81 datasets. On KEMERER, the
dataset hybrid approach HACO-BA performs well
compared to other meta-heuristic algorithms as shown
in Figure 6.

In Table 4, valuation parameter values of the opti-
mization models such as Basic COCOMO, BAT, ACO,
and HACO-BA on di�erent datasets are listed. �ese
approaches are evaluated on MRE, MMRE, MBRE, PRED
evaluation parameters using three di�erent datasets;
NASA, COCOMO, and KEMERER are listed.

4. Proposed Software Estimation Scheme
Based on Hybrid Meta-Heuristic and Deep
Learning Model

In the proposed system, we used the deep learning model.
Deep learning is a type of arti�cial neural network archi-
tecture (ANN). ANN represents a signi�cant early break-
through in the �eld of arti�cial intelligence.�e ANNmodel
is exceptionally dynamic in solving complex problems in
various machine learning application areas [11] in the real
world, such as health, agriculture, �nance, and automobile
industry. At the moment, ANN in single, hybrid, or en-
semble form is still an active research area [12], and its role in
autonomous vehicles is expected to receive more attention in
the future. ANN, on the other hand, is trained using
backpropagation algorithms and has some limitations, such
as falling into local minima and over�tting training data. As
a result, many researchers advocate using nature-inspired
algorithms to train ANNs to avoid challenges. For example,
GA [24], ABC [34], CSA [36], and particle swarm optimi-
zation (PSO) [41] were used to train ANN and were found to
be superior to the back propagation algorithm in terms of
avoiding the local minima problem.

As stated above, deep learning is an ANN architecture
with logical node weight updates and activation functions.
Deep learning models and extracting high-level abstractions
from large-scale data sets are useful when providing large-
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scale data [18]. Deep learning frameworks are based on
cutting-edge machine learning research and are used to
create new features for Silicon Valley startups.

Machine learning is not the same as traditional pro-
gramming. In traditional programming, the program we
write instructs the computer on how to complete the task.
Aside from that, in machine learning, we do not tell the
computer exactly what to do. Alternatively, we provide
training data, and the machine learning algorithm uses this
training data to develop its own rules for completing the
task. Deep neural networks are used in a variety of
applications.

(i) Image recognition, where you identify what objects
are present in the images

(ii) Image style transfer, where you can make a pho-
tograph look like, was painted in the style of a fa-
mous artist

(iii) Language translation, where you translate from one
human language to another

(iv) Speech recognition, where you turn speech into text
(v) Business problem, to solve a typical business

problem estimating sales

However, deep learning faces many limitations, but not
restricted to the lack of system programs to achieve optimal
or ideal parameter values, manual configuration of deep
learning architectures, and lack of standard training
methods and algorithms. (erefore, researchers have pro-
posed many methods including nature-inspired algorithms
to alleviate the challenges.

(e application of nature-inspired calculations in pro-
found learning is limited due to the need for cooperative
energy between profound learning and nature-inspired
calculations. As a result of the lack of synergy between deep
learning and nature-inspired algorithms, the application of
nature-inspired algorithms in deep learning is limited [19].
In the context of big data analysis, the author demonstrated
the role of nature-inspired algorithms in deep learning. (e
study, however, argued that nature-inspired algorithms have
a very limited application in deep learning methods [18].

As the results are shown in Table 4, HACO-BA performs
better among the other meta-heuristics algorithms. So, we
applied the hybrid algorithmic approach to optimize the
deep learning training process. HACO-BA is used to assign
the best values of initial weights to the deep neural network.
(e proposed deep neural model is compared with
[42, 46, 47] in terms of accuracy and time required for
training. We have to find out the mean RE (MRE), mean
magnitude of RE (MMRE), mean balanced residual error

(MBRE), and percentage of prediction (PRED) and then
compared it to the NN model. (e block diagram of the
proposed systems is shown in Figure7.

4.1. DataAcquisition and Processing. In data acquisition and
for further processing, three different data sets are used in
this approach. NASA dataset is used which has complete
data for software cost estimation for 93 different software
projects. (ese data are occupied by distinctive NASA
centers for a long time. NASA dataset along with COCOMO
81 and KEMERER dataset have various attributes. For these
attributes, different parameters are selected for effort and
time estimation. From which, 15 common variables along
with their descriptions are listed in Table 5 are taken, and
these attributes are input to the deep neural network at the
input layer. As this is supervised machine learning, we have
to provide a value as the result value in the output layer,
which is the total amount of effort needed to build the
software product.

(e important step is that we need to preprocess our
data. In order to train the deep neural network, we want to
scale all the numbers in each column of our dataset to be
between the value of 0 and 1. (is is because if the numbers
in one column are large but the numbers in another column
are small, the neural network training will not work very
well. One of the best ways to do this is to use the Min-
MaxScaler object from the popular scikit-learn library. It is
designed for exactly this purpose. In this method, first, we
have to create a new MinMaxScaler, and then, we just need
to pass in a feature range parameter, which tells it that we
want all numbers scaled between 0 and 1.

4.2.Model Building andOptimization. In this section, model
building and model optimization are presented.

4.2.1. Model Building. (is step involves creating the model
in TensorFlow, which is used to create and deploy supervised
machine learning models. Supervised machine learning is a
type of machine learning in which the model is trained by
providing the data as input and the expected result for that
data. It determines how to convert the input into the output.
When developing and deploying a supervised machine
learning model, we always adhere to a process known as the
train, test, and evaluate flow.

First, we write the code for our machine learning al-
gorithm. We will accomplish this by constructing a com-
putational graph of operations, in which, to begin, we will

Table 4: Parameter evaluation using different datasets.

Optimization models
NASA COCOMO KEMERER

MRE MMRE MBRE PRED MRE MMRE MBRE PRED MRE MMRE MBRE PRED
Basic COCOMO 1.93 4.95 6.39 8.04 2.76 7.07 9.12 11.49 2.79 7.15 9.23 11.62
BAT 1.51 3.87 5.00 6.30 1.87 4.78 6.16 7.77 1.97 5.04 6.51 8.20
ACO 1.67 4.28 5.53 6.96 2.19 5.61 7.24 9.12 2.49 6.38 8.23 10.37
HACO-BA 1.06 2.72 3.51 4.42 1.35. 3.47 4.47 5.63 1.61 4.12 5.31 6.69
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define each layer of the neural network and connect them so
that data flow from the first to the last layer.

(en, we will add the placeholder node, which represents
the data that will be fed into the neural network as input.
Another placeholder node represents the neural network’s
output or the values predicted by the neural network. DNN
has a total of five layers. (ere will be one input, one output,
and three hidden layers between the neural network that will
train to find the relationship between the inputs and the
outputs. (ere are many different types of layers that can be
used in a neural network, but we will stick with themost basic,
a fully or completely connected neural network layer. (at is,
each node in each layer is linked to each node in the next layer.

Between layers, the first layer has 50 nodes, the second
layer has 100 nodes, and the third layer has 50 nodes once
more. Neurons are another name for nodes. Before training
the model, the epoch is a hyperparameter to interpret in deep
learning. When the entire dataset is passed forward and
backward through the neural network only once, this is re-
ferred to as an epoch. We must set the training epochs to 100.

An epoch is another name for one full training pass over
the training dataset. 50 epochs mean that we will do 50
iterations in our training loop to train our neural network,
and similarly, 100 epochs mean 100 iterations.

Next, we need a way to measure the accuracy of the
neural network’s predictions. We will define the function
that measures the each prediction accuracy during the
training process. (is is called a loss function. (e loss
function gets added to the graphs in its own operation.(en,
we have to create an optimizer function that tells how we
want to train the model.

When we run this function, it will perform one training
step on our model. We will call this node the training oper-
ation. Bias is also an important parameter, and itmeans how far
our forecast is from the actual value. In general, parameter
algorithms have high biases, which makes them faster to learn
and easier to understand, but they are usually less flexible.

(e last part of defining this layer is multiplying the
weights by the inputs and calling an activation function. An
activation function outputs the result of the layer. We want
the bias values for each node to default to zero.

4.2.2. Model Optimization. (e deep neural network per-
formance is optimized through training by examining the
loss function results and balancing the weight of each neural
network layer to produce better results by increasing the
number of epochs. With deep neural networks, a lot of
research have gone into the best initial values to use for
weights. Weight is a very important part of the deep neural
network if a set of given weights is not correct, it will take
time to train the network and will not make correct pre-
dictions, so we have optimised it using an meta-heuristic
algorithm. For this purpose, we have used grey wolf opti-
mization (HACO-BA) algorithms which are a nature-in-
spired algorithm to give the best values for initial weights to
train the networkmore preciously.We access a model’s layer
by using model.layers. Here, we set a layer’s weights with
layer.setWeights() to obtain from grey wolf algorithmic

optimizer. We have used code, like the following to set the
optimised weights of each single layer: model.layers
[1].getWeight().setWeights(.da.). Furthermore, we cannot
set individual weights.

(e variation in weights is decided by the learning rate.
(e learning rate is a parameter that apprises the optimizer
on how far to move the weights in the direction of the
gradient. We have adjusted the learning rate of our model.
By using HACO-BA for weight initializers, the proposed
deep neural network model produces better results in less
time as in contrast to the neural network. Results of the
proposed procedure are shown is compared with wavelet
neural network-firefly algorithm morlet activation function
(WNN-FA-MORLET) [42], deep modified neural network
(Deep-MNN) [46], and evolutionary cost-sensitive: deep
belief network (ECS-DBN) [47] is also listed in Table 6.

4.3. Performance Analysis and Evaluation of Deep Learning
Model. In this section, performance analysis and evaluation
of the deep learning model is discussed.

4.3.1. Performance Analysis. (e proposed deep neural
network is compared with wavelet neural network-firefly
algorithm morlet activation function (WNN-FA-MORLET)
[42], deep modified neural network (Deep-MNN) [46], and
evolutionary cost-sensitive deep belief network (ECS-DBN)
[47] in terms of execution time required to train a model.
Also, the proposed DNN is compared with the neural
network in terms of accuracy achieved. Different software
estimation datasets are given as input to the proposed DNN
and find out whether the results change with a change in the
dataset. In last, the proposed DNN is evaluated in terms of
optimizing the evaluation matrices which is already defined
in the subsection of Section 3 of this paper.

4.3.2. Experimental Setup. (e model is built using the
TensorFlow. TensorFlow is an open-source software or a
library for building and deploying machine learning
methods. (e Python programming language and other
different libraries are also used to build the models.

4.3.3. Dataset. As specified in the subsection of comparison
of the existing meta-heuristic algorithms used for effort and
cost estimation, three different most widely used dataset by
the research community is used along with the China dataset
which has a large number of software project data having 18
attributes in this experiments.

4.3.4. Evaluation Matrices. (e difference between the start
and end time of process execution of models is calculated
which is the total time required to test and train the model.
Also in order to measure the cost/effort, we will calculate the
mean square error between what the neural network predicts
and what we expect it to calculate. To do that, we will call the
tf.squared difference function and pass in the actual pre-
diction and the expected value. Also, our expected value is Y.
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Cost functions were included for a neural network, and
the goal is to reduce the cost function. For this streamlined
optimization problem, we use the GWO algorithm and
variants of gradient descent where the model parameters
(here weights and biases in the network) are rationalized in a
way to reduce the cost function. All the data sets are used one
by one for the training phase and for the testing phase. As
this is a computational graph, there is no single start or end.
We can start processing at any node in the graph, before we
can perform any of the operations in our graph, we have to
generate a session. Once the session object is created, we can
ask it to run any operation in the graph. To train the model,
we will call the training operation over and over. Each time
the training operation runs, we will pass a new training data
that will be used for that training pass. And then, we will
check the current accuracy by calling the loss function.
While the training process is running, we can watch the
results graphically using a separate tool called Tensor Board.
Di�erent evaluation matrices which are speci�ed in the sun
section of Section 3 are also evaluated.

4.4. Experimental Result. Various experiments are carried
out, and their results are compared in terms of time required
for training, accuracy, and various evaluation matrices.

4.4.1. Experimental 1. In this experiment, the proposed
scheme is di�erentiated with several DNN and NN models
that include a deep modi�ed neural network (Deep-MNN)
[46], evolutionary cost-sensitive deep belief network (ECS-
DBN) [47], and wavelet neural network-�re�y algorithm
morlet activation function (WNN-FA-MORLET) [42] in
term of time required for training. With 50 epochs and with
100 epochs, we run the training and testing process, and the
results reveal that the HACO-BA-DNN uses the less exe-
cution time appears in Figure 8 as compared to other nature-
inspired algorithms.

4.4.2. Experimental 2. In this experiment, the proposed
DNN is evaluated with neural network in terms of achieved
accuracy. �e process is executed upto 100 epochs, and the
accuracy is accomplished by the proposed DNN approach is
almost 98%. While NN achieved accuracy upto 85% on the
same datasets as shown in Figure 9, the HACO-BA-DNN
performs better in terms of accuracy as compared to NN.

4.4.3. Experimental 3. Various datasets of software esti-
mation are given as input to the HACO-BA-DNN to �nd the
change in results by changing the dataset. For this purpose,
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Figure 6: Comparison of KEMERER dataset.

Table 5: Selected parameters for e�ort and time estimation.

Variables Description Type Role
Analyst’s capability Ability to learn and examine the system Nominal Input
Application experience Basic application knowledge and skills Nominal Input
Process complexity Event and tasks assessment that make the process Nominal Input
Database size Large and complicated database Nominal Input
Modern programming practice Updated method used for development Nominal Input
Programmer’s capability Knowledge and skill of programmer Nominal Input
Required software reliability Failure-free probability of software Nominal Input
Schedule constraint Earlier identify limitations on project schedule Nominal Input
Main memory constraint Memory needs to e�ectively and e�ciently completes several operations Nominal Input
Time constrain for CPU Processing time to complete an action Nominal Input
Turnaround time Amount of time required to complete a speci�c process Nominal Input
Virtual machine experience Need for experience to operate on virtual systems Nominal Input
Use of software tools Used of various modern framework Flag Input
Machine volatility Experience and valuable knowledge to operate several machines Nominal Input
E�ort E�orts or resources required for development Continuous Output

Computational Intelligence and Neuroscience 15



we de�ne the function which is known as the loss function
that measures the accuracy of each prediction during the
training process. Figure 10 demonstrates that there is no
visible change seen in results when we change the dataset
from NASA to COCOMO, KEMERER, or China.

4.4.4. Experimental 4. �e HACO-BA-DNN is evaluated as
compared to NN by using various performance evaluation
matrices, which are already de�ned in the subsection of
comparison of the existing meta-heuristic algorithms. �e
results in Figure 11 show that the proposed DNN performs
better in terms of reduction in MRE, MMRE, MBRE, and
PRED. �e smaller the value of the performance matrices
shows that more results improve, and better software cost
and e�ort estimation is achieved.

Data Preparation

Data Processing

Attributes
Selection

Scaling/
Transform-

ation

Normalizat-
ion

Preprocessing
Data

Testing/
Training

Experimen-
tation

Attributes
Tuning

Execution Cycle

Execution

Testing

Results

Graphs
Deep Neural Network

Tuning

Model Building and Optimization

Sample
Selection

Data
Ingestion

Processing
Platform

Understand
Dataset

I
n
p
u
t

O
u
t
p
u
t

Dataset

Data Acquisition

In
iti

al
 W

ei
gh

t H
AC

O
-B

A

Figure 7: DNN model layers.

Table 6: Evaluation of execution time.

Methods 50 Epochs 100 Epochs
WNN-FA-MORLET 7.68 16.91
Deep-MNN 6.96 13.84
ECS-DBN 8.29 18.23
HACO-BA-DLL 5.32 11.7
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5. Discussions

5.1. Answers to ResearchQuestions. RQ1, which of the meta-
heuristic algorithm, has the lowest MRE, MMRE, MBRE,
and PRED.

ACO and BAT along with their hybrid meta-heuristic
algorithm, that is, HACO-BA has been implemented and
their performance, is tested in terms of reduction in MRE,
MMRE, MBRE, and PRED. As results show that all the
algorithms reduced evaluation parameters as compared to
the basic COCOMO parametric model, HACO-BA per-
forms better among all other algorithms.

RQ2: whether the performance of the meta-heuristic
algorithm changes/varies by changing the dataset.

All the meta-heuristic algorithms have been imple-
mented, and their performance is tested and evaluated on
three di�erent publicly available data sets (NASA,
COCOMO, and KEMERER), and we take MMRE as an
evaluation parameter to check the performance of all three
datasets. �e results shows that the performance of HACO-
BA is better as compared to the BAT, ACO, and Basic
COCOMO as shown in Table 4.

RQ3: nature-inspired and meta-heuristic algorithms
combined with deep learning can improve the software
estimation process.

�e proposed DLL takes less execution time as compared
to other algorithms taken from the literature review. So it
improves the software estimation process as shown in Figure 9.

RQ4: whether the performance of meta-heuristic-based
deep learning algorithm changes by changing the dataset.

By changing the dataset, the performance of the pro-
posed meta-heuristic deep learning architecture does not
change. As shown in Figure 10, the two lines show that, with
the passage of execution, both the data sets achieve almost
the same accuracy.

RQ5: whether meta-heuristic-based deep learning al-
gorithm performs better than the NN-based approach for
software estimation.

Blue line shows the existing neural network approach.
Orange line shows the proposed deep neural network.
As shown in Figure 11, our proposed deep neural net-

work performs better in terms of accuracy. NN takes more
time/epochs as compared to HACO-BA-DNN to train its
network to achieve better results in terms of software de-
velopment e�ort reduction.

6. Conclusions

�e proposed method investigates the e�cacy of estimating
e�orts by combining ACO, BAT, and HACO-BA with
COCOMO for e�ort estimation using optimised coe�cients.
To test the e�ectiveness of the proposed method, three
datasets are used: Nasa, COCOMO 81, and KEMMER.
MMRE values are improved in each optimised scenario, with
HACO-BA outperforming all others. A new method that
combines meta-heuristics and DNN is also introduced. As a
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result of the results, it was determined that the optimised
method produces better estimates than the basic method in
terms of effort and cost estimation in all models. (e ex-
perimental results show that the hybrid HACO-BA performs
better for tuning COCOMO II than ACO and BA and that
HACO-BA performs better in DNN optimization in terms
of execution time and accuracy than NN.

7. Future Work

In the future, we will improve the estimation models by
experimenting with new methods and incorporating cloud
computing for estimating purposes in order to obtain more
comprehensive results in the future. Researchers and
practitioners in [59] and [61] used the Strawberry Plant
heuristics approach for software cost estimation and for
energy management. In [60, 62], Grey Wolf and Bacterial
Foraging approaches are used in smart grids for energy
management and heterogeneous generalized signcryption to
maintain the data integrity for estimation.

Data Availability

(e data used to support the findings of this study can be
obtained from the corresponding author.
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Healthcare has evolved with the development of technology to improve the quality of life and save lives. Today, big data is
considered as one of the most essential and promising future technology areas and has been attracting the medical community’s
attention. As a result of big data, we can improve patient outcomes, personalize care, improve relationships between the patient
and the provider, and decrease hospital costs. �e e�ect of big data is very large since medical societies are known for their size,
diversity of complexity, and a high degree of dynamism. Big data has been discussed from di�erent viewpoints in recent years,
protecting its involvement in many aspects, speci�cally those related to the healthcare system. Assembling health information,
sharing data, and integrating health are essential in spreading health care. In addition, the security and privacy of data are critical
since the data must be accessed from multiple locations within the distributed system. �is paper review aims to understand the
role of big data in healthcare issues aggregating data and the challenges associated with big data in healthcare.�e papers that have
been selected for review are from last year’s research.

1. Introduction

Proper medical treatment for speci�c diseases will improve
patient outcomes and decrease life-threatening conditions. It
also reduces the side e�ects of drugs that impact their lives
and medical waste products. Finding new drugs and
equipment leads to further accuracy in the healthcare system
[1]. Some sorts of medical equipment especially those which
are continuously wearable record data and the high-velocity
data requires fast processing; in a speci�c data source, the
value may be limited, but in the public sector, it may get to a
maximized value through fusion of electronic health records
(EHRs) and electronic medical records (EMRs) [2]. CT scan
for visualizing a patient’s body, for instance, a patient’s
abdomen, is a plentiful source of high measurements data
showing the abdomen with tiny details in such a high
resolution that it is too bene�cial in clinical settings and
research for discovering abdominal features [3]. Web/mo-
bile applications in health care have been expanded that
enable patients to send their signs and symptoms to the

provider; those applications contain fundamental diseases,
�rst aid, types of drugs, and also direct the patient to the
specialist [4]. Health care system collects real-time bio-
medical signals (e.g., ECG, pulse oximetry, and blood
pressure) in di�erent places on mobiles, a healthcare ap-
plication is installed, and health data are synchronized for
analysis and storage by a cloud computing system [5] in
health care; big data can be represented with the assistance of
progressed information technology which observes infor-
mation to make policy-making better; and a life chart can be
used to research medical expenses and population aging,
which applies evidence of policy-making [6]. Health care
costs will be elevated with the aging population; Japan has
begun using big data technologies for approaching and
managing elderly persons, and big data analytics is used to
attain information from complex and enormous datasets
obtained from data mining [7].

�is review provides a concise analysis of some
productive e�orts. In addition to the drawbacks and
advantages of these technologies, privacy and security
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have been discussed in phases of big data analytics in
healthcare big data. Big data analytics has bridged the
distinction between organized and unstructured data.
'e transition to an integrated data environment is a
recognized hurdle to overcome. Big data’s objective and

guiding concept is to gather more information and more
insights from this information and has the capacity to
forecast future occurrences. Several reputable healthcare
firms expect a robust growth rate in the healthcare data
sector.

Table 1: 'e scheme for diagnosis of diseases in a system.

Disease and illnesses Diagnostic method bases Health measurements
Diabetes mellitus Scale-based, frequency-based Blood glucose
Pulmonary disease Scale-based, frequency-based Oxygen saturation
Cardiac disease Pattern matching, frequency ECG
Infectious disease Frequency-based, scale-based Temperature
Hypotensive disease Frequency-based, scale-based Arterial pressure
Gastrointestinal tumors Frequency-based Video capsule pill

HCI&A Evaluation:
Key Characteristics and Capabilities

HCI&A Applications: Big data Context

HCI&A Research Framework

HCI&A with Information System Research

Mapping of HCI&A Knowledge Landscape

HCI&A Education and Program development
Education Challenge and HCI&A Knowledge

Program Development

HCI&A Technologies

HCI&A 1.0

HCI&A 2.0

HCI&A 3.0

So�ware agent

Machine learning

cloud Computing

Health Insurance and Cost

Health Administration and Policy

Smart Care and Services

Healthcare Security and safety
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Figure 1: Overview of the healthcare informatics and analytics landscape: standards, technologies, applications, and emerging research.
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2. Literature Review of Healthcare Data

Multiple forms of healthcare data include biomedical sig-
nals, genomic data, sensing data, biomedical images, and
social media [8]. Genomic data analysis lets someone realize
more about genetic markers, disease condition, consan-
guinity, and mutations; clinical text mining converts data
from practical medical notes from disorganized format to
applicable information, extraction of information, and
natural language processing which extract helpful infor-
mation from the massive volume of practical text. Social
network analytics such as Web logs, Twitter, Facebook,
social networking sites, and search engines helps to discover
new health methods and worldwide health issues and trends
based on different social media sources [9] before analyzing
the severity of the disease; therefore, reasonable diagnostic
patterns should be used. Table 1 represents the diagnostic
plan for a definite diagnosis of the disease; the diagnosis is
based on three conditions (frequency, pattern, and scale)
[10]. Figure 1 identifies the importance of digitized health-
related information we create; this figure contains seven
layers showing personal health data. 'e privacy of indi-
viduals should be protected in this survey [11].

'is is about wearable functions of the physiological
sensors, and then referred to as mobile physiological sensor
systems, designed for gathering user information through
different sensors. 'ese sensors measure a patient’s vital
signs, including ECG, temperature, oxygen saturation, pulse
rate, and blood pressure. After that, those real-time data will
be shown on the user’s smartphone and sent to the health
care cloud. Cloud systems can analyze and make classifi-
cation using machine learning methods and store infor-
mation in a private and secured manner. [12]. Healthcare
data has been extended with a continuous stream of recent
data elements and relationships, various data ranges from
individual health information to epigenomes, and copious
integration approaches are accepted, such as view integra-
tion (emerging and bringing together various databases),
link integration (presentation in a web page), warehousing
(setting data into a common database), and mash-ups
(making a new web application from more than one web-
based resource). All these methods make joining data
flexible in many ways across sources but nevertheless consist
of inadequate computable joined data or integration [13].

3. Healthcare Informatics and Analytics
(HCI&A) Version 1.0

With the widespread adoption of database methods by
different healthcare settings in the 1970s, HCI&A arose from
the context of data management and analytics [13]. 'e goal
of the Coral Gables Variety Children’s Hospital’s Patient
Order Management and Communication System (POMCS)
during that time was to accomplish three goals: raise income,
increase employee productivity, and save money. [13]. 'ese
data management systems largely depend on technology for
collecting, extracting, and analyzing health data. From a
data-centric perspective, HCI&A may be compared to
HCI&A 1.0, in which data is wholly organized,

homogeneous, and stored in relational database manage-
ment systems (RDBMS). In addition, three other significant
factors contributed to the medical domain’s artificial in-
telligence and data analytics: the medical domain, the web,
and data (see Figure 2). It consists primarily of Web 1.0
technologies, Health 1.0 apps, services, tools, and Medicine
1.0 solutions.

A hospital or healthcare institution distributes content
on Web 1.0 without interacting with patients; it is primarily
an online content repository. In the context of healthcare,
Web 1.0 aims to create an online presence for healthcare
providers that makes their information available at any time
to all clients (primarily patients). In its cover ofWeb 1.0 tools
and methods, HCI&A 1.0 encompasses the fundamentals of
web technologies (HTML and HTTP), emerging web
technologies (XML), and hypertext. Consumers and service
providers cannot be involved in HCI&A 1.0 technologies.
Provider-centric approaches are at the center of Medicine
1.0 and Health 1.0. Database technologies such as ware-
houses are used to integrate healthcare data management
systems. Various statistical tools and data mining tools are
also available in HCI&A 1.0 to classify, segment, cluster, and
analyze health data. 'e leading commercial healthcare
informatics systems from IBM, Oracle, and Microsoft al-
ready incorporate some HCI&A features. In addition to
extracting, transforming, and loading data, we also have
OLAP, database querying, data mining, and visualization
packages within HCI&A 1.0. However, the software must
also be able to perform some intelligence and analytical
tasks.

4. Big Data Analytics in Healthcare System

Healthcare data digitization is the result of big data devel-
opment and revolution. 'e rapid growth in data over the
past few years led to the announcement of a new domain
called big data. In information technology, the term “big
data” is usually used to express enormous data that are too
big and hard to deal with by the traditional database [14].
Intelligent healthcare systems, including big data analytics,
make new and mobile health, saving medical costs and
expanding efficiency [15]. Predicting pharmaceutical out-
comes by predictive analytics, people who get the most
benefit from pharmaceutical interventions are recognized,
making pharmacists understand more about the side effects
and risks of the medications [16]. Handling precision
medicine is done by data collecting and management
(sharing data, storing data, and privacy) to analytics (data
merging, data processing, and visualization); compound and
complex biomedical data which are enormous are becoming
accessible due to biotechnologies progression, and analytics
of big data is acquired to use these different data. It covers
application sectors such as imaging, health, sensor, and
bioinformatics [17]. For big data analytics, accuracy is es-
sential; personal health records (PHRs) may contain typing
errors, abbreviations, and mysterious notes; medical per-
sonal data input may contain errors, or it may be put in the
wrong environment, which affects the efficacy of the col-
lected data instead of getting uploaded by the professional
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trainee and medical practitioner in a clinical environment,
and gathering data from social media may result in inac-
curate prediction [18]. Fast-growing noise data is a signif-
icant problem; heterogeneous results are caused by various
degrees of quality and completeness, which leads to false
discoveries; there are two main problems, which are the
inappropriate quality of data and biases because of absent
randomization; big data value elevation are made by con-
necting various and analyzing all existing data [19]. Big data
depending systems have progressed, including patient dis-
charging records, electronic certificates of death, and
medical claim data, which use the coding of International
Classification of Diseases (ICD), and using big data courses
in strategies of surveillance from the internet and social
media has been preferred [20]. Data technologies like SQL
databases have established healthcare processing. Some
features like rational relationships and local access between
logical and physical data spreading are significant to
upgrading and performing parallel processing in database
distribution [21].

Clinical and molecular information has been proposed in
a big data-driven approach. 'erapeutic medications and
biomarkers are spotted in the approach. Following preclinical
or clinical accuracy is accomplished by cross-species analysis;
hence, the cost and time of biomarkers and therapeutics are
decreased [22]. 'e primary function of the warehouse is for
structured data and has a set of modules for unstructured data
analysis. Initial accomplishments of substructures or
frameworks were built for a big data paradigm. 'e frame-
work used a Hadoop cluster for running modules, and

distributed counting ability is used in big data according to
research [23]. Utilization of the enormous data storage and
reliability of the Hadoop big data by the system makes a
considerable reduction in storage and upgrade costs. Mobile
applications are widespread, keeping doctors and patient
users in touch, decreasing complex medical communications
and increasing digitalization. Hadoop is a software frame-
work that uses a master-slave. A group of essential back-
ground programs is mandatory to get Hadoop running in a
completed cluster softly; it is also spread by a large amount of
data and progress by Apache Foundation; it is likely to de-
velop a distributed program is capable of dividing a large
amount of program into small working units, making the
cluster’s ability to make high-speed storage [24]. MapReduce
is based on rough set theory RST which is used for reducing
attributes and includes these procedures for characteristic
acquisition and accomplishes them on the MapReduce
parallel large-scale rough set method which is used in runtime
systems like the Phoenix, Twister, and Hadoop to get features
from the big database by data mining two acceleration of
computation of equivalence classes ae done by using the
framework structure of the (key, value) pair; MapReduce
parallelizes traditional attribute reduction [25]. Tables 2 and 3
represent big data tools for health care [17].

Industry precised medicine is a sort of big data appli-
cation in health issues, including the manufacturing of
medical drugs and devices; it is considered as a strategic
plan; this application benefits from IoT, industry, and
multitopic. It has been suggested that it makes sense of big
data with artificial intelligence, next-generation technology,

Health/Medicine

HCI&A 3.0

HCI&A 2.0

HCI&A 1.0

3.0

2.0

1.0

Big data Analytics

Context–aware analysis

Semantic Analysis
Predictive Modeling

Statistic
AnalysisStatic

Visualization

RDBMS
ETL

OLAP
1.0 2.0 3.0

Web

Spatial temporal Analysis

Sensor data Analysis

Hospital Centric
Analysis

Location Analysis
Dynamic Visualization

Network Analysis

Patient Centric Analysis

Mobile–Healthcare Intelligent

Data (Scalability)

Cognitive Analysis

Web analysis

Se
nt

im
en

t A
na

ly
sis

In
te

ra
ct

iv
e V

isu
al

iz
at

io
n

Figure 2: Analyses of health, web, and data in the context of health care.
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Table 2: Represent a list of several large companies which provide and supply services on big data analysis in the healthcare sector [1].

Data Software Description

Data integration or dataset or data
source Kafka, Sqoop

Tiny biosensors are placed on patients’ body for collecting vital signs data in
health applications, and the vital signs include blood pressure (BP), systolic and
diastolic, respiratory rate (RR), heart rate (HR), oxygen saturation (spo2), and

body temperature (BT)

Data decision and data storage Apache Spark,
Hadoop HDFS

'at is responsible for storing data and processing it. 'at layer consists of two
main tools, i.e., Hadoop and Apache Spark, also processing two data

algorithms, patient archiving, emergency management, and clinical responses
Emergency detection and clinical
response algorithm

Early warning score
(EWS) To verify abnormal situations

Patient classification and disease
diagnosis

Machine learning
algorithm

Machine learning tool and advanced analytics of huge datasets at high speed.
Big data workspace tools are stored on Hadoop clusters for pattern insights
discovered from massive data. Solutions to big data use cases by predictive

analytics through platforms

Data retrieval and visualization Hive, Spark SQL

Medical staff can access patients’ records using the last platform for storing their
data in HDFS andHadoop. It comprises two data retrieval (spark SQL and hive)
and just one graphing tool (Matplotlib). Obtaining data from the Hadoop

storage system, which uses a set of criteria defined via queries, is based on the
data retrieval tools.'e retrieved data is usually stored in a file or displayed on a
screen. Using graphics or plots statistically for data visualization is a graphical
representation of the retrieved data; in our platform, each tool has been

highlighted

Table 3: A scheme for some companies using big data.

Company name Company place Description Company sits

Flatiron Health New York, New
York

Enough amounts of data points are utilized by Flatiron Health from cancer
patients to develop research and obtain new patient care. 'is solution

enhances all users, such as an oncologist, academic people, and researchers of
life sciences connected to the treatment of cancer patients, as well as enables

more learning from them

https://www.
flatiron.com

Tempus Chicago, Illinois

'e most extensive library for clinical and molecular data in the world is
Tempus which aims to provide more clinical context by medical

professionals for cancer patients, and this platform is for collecting and
organizing data from many aspects of oncology like pathology images, lab
results, clinical notes, radiology scans, and oncology research acceleration

and also assisting doctor specialists which helps them to make more
informed treatment plans

https://
builtinchicago.org

Pieces
Technologies Dallas, Texas

Collecting data from everything related to patients to make improvements in
cost of care and quality is done through Pieces Technologies which is a cloud-

based software company

PeraHealth Charlotte, North
Carolina

For a patient’s overall health, there is a universal scoring system that is a
creator of the Rothman index; a peer-reviewed score collects the data in the
electronic healthcare system, lab results, vital signs, and nurse assessment. A
visual graph provides the score in real-time to recognize any changes and

details also to avoid any complications for the patient

Amitech St. Louis, Missouri

To apply health data from modern data management to healthcare analytics,
Amitech is used. It is specifically used to gather data for people health

management solutions and collects physical health data in combination with
behavioral health data to recognize risks and let the patients know their

health

SCIO Health Hartford,
Connecticut

For improving patient health, SCIO Health is used, which uses proprietary
algorithms and integrated data for providing insights and solutions. 'e
technology detects gaps in care that worsen health outcomes and cause more
costs. Identification of these gaps assists medical professionals in detecting

risky group patients and avoiding complications and insignificant
hospitalization

Hortonworks Santa clara,
California

Hortonworks are used for pharmaceutical data by pharmaceutical companies
and researchers to obtain a better view. Companies can answer questions that
were not possible previously because of billions of integrated records. 'is
sparks much more effective research for clinical trials, faster marketing,

better yields, and improved safety
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and IoT [26]. Based on IoT technology, an intelligent
healthcare framework has progressed for anyone during
workouts; the Bayesian belief network uses an artificial
neural network model to predict a patient’s health-related
susceptibility. 'ere are four critical areas of big data ana-
lytics: model development, business models, data manage-
ment, and visualization [10].

5. Challenges of Big Data in Healthcare Systems

Big data has been evolving, introducing challenges and
problems caused by the exponential growth of healthcare
data. 'e constant changes of big data present many chal-
lenges in analyzing, storing, and recovering huge amounts of
data. Conventional or standard database systems cannot be
used to process, store, and take information due to their
massive and enormous volume [27]. Big data issues that
generally happen in healthcare organizations are covered by
fourmain categories [28, 29]: a huge amount of unstructured
data are included in big clinical data like handwritten data
and natural language, a reasonable degree of difficulty is
brought by clinical big data’s analysis, integration, and
storage. It is insufficient for agencies to share structured
data, and unstructured data sharing among organizations is
more complicated. It is a great challenge how to effectively

mine an enormous amount of unstructured data. Big data
has some characteristics. One of them is variability in data
sources; medical data has potent timeliness; having appro-
priate moments of medical care is an example.

In the medical industry, data processing speed is in great
demand particularly while patients’ situation deteriorates
quickly. 'e data privacy and security of the patients and ill
persons are influenced by challenges and disputes with these
real-time applications like cloud computing used to analyze
data. Recently cloud computing has offered new possibilities
for medical big data mining and sharing. Before cloud
computing can become even more practical, several chal-
lenges must be overcome. [30]. First, cloud computing offers
a simple and flexible way to mine resources. However, it
elevates the risk of privacy disclosure. It is a fact that is
clinically evident in clinical informatics. Second, importing
or exporting an enormous amount of data in medicine to the
cloud (petabyte). Network bandwidth increases the cost of
data and restricts the speed [31] (see Table 4).

5.1. Economic Challenges. 'e medical field facilities of
patients and health care providers such as doctors are de-
pendent on paid services. It disproportionately negatively
impacts technology advancements in connection with this
process [32]. Big Data Technology Challenges. Being highly

Table 4: HCI&A used in various healthcare installations.

Empty cell Health insurance and cost Health administration and
policy Smart care and services Healthcare security and safety

Data

Transactional documents
payment album financial
statement of the provider,
user-generated content, and

medical claims data

Official norms and
regulations, information
sources responses, and
remarks from various

organizations (i.e., doctors,
nurses, patients, and other

employees)

Computerized medical
records (EHR), medical
records patient comments
and feedback, and molecular
data DNA traces medical

records (i.e., blood pressure,
X-ray, and ECG)

Fraudulent records of data
deviations, monetary data,
geographic data, and social

media records

Analytics

Detection of rare events,
emotional evaluation,

internet social network, study
of statistical information

integrating, segmenting, and
clustering

Informational integration,
administrative data, and

ontological analytics textual
examination performance,

and appraisal rule of
categorization and linkage

Mining associations and
clusters, ontologies of health

social media network,
research data amalgamation
monitoring and analysis of

health, and network
evaluation text analysis

visualization

Linguistic text analytics,
financial information

analytics, GPS data evaluation
sentiment analytics and social
media network analytics,
anomalous observation,

criminal network
investigation, and

visualization

Applications

Funding and donation
methodologies,

recommendation methods,
and system of transparent

dispersion

Design of a resource,
management policy,
engagement and

involvement of patients

Healthcare administration,
support for healthcare

decisions, healthcare service
assessment, knowledge
acquisition, patient

vigilance, and universal
healthcare

Criminal investigation,
healthcare protection, patient
safety, and intelligent care,

recommendation system, and
security administration

Contributions

To improve customer
satisfaction, increase

transparency and healthcare
funding, and ensure

responsibility

Enhanced administrative
mobility, ensure

appropriate actions at the
proper time and location,
remove congestion, and

advocate for a strategy that
is effective and efficient

Enhance healthcare
(diagnosis, treatment, and
therapy), patient-centered
health care, develop an
uninterrupted system for

health monitoring

Enhance health care
protection and reliability
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fragmented and enormous, big data in health care leads to
information quality and technology problems, making it a
barrier to accomplishing healthcare vision [33]. Security and
privacy issues along with the history of big data include the
privacy of healthcare data which is serious because of po-
tentially essential and sensitive information about individual
healthcare providers. In order to make healthcare data
unavailable in public, it must be secured from unauthorized
access, preventing the data from attackers. 'is means se-
curity is the most important task, which is also a challenge
[34].

5.2. Privacy. 'e most vital fault is the lack of intimacy and
privacy. Big data must have access to almost everything, even
social media life and private recordings, to have enough
effects. However, because of revealing private information,
the price is paid. Moreover, there is no patient freedom.
However, there are regulations for stating medical record-
ings’ privacy. However, they are not considered since it is
believed that the information of someone should not be
forbidden. At the same time, it is related to their health. 'e
privacy risks associated with big data in health care have
been stopped in articles such as big data privacy and security
in health care [35].

5.3. Health Information Systems on the Cloud. 'e adoption
of cloud-based platforms has improved and streamlined the
design, development, and deployment of clinical informa-
tion systems, hospital administrative information, and
medical images [15]. Several such structures are in place to
facilitate data collection (for example, the entities are often
provided with mobile user interfaces to cloud services to
gather and manage healthcare information). In addition,

these systems facilitate information exchange between
various medical structures, hospitals, and patients since they
integrate data in several ways. 'e performance of the
system is rarely considered. Security and privacy, considered
essential, are often at the center of their design (see Figure 3).

5.4. Telepathology, Telehealth, and Disease Surveillance.
Telepathology services were envisioned as a possible out-
come of combining robotic microscopy, video imaging,
databases, and the then-new availability of broadband
telecommunications in the 1980s. Many contributions
demonstrating ICT applications have been presented, il-
lustrating how ICTs can assist with telemedicine, tele-
pathology, and disease monitoring. Research has been
conducted on two problems: (1) general frameworks for
most cases and (2) studies that focus on particular diseases,
such as cancer detection, cardiovascular disorders, diabetes,
Parkinson’s disease, and Alzheimer’s disease. 'ese moni-
toring systems may then be utilized as a tool for large-scale
research and as a means for customizing therapies (as in P4
Medicine). Likewise, surgery is expected to become more
transparent in the future. Open surgery operating rooms
often use video cameras for lighting. It allows an infinite
number of viewers to view the surgical operation. Tele-
consultation is possible with these instruments, eliminating
the need for the consultant to be physically present. A re-
mote consultant may use telepresence during surgery if an
active camera holder is used and the remote consultant can
move the camera. It is physically impossible for the surgeon
to see the operating room when telesurgery is used. 'e
availability of limited virtual pathways to fog services at the
edge could assist in closing the gap when best-effort Internet
connections are insufficient for some types of applications
(e.g., to recreate the effect of a microscope locally). Providing
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Figure 3: 'e communication technology utilized by the human body to transmit signals to the cloud.
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remote federated sites with tools for offloading sophisticated
image processing and data mining operations, it may, for
instance, allow remote federated sites to cooperate on
nontrivial diagnoses without experiencing increased cloud
access latency (see Table 5).

6. Big Data Management in the
Healthcare System

Healthcare activities generate large amounts of data. Ana-
lytical procedures should be used to derive actionable
judgments from datamanagement technologies.'is section
is divided into five subsections: machine learning-based,
agent-based, cloud-based, heuristic-based, and hybrid-
based. Further, in this section, the chosen articles are de-
scribed in their approach, differences, advantages, and
drawbacks (see Figure 4).

'is section examines the most common machine
learning techniques for managing extensive healthcare data
along with their fundamental characteristics. In the last few

years, machine learning methods have been used to process
large amounts of data based on artificial intelligence
methods and historical databases. 'erefore, machine
learning techniques can be compellingly applied to this
problem [31].Machine learning algorithms play a significant
role in managing massive biomedical data based on current
issues in biomedical data [32].

7. Discussion on Intelligent Health Care

Sensor data are primarily unstructured in intelligent health
care. Sensor-based health and wellness monitoring generate
unstructured data beyond the human ability to process and
analyze manually. 'ere is a huge gap between the potential
and the utility of such an enormous amount of unstructured
data. 'e vast amount of unstructured data from streaming
sensors is useless due to its variability and complexity. Data
analytics pipelines for intelligent healthcare applications
follow a similar process to the standard analytical method.
Data management, processing, and finding are critically

Table 5: Health conditions and their corresponding sensors and symptoms.

Diseases Symptoms Sensors

Stroke

In addition to losing your equilibrium, experiencing facial
weakness, feeling numb on one side of your body, having
difficulty speaking and interpreting, experiencing blurred
vision in one or both of your eyes, and experiencing vertigo

(vertigo caused by a severe headache)

Heart rate sensor, EEG, ECG, EMG, EOG, acceleration sensor,
Samsung EDSAP, pulse oximeter, respiratory rate, blood

pressure, and pulse oximeter

Lung cancer
'e symptoms of chronic coughing include bloody

coughing, bone pain, breathing problems, chest discomfort,
headache, and weight loss

Sensors for measuring pressure, temperature, and
acceleration, as well as FET-based biosensors

Blood
cancer

Itchy skin, enlarged, painless lymph nodes in body parts,
aching bones, fever, coughing, bone pain, and fever are

symptoms of lymphoma

Electrochemical biosensors, optical biosensors, CMOS,
thermometers, PPG, accelerometers, heart rate sensors, and

blood flow sensors

Cardiac Symptoms include chest discomfort, shortness of breath,
weakness, and pain throughout the body

It has a heart rate monitor, pulse oximeter, accelerometer,
glucose biosensor, blood pressure monitor, camera (image),
microphone, acceleration sensor, PPG, pressure sensor,

piezoelectric sensor, electrochemical sensor, and FET-based
sensor.

Parkinson’s
Symptoms of essential tremor include tremor, stiffness of
muscles, slow movements, speech difficulties, mechanical

movement difficulties, and difficulty writing

An accelerometer, a magnetometer, a gyroscope, an EMG, an
EEG, and a bend sensor

Sensing Layer Communication Layer Network Storage Layer Application Layer

Cloud, Fog, Edge
Computing

ECG, EMG, EEG, Blood
Pressure Sensor,

Temperature Sensor,
RFID, GPS, Wrist Band,

smart Phone etc.

RFID

Sigfox

NFC

ZigBee

Clinician

Remote
Monitoring

Warning

Mobile
App

Figure 4: A four-layer system for IoT-based health monitoring.
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important in health care [33, 34]. 'e correct data must be
collected at the right time and context for an effective data
discovery process. 'ere needs to be an end to the division
between numerous fields, such as medical science and com-
puter science, for context-awareness in healthcare applications
[35].Data curation is, therefore, more useful when addressing
effective data discovery when it comes to improving knowledge
of patient physiological and psychological care.

7.1. Interpretation of Data. Predictive analytics may be more
effective when combined with structured and unstructured
EHR data. Clinical events can be extracted from EHR data,
and comparable phrases can be categorized in semantic
space. By concatenating their representation using semantic
space, structured and unstructured data are integrated more
efficiently than if the occurrences are represented separately.
Using semantic spaces to extract clinical language from
EHR, diverse and distributed representations can predict
clinical outcomes effectively. 'e lack of an agreed-upon
standard for terms, acronyms, and abbreviations further
complicates the semantic categorization of datasets. 'is
factor may impair the effectiveness of semantic classification
based on similar terms. Various types of information can be
collected from health records for purposes such as phar-
macovigilance, phenotyping, and illness detection. Data
from EHRs, EMRs, PHRs, and omics provide a wealth of
information for many different medical fields. However,
they should also be used to enhance healthcare. 'e model
has been evaluated through interviews with domain experts,
following the combination of clinical and genomic data for
deep cancer phenotyping. In this study, real-time datasets
could neither be used to assess the representation standard
nor assess the suggested model. A robust knowledge base
and accurate data modeling may facilitate using unstruc-
tured clinical notes from multiple institutions. 'e inter-
pretation of data is equally important as obtaining usable
information from various forms of health records, and this is
called enhanced unstructured data analytics.

7.2.Quality ofData. 'e literature has identified that several
quality parameters can be used to enhance and assess sig-
nificant data quality, such as correctness, completeness,
consistency, timeliness, objectivity, interpretability, and
accessibility. Unstructured, heterogeneous, and noisy data
add to the difficulty of this task because of their heteroge-
neity, lack of structure, noise, and the lack of a preset model.
In addition to understanding psychological disorders, social
media analytics helps to understand society’s most prevalent
illnesses. Social media analytics has most of the quality issues
compared to other fields because postings, reviews, and
comments cannot be standardized. Several linguistic issues
impede clean analytics. It may be possible to increase an-
alytical efficiency by using hashtags. However, computer,
media, and healthcare knowledge are necessary to under-
stand healthcare social media better. As part of effective
healthcare analytics, database aggregation and data cleansing
may reduce data heterogeneity, lack of structure, and other
quality challenges.

8. Conclusion

'is paper is a brief discussion of some successful work.
Privacy and security have also been presented in phases of
big data analytics along with the faults and benefits of these
technologies in big healthcare data. Big data analytics has
held the gap between structured and unstructured data. A
well-known obstacle to overcome is the shift to an integrated
data environment. 'e aim and principle of big data are
gaining more information; more insights from this infor-
mation and the ability to predict future data healthcare
market show a rapid growth rate which several reliable
healthcare companies project. However, in a short time, we
have seen a range of analytics in use which has shown
improvement effects on health care industry decisions.
Computational experts have been forced by the exponential
growth of medical data from different domains to design
strategies to interpret and analyze various amounts of data.
In every area, big data challenges are as follows: storing,
searching, capturing, sharing, and analyzing data. Some
extra challenges include real-time processing, data quality,
privacy and security, and heterogeneous data. Also,
healthcare data standards are among the challenges of big
data analytics in healthcare systems. [36].
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With the rapid development of deep learning, automatic lesion detection is used widely in clinical screening. To solve the problem
that existing deep learning-based cervical precancerous lesion detection algorithms cannot meet high classi�cation accuracy and
fast running speed at the same time, a Shu�eNet-based cervical precancerous lesion classi�cation method is proposed. By adding
channel attention to the Shu�eNet, the network performance is improved. In this study, the image dataset is classi�ed into �ve
categories: normal, cervical cancer, LSIL (CIN1), HSIL (CIN2/CIN3), and cervical neoplasm.�e colposcopy images are expanded
to solve the problems of the lack of colposcopy images and the uneven distribution of images from each category. For the test
dataset, the accuracy of the proposed CNN models is 81.23% and 81.38%. Our classi�er achieved an AUC score of 0.99. �e
experimental results show that the colposcopy image classi�cation network based on arti�cial intelligence has good performance
in classi�cation accuracy and model size, and it has high clinical applicability.

1. Introduction

Cervical cancer is the fourth most common female cancer.
�e statistics of WHO show roughly 604,000 new cases
worldwide in 2020, accounting for 6.5% of all new cancer
cases in women [1]. �e early cure rate of cervical cancer is
high, but the lack of signs and symptoms at this stage hinders
the early diagnosis. A successful screening program can
avoid cervical cancer death and reduce the incidence and
persistence of the disease [2]. According to statistics, more
than 311,000 cervical cancer deaths occur every year. Due to
the lack of experienced health care sta� and insu¡cient
funds for the screening system, cervical cancer screening
facilities are very scarce in developing countries [3].
�erefore, it is necessary to use automated and e�ective
screening methods, to reduce the cost of early detection of
cervical cancer. Cervical cancer screening follows the fol-
lowing work¢ow: HPV test, cytology or PAP smear test,
colposcopy, and biopsy [4]. �e PAP smear image screening
is to take a small number of cell samples from the cervix of
the uterus, placing them on glass slides, and then study

whether they are abnormal under a microscope. �is
method is time-consuming and depends on the experience
of pathologists. Di�erent pathologists will see di�erent re-
sults in the same �lm. �e HPV test is a DNA test. PAP
smear and HPV test are very expensive treatments with low
sensitivity. �erefore, colposcopy is widely used in devel-
oping countries. Colposcopy identi�es cervical lesions by
using a low magni�cation microscope under a strong light
source [5]. Its accuracy highly depends on the skills of
physicians. �ere are signi�cant di�erences in the detection
rate of lesions among di�erent colposcopy physicians. �is
has aroused people’s attention to the insu¡cient diagnosis of
lesions (including missed diagnosis of cervical cancer) and
excessive diagnosis of lesions [6–9]. Excessive diagnosis of
lesions may lead to the excessive treatment of low-grade
cervical lesions, increasing the risk of infection and eco-
nomic burden [10].

In recent years, deep learning has gradually become
popular in the �eld of medicine. �e purpose of medical
image processing is to restore the original unclear image, to
highlight some characteristic information in the image, or to
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classify the image. Medical images include MRI, CT, ul-
trasound images, and blood smear images [11, 12]. Con-
volutional neural network (CNN) is an important end-to-
end deep learning model [13], which is mainly used in image
recognition, segmentation, and target detection in medical
image processing. Ai-assisted colposcopy can help colpo-
scopy specialists improve their diagnostic performance,
optimize clinical workflow, and relieve pressure on colpo-
scopy physicians and hospitals, which has great potential to
improve cervical cancer screening performance.

We propose a method for the classification of cervical
precancerous lesions based on deep learning. *e main
contributions of this paper are as follows:

(i) Different grades of cervical precancerous lesions,
cervical neoplasm, and cervical cancer were
classified.

(ii) A deep inverted residual network based on the
improved additional channel attention of Shuf-
fleNet is proposed.

(iii) Compared with the traditional residual network, the
inverted residual network can not only ensure the
automatic extraction of features in the image but
also reduce the amount of calculation and improve
the calculation speed of the model.

*e structure of this paper is as follows: Section 2 in-
troduces the proposed deep learning model. Section 3 de-
scribes data sources and processing. Section 4 is experiment
and analysis. Section 5 concludes this work.

2. Materials and Methods

2.1. Depthwise Separable Convolution. Deep CNN networks
such as ResNet [14] and DenseNet [15] have greatly im-
proved the accuracy of image classification. However, in
addition to accuracy, computational complexity is also an
important index to be considered by the CNN network.
Complex networks may run slowly. Some specific scenes,
such as an unmanned vehicle, need low latency, and edge
computing devices also need small models that are both
accurate and fast. To meet this demand, lightweight deep
learning networks such as MobileNet [16] and ShuffleNet
[17] have been proposed, which achieve a good balance
between speed and accuracy.

To speed up the calculation speed of the network and
reduce the amount of calculation, MobileNet proposes
depthwise separable convolution. For the traditional con-
volution, an input feature graph with a size of (W, H, Cin) is
used to obtain an output feature graph with a size of (W, H,
Cout) through convolution operation using an N×N con-
volution kernel. At this point, the computational quantity is

W × H × Cin × Cout × N × N. (1)

Depthwise separable convolutions are divided into
depthwise convolutions and pointwise convolutions. Depth-
wise convolutions are equivalent to using the convolution
kernel with the number of channels of 1 to perform separate
convolution operations on each channel of the input feature

map. *e feature map with the same number of output and
input channels needs to be multiplied W×H×Cin×N×N
times. Pointwise convolution, a simple 1× 1 convolution,
needs W×H×Cin ×Cout times of multiplication calculation.
Compared to ordinary convolution, the calculation amount of
depthwise separable convolution can be reduced:

W × H × Cin × N × N + W × H × Cin × Cout

W × H × Cin × Cout × N × N
�

1
Cout

+
1

N × N
. (2)

2.2. Inverted Residual Network with Additional Channel
Attention. ShuffleNet has similar ideas with MobileNet,
Xception [18], and ResNet. It uses channel shuffle and
depthwise separable convolution to optimize the residual
structure of ResNet, which not only ensures the network
accuracy but also improves the operational efficiency of the
model. Unlike the traditional residual module, which di-
rectly integrates the features of the deep networks and
nondeep networks obtained through multiple convolu-
tions, the inverted residual module divides the input fea-
ture map into two batches X1 and X2, X2 through
depthwise separable convolution and twice 1× 1 con-
volution + batch standardization + activation function, X1
and X2 are fused with deep and nondeep features, and
finally, channel shuffle is used to mix deep and nondeep
features. Suppose that the input layer is divided into G
groups, and the total number of channels is G× n. First,
divide the channel into two dimensions (G, n), then
transpose these two dimensions into (n, G), and finally
reshape them into one dimension G× n. *e ShuffleNet
structure model is shown in Figure 1. *e channel shuffle
process is shown in Figure 2.

To make the classification more accurate, we add the
Squeeze-and-Excitation Networks (SE) [19] and the Selec-
tive Kernel Networks (SK) [20] to the model, respectively.
*e SE model is shown in Figure 3. Firstly, a feature map U
with a total number of channels C and a size of H×W is
flattened into a feature vector of (1, 1, C) by a global pooled
Fsq shown as follows:

Zc � Fsq Uc(  �
1

H × W


H

i�1


W

j�1
Uc(I, j). (3)

*e activation function and linear mapping are added to
the feature vector to add more nonlinear conditions, which
can better fit the complex correlation between channels.
Finally, the calculated channel features are multiplied by the
original feature map to obtain the output of channel at-
tention. *e SE model strengthens the important features
and weakens the unimportant features by controlling the
size of the channel proportion, to make the extracted fea-
tures more directional.

Channel attention is allowed to be inserted between each
feature map. After the SE channel attention is inserted into
the depth-separable convolution, feature extraction of
channel dimension is carried out on the depthwise separable
convolution output. *e inverted residual network structure
model fusing the SE module is shown in Figure 4.
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SK is mainly the same as SE. *e difference is that SENet
performs attention on the channel, while SKNet performs
attention on the convolution kernel. SKNet uses convolution
check feature maps of different sizes in the network to
extract features of different scales and then extracts channel
attention after fusion of features of different scales. Its
network model is shown in Figure 5.

To compare with SE, SK is also used in depthwise
separable convolution. *e inverted residual network
structure model fusing the SK module is shown in Figure 6.

First, the input feature maps are computed by a
depthwise separable convolution conv_1 with a convo-
lution kernel size of 3 × 3, and a depthwise separable
convolution with a convolution kernel size of 3 × 3 and a
dilation factor of 2 in different scales; then the two output
feature maps are summed for global pooling, and the
pooling layer is computed similar to the SE channel at-
tention; subsequently, the output of two-channel features
are multiplied with conv_1 and conv_2 in the channel
dimension to obtain two feature maps of mixed channel
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attention at different scales, and then the two feature
maps are summed to obtain the SK attention output
features.

3. Data Source and Processing

3.1. Cervigram Dataset. *e cervical cancer screening
dataset was provided by the Department of Gynecology,
Affiliated Hospital of Hebei University (as show in Table 1).
*e dataset consisted of colposcopy images of different
grades of precancerous lesions (normal, CIN1, and CIN2/3),
cervical neoplasm, and cervical cancer. *ere are 1,189
patients, totaling 6,996 images.

3.2. Dataset Making Principle. In this study, data split into
training and validation subsets using a 90% to 10% ratio.

Since the uneven distribution of the provided dataset in
each category and the number of samples is small, data
augmentation is used to add images for five categories
(normal, cervical cancer, HSIL, LSIL, and cervical neo-
plasm). Data augmentation is used to improve the overall
structural security of the trained model. *ere are two ways
to enhance the data: one is to get new images; another
method is to augment the data, i.e., to create more available
data using already available data such as flips, translations, or
rotations to make the neural network more generalizable.
*ree data augmentation methods used in this paper are as
follows:

(i) Randomly cropping the image size to 224× 224
(ii) Image standardization processing
(iii) Random horizontal and vertical image flipping

4. Experiments and Performance Analysis

4.1. Experimental Conditions. To ensure the iterative effi-
ciency and improve the model stability and generalization
ability, in this study, the network parameters are optimized
by stochastic gradient descent (SGD) algorithm using nes-
terov gradient descent with weight decay of 1e – 4, learning
momentum of 0.9, and several single batch treatments of 32.
Each model is trained for 100 cycles, and the initial learning
rate is set to 0.05. *e CNN algorithm is implemented in
PyTorch coding framework. Model training and evaluation
are conducted using Intel (R) Xeon (R) Gold 6240 CPU@
2.60GHz and NVIDIA RTX 2080ti GPU. All programs run
on Ubuntu 18.04.5 LTS.

4.2. Evaluation Metrics. To evaluate the algorithm effec-
tively, this paper uses training loss and model accuracy for
measurement in the training phase. In the test phase, this
paper introduces the confusion matrix as the basic evalu-
ation criterion, and the confusion matrix contains four parts
of information:

(i) TN, which is the true negative, can represent the
number of negative samples predicted as negative

(ii) TP, which is the true positive, can represent the
number of positive samples predicted as positive

(iii) FN, which is the false negative, can represent the
number of positive samples predicted as negative

(iv) FP, which is the false positive, can represent the
number of negative samples predicted as positive

Since the proposed model is a multiclassification model,
accuracy, precision, recall, and F1-scores can be calculated
according to the above four indicators. *e area-under-the-
curve (AUC) score and the confusion matrix are also used to
evaluate the performance of the model. *e classification
accuracy, precision, recall, and F1 score can be obtained by
(4)–(7).

Accuracy(%) �
TP + TN

TP + FP + TN + FN
× 100, (4)

Precision(%) �
TP

TP + FP
× 100, (5)

Recall(%) �
TP

TP + FN
× 100, (6)

F1 − score(%) �
2 × Recall × Precision
Recall + Precision

× 100. (7)

*e receiver operating characteristic (ROC) curve is a
comprehensive index that shows continuous changes in
sensitivity and specificity. According to the position of the
curve, the whole graph is divided into two parts. *e area
under the curve is called AUC. *e higher the AUC score,
the better the performance of the classification model. *e
confusion matrix reflects the confusion caused by the
classifiers when dealing with multiclassification problems.
*e value on the diagonal represents the number of correctly
classified images of each class.*e darker the diagonal color,
the better performance of the classifiers. In this paper, the
prediction results are normalized.

4.3. Contrasting Experimental Results and Analysis. To
evaluate the effectiveness of the classification network
proposed in this paper, we compare the proposed neural
network model with VGG-16 [21], ResNet34, GoogleNet
[22], DenseNet121, MobileNet, ShuffleNet, ShuffleNet_SK,
and ShuffleNet_SE. To compare the results more confi-
dently, all models use the dataset in this paper and are
trained in the same training environment. As shown in
Table 2, this study compares the accuracy, precision, recall,

Table 1: Cervix types in cervigram dataset.

Type Label Number of images
Normal 0 2352
LSIL 1 780
HSIL 2 2532
Cervical cancer 3 408
Cervical neoplasm 4 924
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and F1-scores of the above networks. *e mean and stan-
dard deviation were used to summarize the results. *e
results show that the classification ability of the improved
network is significantly improved.

Figures 7 and 8 show that the model size of the improved
network is greatly reduced compared with the traditional
classification network and also greatly reduced compared
with the lightweight network MobileNet. In terms of clas-
sification accuracy, the improved network maintains high
recognition accuracy, and the classification performance is

improved compared with the unimproved ShuffleNet and
significantly improved compared with MobileNet. Our
model can improve computational efficiency significantly
while achieving good performance in terms of classification
accuracy, thus representing a reasonable balance between
model size and performance.

As shown in Figure 9, the improved network may not be
as effective as the network before improvement in one index,
the prediction accuracy of the network model with SENet
added is better.
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Figure 7: Accuracy comparison.
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Figure 8: Model size comparison.

Table 2: Network comparison experimental data.

Method Accuracy (%) Precision (%) Recall (%) F1-score (%)
VGG-16 50.72± 2.12 45.63± 3.25 45.67± 1.02 45.07± 1.59
ResNet34 83.95± 4.02 84.88± 3.18 81.28± 4.51 82.81± 3.44
GoogleNet 53.72± 5.42 47.43± 4.77 51.73± 4.82 45.09± 5.03
DenseNet121 86.39± 1.45 87.00± 1.91 83.95± 2.62 85.17± 1.98
MobileNet 54.30± 1.57 65.12± 2.18 44.60± 1.69 43.45± 2.03
ShuffleNet 80.37± 2.06 79.90± 1.89 79.42± 1.58 79.60± 1.95
ShuffleNet_SK 81.23± 2.03 81.65± 1.64 79.88± 2.25 80.67± 1.83
ShuffleNet_SE 81.38± 1.95 81.76± 2.32 80.74± 1.87 81.16± 2.26
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5. Conclusions

*is paper has proposed a dataset of colposcopic images using
colposcopic images of cervical precancerous lesions and cer-
vical cancer patients of different grades. We have also used six
neural network models for comparative experiments and
proposed two new deep learning-based lightweight network
models ShuffleNet_SK and ShuffleNet_SE for multi-
classification of cervical diseases. *e classification perfor-
mance is improved by adding attention on the inverted residual
network. As a result, ShuffleNet_SK and ShuffleNet_SE
achieved classification accuracy of 81.23% and 81.38%, re-
spectively. *e proposed networks are suitable for the mobile
terminal with limited computing resources, which can classify
cervical diseases more accurately and faster, so as to meet the
demand of real-time, and has more practical clinical appli-
cation value. Additionally, they can also be applied to prescreen
for other types of cancer, reducing missed detection by
physicians.
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[6] F. Stübs, G.Mehlhorn, P. Gass et al., “Accuracy of colposcopy-
directed biopsy in detecting early cervical neoplasia,”
Geburtshilfe und Frauenheilkunde, vol. 78, no. 10, pp. 193-194,
2018.

[7] L. Denny, L. Kuhn, M. De Souza, A. E. Pollack, W. Dupree,
and T. C. Wright, “Screen-and-Treat Approaches for Cervical
Cancer Prevention in Low-Resource Settings:a randomized
controlled trial,” JAMA, vol. 294, no. 17, pp. 2173–2181, 2005.

[8] R. Sankaranarayanan, B. M. Nene, S. S. Shastri et al., “HPV
screening for cervical cancer in rural India,” New England
Journal of Medicine, vol. 360, no. 14, pp. 1385–1394, 2009.
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e classi�cation and identi�cation of arrhythmias using electrocardiogram (ECG) signals are of great practical signi�cance in the
early prevention and diagnosis of cardiovascular diseases. In this study, we propose an arrhythmia classi�cation algorithm based
on two-dimensional (2D) images and modi�ed E�cientNet. First, we developed a method for converting original one-di-
mensional (1D) ECG signals into 2D image signals. In contrast with the existing classi�cation method that uses only the time-
domain features of a 1D ECG signal, the classi�cation of 2D images can consider the spatiotemporal characteristics of the signal.
en, to better assign feature weights, we introduced an attention feature fusion module (AFF) into the E�cientNet network to
replace the addition operation in the mobile inverted bottleneck convolution (MBConv) structure of the network. We selected
E�cientNet for modi�cation because, compared with most convolutional neural networks (CNNs), E�cientNet does not require
manual adjustment of parameters, which improves the accuracy and speed of the network. Finally, we combined the 2D images
and the improved E�cientNet network and tested its performance as an arrhythmia classi�cation method. Our experimental
results show that the network training of the proposed method requires less equipment and training time, and this method can
e�ectively distinguish eight types of heartbeats in the MIT-BIH arrhythmia database, with a classi�cation accuracy of 99.54%.
us, the model has a good classi�cation e�ect.

1. Introduction

e 2020 report on cardiovascular health and disease in
China shows that the incidence and mortality of cardio-
vascular disease have been increasing, while the age of onset
has been decreasing [1]. Arrhythmia is an important group
of cardiovascular diseases, and its early detection plays a
crucial role in the treatment of cardiovascular diseases. e
diagnosis of arrhythmia mostly depends on the electro-
cardiogram (ECG), and the classi�cation of arrhythmia by
analyzing the ECG has become a hot research topic [2].

e traditional classi�cation and identi�cation of ar-
rhythmia rely mainly on extracting features [3] such as
timing features, statistical features, and morphological fea-
tures [4–7]. e QRS complex, the most widely utilized
feature in the �eld, is generally processed by employing
Hermite polynomials, wavelet transforms, high-order sta-
tistics, and other techniques before extractingmorphological

characteristics [5–13]. Because of the emergence of deep
learning, researchers often use neural network feature se-
lection instead of manual feature selection to achieve au-
tomatic feature extraction [14–25]. Hannun et al. [19]
directly input the one-dimensional (1D) ECG signal into the
improved ResNet-34 deep learning network for the �rst
time, realizing end-to-end arrhythmia classi�cation. Lu et al.
[24] used the convolution method to convert the 1D ECG
signal into a two-dimensional (2D) image for the �rst time,
and they fused temporal features for the classi�cation of �ve
types of arrhythmia, with an accuracy rate of 99%. Huang
et al. [20] converted ECG signals into time-spectrograms
through a short-time Fourier transform, and used 2D
convolutional neural networks (CNNs) to classify �ve types
of arrhythmias, achieving an accuracy of 99%. Compared
with the 1D training accuracy of 90.93%, the 2D image
training e�ect was better. Naz et al. [23] converted ECG
signals into 32 × 32 binary images and used several deep
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CNNs for ventricular tachyarrhythmia recognition,
achieving an accuracy of 97.6%. Maskeliunas et al. [25]
obtained the statistical features extracted from 2D images
based on Gramian angular field (GAF), achieving 86% ac-
curacy in the classification of premature ventricular con-
traction (PVC) beats versus normal (NOR) beats. Akbar
et al. [17] extracted ECG signal features based on time-
spectral entropy and input them into the CNN, realizing the
classification of five types of arrhythmias, and the classifi-
cation accuracy reached 98.33%. In the same year, Min et al.
[21] used the GAF transformation to convert 1D signals into
2D signals and then utilized the transfer CNN to achieve the
classification of five types of arrhythmias. +e above
methods convert 1D ECG signals into 2D signals and use
neural networks to classify them with good results, but
manual parameter tuning is required in most CNN struc-
tures, the number of iterations is high, the process is
complex and time-consuming, equipment requirements are
high, there are few types of arrhythmias involved in ar-
rhythmia classification, and there is still room to improve the
classification accuracy.

To improve classification accuracy, the width, depth, or
resolution of the network is generally increased. Although
two or three dimensions can be arbitrarily scaled, arbitrary
scaling requires tedious manual tuning, and usually still
produces sub-optimal accuracy and efficiency. Tan et al.
[26] proposed EfficientNet, whose main idea is to search for
an efficient baseline and then use hybrid scaling, which
combines depth, width, and resolution scaling according to
certain rules. It has few network parameters and a much
higher speed while providing good accuracy, which im-
proves the practicality of the network as well as the in-
dustrial landing possibility. +rough transfer learning, the
EfficientNet network has achieved a good level of perfor-
mance on several well-known data sets and good results in
medicine [27–30]. Feature fusion is usually implemented
with simple linear operations. Attention feature fusion
(AFF) [31] can better fuse semantically inconsistent and
scale-inconsistent features and is suitable for short
connections.

In this study, we developed a preprocessing method to
convert 1D ECG signals into 2D images and modified the
EfficientNet network to achieve arrhythmia classification.
We selected EfficientNet for modification due to its transfer
learning capabilities, fast training speed, and high efficiency
and because it does not require manual adjustment of
network parameters. +e aim of the modification was to
improve EfficientNet and apply it to arrhythmia classifica-
tion. +e novelty and contribution of this study are as
follows:

(1) A preprocessing method is proposed to convert the
original 1D ECG signal into a 2D image, which
reflects the spatiotemporal features of the signal.

(2) AFF is introduced to replace the addition operation
in the MBConv structure of the EfficientNet
network.

(3) +e proposed method effectively distinguishes eight
types of heartbeats in the MIT-BIH arrhythmia
database, with a classification accuracy of 99.54%.

2. Materials and Methods

In this section, we will briefly introduce the database that we
used for ECG classification and describe our data pre-
processing and network. +e flow diagram of the proposed
method is shown in Figure 1.

2.1. Database. We obtained the experimental data in this
study from the MIT-BIH arrhythmia database, which has
approximately 110,000 ECG beats, including 16 different
types of arrhythmias [32, 33]. Considering that unclassifiable
beats such as paced heartbeats in the database have usually
been ignored in prior ECG arrhythmia classification studies,
we selected eight common arrhythmias for classification in
this study: NOR, PVC, paced beat (PAB), right bundle branch
block beat (RBBB), left bundle branch block beat (LBBB),
atrial premature contraction (APC), ventricular flutter wave
(VFW), and ventricular escape beat (VEB). +e selected data
codes and sample numbers are shown in Table 1.

2.2. Preprocessing. ECG signal preprocessing mainly refers
to beat segmentation and signal filtering. Generally, a
relatively complete ECG signal includes at least the P
wave, QRS complex, and T wave, and the time intervals of
each waveband are shown in Table 2 [34]. It can be seen
from Table 2 that the minimum duration of the complete P
wave, QRS complex, and T wave is 0.44 s (including the
P–R interval and Q–T interval). Combined with the
sampling frequency of 360 Hz, a relatively complete
heartbeat sequence length of at least 158 sample points
can be obtained. Figure 2(a) shows the original waveform
of an ECG signal, whose horizontal coordinate is the
number of sampling sequence points, and the vertical
coordinate is the amplitude of the ECG signal. We took
the R-peak marked by the expert as the dividing point and
extended pointm1 to the left (including the R-peak point),
extended point m2 to the right (excluding the R-peak
point), and performed dynamic segmentation to form a
cardiac slice, which contained a relatively complete P
wave, QRS complex, and T wave. +en, we made a single
heartbeat ECG signal waveform diagram, setting
A � A1, A2, . . . . . . At , as shown in Figure 2(b), where the
displayed abscissa range is [nmin, nmax], and the ordinate
range is [Amin, Amax]. To unify the distribution of beats, we
normalized the beats and converted them into 2D images.
We set the amplitude of the ECG signal as
Afn, n ∈ [1, m1 + m2]  and the pixel value of the 2D
image as Ia,b, a ∈ [1, 224], b ∈ [1, 224] . +e correspond-
ing point relationship of the conversion from the 1D ECG
signal to the 2D image signal is shown in Figure 2(b), and
the conversion formulas are as follows:
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Table 1: MIT-BIH arrhythmia database.

Type Records Number of beats
NOR 100, 101, 103, 105, 108, 112, 113, 114, 115, 117, 121, 122, 123, 202, 205, 219, 230, 234 75,016
PVC 106, 116, 119, 200, 201, 203, 208, 210, 213, 215, 221, 228, 233 7,130
PAB 102, 104, 107, 217 7,024
RBBB 118, 124, 212, 231 7,256
LBBB 109, 111, 207, 213 8,072
APC 209, 220, 222, 223, 232 2,544
VFW 207 472
VEB 207 106
Total 107,620

Table 2: Time interval table of each waveband of the ECG signal.

Wave P P−R QRS Q−T T
Time interval (s) 0.12 0.12–0.20 0.06–0.10 0.32–0.44 0.05–0.25

ECG signals 2D images

ImageNet

Pre-training

Improved
EfficientNet

Heartbeat
Classification

Preprocessing

Figure 1: Flow diagram of the proposed method.
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Figure 2: Data preprocessing: (a) heartbeat interception: extract a heartbeat from the original signal and (b) 1D to 2D: transform a 1D signal
into a 2D image.
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I(a, b) �

255∗
Afn − min Afn( 

max Afn(  − min Afn( 
a � x&b � y

255 else

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

, (1)

x � 224∗
n − nmin

nmax − nmin
, (2)

y � 224∗
Afn − Amin

Amax − Amin
. (3)

Among these formulas, (1) returns the pixel expressions
for 2D images, (2) is the formula for transforming the
horizontal coordinates of 2D images, and (3) is the formula
for transforming the vertical coordinates of 2D images. +e
pseudocode of the proposed preprocessing method is shown
in Algorithm 1.

+ere is a lot of noise in the process of ECG signal
acquisition owing to the influence of the in vivo and in vitro
environment; thus, we used the morphological corrosion
function to denoise the 2D images to create a heartbeat
sample.

3. Improved EfficientNet

EfficientNet features several distinct network models
ranging from B0 to B7, with B1 to B7 continuously in-
creasing the number of layers, parameters, and sub-blocks
based on B0. Simultaneously, the resolution of the input
image is growing, which means that equipment needs are
continually increasing. Here, we chose the EfficientNet-B0
network as the classification model based on the features
included in the 2D images of the cardiac slices and the
hardware resources of the available equipment. +e network
input image resolution requirement for EfficientNet-B0 is
224× 224. As shown in the analysis in Section 2.2, trans-
forming the waveform picture into an image with a reso-
lution of 224× 224 meets the requirements.

+e MBConv module is the core structure of the Effi-
cientNet-B0 network. Its structural diagram is shown in
Figure 3(a). A simple addition operation is used to realize the
feature fusion of different branches. In this study, we in-
troduced the AFF [31] to replace the addition operation in
the MBConv structure so as to better allocate the weight of

the features. +e improved MBConv structure is shown in
Figure 3(b), and the mapping relationship of AFF is

Z � M(X∪Y)⊗X +(1 − M(X∪Y))⊗Y, (4)

where ∪ is the initial feature fusion of the two input features
(X and Y), M is the multi-scale attention module function,
and ⊗ represents feature multiplication.

4. Results and Analysis

To validate the effectiveness of the algorithm, we performed
model training on Intel CPU, NVIDIA GTX1650 GPU,
using the Python-based PyTorch framework with PyTorch
1.9 and Python 3.8. We randomly divided the ECG signal
image data set into two parts: the training set of 96,858
images, 20% of which we designated as the validation set
(19,371 images), and the test set of 10,762 images.

4.1. Heartbeat Sequence Length Comparison Experiment.
From Section 2.2, we know that a more complete heartbeat
sequence containing a complete P wave, QRS complex, and
T wave is at least 158 sample points in length. When the
intercepted heartbeat sequence is too short, the sample will
contain insufficient information, and the classification ac-
curacy will be low; when the sequence is too long, the sample
will contain a large amount of information, but some in-
formation may be redundant, so there is little room for
improving the classification accuracy, and the time it takes to
initialize data increases.

In this study, we used varied sequence lengths (L) for
related experiments to verify the influence of heartbeat
sequence length on classification performance. We defined L
as 130, 160, 170, 180, 190, 200, and 250 sample points, with
corresponding left and right extension points (m1 and m2)
satisfying m1�m2� 65, m1�m2� 80, m1�m2� 85,
m1�m2� 90, m1�m2� 95, m1�m2�100, and m1� 100
and m2�150, respectively. Figure 4(a) depicts the accuracy
of the training set versus the number of epochs of model
training for the different sequence lengths. +e accuracy of
the training set under different sequence lengths is largely
stable after 300 epochs. We chose the best model for testing,
and Figure 4(b) shows the accuracy comparison graph of the
test set over various lengths. As L increases, the accuracy of

(i) Algorithm
(ii) Input: A � A1, A2, . . . . . . At , m1, m2
(iii) Output: I� I1(a, b), . . . . . . IN(a, b) 

(iv) Begin
(v) Find R-peak points: Rindex[N]

(vi) for j� 1 to N do
(vii) Heartbeat interception: A′←A[Rindex[j] − m1: Rindex[j] + m2]

(viii) +e 1D signal to the 2D image: according to equations (1)–(3), get Ij(a, b)

(ix) Return I

ALGORITHM 1: Pseudocode of proposed preprocessing method.
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the test set increases from 130, peaks at 180, and then de-
clines. +is suggests that the duration of the heartbeat se-
quence influences accuracy and different sequence lengths
contain varied ECG signal properties. Although the physical
properties of the QRS complex are the most important for

defining the heart rate type, the P wave and Twave also have
an impact on the classification outcomes. L� 130 contains
mostly the QRS complex and has an incomplete P wave and
Twave; L� 160–200 includes a more complete P wave, QRS
complex, and T wave with more features; and L� 250
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Figure 4: Comparison of accuracy for different heartbeat sequence lengths (L): (a) comparison of training set accuracy corresponding to
different heartbeat sequence lengths, (b) comparison of test set accuracy corresponding to different heartbeat sequence lengths, and (c)
comparison of training time corresponding to different heartbeat sequence lengths.
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Figure 3: Comparison before and after the improvement of the MBConv structure: (a) the structure of MBConv and (b) the improved
structure of MBConv, wherein AFF replaces the addition operation in the MBConv structure.
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includes not only a complete P wave, QRS complex, and T
wave but also a gentle wave before and after the P wave and
after the Twave. Too many sample points make features less
distinct while also causing accuracy swings. Additionally, as
seen in Figure 4(c), more sample points equate to a longer
training time.

Considering the inevitable data imbalance in the medical
data set sample, we employed evaluation metrics such as
sensitivity, specificity, and precision [20] for further com-
parison, with the results displayed in Figure 5. When
comparing the evaluation indexes in Figure 5, it can be seen
that the total index of L� 180 is better than that of other
examples, particularly in APC, where the precision rate and
sensitivity are greatly increased. +e type of arrhythmia is
more accurate in general.

4.2. Experiment on Classification of EfficientNet Network
before and after Improvement. To verify the performance of
the classification method based on the improved Effi-
cientNet network, we conducted experiments on a sample
library of heartbeats with a sequence length L� 180. To
ameliorate the data imbalance problem in the medical data
set samples, we performed data augmentation for two types
of samples: VEB and VFW; we added four data sets with the

heartbeat sequence lengths L� 160, L� 170, L� 190, and
L� 200 to the data set of L� 180.

Table 3 shows the outcomes of EfficientNet before and
after improvement, as well as the classification evaluation
indexes before and after data augmentation. Compared with
other methods, AFF-EfficientNet-B0 + data augmentation
has significantly higher accuracy for APC and VFW com-
pared to the other three methods, with an overall accuracy of
99.54. APC is a common clinical arrhythmia with symptoms
such as palpitations, and some people may be asymptomatic;
VFW is more commonly observed in those with serious
heart problems and is diagnosed mostly through an ECG
examination. +us, the results indicate that the revised
model enhances APC and VFW recognition accuracy and
makes follow-up treatment easier.

+e classification confusion matrix of AFF-Effi-
cientNet-B0 + data augmentation is given in Figure 6.
Figure 6 shows that the categorization accuracy of all eight
ECG signal types is relatively high, and there is relatively
more confusion between the three categories of APC, PVC,
and NOR.

Figure 7 shows the typical correct sample heartbeat
maps, and Figure 8 shows some of the misidentified sample
heartbeat maps. +e main reason for the misclassification of
APC as NOR in Figure 8(a) is that this APC heartbeat picture
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Figure 5: Comparison of test results for different heartbeat sequence lengths (L): (a) comparison of test sensitivity corresponding to
different heartbeat sequence lengths, (b) comparison of test specificity corresponding to different heartbeat sequence lengths, and (c)
comparison of test precision corresponding to different heartbeat sequence lengths.
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has a large difference at the P wave compared to most of the
samples in the APC library, and the reason for the mis-
classification of NOR as APC in Figure 8(b) is that in ad-
dition to the P wave, there is also a large undulation at its T
wave, which is different from the normal NOR sample in
Figure 7.

In addition, the heartbeat of the same patient generally
has the greatest similarity in terms of APC and NOR; for
example, patient number 100 was recorded to have both
APC and NOR, so this also contributed to some extent to the
result that the model sometimes confused APC and NOR. In
Figure 8(c), the NOR sample mistakenly detected as a PVC
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Figure 6: Confusion matrix representation of the test classification results for L� 180.

Table 3: Comparison of sensitivity, specificity, and precision at L� 180.

Evaluation indicator Method
Type

APC LBBB NOR PAB PVC RBBB VEB VFW

Sensitivity

Method 1 0.89 0.995 0.998 1 0.989 0.997 1 0.979
Method 2 0.906 0.996 0.998 1 0.99 0.999 1 0.987
Method 3 0.909 0.998 0.998 1 0.989 0.997 1 0.979
Method 4 0.902 0.998 0.999 1 0.987 0.997 1 0.991

Specificity

Method 1 0.89 0.995 0.998 1 0.989 0.997 1 0.979
Method 2 0.906 0.996 0.998 1 0.99 0.999 1 0.987
Method 3 0.909 0.998 0.998 1 0.989 0.997 1 0.979
Method 4 0.902 0.998 0.999 1 0.987 0.997 1 0.991

Precision

Method 1 0.954 1 0.996 1 0.99 0.994 1 0.958
Method 2 0.962 1 0.997 1 0.986 0.993 1 0.979
Method 3 0.967 1 0.996 1 0.989 0.994 1 0.939
Method 4 0.974 1 0.996 1 0.989 0.993 1 0.987

Notes: Method 1, Method 2, Method 3, and Method 4 represent EfficientNet-B0, EfficientNet-B0 + data augmentation, AFF-EfficientNet-B0, and AFF-
EfficientNet-B0 + data augmentation, respectively.

(a) (b)

(c)

Figure 7: Typical correct sample heartbeat maps. (a) NOR. (b) APC. (c) PVC.
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sample was similar to the normal PVC sample in Figure 7,
which was an atypical case in the NOR sample pool. +e
same was true for the PVC sample misclassified as a NOR
sample in Figure 8(d).

+e analysis of the classification accuracy by sequence
length and the analysis of the misclassified samples indicate
there are obvious shortcomings in existing methods that use
the QRS complex as the main feature for ECG signal
classification, and the small undulations on both sides of the
QRS complex have some influence on the classification
accuracy. +us, the classification based solely on the QRS
complex is not ideal.

4.3. Comparison Experiments with Other Classification
Algorithms. Table 4 shows the results of comparing the
algorithm in this paper with other algorithms, all using the
MIT-BIH arrhythmia database. Plawiak and Acharya [35]
used 10 s as the time base to intercept ECG signal samples to
build a database, employed the discrete Fourier transform to
extract features, and combined the features with the CNN
for classification and identification. With a small number of
classification samples, the accuracy reached 95%. Liu et al.
[35] used heartbeats from a database established by baseline
intercepted samples and extracted the signal features under
eight different time windows using a wavelet scattering
transform. After using principal component analysis (PCA)
for dimensionality reduction and a k-nearest neighbor
classifier for four classifications, they obtained an accuracy of
99.3%. Yang et al. [15] extracted ECG morphological pa-
rameters, such as amplitude, time interval, andQRS complex
morphological features and combined them with the k-
nearest neighbor classifier for 15 classifications, achieving an
accuracy of 97.7%. Romdhane et al. [36] used the focal loss to
construct a novel loss function and optimized the CNN

model to achieve five end-to-end classifications with an
accuracy of 98.41%. Several recent papers have the problem
of data imbalance, which is the norm for medical data sets.

In this study, eight categories of classification were
achieved, with an accuracy of 99.54%, which was higher than
the accuracy of existing arrhythmia classification methods,
but the same problem of sample imbalance existed; in-
creasing samples and evaluation metrics such as specificity
and sensitivity were used to mitigate this problem. In
comparison to existing methods, the accuracy of the method
proposed in this study was found to be higher, and it
achieved the classification of more categories. In addition,
the proposed method had low equipment requirements and
fast training and testing time. +e average training time for
each epoch was 4.5min; the single test time was 0.0027 s; and
the model size was 16,713KB.

5. Discussion and Conclusion

In this study, we developed a method for converting original
1D ECG signals into 2D image signals. To better assign
feature weights, we introduced AFF to replace the addition
operation in the MBConv structure of the EfficientNet
network.

+e main limitation of the proposed arrhythmia clas-
sification algorithm is the low positive prediction accuracy
for identifying APC beats. +is is caused by data imbalance:
specifically, there are many more NOR beats than other
beats. +e ratio of APC beats is only 2.3% in the data set.
Moreover, multiple ECG samples from the same patient will
generally exhibit the greatest similarity in heartbeats. +e
study results of the data augmentation show that the positive
prediction accuracy for identifying VEB is substantially
increased and ranges from 97.9% to 99.1%.

(a) (b) (c) (d)

Figure 8: Some misclassified sample heartbeat maps: (a) heartbeat images misclassified as NOR instead of APC, (b) heartbeat images
misclassified as APC instead of NOR, (c) heartbeat images misclassified as PVC instead of NOR, and (d) heartbeat images misclassified as
NOR instead of PVC.

Table 4: Comparison of different methods.

Author Method Type Accuracy (%) Number of samples
Plawiak and Acharya [35] Welch method and discrete Fourier transform 17 95.00 744
Liu et al. [35] Wavelet scattering transform 4 99.30 100,507
Yang et al. [15] ECG morphological parameters and visual pattern characteristics 15 97.70 104,986
Romdhane et al. [36] Building a deep CNN model 5 98.41 109,446
+is paper 1D to 2D+AFF-EfficientNet 8 99.54 107,620
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Given the influence of available laboratory equipment,
we converted 1D ECG signals into 2D image signals and
used spatiotemporal characteristics to perform classification
experiments on eight ECG signal types in the MIT-BIH
arrhythmia database, achieving relatively high accuracy of
99.54% based on the improved EfficientNet-B0 network.
Most medical data sets have sample imbalance problems,
which are generally mitigated by increasing a few types of
samples or decreasing most types of samples. In this study,
we applied the preprocessing method of 1D to 2D ECG
signal conversion, which increased the amount of data, and
selected the best length. Additionally, we performed data
augmentation for two categories, VEB and VFW, and we
added four similar groups of different-length images to this
data set, which alleviated the data imbalance problem to
some extent. Finally, we employed three evaluation indices,
namely, sensitivity, specificity, and precision rate ground, to
evaluate the model’s effect, all of which were found to be
high, indicating that the model has a good classification
effect.

To extend the sample, the next step will be to identify
relevant volunteers for sample collection. Validation of more
ECG signal databases will be considered in the future to
improve the practicality and robustness of the classification
method for eventual application on medical robots or ECG
signal monitoring devices. +is approach can help doctors
more accurately and quickly diagnose cardiovascular dis-
eases from ECG signals [37].
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�is study aims to establish the model of the cryptocurrency price trend based on a �nancial theory using the Long Short-Term
Memory (LSTM) networks model with multiple combinations between the window length and the predicting horizons. �e
RandomWalk model is also applied with di�erent parameter settings. �e object of this study is the cryptocurrency and medical
issues, primarily the Bitcoin and Ethereum and the COVID-19. Quantitative analysis is adopted as the method of this dissertation.
�e research tool is Python programming language, and the TensorFlow package is employed to model and analyze research
topics. �e results of this study show the limitations of the LSTM and Random Walk model for price prediction while dem-
onstrating the di�erent characteristics of both models with di�erent parameter settings, providing a balance between the model’s
accuracy and the model’s practicality.

1. Introduction

�e subject of general dynamics for digital currencies is a
popular one in the literature of modern cryptocurrency
analysis [1]. In 2017, the volume of cryptocurrency trans-
actions increased dramatically due to the capital market’s
ultraexponential growth [2]. However, the movement of
cryptocurrency exhibits high volatility, adding more un-
certainty to the transaction market. Most articles on cryp-
tocurrency and machine learning focus on the problems of
model prediction [3, 4]. However, many ignore the math-
ematical principles behind the model regardless of the re-
lationship between accuracy and parameter settings. �is
leads to some seemingly accurate models that are not
generally practical. �is article will explore the relationship
between mathematical principles and model accuracy and
discuss the essence through phenomena. Considering that
there are two theories in the �nancial market, one is that the
stock price is predictable [5], and the other is that the stock
price is entirely unpredictable [6], which indicates that the

price is a Random Walk, the machine learning model de-
scribed below (e.g., LSTM (Long Short-Term Memory
networks) and RNN (recurrent neural network)) will verify
the predictable hypotheses, and RandomWalk theory is also
applied in this article, which will be researched based on the
previous study [7–9]. With the global epidemic outbreaks,
�nancial development is primarily a�ected by COVID-19.
�e motivation of the study is to explore the machine
learning model’s performance in both contexts and �nd an
optimal potential parameter combination to explain the
unstable trends and some common ones. �e study will �rst
experiment with the mentioned �nancial problem and then
apply the result in the COVID-19 model prediction case to
verify the model parameters in di�erent contexts and
conclude an optimal parameter settings combination.

�e Long Short-Term Memory (LSTM) and recurrent
neural network (RNN) models are frequently applied in this
�eld, which are preferred over the conventional multilayer
perceptron [10]. Sean McNally compared the RNN and the
LSTM model used on Bitcoin [11], for the RNN (recurrent
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neural network) implementation part. *e author first took
the temporal length window by the autocorrelation function.
In the LSTM part, the previous research [12] has illustrated
that, compared with the RNN, the LSTM outperforms RNN
and ARIMA at learning long-term dependencies. *e
ARIMA (Autoregressive Integrated Moving Average) model
is a time series model often used in the price prediction
[13, 14]. A model comparison is presented [12] in Table 1.

*e Long Short-Term Memory (LSTM) and recurrent
neural network (RNN) are frequently applied in this field
[10]. Table 1 shows that the precision and accuracy do not
significantly differ between the two models. Both LSTM and
RNN models are capable of training data with LSTM being
more applicable to the long-term dependencies.

As for the multiple window length settings [15], different
window sizes are applied based on the LSTM model to
capture better features of the equipment, which concluded
that various time window sizes have a positive impact on
recognizing various temporal dependencies among features,
while [16] used ten combinations of sliding windows with
prediction ranges to explore the accuracy improvement
possibility for deep learning fully and concluded that if the
window length is small while the prediction range is far
ahead simultaneously,the RMSE (Root Mean Square Error)
will become lower than the primary method.

A nonlinear model should be applied to this topic in
accordance with volatility. Many scholars have compared
the RNN (recurrent neural network) and the LSTM (Long
Short-Term Memory). According to the results, the LSTM
model outperforms RNN, since it is more suitable for long
dependencies. Significantly, the window sliding method with
the different prediction range variables should be applied in
this article. Furthermore, the theory of Random Walks in
cryptocurrency prices was also experimented with respect to
the predictable price hypothesis.

To sum up, the structure of this article is divided into
seven parts: introduction, literature review, methodology,
data collection, implementation, discussion, and conclusion
and future work. *e details are shown in Table 2.

2. Literature Review of Related Work

As people’s health awareness and philosophy increase,
how to more effectively improve the utilization of
medical resources has become an issue of concern to
society at large. Some literature on medical applications
pays particular attention to the wireless sensor network
(WSN) technology, a spatially distributed sensor node
that aims for important information collection [17]. For
example, the study [17] proposed a multiagent-based
architecture for WSNs and particle swarm optimization
(PSO) algorithm to improve the model ability of the
population diversity issue. Besides, based on Ant Colony
Optimization (ACO), the study [18] also proposed a
novel adaptive intelligent routing scheme for WSNs to
achieve a better model performance in terms of energy
consumption and efficiency. Moreover, an energy-effi-
cient sleep scheduling mechanism (ESSM) is also pro-
posed for WSNs to reduce energy consumption

effectively [19]. Apart fromWSN technology application,
deep learning methods and biometric methods are also
carried out in some medical issues. For example, the
study in [20] used a biometric method, which is a finger
vein personal authentication method, and the study in
[21] used a deep learning method of XGBoost and genetic
algorithm to extract pedestrian feature which is an in-
spiration of object recognition in medical problems.

3. Methodology

3.1. Principle and Introduction of LSTM Model

3.1.1. Start from RNN. RNN represents the recurrent neural
network, and time is a significant impact factor for RNN
[22]. *e output comes out with each moment’s input
combined with the state of the current model. In Figure 1,
the output ht comes out with both the input xt and the
hidden state from moment t−1, which is provided by the
looped edge. *eoretically, the recurrent neural network can
be capable of sequences of arbitrary length [23]. However, in
practice, the problem of gradient dissipation or explosion
will happen during the optimization for the too long se-
quence. Furthermore, the dissipation of the gradient will
make the weight of previous layer not updated during the
forward propagation; on the contrary, the gradient explosion
will make training process unstable; thus, the model cannot
obtain the optimal parameters.

3.1.2. Mathematical Explanation of RNN. Given the 3
moments of RNN unit, in Figure 2, assuming that the left
input S0 is a given value and no activation function exists in
the neuron, subsequently, the forward process is expressed
as

S1 � WxX1 + WsS0 + b1O1 � WoS1 + b2,

S2 � WxX2 + WsS1 + b1O2 � WoS2 + b2,

S3 � WxX3 + WsS2 + b1O3 � WoS3 + b2.

(1)

At the time of t� 3, the loss function can be written as

L3 �
1
2

Y3 − O3( 
2
. (2)

RNN training is virtually to seek partial derivatives of
W0, Wx, Ws, b1, b2, adjusting them in order to obtain the
minimum of L3. According to the chain rule,
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It is briefed as
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*is formula suggests that the 
t
j�k+1 δSj/δSj−1 part

causes the gradient dissipation or explosion. With the ac-
tivation function added, it is expressed as

Sj � tanh WxXj + WxSj−1 + b1 , (5)

and it is concluded that



t

j�k+1

δSj

δSj−1
� 

t

j�k+1
tanh′Ws, (6)

where tanh derivative is always below 1. With the increase in
t, the above formula’s value turns closer to zero as long as Ws

is above 0 and below 1 as well, leading to the disappearance
of the gradient. Subsequently, the above formula will become
more and more infinite if Ws is large, thus producing a
gradient explosion, which explains why the LSTM is
introduced.

3.1.3. Mathematical Explanation of LSTM Model. LSTM
represents the Long Short-Term Memory, an RNN type. Ct

is called current cell state, which can be expressed as

ct � ft⊕ct−1 + it⊕tanh Wc ht−1 , xt  + bc( , (7)

and ft is called the forget gate, which can be expressed as

ft � σ Wf ht−1 , xt  + bf , (8)

deciding which features can be employed for the calculation
of Ct from Ct−1. *e current hidden output can be expressed
as

ht � ot ⊗ tanh ct( . (9)

Besides, the input and output gates are expressed, re-
spectively, as

A A A A A

ht

xt

h0

x0

h1

x1

h2

x2

ht

xt

=

Figure 1: *e structure of RNN.
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Figure 2: *e inner structure of RNN.

Table 1: *e results of different model performance [12].

Model Temporal length Sensitivity (%) Specificity Precision Accuracy (%) RMSE (%)
LSTM 100 37 61.30% 35.50% 52.78 6.87
RNN 20 40.40 56.65% 39.08% 50.25 5.45
ARIMA 170 14.7 1 1 50.05 53.74

Table 2: Structure details of the article.

Section Objective
Introduction To clarify the research background and deep learning models as well as the article structure.
Literature review To clarify the related work in the current topic.
Methodology To introduce the mathematical principle of LSTM and Random Walk model.
Data collection To introduce the data source.
Implementation To train the models applied in financial and medical issues.
Discussion To discuss the LSTM model performance and parameter settings in financial and medical cases.
Conclusion and future work To give the final conclusion and future work suggestions.
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it � σ Wi ht−1 , xt  + bi( 

ot � σ W0 ht−1 , xt  + bo( .
(10)

*e above formulas show that the activation function of 3
gates is sigmoid, revealing that the output of these three gates is
either close to 0 or close to 1. *is makes
δct/δct−1 � ft , δht/δht−1 � ot part become 0 or 1.When it is 1,
the gradient can be transmitted well in the LSTM, significantly
reducing the probability of the gradient dissipation. When the
gate is 0, the information at the previous moment does not
impact the current moment, indicating that there are no in-
structions to transmit the gradient backwards for updating the
parameters [24]. Accordingly, this explains the reason why the
gradient can be solved using the LSTMmodel shows in Figure 3.

3.1.4. Mathematical Explanation of Random Walk Model.
For the time series {xt}, if it satisfies xt � xt−1 + wt, where wt

denotes a white noise with a mean of 0 and a variance of σ2, the
sequence {xt}will be aRandomWalk [37]. By definition, t at any
xt moment refers to the sum of all historical white noise se-
quences that do not exceed the t moment, so it is concluded that

xt � wt + wt−1 + wt−2 + · · · + w0. (11)

*e sequence mean and variance of Random Walk are
presented as follows:

μxt
� 0,

var xt(  � var wt(  + var wt−1(  + · · · var w0( 

� t × var wt( 

� tσ2.

(12)

Although the mean does not change with time t, due to the
fact that the variance is the function that relates to t, the
Random Walk does not satisfy the stability. As time t and the
variance of xt are regulated, the stability is upregulated. For the
given interval k, the RandomWalk covariance is performed as

Cov xt , xt+k(  � Cov xt , xt + wt+1 + · · · + wk( 

� Cov xt , xt + 
k

i � t+1
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� tσ2.

(13)

From the concluded variance and covariance, the au-
tocorrelation function ρk (t) is calculated as follows:
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(14)

Clearly, the autocorrelation function is related to time t
and interval k, indicating that if the Random Walk model
has a long time series while the interval is quite small, the
autocorrelation coefficient is approximated as 1. In other
words, if there is a model predicting the stock price based on
time t as the forecast for the t + 1 value, the correlation
coefficient between the actual value and the predicted value
equals the stock price sequence of k � 1. In other words, the
forecast of today’s price as tomorrow’s price is also very close
to 1, which will mislead us into thinking that the model is
accurate.

4. Data Collection

*e financial data are all collected from the CoinMarketCap,
which is an authoritative website committed to crypto-
currency market value statistics. Only the Bitcoin and
Ethereum data are adopted to train the LSTMmodel and the
Random Walk model. *e raw ranges from April 2017 to
December 2020 for nearly 3 years span. *e training size
parameter is 0.8, while the test size reaches 0.2. Meanwhile,
the COVID-19 cases data is obtained in National Statistical
Office, ranging from March 2020 to July 2020 in China;
given that the mentioned period witnessed the peak of the
global epidemic, it might be representative.

5. Implementation

5.1. Training Process of Random Walk Model

5.1.1. Single-Point Method Prediction. From the prelimi-
naries illustrated below, the Random Walk model will learn
parameter σ, which is the only parameter of the Random
Walk. Figure 4 shows the model performance.

Based on the preliminaries, the single-point Random
Walk model seems to be performing well, which is in ac-
cordance with expectation. *e model just predicts the next
day, so k � 1. Besides, the time span is 3 years, suggesting
that t is very large, so ρ, k � 1, implying that the forecast of
next day is just the repeat of the current day, and, due to the
single-point method selection, the error will reset every time,
which means that every next input will be the true data.
Figures 5 and 6 suggest that the prediction line is similar to
the copy in the horizontal direction. *e model seeming
accurate is attributed to the mathematical nature of Random
Walk rather than the training process. Here, the model
trained by the data in 2017 shows the details of the copy in
the horizontal direction.

5.1.2. Multipoint Method Prediction. As mentioned below, if
the model intends to ignore the misleading accuracy caused
by the nature of RandomWalk [25], increasing the value of k

can solve this problem. *at is to say, the interval of the
Random Walk step will be larger instead of +1 days.
*erefore, a multipoint prediction method is proposed. In
such way, the error cannot be reset, which will be exacer-
bated by subsequent predictions. *e training result can be
seen in Figure 7.
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Obviously, changing the value of k will cause a signif-
icant reduction in the model accuracy; pk(t) will not ap-
proach 1 with the increase of k.*at is to say, the result of the
model is not associated with the nature of the RandomWalk

model. What is more, because the errors will be com-
pounded by subsequent predictions, the predicting line is
penalized seriously. What needs to be noticed is the fact that
the Random Walk model is defined as xt � xt−1 + wt. *at
is, the price of the day is randomly changed based on the
price of the previous day, while the price difference is all
included in the random item wt. It can be seen from the
above Random Walk model that the time series of the se-
curities price will be in a random state and will not exhibit a
certain observable or statistically determined trend. Com-
pared with the machine learning model, the Random Walk
model only explores the random item wt; it does not learn
from the inputs or learn any parameters or weights of the
model. *at is why the single-point model or the multipoint
model are both not the ideal solution for predicting the trend
of cryptocurrency.

5.2. Training Process of LSTM Model

5.2.1. Point-to-Point Method Prediction. *e LSTM created
is a two-dimensional model using only the close price and
the transaction volume features, considering the price of
changes daily is an immense difference every period as
Figure 8 shows, which means that the model will not
converge, so the normalizing operation [26] might be
required.
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Figure 5: *e details of single-point prediction on Bitcoin.
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For the training data, to normalize the price changes,
equation (15) is used, where pi represents the current
window price and p0 is the next window price. So the input
and output will be a percentage format. For the test data, the
output will be denormalized as a direct real price of pre-
diction is expected to visualize; for the denormalization,
equation (16) will be used.

ni �
pi

p0
− 1 , (15)

pi � p0 ni + 1( . (16)

Here the model uses MAE (Mean Absolute Error) [27]
equation to validate the error between the predicted value
and the true value, which is the average of absolute errors
that can better reflect the actual situation of the prediction
value error.

After the selection of parameters, the training dataset is
used to train the model. *e merge date starts from 2017 to
2020 and the split size is 0.8, so the training dataset is mainly
from 05 in 2017 to 10 in 2019. Table 3 shows the Bitcoin
training process of the model; it is obvious that ,from epoch
18, the model started to converge as it lastly nearly stays at
the MAE of 0.0330. Figure 9 shows the LSTM training
process of the Bitcoin.

After the convergence of the model [28], it is applied to
the test dataset, which ranges from 11 in 2019 to 12 in 2020.
*e performance of the model on the Bitcoin test dataset is
shown in Figure 10. As in Figure 11, both training set and the
test set stop decreasing at epoch 20; after epoch 20, the
training set error will still decrease, but the error on the test
set will start to increase due to the model overfitting
problem. Figures 12 and 13 show the performance of the
model on Ethereum.

*e model in this part used the point-to-point method.
*e point-to-point prediction is the process of making the
model predict one single-point value each time and plot the
corresponding position in the figure; after predicting this
point, the window will slide to next point with the complete
test data. Besides, the point-to-point method seems to be
more accurate than the full interval prediction [29], whereas
it does not imply that the point-to-point model outperforms
the full interval model, since the error generated by each
single prediction is reset each time, the neural network itself
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Table 3: LSTM single-point prediction training process.

Epoch 18/20 19/20 20/20
step_loss 0.031 0.029 0.031
mean_absolute_error 0.031 0.029 0.031
val_loss 0.023 0.024 0.023
val_mean_absolute_error 0.023 0.024 0.023
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Figure 10: *e performance of LSTM with single-point prediction on Bitcoin.
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does not need to know the time series itself, and all the inputs
are based on the real value in every next prediction. For the
ignorance of the errors, the model seems unsurprisingly
accurate. Furthermore, in Figure 14, it is suggested that the
predicted value is more like a horizontal translation of the
true value. For instance, from mid-May to mid-June 2019,
several prices increased, and the peaks were following the
fluctuations of the true values, which has an obvious hys-
teresis. In other words, the deep learning LSTM model
regenerates an autoregressive model of order p; in these

datasets area, the predicted value is the weighted sum of the
previous p values, as defined below:

PredPrice � w0 + w1 ∗Pricet−1 + · · · wp ∗Pricet−p

+ ϵt, ϵt ∼ N(0, σ),
(17)

where the next prediction will only be the true Pricet-p
value with the calculated weight because the point-to-point
method will ignore the error of every previous prediction,
which largely reduces the inaccuracy. *erefore, in order to
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Figure 11: *e model loss on Bitcoin.
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Figure 12: *e performance of LSTM with single-point prediction on Ethereum.
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Figure 14: *e model’s performance with window length� 10 and prediction range� 10.

Table 4: *e error subtraction based on single day.

Window length� 10
Days interval (based on single day) 4 9 14
Error subtraction, Bitcoin 0.005 0.013 0.025
Error subtraction, Ethereum 0.068 0.103 0.121
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maximize the advantages of LSTM based on time series and
avoid the model updating the error at every step, the model
will be improved from the two following indicators: the first
is window length, and the second is the prediction range.
Window length is the historical time used by LSTM, and the
prediction range refers to the range of backward prediction
by the data trained in window length (Figure 9).

5.2.2. Multipoint Method Prediction with Fixed Window
Length Selection. Unlike the limitation of point-to-point
training method, the multiple time-point method is more
practical. Likewise, it initializes the test window and keeps
moving to predict next point [30]. Besides, it will move
forward a full window size and resets the window with true
test data, while it moves to the point where the input window
is already constituted by full past Xt−1 predictions. *us,
during the prediction, the error will not be fully reset,
whereas the error will be accumulated in each full predicted
window length, and the error will be reset again in a new
window length. *e error subtraction is shown in Table 4.
For this reason, the model will be more practical. It is neither
as deceptive as single-point prediction nor does it completely
detour the model from the trajectory of the real point.

Figures 15, 14, and 16 show that the multiple sequence
LSTM does not perform well as expected. Besides, the red
line in the figure is the prediction range. In the training
process, the prediction range is set, respectively, at

[5, 10, 15], while the window length is set at 10. *e pre-
diction of the model in each range does not reflect the price
of the next trend, and the model seems to only predict the
upward trend of the trend, while the price decline trend
model does not seem to be aware. *is may be due to the
selection of parameters or the selection of the length of the
window, which reduces the model accuracy. In addition,
Figure 17 points out that when the window length is fixed, as
the number of prediction points increases, the MAE in-
creases accordingly, which indicates that, in the condition of
the same window length selection, the model will be more
accurate with less number of points.

5.2.3. Fixed Multipoint Method Prediction with Different
Window Length Selection. *e previous part verifies the
impact of different amount of points selection on the model
when the window length is fixed. *is part will verify the
impact of different window length on the accuracy of themodel
when the amount of points selection is fixed. Similarly, the red
lines in Figures 18–20 refer to the different window length
settings. In the training process, the window length is set,
respectively, at 10, 50, and 90, while the prediction range is set
at 5. Figure 18 shows that, at the condition of window
length=10, the model prediction trend performs similarly to
the previous part, which seems to only predict the upward
trend regardless of the decrease trend, while when the window
length=50, the model could reflect the correct decrease trend
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Figure 15: *e model’s performance with window length� 10 and prediction range� 5.
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generally, and when the window length=90, the model could
reflect all the trend but is not basically right; especially during
the period fromMay 2019 toAugust 2019, the decrease trend of
Bitcoin prediction is totally wrong.

From Figure 21, it could be concluded that, with the fixed
prediction range, the model accuracy decreases with the
increase of the window length, which is caused by the ac-
cumulation of errors [31] in the model.
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Figure 16: *e model’s performance with window length� 10 and prediction range� 15.
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Figure 18: *e model’s performance with window length� 10 and prediction range� 5.
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5.2.4. Exploration of LSTM Performance on COVID-19.
According to the illustration of prediction range and win-
dow length based on the LSTM regarding the crypto-
currency problems, the parameters are concluded as 5 and
10, respectively. In order to test if other circumstances also
satisfy this parameter combination, a COVID-19 growth
cases per day prediction is introduced. It could be seen that
the epidemic trend decreased significantly from the start of

March to mid-March and increased back to 150 cases per
day. *e diagnosed cases reached the peak and decreased
dramatically in mid-April and gradually maintained a
flattening trend. Figure 22 shows the trends.

In order to explore the different parameter settings effect
based on the COVID-19 data, three combinations of win-
dow length and prediction range are applied, and the results
are shown in Figures 23–25. *e grey-dotted lines in the
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following figures are the certain window length of 10,
whereas the short lines represent the different prediction
range.

From Table 5, it is clear that the model prediction effect
was the same at the parameter’s combination of 10 and 5,

which is in line with the financial problems mentioned
previously. *e loss error of the LSTM model reached
minimum at 0.0015; what should be noticed is the fact that
the peak time during mid-April was not reflected by the
model; given that the window length is 10, the model is
limited by its deferral nature. In most cases, however, the
model can exhibit some degree of slowdown in the rate of
growth, which might be suggestive for the medical officials.

6. Discussion

According to Tables 3, 5, and 6, after using different com-
binations of window length and prediction range, it is found
that when window length� 10 and prediction range� 5, the
Bitcoin and Ethereum LSTM models reach minor errors,
which are 0.037 and 0.113, respectively; in the circumstances
of predicting the COVID-19 case, the model applied the
same parameters combinations in line with the financial
problem. It turned out that the parameters window
length� 10 and prediction range� 5 are also optimal. In this
regard, the combination of window length� 10 and pre-
diction range� 5 should be suggested in future work. Be-
sides, it can be seen that although the single-point method
has the smallest error, it is the result of the error being reset
every time. However, in the real financial price market, only
predicting the price trend of the next day is impractical.
*us, predicting the price over a period of time with a proper
error reset frequency is more practical, that is, to have a
specific prediction range.

Table 7 shows the relationship between the interval of
days and the accuracy. It can be seen that the error is not as
significant as expected. *erefore, it can be concluded that,
with a particular model accuracy guaranteed, the model has
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Figure 22: COVID-19 trend in 2020 (March to June).
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Figure 23: Window length� 10; prediction range� 1.
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Figure 24: Window length� 10; prediction range� 5.
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Figure 25: Window length� 10; prediction range� 10.

Table 5: *e results of window length� 10 with different pre-
diction range of COVID-19.

Window length� 10
Prediction range 1 5 10
Loss error 0.0016 0.0015 0.0016
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the best balance of practicality and accuracy based on the
combination of window length� 10 and prediction
range� 5. In summary, it can be concluded from the study of
the Random Walk model and LSTM model that it is not
appropriate to only focus on the model accuracy; consid-
ering the parameter setting and mathematical meaning, as
well as practicality, also matters. *erefore, the balance
between model practicality and accuracy is crucial.

7. Conclusion and Future Work

*e study compared the effectiveness of the LSTM and
that of the Random Walk model in terms of financial
issues. Moreover, the study explored the LSTM algorithm
in combination with different parameter settings re-
garding different circumstances, respectively, the financial
and medical issues. *e main conclusion is that the LSTM
model performs better than the Random Walk model.
What needs to be noticed is the fact that the optimized
parameters were surprisingly the same regarding financial
and medical problems. Both were optimized at window
length = 10 and prediction range = 5. In this regard, the
optimal selection is suggested to explore in future work
whether different circumstances have the same model
parameters. As for the limitations, the range of window
length settings is relatively large. Future research can be
carried out within 10. Besides, the research objects are
limited to Bitcoin and Ethereum, and more crypto-
currencies can be introduced for experimental modelling.
Moreover, in the case of COVID-19, the data selection is
only limited to mainland China which might not be
representative, since the number of diagnosed cases is
small. However, by comparing the model performance
between financial and medical issues, the LSTM model
parameter settings are suggestive in future work in a wide
range of research pathways. Future work on the LSTM
model application should focus on multiple combinations
of the window length and prediction range parameters. It
is advised to take the research results of window
length = 10 and prediction range = 5 as a parameter setting
cut-off to conduct comprehensive work in multiple re-
search areas.

8. Additional Points

Highlights.*e study uses different combinations of window
sliding and prediction range settings to improve LSTM
model. *e study combines the Random Walk model and
LSTM model based on economic theory to conduct ex-
periment. By the insight of parameters settings in the fi-
nancial case, the study applied the same parameters in the
medical issues and verified the performance in both cir-
cumstances. *e study proposes a view about the balance of
model’s accuracy and practicality based on the comparison
of financial issues and medical issues. Paraphrase. Some of
the ideas come from the author’s master’s dissertation in
University of Southampton, which might be with some
similarity in Turnitin. *e supervisor agreed to use this idea
as it is not a formal publishing.
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*e data used to support the findings of this study are in-
cluded within the article.
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Due to the COVID-19 pandemic, computerized COVID-19 diagnosis studies are proliferating.�e diversity of COVID-19models
raises the questions of which COVID-19 diagnostic model should be selected and which decision-makers of healthcare orga-
nizations should consider performance criteria. Because of this, a selection scheme is necessary to address all the above issues.�is
study proposes an integrated method for selecting the optimal deep learning model based on a novel crow swarm optimization
algorithm for COVID-19 diagnosis. �e crow swarm optimization is employed to �nd an optimal set of coe�cients using a
designed �tness function for evaluating the performance of the deep learning models.�e crow swarm optimization is modi�ed to
obtain a good selected coe�cient distribution by considering the best average �tness. We have utilized two datasets: the �rst
dataset includes 746 computed tomography images, 349 of them are of con�rmed COVID-19 cases and the other 397 are of
healthy individuals, and the second dataset are composed of unimproved computed tomography images of the lung for 632
positive cases of COVID-19 with 15 trained and pretrained deep learningmodels with nine evaluation metrics are used to evaluate
the developed methodology. Among the pretrained CNN and deep models using the �rst dataset, ResNet50 has an accuracy of
91.46% and a F1-score of 90.49%. For the �rst dataset, the ResNet50 algorithm is the optimal deep learning model selected as the
ideal identi�cation approach for COVID-19 with the closeness overall �tness value of 5715.988 for COVID-19 computed to-
mography lung images case considered di�erential advancement. In contrast, the VGG16 algorithm is the optimal deep learning
model is selected as the ideal identi�cation approach for COVID-19 with the closeness overall �tness value of 5758.791 for the
second dataset. Overall, InceptionV3 had the lowest performance for both datasets. �e proposed evaluation methodology is a
helpful tool to assist healthcare managers in selecting and evaluating the optimal COVID-19 diagnosis models based on
deep learning.

1. Introduction

In December 2019, a new coronavirus called (COVID-19)
was appeared in China, particularly inWuhan.�e COVID-
19 spread worldwide caused disastrous e�ects and lead to
death [1]. COVID-19 pandemic gets great attention from

global and health institutions as it has no cure yet [2].
COVID-19 consists of RNA-type with positive-oriented
single-stranded, making �nding the treatment challenging
because of the mutating characteristics [3]. Scientists and
researchers have created a hard e�ort worldwide to discover
an e�ective treatment for COVID-19. According to the
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global statistical data, China, the USA, Brazil, Italy, Spain,
Iran, the UK, and many other countries have lost thousands
of persons due to the COVID-19 [4]. 'e coronavirus family
has different types, and they can infect animals. 'is issue
includes COVID-19, which can be seen in bats, poultry,
rodent, cat, dog, pigs, and humans.'e common COVID-19
symptoms are fever, dry cough, headache, sore throat, runny
nose, and muscle pains. Infected people with COVID-19
who have weak immune systems are the potential to die.
COVID-19 can infect healthy people through physical
contact such as breath, mucous, and hand contact with
infected people [5].

Different diagnosis biomarkers have been used in the
detection of COVID-19, such as blood test samples, X-ray,
breathing recordings, ultrasound images, nuclear medicine
imaging, and CT images [1]. For the regions that were early
attacked by the COVID-19 pandemic, RT-PCR can be an
inappropriate examination. As reported in [6], some lab
COVID-19 examinations are deficient in sensitivity with
71%, which is based on many factors, including quality
control and sample preparation. Other radiology exami-
nations, including thoracic CT and lung X-ray, positively
help the medical practitioners in COVID-19 diagnosis [7].
Many cases in China diagnosed with COVID-19 have shown
some abnormalities in the CT scans [8]. People who are
suspected of COVID-19 infection with no apparent symp-
toms ask to quarantine to make more COVID-19 exami-
nations. In the context of examination sensitivity, people
who are suspected of COVID-19 infection must make a
nucleic acid test several times to confirm the COVID-19.'e
results of imaging examinations are essential to combat the
COVID-19 slowdown it is speared. Radiological imaging is
the most rapid, accurate examination for COVID-19 diag-
nosis. By using computed tomography (CT) imaging, to
detect any abnormalities, most of the cases share the same
characteristics, including a rounded morphology and a
peripheral distribution. Also, pulmonary consolidation
appears in the advanced stage, and ground-glass opacities
appear in the early stage [7]. CT imaging examination can
assist radiologists and doctors in diagnosing COVID-19
early. However, sometimes radiologists and doctors find it
difficult to diagnose COVID-19 based on CT images as the
viral cases of pneumonia look like other inflammatory
diseases in the lung. Concerning imaging-based COVID-19
examination, particularly CT imaging, there are three di-
agnosis workflow stages: pre-scan preparation stage, ac-
quisition of image stage, and final diagnosis of disease stage.
In the first stage, the patient is prepared and instructed for
bed examination based on a certain protocol. 'e CT images
are scanned in the image acquisition stage, and the patient is
requested to hold their breath during the scan process, which
covers the area of the upper lung through the lung base. 'e
radiologists set the proper measurements of the area that
would be covered in the scan based on the body shape of the
patient. CTimages are generated from the obtained raw data.
'en they are processed via picture archiving and com-
munication system (PACS) for diagnosis. Artificial intelli-
gence (AI) can positively be incorporated with medical
imaging to help in the COVID-19 diagnosis and combat the

disease [9]. In contrast to the classical imaging tool pro-
cedures, which mainly depend on technicians and radiol-
ogists, imaging tools incorporated with AI are less human
dependent and more accurate, safer, and efficient. 'e
modern AI-driven system for COVID-19 diagnosis has a
dedicated imaging platform, segmentation of the infected
areas, and various diagnosis and evaluation tools. Fur-
thermore, AI technology is embedded successfully in various
commercial systems to fight COVID-19 and use this ad-
vanced technology. In February 2020, the first virtual
seminar on COVID-19 was organized by the Medical Im-
aging Computing Seminar (MICS), an alliance of medical
imaging scholars and start-up companies in China. 'ou-
sands of interested people attended the seminar. 'ose
examples indicate how strong the public interest regarding
the utilization of the AI in the imaging field for medical
purposes to fight COVID-19.

Optimization methods and AI models have a great ca-
pability to combat COVID-19 by obtaining more accurate
and reliable diagnoses in a short and optimized time effi-
ciently. In recent times, many AI-based computer-assisted
systems have been used in various medical institutions and
hospitals to diagnose COVID-19 automatically rather than
the traditional manual method of data analysis. Although
many AI methods are utilized in automated COVID-19
systems, it is a big challenge for medical institutions and
hospitals to select the best method that meets their needs and
produces reliable and accurate results [10]. However, there is
no AI-based model better than others [11]. 'e challenge
becomes more prominent when the hospitals and healthcare
managers need to evaluate the AI-based model with various
metrics. Furthermore, many deep learning detection models
are designed for COVID-19 diagnosis. Healthcare managers
face difficulty selecting the appropriate method, evaluating it
with different metrics, and validating the medical solutions.
A wrong solution has devastating effects that might lead to
losing a patient’s life, financial crisis, and legal accountability.
For instance, if the AI-based model obtains the wrong result
and shows a positive COVID-19 for the noninfected healthy
person, the person will receive unnecessary treatment with
side effects. In contrast, if the AI-based model obtains the
wrong result and shows a negative COVID-19 for the in-
fected person, the patient will not receive the correct cure,
and their health condition might be worsening. In addition,
the patient infects the other noninfected people. Both ex-
amples have severe consequences for the hospitals and
healthcare institutions concerning credibility and reputation.
'erefore, selecting a diagnostic AI model that produces free
errors, reliable, and non-costly solutions is therefore es-
sential. Moreover, making an evaluation is not a trivial task,
especially when various measurements are involved. Group
reliability and time complexity are two popular criteria that
must be considered to evaluate deep learning models of
COVID-19 diagnosis. Concerning group reliability, many
measures can belong to group reliability, including F1-score,
precision, average accuracy, recall, error rate, true negative
(TN), false negative (FN), true positive (TP), and false
positive (FP) [12]. According to [13], the accuracy criterion
has been used to evaluate various deep learning models, such
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as studies in [14]. 'e evaluation of the deep learning model
for COVID-19 diagnosis is not only restricted to accuracy
criteria. 'ere are multiobjective/criteria that must be con-
sidered in the evaluation when selecting the optimal model.

'is study proposes an integrated evaluation method-
ology for different COVID-19 diagnosis models based on
deep learning. 'e method motivates the authors to develop
integrated deep learning classifiers under one framework
and involves the most common performance evaluation
criteria of COVID-19 diagnosis models based on deep
learning. 'e proposed evaluation methodology is a helpful
tool to assist healthcare managers in selecting and evaluating
the optimal COVID-19 diagnosis models based on deep
learning. 'e main contributions of this study can be
summarized as follows:

(i) An integrated method is proposed for selecting the
optimal deep learning model based on the novel
crow swarm optimization (CSO) algorithm for
COVID-19 diagnosis.

(ii) 'e crow swarm optimization (CSO) is employed to
find an optimal set of coefficients using a designed
fitness function for evaluating the performance of
the deep learning model. 'e CSO is modified to
obtain a good distribution of selected coefficients by
considering the best average fitness.

(iii) In order to show its performance, CSO is bench-
marked with some well-known swarm optimization
algorithms, those are Grey Wolf Optimization
(GWO), Harris Hawks Optimization (HHO), Salp
Swarm Algorithm (SSA), and Whale Optimization
Algorithm (WOA).

(iv) We have utilized two datasets: the first one includes
746 CT images, 349 of which are of confirmed
COVID-19 cases and the other 397 are of healthy
individuals; and the second dataset composed of
unimproved CT images of the lung for 632 positive
cases of COVID-19 with 15 trained and pretrained
deep learning models with nine evaluation metrics
used to evaluate the proposed methodology.

(v) Deep convolutional CNN feature representation is
applied to extract highly representative features via
successful descriptors of deep CNN. Our proposed
method can distinguish between the infected region
of COVID-19 and the noninfected region in the
lung CTscan and X-ray images, which improves the
accuracy compared to other existing methods. To
the best of the authors’ knowledge, this work is the
first inclusive study, including 15 deep learning
classifiers.

(vi) 'e devolved method minimizes the classification
time significantly while yielding higher accuracy.
'is is a great benefit when developing an automatic
real-time medical system.

'e rest of this article is organized as follows: Section 2
presents the related works of the COVID-19 diagnostic
systems highlighting the initial associated studies. 'e

developed selection methodology for COVID-19 diagnostic
models is proposed in Section 3. 'e experimental result of
the proposed COVID-19 diagnostic selection methodology
based on the CSO algorithm is provided in Section 4, with
the study limitation and future work. Finally, conclusions
have been provided in Section 5.

2. Related Works

COVID-19 is caused by severe acute respiratory syndrome
corona virus 2 (SARS-CoV-2). It first appeared in Wuhan
city in China in late 2019 [15]. As a result of the COVID-19
pandemic, scientists and researchers in the medical and
healthcare community are dedicating efforts to finding a
solution to fight COVID-19 and control the spreading rate
[16]. Several COVID-19 related studies are proposed to
assess pneumonia caused by COVID-19 and the degree of
COVID-19 infection to make the appropriate decision re-
garding the treatment plan and select the appropriate
medication and required doses. Hospitals and medical
centers widely used noninvasive image methods such as
X-ray and lung CT scans to detect COVID-19 pneumonia
severity. 'e result of CT images is more precise compared
to X-rays. 'erefore, this work is limited to the CT scan
imaging (CTSI) examination only. Moreover, the CTSI
provides more accurate results than reverse transcription-
polymerase chain reaction (RT-PCR). 'ere are massive
studies presented recently that proposed detection and
prediction methods for COVID-19 diagnosis [17]. In [4], a
deep review of the prediction and detection methods for
COVID-19 is presented. 'e review also includes labora-
tory-level detection methods such as RT-PCR and CTSI
physical assessment reported by skilled radiologists. 'e
automatic detection method produces a rapid and accurate
solution with no need for a hard-human labor effort.

In [18], a deep learning-based method, namely VIDX-
Net, is developed for COVID-19 diagnosis using chest X-ray
images. Comparative study of various deep learning clas-
sifiers including DenseNet and other models is discussed in
detail for esNetV2, MobileNetV2, and InceptionV3 with
proposed images dataset provided for public use. It consists
of 50 X-ray images, half of them belong to the health cases
while the other half belong to the COVID-19-infected cases
[19]. 'e result in [20] shows DenseNet201 and VGG19
classifiers perform better than other classifiers with an ac-
curacy of up to 90.00%. A COVID-19 diagnostic model
based onmachine learning is proposed in [21].'e proposed
model used 150 CT images divided into different groups,
including 16, 32, 48, and 64. 'e study also uses various
handcrafted features, including discrete wavelet transform
(DWT), grey level co-occurrence matrix (GLCM), grey level
size zone matrix (GLSZM), local directional pattern (LDP),
and grey level run length matrix (GLRLM). A support vector
machine (SVM) classifier is employed in the study of [21].
SVM was inserted the extracted features based on different
cross-validations (2-fold, 5-fold, and 10-fold). 'e extractor
of GLSZM features achieved a higher accuracy, which equals
98.77% of 10-fold cross-validation. A deep learning-based
COVID-Net method using lung X-ray images for the
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detection of COVID-19 is presented in [22]. 'e proposed
method’s structure combined one-one convolutions, the
residual modules, and depthwise convolution to allow a
deeper architecture and overcome the gradient vanishing
problem. 'e proposed method used a combination of
COVID-19 lung X-ray dataset obtained from [23] with
different classification groups, including normal class, viral
infection (non-COVID-19), COVID-19, and bacterial in-
fection. 'e accuracy of the method reached up to 83.5%.

An automatic COVID-19 diagnostic approach based on
deep learning and transfer learning strategy is proposed in
[24]. 'e proposed approach’s structure combines a con-
volutional neural network (CNN) and a modified AlexNet
[25] with the feasibility of transfer learning. 'e CNN ar-
chitecture comprises one convolutional layer, batch nor-
malization with 16 filters, two fully connected layers, and a
rectified linear unit (ReLU). 'e proposed combination
approach can obtain accuracy up to 94.00%. An investiga-
tion of interpretability of deep learning-based models and
uncertainty of COVID-19 diagnostic detection using X-ray
images is conducted in [26]. Bayesian convolutional neural
network (BCNN) and drop weight mechanism are used to
estimate deep learning uncertainty. 'is combination can
increase the clinical practice trust by achieving consistent
results. 'e proposed method to assess the correlation be-
tween uncertainty and accuracy uses 70 chest X-ray images
of COVID-19 cases which are obtained from public datasets
of [23]. 'e dataset is prepared, and the size of all images is
adjusted to 512 pixels. A real-time data augmentation
strategy and transfer learning strategy are used to deal with
the limitation of the dataset size. 'e proposed approach is
achieved accuracy up to 94.00% when applied VGG16 deep
learning method. A transfer learning strategy of a 10-fold
cross is combined with a VGG16 architecture in [27]. 'e
proposed model trained using the dataset obtained from
[19]. 'e size of all images is adjusted to 224 pixels. 'e real-
time data augmentation strategy is used to overcome the
limitation of the dataset size.'e proposed method obtained
96.1% and 99.70% in accuracy and area under the curve
(AUC), respectively. A new architecture of fine-tuned and
pretrained ResNet50 for COVID-19 is proposed in [28]. 'e
proposed model involved various data augmentation
strategies, including random rotation and vertical flip, to
enhance the training model generalization. 'e proposed
model yielded accuracy up to 96.23% on a multiple class,
including COVID-19 infection, normal, viral infection, and
bacterial infection dataset.

For controlling the spread, an initial diagnosis of alleged
COVID-19 cases and screenings must be carried out daily as
shown in related COVID-19 diagnosis reviews or literature.
For a rapid and accurate diagnosis of COVID-19, extraction
of radiological features using AI and ML has proven the
principle’s efficacy as observed in the outcomes. In carrying
out clinical diagnoses, the use of X-ray and computed to-
mography (CT) images essentially provide useful informa-
tion. 'is necessitates, therefore, that doctors have an
automatic CT image diagnosis system developed to help
them in COVID-19 diagnosis. According to [29], a two-stage
data enhancement method must be used in classifying the

images of coronavirus and five other situations. Due to
unbalanced and deficient image numbers in the dataset, the
initial phase applied the use of a shallow image augmen-
tation method. Feature extraction using handcrafted ap-
proaches come in more useful and convenient in analyzing
these images because of the insufficiency of the newly created
dataset in deep architecture training. Furthermore, in the
study, the next data enhancement phase utilizes an algo-
rithm called the synthetic minority over-sampling method.
Conclusively, a stacked autoencoder and principal com-
ponent evaluation technique is applied to resize the feature
vector y by removing interlinked or associated features
present in the feature vector. As in the obtained results, it is
observed that COVID-19 diagnosis can be performed ef-
fectively and quickly due to the proposed model’s perfor-
mance leveraging capability.

COVID-19 and other atypical and viral (non-COVID-
19) respiratory diseases appear indistinguishable in com-
parison. A clinical computer-aided diagnosis (CAD) system
in the study by [30] applies automatic discrimination of
COVID-19 from non-COVID-19 pneumonia patients using
CT features. A total of 612 recruitment containing 306
COVID-19 and 306 non-COVID-19 cases were made. From
the CT images, extraction of 20 radiological features was
performed, and these features were used for the pattern,
location, and lesions’ distribution evaluations of patients in
groups. To evaluate the CAD system with best performance
and classification of COVID-19 and non-COVID-19 cases,
support vector machines, näıve Bayes, decision tree,
k-nearest neighbor, and ensemble are five classifiers trained
using all the significant CT features. 'ese significant
COVID-19 groups are air bronchogram, cavity, consoli-
dation, crazy-paving, and ground-glass opacity (GGO),
involvement distribution pattern and location, lesion
numbers, lymphadenopathy, nodule, pleural effusion, and
thickening, reticular, and thickening of the bronchial wall.
On implementation using an ensemble COVIDiag classifier,
an accuracy of 91.94%, a sensitivity of 0.965, and specificity
of 93.54% were observed in the proposed CAD system. A
COVIDiag model, as suggested by this study using CT ra-
diological routine features, provided results that are en-
couraging in COVID-19 diagnosis. 'e study claims that
radiologists can consider using this tool as support in
making better and accurate COVID-19 diagnoses in this
present pandemic. [31] came up with a diagnosis framework
called CovidCTNet in an attempt to better CT imaging
detection accuracy. CovidCTNet comprises a set of deep
learning algorithms that accurately distinguish COVID-19
from any community-acquired pneumonia (CAP) or other
respiratory ailments. CovidCTNet obtained an accuracy of
95% in CT imaging detection as to 70% obtained from
radiologists. Independent of the CT imaging device, Cov-
idCTNet is embedded with the ability to work with het-
erogeneous and small sample size data. [31] made available
in open source the model metrics and all algorithms in detail
to more trustworthy the detecting capacity of COVID-19
globally and support radiologists and doctors during the
screening procedures. While CovidCTNet’s sharing helps to
preserves data ownership and user confidentiality, it further
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facilitates rapid improvement and service optimization by
developers. Another study by [32] concentrated on applying
different deep learning methods to distinguish between
COVID-19 and non-COVID-19 CTscan images. As a result,
a CTnet-10 model with an accuracy of 82.1% was self-de-
veloped and designed. Furthermore, other models including
DenseNet169, InceptionV3, ResNet-50, and VGG19 were
tested. VGG19 came up with a superior accuracy of 94.52%
among the trialed deep learning techniques from the results.
For rapid and effective screening for COVID-19 diagnosis,
automated COVID-19 diagnosis from CT scan images can
prove a useful method to doctors.

In the work of [33], 1065 CT pictures of previously
diagnosed patients with common viral pneumonia and
pathogen-confirmed COVID-19 cases were obtained. 'e
inception transfer learning model was modified to de-
velop the algorithm and further carried out the internal
and external validation. An accuracy of 89.5%, specificity
of 88.0%, and sensitivity of 87.0% were obtained for the
internal validation. In the external validation, the accu-
racy, specificity, and sensitivity showed 79.3%, 83.0%,
and 67.0%, respectively. More so, the algorithm with
85.2% accuracy detected 46 out of 54 COVID-19 images
as COVID-19 positive, with the first two nucleic acid test
outcomes were negative. Similarly, the work of [34]
obtained CT images of 262 persons for COVID-19, 100
persons for bacterial pneumonia, 219 persons for com-
mon viral pneumonia, and 78 persons for healthy control.
'ey combined the newly developed ResNet50 backbone
and SE blocks for image analysis to come up with a model
that can effectively detect and obtain the indefinite or
abstruse differences in CT images. 'is model produced
accuracy, AUC, recall, precision, and F1-score of 94%,
0.96, 0.94, 0.95, and 0.94, respectively, which shows su-
perior performance compared to the generally utilized
basic models.

Based on this review for the recent COVID-19 diagnosis
deep learning or machine learning methods using CT or
X-ray image classification, several open research issues need
further studies.'e first issue is that there is no standard and
certified CT or X-ray image dataset with the quality and
quantity of the images to produce reliable results.'e second
issue is there is no deep learning or machine learning model
that can yield the best results. Each of the proposed models
might produce acceptable to high results in certain cir-
cumstances. 'e third issue is determining the main con-
strain of the existing models that affect the performance and
the diagnosis quality. Most AI-based COVID-19 are not
available for public use to the best of the authors’ knowledge,
which does not allow the researchers to use them in the
research. However, some other researchers attempt to make
COVID-19 radiography imaging and COVID-19 diagnosis
model based on AI and deep learning that are accessible for
the research community.'e COVID-19 chest CTand X-ray
dataset are publicly available now. Evaluation of the deep
learning-based models with the group reliability and the
time complexity of time is a necessity to assess their quality.
ML-based models that used radiography can produce more
accurate and reliable results [35].

[36] propose a classification method of COVID-19 based
on CT images. 'e method integrated CNN with transfer
learning and sparrow search algorithm (SpaSA) for hyper-
parameter optimization. 'e transfer learning is used to
initialize the CNN training cycle, and the SpaSA is used to
select the best trained model. 'e method has achieved the
best accuracy of 99.74%. Also, the study made by [37] fo-
cuses on identifying the state-of-the-art computational al-
gorithms for diagnosing COVID-19. 'e study claims that
CT images can provide the means for the early detection of
COVID-19. Moreover, the computational algorithms’ ability
to detect COVID-19 is highly affected by detecting certain
visual features in the CT images, such as the ground-glass
opacity (GGO) feature. 'e study concludes with the need
for the initial training of the deep learning algorithms to
overcome the unavailability of sufficient training samples.
Another work by [38] propose a CNNmodel with depthwise
separable dense and convolution block attention module.
'e convolutional block attention module is used to extract
high-quality features that help to overcome the overfitting of
the training model. 'e depthwise separable dense is used to
reduce the dimensionality of the features and support
lightweight prediction models.'emodel has been tested on
a small sample of X-ray and CT images and is able to achieve
an accuracy of 98.62% and 99.18, respectively. It is able to
reduce training parameters and outperforms four similar
models. 'e work of [39] attempts to evaluate the perfor-
mance of four machine learning models, namely decision
tree (DT), partial least squares discriminant analysis (PLS-
DA), artificial neural network (ANN), and K-nearest
neighbor algorithm (KNN), in COVID-19 diagnosis and
severity. 'e used data for testing are laboratory tests results
of patients (557 positives and 5,086 negatives COVID-19).
'e accuracy of the four tested models has exceeded 84%,
and the ANN model achieves the best performance of 96%
accuracy on average.

In the literature, numerous studies are presented that
deal with radiography imaging for COVID-19 diagnosis. But
no such study deals with evaluating the diagnostic system
based on deep learning models to assist the healthcare
managers in selecting the optimal COVID-19 diagnostic
system. 'is work attempts to bridge the gap between the
selections of COVID-19 diagnostic ML-based model and
radiography imaging. 'is study proposed automatic
COVID-19 detection deep learning-based models using
chest CT images. 'is motivates the authors to employ 15
deep learning models, including MobileNets V2, VGG19,
DarkNet, ResNet50, Xception, GoogleNet, ResNet34, SAE,
CNNs, InceptionResNetV2, NASNet-Large, InceptionV3,
LSTM, and DNN, to find the optimal accuracy using 746
chest CT images dataset. Also, in this study, we compute 9
evaluation measurements, including classification accuracy
rate (CAR), predictive positive value (PPV), F1-score, false
positive rate (FPR), mean squared error (MSE), precision,
AUC (area under the curve), negative predictive values
(NPV), recall, and ROC (receiver operating characteristics)
curve. 'e crow swarm optimization (CSO) is employed in
this study to find an optimal set of coefficients based on a
designed fitness function for the evaluation the deep
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learning performance. CSO acts as a distribution strategy to
ensure all the selected coefficients are distributed fairly by
considering only the best available average fitness.

3. Methodology

Rapid and correct diagnosis of COVID-19 possible cases
performs a vital role in quarantine and treatment systems.
Exacting quick, exceptionally early diagnosis results of
COVID-19 suspected cases plays a significant part in in-
convenient isolation and treatment, which is also of ex-
traordinary significance for patients’ guesses, the control of
this scourge, and the open well-being security. But right
now, a huge number of suspected patients must experience
chest CTchecking. 'is process has caused a huge burden to
proficient therapeutic staff.'eir extreme deficiency is also a
major challenge within the current circumstance; addi-
tionally, radiologists’ visual weariness would increase the
potential dangers of failure in diagnosing all the cases.
Developing a computerized detection system based on CT
lung scan images is valuable to counter the outbreak of
COVID-19 or SARS-CoV-2. 'e previous studies like [40]
show that with a considerable small simple of scanned CT
lung scan images between 500 and 800, different types of DL
algorithms are able to detect COVID-19 cases with high
accuracy [41]. Subsequently, this research proposes an au-
tomatized deep learning-based COVID-19 detection system.
'e study aims to investigate the most optimal DL model for
a more effective COVID-19 detection system in comparison
to the latest DL computer-aided diagnosis methods. 'e
proposed selection method for the best DL models is shown
in Figure 1. Also, pseudocode for the selection approach for
optimal deep learning COVID-19 diagnostic model using
CSO approach is presented in Algorithm 1. 'e method-
ology section is divided into three main sections as follows:

3.1. Development Stage

3.1.1. CT Lung Scan COVID-19 Dataset. In this study, we
have utilized two datasets to validate our methods. 'e first
dataset includes 746 CT images, 349 of them are confirmed
COVID-19 cases and the other 397 are of healthy individuals
[19]. 'e CT images and other references and resources are
mainly taken from free and open access websites such as
medRxiv and bioRxiv. 'e primary COVID-19 dataset
collection of our work covered the period from January 19 to
May 25 2020.'e COVID-19 cases of the dataset comprise a
full clinical depiction of the patients’ conditions. A case of
chest CT images for patients having COVID-19 is presented
in Figure 2.

'e second dataset is the NIfTI retroactive dataset
composed of the lung’s unimproved CT images for 632
positive cases of COVID-19.'ese images are obtained from
a medical care center for people who show a reverse tran-
scription-polymerase chain reaction (RT-PCR) to confirm
the COVID-19 infections at the rapid spread of the corona
pandemic. Patient severing with some symptoms of
COVID-19 are caused by direct contact with an infected
people or travel to countries affected by Corona. Initial CT

examination of the suspected patients confirms the positive
COVID-19 cased based on RT-PCR. A soft tissue rebuilding
algorithm is used to examine the CT images with no need for
vascular contraindication. At a subsequent time, all DICOM
images are transformed into the format of NIfTI [42].

3.1.2. Deep Learning Models. Recently, one of the tremen-
dously expanding machine learning algorithms in medical
imaging research is DL [43]. It has achieved significant
diagnostic outcomes in different disease detection types,
including cancers and brain, heart, and lung diseases [44].
'e different image-based datasets such as ImageNet in-
troduces millions of images as training and testing dataset
[45]. For instance, in 2020 [46], DL models show derma-
tologist-level execution on classifying skin lesions. In 2018,
the DL model of [47] produced exceptional outcomes for
diagnosing breast cancer from image screening. However, in
many cases, the most profound learning-based algorithms
for infection determination require explaining the lesions,
particularly for infection location in the CT volumes. 'ere
are several breakthroughs of DL neural network models that
outperform human-level execution. Subsequently, in this
study, 15 DL models are selected to investigate the best
suitable model for COVID-19 diagnosis comprehensively.
'e models are convolution neural network (CNN), Dar-
kNet, deep neural network (DNN), GoogleNet, Inception-
ResNetV2, InceptionV3, LSTM, MobileNetV2, NASNet-
Large, ResNet34, ResNet50, Stacked autoencoder (SAE),
VGG16, VGG19, and Xception.'ey are briefly described in
Table 1 and explained in the following. Also, the parameters
of the COVID-19 deep learning models have been listed in
Table 2.

(i) Convolution Neural Network: 'e convolution
neural network (CNN) is a multilayer neural
network consisting of a set of fully connected layers
and convolution layers. 'e convolution layers are
the standard layers of the CNN. 'e CNN's basic
concept includes perception, weights, and sam-
pling (time or space), which backs to the early 60 s
[48]. 'e CNN and the neural network, in general,
have a local perception that efficiently detects the
local feature of the data or object in an image. 'e
CNN input parameters are usually fewer than the
hidden layers, which makes it less data dependent.

(ii) DarkNet: 'e DarkNet DL model is designed
based on state-of-the-art Darknet-19 architecture.
'e Darknet-19 type is a classification model that
has been made for the YOLO tool to perform real-
time object detection. 'is system has an archi-
tecture designed for object detection [49].

(iii) Deep Neural Network: 'e deep neural network
(DNN) is a type of neural network that conducts
intensive computation to its input because of
nonlinear transformation in its hidden layers.
Unlike the conventional neural network, the
hidden layers encompass nonlinear functions for
further analysis. 'e DNN has many hidden nodes
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compared with the conventional neural network.
Subsequently, it takes a longer execution time and
produces more accurate results [50].

(iv) GoogleNet: 'e GoogleNet is a DL model that uses
very few input parameters. It is tested on Places365
and ImageNet datasets for object detection and
found to be efferent in terms of accuracy and exe-
cution time. 'e GoogleNet model network consists
of 22 layers (three convolution layers, nine inception
blocks, and the rest are fully connected layers) [51].

(v) InceptionResNetV2: 'e InceptionResNetV2 is a
CNN model that includes numerous types of
pooling and convolution layers. As in many other
models, it contains fully connected layers before
the output layer. 'e early InceptionResNet model
has been recognized as one of the top CNNmodels

based on different benchmark datasets such as the
ImageNet dataset and JFT Google internal datasets
[52]. 'e InceptionResNetV2 is known for its
efficient execution to low-level operations and
scalability to fit with a different type of application.

(vi) Inceptionv3: 'e Inceptionv3 is the third gener-
ation of Google's Inception CNN that initially
introduced a module for GoogleNet. It is tested in
the ImageNet Recognition Challenge of visual
object detection and image analysis. It is very
popular in classifying visual objects for computer
vision applications [53].

(vii) LSTM: 'e LSTM is a type of recurrent neural
network (RNN) proposed by Hochreiter and
Schmidhuber to deal with sequences of data effi-
ciently. It uses gates to regulate the input data

CT Lung Dataset

Data pre-processing

Features selection of CNN

Deep learning models

Evaluation of deep learning
methods

Weighting Stage

�e Crow Swarm Optimization (CSO)
➢ Inspiration
➢ Mathematical Model and Algorithm

Selection Stage
➢ Multiple weight with corresponding criteria
➢ Select best model based on highest final

results

Ranking of Covid-19
diagnosis models

Figure 1: 'e selection approach for optimal deep learning COVID-19 diagnostic model based on novel CSO algorithm.
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before the learning and remembering process.
However, the gates might filter out important data
that affect the network’s performance [53].

(viii) MobileNetV2: 'e MobileNetV2 is the second
version of the MobileNetV1 DL neural network
included in the TensorFlow-Slim Image Classifi-
cation, Collaboratory, and some other alternative

libraries. It has lower complexity and model size
compared with theMobileNetV1. Google proposes
it for mobile phone visual recognition applications
to perform object detection, classification, and
semantic segmentation [53].

(ix) NASNet-Large: 'e NASNet-Large is a CNN
model that is trained to classify 1000 objects based

Figure 2: COVID-19 CT lung scan cases.

Input: Read CT Lung images with length of H x W
Begin

Data preprocessing
Feature selection of CNN

While (I ≤max.epoch)
Deep learning models
Evaluation of deep learning methods

While (j<max. iteration)
CSO mathematical model and algorithm

Group Division
Update speed by E.q (7).
Update position by E.q (8)
Update angle bt E.q (9)

End while
Multiple weight with corresponding criteria
Selection best model based on highest final results

Return: Ranking of COVID-19 diagnosis models
Output: Best COVID-19 diagnosis models
End

ALGORITHM 1: Pseudocode for the selection approach for optimal deep learning COVID-19 diagnostic model based on novel CSO
algorithm.
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Table 1: Deep learning models.

No. DL model Description Remark

1. CNN It consists of a set of fully connected layers and convolution
layers Require a few input parameters

2. DarkNet Classification model for object detection Used for real-time object detection

3. DNN It has many hidden nodes compared with the conventional
neural network Performs deep nonlinear analysis

4. GoogleNet It is an improved DL model for image analysis Used for object detection with a few input
parameters

5. InceptionResNetV2 It has a fixable architecture of a CNN Used for different types of applications

6. Inceptionv3 'ird generation of Google’s Inception CNN Used for classifying visual objects for computer
vision applications

7. LSTM A type of recurrent neural network (RNN) Used for dealing with sequences of data

8. MobileNetV2
A lower complexity and model size DL neural network
proposed by Google for mobile phone image processing

applications

Used for object detection, classification, and
semantic segmentation

9. NASNet-Large A CNN modeled to deal with a large scale of image datasets. Used to classify objects

10. ResNet34 A CNN architecture but with shortcuts and bottleneck block
mechanisms between layers to speed up solving problems. Used for deep real-time analysis

11. ResNet50 A type of CNN that performs deeper analysis to solve
complex problems

'e deeper analysis might degrade the accuracy
of the network

12. SAE A multilayer neural network with a stacked autoencoder Used for datasets with a small dimension of
features.

13. VGG16 A CNN with multiple 3× 3 kernel-sized filters in the
convolutional layers

Used for recognition tasks of a large-scale
number of images dataset

14. VGG19 A CNN with multiple 3× 3 kernel-sized filters in the
convolutional layers with additional layers than the VGG16

Used for recognition tasks of a large-scale
number of images dataset

15. Xception An improved version of the Inception family of CNN
Used for classifying visual objects for computer

vision applications with a slightly higher
accuracy

Table 2: Parameters of the COVID-19 deep learning models.

Model
no. Deep learning model Tuning parameters

1 CNN Momentum� 0.5 to 0.9; number of epochs� 0.9; batch size� 32.
2 DarkNet batch� 64; momentum� 0.9; learning_rate� 0.000008.
3 DNN batch_size� c (32, 64), dropout_rate� c (0.1, 0.2, 0.3), units� c (10, 20).

4 GoogleNet Each one must be resized from 647× 511× 3 to 227× 227× 3 pixels, the dimensions used to train
GoogleNet 224× 224× 3 pixels.

5 InceptionResNetV2 Outputs�Dense (100, activation� ’softmax’) (base_model.output) model�Model (base_model.inputs,
outputs).

6 Inceptionv3 batch_size� c 64, dropout_rate� c(0.1, 0.2, 0.3), units� c (10,20, 30).
7 LSTM Rule search (evaluation measure)� entropy; minimum rule coverage� 2, maximum rule length� 6.
8 MobileNetV2 learning_rate� 0.0001; no. of epochs� 10.
9 NASNet-large learning_rate� 0.0002; no. of epochs� 20.

10 ResNet34 Optimization method: Adam; momentum: 0.90; weight-decay: 0.0006; dropout: 0.6; batch size: 100;
learning rate: 0.02; total no. of epochs: 20.

11 ResNet50 Optimization method: Adam; momentum: 0.97; weight-decay: 0.0005; dropout: 0.7; batch size: 100;
learning rate: 0.03; total no. of epochs: 30.

12 SAE batch_size� c (64), dropout_rate� c (0.1, 0.2, 0.4), units� c (10, 20, 40).

13 VGG16 Optimization method: SGD; momentum: 0.90; weight-decay: 0.0004; dropout: 0.6; batch size: 164;
learning rate: 0.06; total no. of epochs: 60.

14 VGG19 Optimization method: SGD; momentum: 0.97; weight-decay: 0.0005; dropout: 0.3; batch size: 128;
learning rate: 0.07; total no. of epochs: 40.

15 Xception Optimizer method: SGD; momentum: 0.8; learning rate: 0.035; learning rate decay: decay of rate 0.92
every 4 epochs.
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on the ImageNet database that contains several
millions of images [53]. It can transfer learning to
classify objects of new untrained images. 'e
network receives images of the 331-by-331 size and
extracts features of objects such as a computer
mouse, keyboard, pencil, animals, etc.

(x) ResNet34: 'e ResNet34 is an improved version of
the residual neural network (ResNet) base model
with 34 layers. 'e ResNet has a CNN architecture
but with a shortcut mechanism between layers to
speed up solving problems. 'e shortcut mecha-
nism prevents alteration and reduces the com-
plexity of the network. Moreover, the ResNet
model has a bottleneck blocks mechanism to speed
up the network’s training process [53].

(xi) ResNet50: 'e ResNet50 is another version of the
ResNet with 50 layers. It differs from the ResNet34
by trending to perform deeper analysis to solve
complex problems, and hence it has better object
classification and recognition accuracy. However,
in many cases, a deeper analysis degrades the
accuracy of the network. As with many other CNN
models, the ResNet50 is tested using the ImageNet
dataset to recognize and classify objects and shows
high-quality performance [53].

(xii) Stacked autoencoder: 'e stacked autoencoder
(SAE) is a multilayer DNN that entails input,
hidden, and output layers. 'e number of neurons
in the input layer and output layer are equal, and
the hidden layer usually has lesser neurons than
them. 'e SAE has an unsupervised learning al-
gorithm that differs from other networks by a
stacked autoencoder [54]. 'e stacked autoen-
coder performs a coding and decoding process in
which the coding takes place for the data of the
input and the hidden layers, while decoding takes
place for the data of the hidden and the output
layers. 'e SAE provides a feature fusion mech-
anism that enables it to deal with a small di-
mension of features.

(xiii) VGG16: 'e VGG16 is another type of CNN
model (a variant of the main VGG model, in-
cluding VGG11 and VGG19) that consists of 16
layers. Simonyan and Zisserman propose it for
processing large-scale image recognition tasks. It
differs from the AlexNet model by integrating
multiple 3× 3 kernel-sized filters instead of kernel-
sized filters in the convolutional layers. It produces
considerably high accuracy results than some other
popular models but with the cost of longer training
time. 'e VGG16 model achieves an accuracy of
92.7% when applied to the ImageNet challenges
and scores a place in the top 5 CNN models [55].

(xiv) VGG19:'e VGG19 is another variant of the main
VGG model, which consists of 16 convolution
layers, 5 MaxPool layers, 3 fully connected layers,
and 1 SoftMax layer (i.e., 19 layers in total). 'e

input to the VGG19 is an RGB image of a fixed size
(224∗ 224) that is represented by a (224, 224, 3)
matrix [56].

(xv) Xception: 'e Xception is a recent CNN model
that is inspired by the InceptionResNet [39]. 'e
InceptionResNet, Inceptionv3, and later Xception
are characterized by the addition of the Inception
module, but its have different versions of various
parameters [18]. 'e improvements of the Xcep-
tion enable it to slightly outperform the older
version when applied to the ImageNet dataset.

3.1.3. Data Preprocessing. In the preprocessing stage of the
COVID-19 images, CNN models use annotating lesions for
each CT volume in which lung masks are implemented in the
training phase to form a mask volume. 'is mask volume is
concatenated with the CT volume to obtain the final CT
volume.'e final CTvolume is then set to a specific resolution
(e.g., 200∗ 400) to prepare it for DL execution.'e number of
slices of the image sample is fixed and does not change during
the image preprocessing phase (they have a range of 73 to 250
in the testing dataset). In this research, the images of the
COVID-19 are collected from different sources, including
imaging clinics and existing datasets. 'e images are captured
by different types of equipment and contain different acqui-
sition parameters. As a result, there exist considerable varia-
tions in the intensity of the images [18]. However, the
proposed CNN models implement two standard pre-
processing procedures of resizing and normalization to ensure
that the CNNmodels’ generalization is not negatively affected.

(i) Resizing: we need first to acquire a constant di-
mension because all images in this dataset vary in
dimension and resolution (365∗ 465 to 1125∗ 859
pixels). Subsequently, all the images are scaled to
specific pixels based on the corresponding CNN
models (e.g., NASNet-Large 331∗ 331 pixels and
NASNetMobile 224∗ 224 pixels).

(ii) Normalization: In the normalization part, to set the
scaling limit, we use a precalculated mean subtrac-
tion of the ImageNet database to normalize the
intensity values [56]. 'en we scale the intensity
values from [0, 255] to the intensity range of [0, 1]
using the min-max normalization formula.

xnorm �
x − xmin

xmax − xmin
. (1)

3.1.4. Deep Learning for Feature Extraction. 'e quality and
quantity of the extracted features from images play an
important role in producing robust and accurate diagnosis
results. 'e DL CNN requires a much larger number of
features and data size to minimize the error of the classi-
fication. A small-scale data might cause problems such as
imbalanced training and overfitting [57]. 'e feature ex-
traction of this work is first implicitly performed according
to the CNNmodels’ standard architecture, as eachmodel has
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its own existing feature extraction algorithms. However, to
obtain more significant classification results, we need to
increase the dimensionality of the features as the COVID-19
dataset considerably has a small number of images. Hence,
we implement selected feature extraction algorithms that are
suitable for deep convolutional feature representation to
produce an additional computed encoded feature vector
[58]. 'e initially computed feature vector of the CNN and
the computed encoded feature vector are combined in one
final feature vector. 'e corresponding classifiers use the
final feature vector to produce the diagnosis results.

3.1.5. Evaluation Measurements. In this study, we used the
most common evaluation metrics, including the area under
the curve (AUC), classification accuracy rate (CAR), F1-
score, receiver operating characteristics (ROC) curve, pre-
cision, recall, and mean squared error (MSE). 'ey are
calculated based on the classification results of true positive
rate (TPR), false positive rate (FPR), predictive positive value
(PPV), and negative predictive value (NPV). Accordingly,
equations (2) to (6) represent the mathematical description
of the evaluation metrics:

(i) Classification Accuracy Rate: It is known as clas-
sification accuracy rate (CAR), and the CAR shows
how the output results near for the actual outcomes,
which is calculated using the following equation:

CAR �
(TP + TN)

(TP + TN + FP + FN)
× 100. (2)

(ii) Precision: It is utilized to measure the ability of a
classifier to identify the importance of classified
subjects and reject insignificant subjects, which is
calculated using the following equation:

Precision �
TP

TP + FP
. (3)

(iii) Recall: It is utilized to measure and evaluate the
importance level of the classified subjects, which is
calculated using the following equation:

Recall �
TP

TP + FN
. (4)

(iv) ROC: 'e ROC curve is utilized to graphically plot
the classifier’s overall performance in terms of
providing the correct results by plotting the TPR
against the FPR.

(v) Mean Absolute Error: 'e mean absolute error
(MAE) is a linear score that is widely used for
calculating classification error, which is calculated
using the following equation:

MAE �
1
N



N

i�1
yi − yi


. (5)

(vi) F1-score: 'e F1-score is extracted from measuring
the precision and recall in which the best F1-score

has the value of 1 or near to the value of 1 and the
worst F1-score has the value of 0 or near to the value
of 0, which is calculated using the following equation:

F1 − score �
Precision∗Recall
Precision + Recall

. (6)

3.2.WeightingStage. 'e crow swarm optimization (CSO) is
used to find the best set of coefficients that can be applied
through a designed fitness function to evaluate the perfor-
mance of the used deep learning algorithms. CSO is designed
in a way that will ensure a good distribution for all the
selected coefficients, this was done by taking the best
available average fitness (not just the best one). In this
section, the inspiration of the proposed method and the
mathematical model are discussed.

3.2.1. Inspiration. 'e American crow (Corvus brachyr-
hynchos) is an example of a species that has evolved com-
plicated social behaviors. 'ey are kind of crows, conjointly
called the common crow. 'ey are living in North-western
yank. 'e crows are divided into teams, in which the typical
cluster size of American crows outbound, their last hunt site
of the day was 237± 43. 'ey are ready to reach speeds of
35–43mph. Daytime hunt aggregations of crows throughout
the nonbreeding season area unit sometimes composed of
various family teams [59]. Yank Crow’s kind communal
roosts will vary from 100 to 2 million crows [59]. However,
these hunt sites’ area unit are usually not among the visibility
of their roosting sites. American crows’ area unit make a
superb model species to conduct analysis on social behavior
because they prominently forage in teams before sunset and
form massive communal roosts in the dark throughout the
nonbreeding season [60].

Communal roosts perform as info-sharing centers. At
these communal roosts, crows share info like wherever to
forage throughout the day. Crows that have not found
sensible an honest forage site can follow crows that have
found good forage sites the following day [59]. Communal
roosts conjointly aid in thermoregulation and predator
turning away [42]. 'e dimensions of the communal roost
tend to extend because the weather gets colder. In distinction
to their evening communal roosts, American crows are
divided into smaller teams to forage throughout the day.
Each morning, crows disperse from their communal
roosting site and travel up to 40 miles away to forage.

'ere three predictions that will facilitate support this
hypothesis:

(i) American crows can leave their communal search
sites in giant teams, as critical singly.

(ii) American crows can depart their communal forage
websites when the sunset and fly along towards their
communal roosting site to own the longest forage
opportunities day by day.

(iii) American crows can fly within the direction of their
communal roosting site once outward their last
communal search site.
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3.2.2. Mathematical Model and Algorithm. 'e algorithm of
CSO together with its mathematical model is presented in
these subsections.

(1) Group Division. 'e CSO algorithmic program mimics
the behavior of Corvus brachyrhynchos. To model such in-
teractions, every cluster of crows’ area unit needed to ma-
neuver over the search area. As mentioned earlier, the crows
being divided into teams who begin to look for places of food
at long distances area and not among the scope of traditional
vision. Assume the crow’s algorithmic program determines
the simplest cluster you get when choosing the food space
and additionally deciding the totals that did not get sensible
food on this trip. Within the next journey of food search,
teams with dangerous food can eat sensible food. Reckoning
on the characteristics of the animal, like speed, angle for
departure, and placement.'is behavior is delineating by the
following equation:

Si+1 � R∗ Si(  + Pbest − Pi( ∗R, (7)

where i indicates the current iteration, R is a random
number between (0,1), Pbest is the position vector of the best
solution obtained so far, Pi is the position vector, Si is the
velocity value, the velocity is between (− 6, 6).

(2) Update Position. 'e update position for each crow in the
group depends on the best crow’s position in that group, and
this can be done using the following equation:

Pi+1 � Pi + Si+1 ∗ cos(θ), (8)

where Pi+1 is a new position and Ɵ is an angle for departure
between (45, 135). 'e position should be updated in each
iteration.

(3) Update the Angle. When the best crow follows the be-
havior, the worst crow angle will be updated according to the
following equation:

θi + 1 � (θi + θbest)
2

, (9)

whereƟi+1 is the new angle for crow, R is a random number
between (0, 1), Ɵi is the current angle of crow, and Ɵbest is
the angle of best crow.

'e important stage in the operations of a solution is the
initialization process that provides the algorithm needs and
the data of the problem and submits it. 'e preparedness
phase consists of several stages. 'e first phase is the process
of reading the problem database information. 'ereafter
generate several units for all measures. 'e sum of units
must be 100 that are randomly distributed for the nine
measures.

In the second stage, we applied the CSO algorithm to
solve this problem. It is started by calculating the value of the
initial speed and the angle for all crows. In this step, the
speed value is between (− 6, 6), and the angle value is between
(45, 135). 'is procedure mimics the situation in a real
American crow. 'is case represents the crow’s first
movement to search for the source of the feed (food). When

selecting any path, crows can receive quantities of food.
'ese routes do not necessarily lead to the feed source.
'erefore, the food during this case is a guide that works on
the ways that are taken by crows and not necessarily the food
path. A solution can be constructed using speed, angle, and
best position in-group. After the initialization step, the CSO
algorithm starts to work. Crows start to move from the
beginning node that had been chosen in the initialization
stage. 'e following fitness function is used to evaluate each
solution, the problem is formulated as a 2D matrix (15∗ 9),
as there are 15 algorithms to be evaluated with nine mea-
sures, and the goal of the proposed fitness equation is to find
the overall performance for each one of 15 algorithms.

Fitnees(i) � x1∗AUC(i) + x2∗CAR(i) + x3∗FScore(i)

+ x4∗Precision(i) + x5∗Recall(i)

+ − x6∗ FPR(i) + x7∗PPV(i) + x8∗NPV(i)

− x9∗MSE(i).

(10)

We update position (number of units) depending on the
previous position, speed, and crow angle. Before updating
the position, the speed must be updated depending on the
previous speed, which is different between the positions of
the best crow and the current crow. 'e third stage is the
updated angle for every crow. Lastly, after several iterations,
we returned the best average for all students and distributed
the units for the classifier. Pseudocode of CSO is presented
in Algorithm 2.

where i indicates the current iteration, R is a random
number between (0, 1), Pbest is the position vector of the best
solution obtained so far, Pi is the position vector, Si is the
velocity value, the velocity is between (− 6, 6). Pi+1 is a new
position, and Ɵ is an angle for departure between (45,135).
Ɵi+1 is the new angle for crow, R is a random number
between (0, 1), Ɵi is the current angle of crow, and Ɵbest is
the best crow angle. 'e position should be updated in each
iteration.

3.2.3. CSO Benchmarking with Other Swarm Optimization
Algorithms. CSO algorithm is evaluated by using 30
benchmark functions. Some of those functions are standard
functions that are used in researches. 'ese functions are
chosen to be able to show the performance of CSO and to
compare it with some known algorithms.'e selected 30 test
functions are shown in Tables 3 and 4, where D means the
function’s dimension, range means the function’s search
space limits, and Opt is the optimal value. 'e selected
functions are unimodal or multimodal benchmark minimi-
zation functions. Unimodal test functions have a single op-
timum value; thus, they can benchmark an algorithm’s
convergence and exploitation. Multimodal test functions have
more than one optimum value, making them more chal-
lenging than unimodal. An algorithm should avoid all the
local optima to approach and approximate the global opti-
mum. So, exploration and local optima avoidance of algo-
rithms can be benchmarked by multimodal test functions.
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For each benchmark function, the CSO algorithm and
the compared algorithms are performed in the experiments
under the condition of the same number of iterations (1000),
independent runs for 30 times, and the population size is set
to 50. 'e statistical results (average and standard deviation)
are shown in Tables 5 and 6. For verifying the results, the
CSO algorithm is compared with GWO [61], HHO [62], SSA
[63], and WOA [64].

'e results in Table 5 demonstrated that CSO is better
than the selected algorithms in most unimodal (nine out of
15) test functions. Unimodal functions test the exploitation
of an algorithm. 'e obtained results showed CSO

superiority in exploiting the optimal value, so CSO provides
excellent exploitation ability.

For testing the exploration strength of an algorithm, the
multimodal functions are used as the number growing
exponentially with dimension such types of functions. 'e
results in Table 6 demonstrated that CSO is better than the
selected algorithms on most (13 out of 15) multimodal
functions. 'e obtained results show the superiority of the
CSO algorithm in terms of exploration. Algorithms’ average
fitness on the test functions is presented in Figure 3, and the
standard deviations of the algorithms on the test functions
are shown in Figure 4.

(1) Maximum_number_of_iterations� 1000.
(2) Initialize population of 15 solutions, and each solution is of length 11 (9 for the metrics and the angle and speed).
(3) Initialize speed S and angle Ɵ, where (S ∊ [− 6, 6]), (Ɵ∊ [45, 135]).
(4) Calculate the fitness (general average) for all solutions, using equation (10)
(5) Select the best value of the general average and store it in CurrentBest.
(5) t� 1.
(6) While (t≤maximum_number_of_iterations)
(7) Update the position of all solutions, using the following: Si+1 � (R∗ Si) + (Pbest − Pi)∗RPi+1 � Pi + Si+1 ∗ cos(θ)

(8) Update the fitness of all solutions.
(9) Select the best value of fitness and store it in NewBest.
(10) Update CurrentBest:

if NewBest is better than CurrentBest then CuurentBest�NewBest.
(11) Update the angle of solutions using the following:

Ɵi+ 1�(Ɵi+Ɵbest)/2
(12) t� t+ 1.
(13) End while.
(14) Return the solution that has the best fitness.

ALGORITHM 2: Pseudocode of CSO.

Table 3: Unimodal benchmark functions.

Function Equation Test name D Range Opt

F1 f1(x) � 
n
i�1 x2

i Sphere 30 − 100,
100 0

F2 f2(x) � 
n
i�1 |xi| + 

n
i�1 |xi| Schwefel 2.22 2 − 100,

100 0

F3 f3(x) � maxi |xi|, 1≤ i≤ n  Schwefel 2.21 2 − 100,
100 0

F4 f31(x) � 2x2
1 − 1.05x4

1 + x6
1/6 + x1x2 + x2

2
'ree-Hump

Camel 2 − 5, 5 0

F5 f6(x, y) � − 200e
������
x2 + y2− 0.2


Ackley 2 2 − 32, 32 − 200

F6 f7(x) � x2
1 + x2

2 − 0.3 cos(3πx1) − 0.4 cos(4πx2) + 0.7 Bohachevskyn
N.1 2 − 100,

100 0

F7 f8(x) �(x1 + 2x2 − 7)2+(2 x1 +x2 − 5)2 Booth 2 − 10, 10 0
F8 f38(x) � − 

d
i�1 (xi − 1)2 − 

d
i�2 xixi− 1 Trid 6 − 36, 36 − 50

F9 f9(x) � 
n
i�1 x2

i + (
n
i�1 0.5ixi)

2 + (
n
i�1 0.5ixi)

4 Zakharov 2 − 5.12,
5.12 0

F10 f(x) − 1 + cos(
������
x2
1 + x2

2
12


)/0.5(x2
1 + x2

2) + 2 Drop Wave 2 − 4.5, 4.5 − 1

F11 f13(x) � 
n
i�1 x10

i Schwefel 2.23 2 − 100,
100 0

F12 f14(x) � 
n
i�1 |xi Schwefel 2.20 2 − 100,

100 0

F13 f18(x) � 
d/4
i�1[(x4i− 3 + 10x4i− 2)

2 + 5(x4i− 1 + x4i)
2 + (x4i− 2 + x4i− 1)

4 + 10(x4i− 3 + x4i)
4] Powell 10 − 4, 5 0

F14 f19(x) � 
d
i�1 [(

d
j�1 xi

j)bi]
2 PowerSum 4 0, 4 0

F15 f4(x) � 
n
i�1[b(xi+1 − x2

i )2 + (a − xi)
2] Rosenbrock 30 − 2.048,

2.048 0
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3.3. Selection Stage. In this stage, among 15 deep learning
models, the final diagnostic model will be selected based on
evaluation experiment with CSO benchmarked algorithm.
Furthermore, the winner model is the one that achieved best
results in all evaluation measurements without presenting any
overfitting or underfitting classification performance in all classes.

4. Results and Discussion

4.1. Results of Evaluation Stage. To the best of the authors’
knowledge, this was the first study to carry out supervised
COVID-19 identification with large numbers of CT cases
within the cutting-edge healing center during the current
COVID-19 pandemic through developing and training a

successful deep learning model on collected Lung CT samples.
'e study’s motivation is to utilize AI to lighten the issue of
proficient interpretation deficiencies for CT lung scanwhen the
virus is still spreading rapidly. Although there were numerous
viable AI uses in past works [7], improving AI for automated
COVID-19 identification is still challenging. First, the number
of patients registered is moderately littler within the current
crisis circumstance than in past works [2, 27]. 'e patients
selected in our research are clinically analyzed with COVID-19
asmost of the patients did not experience PCR testing due to an
unexpected outbreak and limited therapeutic resources in a
limited time. Second, radiologists did not label COVID-19
samples in CT lung scan regions and labeled COVID-19
samples for the patients can be classified (COVID-19 or

Table 4: Multimodal benchmark functions.

Function Equation Type Test name D Range Opt

F16 f20(x) � − 20 exp(
������


n
i�1 x2

i
− 0.2


) − exp(1/n 
n
i�1 cos(2πxi)) + 20 + e N Ackley 2 − 10, 10 0

F17 f22(x) � 
n
i�1 ix4

i + random0, 1 N Quartic 10 − 1.28,
1.28 0+rand

F18 f23(x) � (4–2.1 x2
1 + x4

1/3) x2
1 + x1x2 +(− 4+4 x2

2) x2
2 N Six-Hump

Camel 2 − 5, 5 − 1.0316

F19 f24(x) � a (x2 - bx2
1 + cx1 – r)2 + s(1- t) cos(x1) + s Branin 2 − 5, 15 0.3979

F20 f25(x) � [1 + (x1 +x2 + 1)
2 (19 –14 x1 + 3x2

1 − 14 x2 + 6 x1x2 + 3x2
2)]∗

[30 + (2x1 + 3 x2)
2 (18 – 32 x1 + 12x2

1 − 48 x2 + 36 x1x2 + 27x2
2)]

N Goldstein Price 2 − 2, 2 3

F21 f26(x) � − 
4
i�1 ci exp(− 

3
j�1 aij(xj − pij)

2) F Hartmann 3-D 3 1, 0 − 3.8628
F22 f27(x) � − 

4
i�1 ci exp(− 

6
j�1 aij(xj − pij)

2) F Hartmann 6-D 6 1, 0 − 3.3224
F23 f32(x) � − 200 e− 0.2

����
x2+y2

√
+ 5 ecos(3x)+sin(3y) Ackley 3 2 − 32, 32 − 195.629

F24 f33(x) � x2
1 + 2x2

2 − 0.3 cos(3πx1)cos(4πx2) + 0.3 N Bohachevskyn
N.2 2 − 10, 10 0

F25 f34(x) � sin(x)e(1− cos y( ))2 + cos(x)e(1− sin x( ))
2
+ (x − y)2 N Brid 2 − 2pi,

2pi − 106.7645

F26 f35(x) � (|sin(x1)sin(x2)exp(|100 −

������

x2
1 + x2

2



/π|)| + 1)0.1 N Cross in Tiny 2 − 10, 10 − 2.06261

F27 f36(x) � − cos(x1)cos(x2)exp(− (x1 − π)2 − (x2 − π)2) F Easom 2 − 100,
100 − 1

F28 f37(x) � − sin2 (x − y) sin2 (x + y)/
��������
(x2 + y2)


N Keane 2 0, 10 − 0.6737

F29 f41(x) � − |sin(x1)exp(|1 −
�������
x2
1 + x2

2


/π|)| N Holder 2 − 10, 10 − 19.2085

F30 f43(x) � − 
d
i�1 sin(xi) sin2m(ix2

i /π) N Michalewics 2 1.57,
2.21 − 1.8013

Table 5: Unimodal benchmark functions.

Name
CSO GWO HHO

AV STD AV STD AV STD
Sphere 1.10132E − 12 2.17067E − 12 8.32056E − 62 2.01043E − 61 5.75505E − 96 1.21415E − 95
Schwefel 2.22 5.5237E − 112 1.5496E − 111 8.74E − 99 0 1.11321E − 48 1.51435E − 48
Schwefel 2.21 1.4406E − 111 6.7475E − 111 1.26E − 105 0 2.95204E − 51 6.83343E − 51
Camel3 0 0 0 0 1.1048E − 107 2.3653E − 107
Ackley2 − 200 0 − 200 0 − 200 0
Bohachevskyn N. 1 0 0 0 0 0 0
Booth 0 0 1.54098E − 07 1.11392E − 07 2.36488E − 05 2.5515E − 05
Trid − 50 0 − 49.99989 8.03012E − 05 − 1367.28225 4.374233259
Zakharov 7.9142E − 221 0 0 0 9.5294E − 47 2.13084E − 46
Drop Wave − 0.98496333 0.027373716 − 0.99574666 0.016186579 − 1 0
Schwefel 2.23 0 0 0 0 0 0
Schwefel 2.20 1.0876E − 111 5.4846E − 111 3.21E − 88 0 3.48466E − 47 4.72514E − 47
Powell 0.001705466 0.001128045 4.94865E − 07 6.09827E − 07 4.9489E − 104 7.662E − 104
PowerSum 0.051633374 0.070129514 0.106802381 0.261322987 1.4218E − 131 2.4194E − 131
Rosenbrock 7.610173333 21.01106746 26.74104667 0.704408086 0.008242153 0.010289518
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Table 6: Multimodal benchmark functions.

Name
CSO GWO HHO

AV STD AV STD AV STD
Ackley 8.8818E − 16 4.01173E − 31 8.8818E − 16 4.01173E − 31 − 8.8818E − 16 0
Quartic 0.031253333 0.018374115 0.000971688 0.000902519 0.000445553 0.000297211
6-Hump Camel − 1.0316 6.77522E − 16 − 1.031628448 4.31084E − 09 − 1.0316 0
Branin 0.3979 0 0.397887852 5.97628E − 07 0.397946667 9.81495E − 05
Goldstein 3 0 3.000007881 9.28286E − 06 3 0
Hart3 − 3.8628 3.16177E − 15 − 3.8620812 0.001938044 − 3.854683333 0.008125864
Hert6 − 3.3224 1.35504E − 15 − 3.264253912 0.099876517 − 2.9311 0.07435459
Ackley3 − 195.629 5.78152E − 14 − 195.6290282 2.8506E − 08 − 186.4112 0
Bohachevskyn N. 2 0 0 0 0 0 0
Bird − 106.7645 7.2269E − 14 − 106.1160683 3.551734418 − 106.7645 − 106.7645
Cross_in_Tiny − 2.06261 0 − 2.062611869 3.30268E − 09 − 2.0626 0
Easom − 1 0 − 1 0 − 0.99998 8.16497E − 06
Keane − 0.6737 1.1292E − 16 − 0.6737 1.1292E − 16 − 0.67367 0
Holder − 19.2085 3.61345E − 15 − 19.20849251 8.17787E − 06 − 19.2085 0
Michalewics − 1.8013 6.77522E − 16 − 1.8013 6.77522E − 16 − 1.8013 0
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Figure 3: 'e average fitness of the algorithms on the test functions.
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Figure 4: 'e standard deviations of the algorithms on the test functions.
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healthy) to train the deep learning models in this research.
'ird, the proficient radiologist may miss a few tiny infected
regions of COVID-19, and it remains unclear whether deep
learning-based models can be detected. We hypothesized
solving these problems by offering delicate deep learning
models, that is, ResNet50, GoogleNet, and MobileNetV2. 'e
first problem is solved using broad CT lung training samples to
get perfect training accuracy. Considering the COVID-19
pandemic, the supervised learning issue is used for the second
problem [29, 43], such as COVID-19 detection without
explaining COVID-19 lesion areas. In this study, the tempo-
rally global pooling layer and spatially global pooling layer are
utilized in the ResNet50 model to technically handle the
COVID-19 identification issue. Finally, to address the third
problem by taking advantage of deep learning models and
using pretrained CNN models to provide lung masks to guide
ResNet50, GoogleNet, and MobileNetV2 learning.

Diagnostic imaging techniques, such as chest radiography
and CT, play a significant role in verifying the primary di-
agnosis of the polymerase chain reaction (PCR) test for
COVID-19. Clinical imaging frequently plays a vital role in
tracking disease development and patient treatment.
Extracting features from radiologymodes is an important step
in developing profound education models as model success
depends directly on the features.'is research aims to present
an exhaustive study on the classification of COVID-19 in CT
imaging using state-of-the-art deep CNN architectures
extracted from features and trained in machine learning al-
gorithms based on deep learning models’ successful computer
vision. 'e 3-fold cross-validation technology was developed
to evaluate each experiment’s average classifier generalization
performance. For all CNNs, network weights from the
weights trained in ImageNet have been initialized. 'e
computer system used in this project, based on Windows,
included an Intel(R) Core (TM) i7-8700K 3.7GHz processor
with 32GB RAM. Python has introduced the training and
testing phase of the proposed architecture using a Tens row
backend kit as a deep learning application backend, using an
11GB RAM, NVidia GeForce GTX 1080 Ti GPU.

Popular pretrained and typical models such as ResNet50,
DarkNet, GoogleNet, MobileNetV2, Xception, VGG19,
VGG16, InceptionV3, ResNet34, CNNs, DNN, SAE,
InceptionResNetV2, LSTM, and NASNet-Large models
have been trained and tested on CT lung images. 'e
training accuracy and loss values for fold-3 of the pretrained
models are shown in Figures 5 and 6, respectively.

'e training stage was carried out until the 30th epoch to
prevent overfitting for all pretrained models. 'e diagnostic
model’s performance outcomes from various pretrained
CNN and deep models are in Table 7.

'e COVID-19 diagnostic-based deep learning models
used in our research are successful compared to recent deep
learning computer-aided diagnostic approaches. 'e deep
learning models for 746 CTcases were trained to predict the
COVID-19 risks and its influence for early prediction [13].
'e deep learning model of 746 lung CT scans was trained
for essential lung CT findings [23], and the ROC AUC
metric was obtained of 0.92. In our analysis, the 522 scans
only are utilized for training tasks; on the other hand, the

ROC AUCmetric is obtained of 0.90. Based on the variation
in the dataset and compared with deep learning models, it
was conceivable to identify that classifying COVID-19 can
be more straightforward, and the proposed deep learning
models are exceptionally effective. As for the incorrect 12
false negative predicted cases, after rechecking the original
CT lung cases, the reasons are as follows: there is a slight
increase in CT lung regions, and the CTcases of this ground-
glass ambiguity are fragile without integration process.

Our research aims to provide a good and promising
solution for improving medical diagnostic approaches based
on AI for urgent diseases like the COVID-19 pandemic. In
addition, to improve the identification, the approach is
utilized as a helpful instrument to assist the specialists within
the health and medical centers to choose which ideal deep
learning model could be used for COVID-19 identification
by assessing distinctive deep learning models. 'e COVID-
19 diagnostic deep learning-based models entail the CT lung
scan within the current austere battle against this pandemic.
However, doctors in hospitals and medical centers are busy
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Figure 5: First dataset training accuracy for ResNet50 model.
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Figure 6: First dataset loss values for ResNet50 model.
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treating many COVID-19 patients, and it may be hard for
them to do the CT scan for all patients. In this study, the
supervised deep learning method provides the location of
pulmonary in CT lung lesions.

'e annotation attempts of radiologists can be reduced,
such as just the provision of COVID-19 classification as a
healthy or COVID-19 case. As a result, developing a useful
AI instrument has quickly become potential and accessible
in clinical applications. In the future, automatic deep
learning could significantly reduce the burden on AI experts.
'e training accuracy and loss values for fold-3 of the
pretrainedmodels are shown in Figures 7 and 8, respectively.

'e training stage was carried out until the 30th epoch to
prevent overfitting for all pretrained models. 'e diagnostic
model’s performance outcomes from various pretrained
CNN and deep models are presented in Table 8.

4.2. Results ofWeighting Stage. 'e COVID-19 optimization
method has two significant benefits over other related ap-
proaches. Firstly, the input parameters were known defined

by disease statistics, stopping scientists from initializing
them with random values. Second, the approach can end
after several iterations without setting this value. Infected
populations initially increase exponentially, but the number
of infected people declines after some iterations. 'e algo-
rithm is executed ten times, and the average results are taken
to avoid any randomness in taking the best result only. 'e
ten runs and their average results are shown in Table 9 for
the first and second datasets. Each value in the last row of
each dataset represents the average of the ten results of each
measure. 'e fitness function uses these averages to get the
final performance for each algorithm.

Subsequently, the final result column in the first dataset
of Table 10 is obtained by applying equation (10) (fitness
function). 'e values of x1 to x9 are the average values taken
from the last row in Table 9. 'e average values for the 15
algorithms are shown in Table 10 for the first and second
datasets, respectively. 'e final result represents each deep
learning algorithm’s overall strength (assessment). 'e re-
sults of the first dataset in Table 10 showed that the ResNet50
algorithm is the best-selected algorithm, and it is of close
performance to GoogleNet and LSTM algorithms.

Table 7: 'e first dataset diagnostic performance outcomes of various pretrained models.

No Classifier AUC CAR F1-score Precision Recall FPR PPV NPV MSE
1 ResNet50 90.78 91.46 90.49 89.73 88.94 90.92 90.22 90.17 0.039
2 DarkNet 80.92 85.13 85.11 83.29 80.14 82.19 83.71 81.95 0.069
3 GoogleNet 86.99 90.35 89.42 90.21 90.11 88.92 90.47 90.16 0.044
4 MobileNetV2 85.47 88.36 87.69 83.33 86.91 82.14 85.25 86.94 0.038
5 Xception 75.14 77.13 75.02 76.96 74.82 77.37 74.38 72.96 0.094
6 VGG19 80.32 84.38 84.29 77.43 93.56 82.14 83.64 81.79 0.081
7 VGG16 81.36 80.14 80.25 78.97 79.46 78.19 80.03 76.91 0.078
8 InceptionV3 63.40 65.98 64.81 66.47 64.91 62.99 65.11 63.73 0.055
9 ResNet34 90.54 90.71 80.48 79.28 80.10 89.79 90.21 89.94 0.042
10 CNNs 87.47 88.15 83.36 87.55 87.89 86.36 87.99 86.69 0.057
11 DNN 83.39 85.36 81.30 83.57 85.66 83.96 84.14 82.64 0.063
12 SAE 80.39 82.14 79.92 84.87 81.93 80.97 83.94 83.12 0.059
13 InceptionResNetV2 85.67 87.95 86.11 87.64 84.24 86.14 88.19 85.37 0.098
14 LSTM 88.25 90.54 88.36 89.25 88.97 86.91 90.11 87.67 0.096
15 NASNet-Large 79.36 80.11 78.98 77.91 78.16 75.87 79.47 82.96 0.079
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InceptionV3 came last as it got the worst overall perfor-
mance, while the results of the second dataset in Table 10
showed that the VGG16 algorithm is the best-selected al-
gorithm, and it is of close performance to the ResNet50
algorithm. InceptionV3 came last as it got the worst overall
performance.

In the first dataset, the ResNet50 algorithm has the
highest score of AUC 1317.770678, CAR 1404.603748, F1-
score 1017.648389, precision 936.6420965, recall
824.2043559, FPR 711.7677382, PPV 537.504169, NPV
390.2033404, and final result 5715.987691. 'e final results
represent the summation of all criteria results and sub-
tracting the MSE. 'e second-best score is achieved by the

GoogleNet algorithm and the InceptionV3 algorithm has the
lowest scores among the 15 algorithms. In the second
dataset, the VGG16 algorithm has the highest score of AUC
1299.884286, CAR 1302.852674, F1-score 1143.826591,
precision 1036.285298, recall 735.858182, FPR 664.348122,
PPV 465.3038828, NPV 439.9139883, MSE 0.785912024
(lowest), and final result 5758.790868.'e second-best score
is achieved by the ResNet50 algorithm and the InceptionV3
algorithm also has the lowest scores among the 15 algo-
rithms. Our analysis is an optimized combination of 10 tests
and 15 deep learning methods for COVID-19 identification.
'e crow swarm optimization (CSO) is used to find the best
set of coefficients that can be applied through a designed

Table 8: 'e first dataset diagnostic performance outcomes of various pretrained models.

No Classifier AUC CAR F1-score Precision Recall FPR PPV NPV MSE
1 ResNet50 90.89 89.10 87.23 88.63 87.74 88.93 88.75 90.33 0.054
2 DarkNet 82.22 84.23 83.45 82.27 82.34 84.16 83.21 82.44 0.075
3 GoogleNet 84.76 86.76 84.91 85.20 85.10 85.72 83.33 84.36 0.059
4 MobileNetV2 83.12 85.33 84.19 84.37 83.49 84.87 85.10 83.22 0.047
5 Xception 84.83 81.35 80.12 79.99 80.43 80.84 80.32 80.98 0.061
6 VGG19 84.22 84.97 84.77 82.46 82.86 83.33 83.47 81.23 0.046
7 VGG16 91.34 89.96 88.75 88.15 88.95 88.97 89.14 87.99 0.038
8 InceptionV3 72.21 75.34 73.81 73.47 73.83 74.87 72.34 74.84 0.069
9 ResNet34 90.42 88.21 86.48 82.97 87.22 87.53 87.39 76.27 0.048
10 CNNs 85.29 83.65 83.10 82.55 81.76 82.40 82.77 82.74 0.050
11 DNN 81.96 83.50 82.37 83.12 82.12 83.12 81.94 82.84 0.083
12 SAE 83.10 82.90 81.87 80.43 81.27 81.84 81.36 81.38 0.078
13 InceptionResNetV2 88.38 88.35 87.43 86.76 86.42 87.53 88.05 87.46 0.069
14 LSTM 82.44 83.24 82.33 82.58 83.09 82.77 82.55 79.24 0.099
15 NASNet-Large 81.11 82.35 80.48 80.21 80.68 81.31 81.68 82.16 0.062

Table 9: CSO results for 10 runs.

Fitness AUC CAR F1-score Precision Recall FPR PPV NPV MSE Speed Angle
Fe results of the first dataset
71.82 14.45 17.46 10.59 8.50 10.16 9.63 5.72 5.19 18.28 0.69 53
81.32 14.76 12.38 17.45 9.11 10.53 6.66 5.77 3.49 19.81 0.77 129
77.12 14.26 18.53 13.51 7.51 9.96 8.46 6.05 3.42 18.27 − 3.43 53
70.41 13.72 16.09 9.28 7.80 9.46 9.49 6.76 5.36 22.02 − 2.22 45
77.73 14.30 18.10 11.57 12.52 6.01 6.87 4.06 4.13 22.42 − 2.08 131
72.54 14.32 18.19 8.71 12.45 11.10 8.41 4.04 4.16 18.58 3.89 59
73.34 13.85 11.17 10.51 10.37 8.70 8.18 6.76 3.92 26.51 − 3.31 57
73.57 15.19 11.23 10.65 9.18 9.31 7.60 8.09 6.78 21.94 3.99 67
78.56 14.73 17.97 9.035 13.52 10.27 5.60 6.08 3.17 19.60 2.46 57
76.20 15.55 12.41 11.11 13.38 7.11 7.33 6.25 3.65 23.17 − 2.92 48
75.26 14.51 15.35 11.24 10.43 9.26 7.82 5.96 4.33 21.06 − 0.21 69.9
Fe results of the second dataset
74.26 14.18 14.50 12.00 9.93 10.21 8.70 5.11 5.50 19.85 3.71 57
79.03 13.89 12.48 13.01 14.99 9.42 5.79 4.54 6.00 19.86 2.08 46
74.31 14.15 18.68 12.20 11.80 7.76 7.64 5.38 5.44 16.93 − 5.67 112
74.45 14.02 18.21 10.04 10.04 6.37 7.35 4.50 4.77 24.68 2.42 110
80.88 14.04 17.33 15.03 12.88 8.79 6.03 3.88 4.60 17.41 − 0.02 56
81.85 14.19 11.93 15.54 12.34 7.44 4.91 7.71 5.72 20.20 − 0.19 54
81.90 14.26 12.50 15.55 14.38 5.48 5.69 6.01 3.97 22.16 4.91 45
71.74 14.70 11.93 10.40 9.13 10.66 8.85 6.53 6.15 21.62 − 2.16 87
73.61 13.37 11.87 13.22 9.56 10.16 10.21 4.09 4.20 23.31 − 3.03 58
72.98 15.46 15.35 11.85 12.50 6.44 9.48 4.44 3.66 20.79 3.92 52
76.50 14.23 14.48 12.88 11.76 8.27 7.47 5.22 5.00 20.68 0.60 67.7
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fitness function to evaluate the performance of the used deep
learning algorithms. CSO is designed to ensure a good
distribution for all the selected coefficients. 'is operation
took the best available average fitness (not just the best one).
'e CSO algorithm is utilized to assess the diverse deep
learning approaches for COVID-19 regarding the assess-
ment measures. 'e research outcomes revealed that the
selection problem related to COVID-19 identification
methods could be viably solved utilizing the CSO approach.

'is work concerns with early classification of COVID-
19 as it is important for the treatment and control of dis-
eases. Compared to reverse transcription-polymerase chain
reaction (RT-PCR), chest computed tomography (CT)
imaging can be a much more accurate, effective, and rapid
technique for classifying and assessing COVID-19, espe-
cially in the pandemic area. Almost all hospitals have CT
imaging machines; thus, CT images in the chest can be used
for the early diagnosis of COVID-19 patients. 'e CT-based
chest diagnosis of COVID-19 requires a specialist in radi-
ology and a substantial amount of time, which is useful when
the outbreak of COVID-19 is through at a rapid rate. Au-
tomated analysis of chest CT images is therefore desirable to
save the precious time of medical professionals. In the
meantime, for predicting cases of COVID-19, several deep
learning models have been suggested. 'ere is a need for a

choice solution for the optimized COVID-19 deep learning
models, which was considered the key issue. In addition,
there is no single study to address the issue of optimizing the
COVID-19 diagnostic model based on pretrained and
trained CNN and in-depth learning. Nevertheless, our re-
search proposed an intellectual framework to assist medical
centers and hospitals in selecting the COVID-19 diagnostic
model. 'e assessment of identification approaches for
COVID-19 is not a trivial task. Multiple measurements must
be evaluated, and some of the measures conflicted with each
other.

Our study is mainly constrained by the limitations of the
available COVID-19 datasets. As explored in the related
studies, the deep learning models need a high and large
number of CT lung samples. 'e selection approach for
optimal deep learning COVID-19 diagnostic model based
on a novel CSO algorithm can be used for solving complex
cases of different related studies to find optimal models. In
future directions, the following aspects must be considered
to enhance the outcomes of COVID-19 diagnostics: first,
suggest to use more trained deep learning models that help
evaluate and select the proposed approach for optimal deep
learning COVID-19 diagnostic model based on a novel CSO
algorithm. Second, using more measurements to support
and evaluate the selection approach for optimal deep

Table 10: Applying CSO results to evaluate the deep learning algorithms (first dataset).

Algorithm AUC CAR F1-score Precision Recall FPR PPV NPV MSE Final result
Fe results of the first dataset
ResNet50 1317.77 1404.60 1017.64 936.64 824.20 711.77 537.50 390.20 0.82 5715.99
DarkNet 1174.64 1307.39 957.15 869.42 742.66 643.42 498.72 354.63 1.45 5259.72
GoogleNet 1262.75 1387.56 1005.62 941.65 835.05 696.11 538.99 390.16 0.93 5664.74
MobileNetV2 1240.69 1357.00 986.16 869.84 805.39 643.03 507.89 376.23 0.80 5499.36
Xception 1090.73 1184.53 843.67 803.34 693.35 605.69 443.13 315.73 1.98 4766.83
VGG19 1165.93 1295.87 947.92 808.25 867.02 643.03 498.30 353.94 1.71 5292.50
VGG16 1181.02 1230.76 902.49 824.32 736.35 612.11 476.80 332.82 1.64 5070.82
InceptionV3 920.32 1013.29 728.85 693.84 601.52 493.12 387.91 275.79 1.16 4127.24
ResNet34 1314.28 1393.09 905.08 827.56 742.28 702.92 537.44 389.21 0.88 5405.14
CNNs 1269.72 1353.77 937.46 913.89 814.47 676.07 524.22 375.14 1.20 5511.41
DNN 1210.49 1310.92 914.30 872.34 793.81 657.28 501.28 357.62 1.33 5302.16
SAE 1166.94 1261.47 898.78 885.91 759.24 633.87 500.09 359.70 1.24 5197.02
InceptionResNetV2 1243.59 1350.70 968.39 914.83 780.65 674.35 525.41 369.43 2.06 5476.59
LSTM 1281.04 1390.47 993.69 931.63 824.48 680.38 536.85 379.38 2.02 5655.16
NASNet-Large 1151.99 1230.30 888.21 813.26 724.31 593.95 473.46 359.00 1.66 5044.91
Fe results of the second dataset
ResNet50 1293.48 1290.40 1124.24 1041.93 725.85 664.05 463.27 451.61 1.12 5725.61
DarkNet 1170.09 1219.87 1075.52 967.16 681.18 628.43 434.35 412.17 1.55 5330.35
GoogleNet 1206.24 1256.51 1094.34 1001.61 704.01 640.08 434.98 421.77 1.22 5478.14
MobileNetV2 1182.90 1235.80 1085.06 991.85 690.69 633.73 444.22 416.07 0.97 5411.87
Xception 1207.23 1178.16 1032.60 940.36 665.37 603.64 419.26 404.87 1.26 5242.96
VGG19 1198.55 1230.58 1092.53 969.39 685.48 622.23 435.71 406.12 0.95 5395.18
VGG16 1299.88 1302.85 1143.83 1036.29 735.86 664.35 465.30 439.91 0.79 5758.79
InceptionV3 1027.64 1091.12 951.28 863.71 610.77 559.06 377.61 374.17 1.43 4735.81
ResNet34 1286.79 1277.51 1114.57 975.39 721.55 653.60 456.17 381.32 0.99 5558.71
CNNs 1213.79 1211.47 1071.01 970.45 676.38 615.29 432.05 413.67 1.03 5372.49
DNN 1166.39 1209.30 1061.60 977.15 679.36 620.67 427.72 414.17 1.72 5313.30
SAE 1182.62 1200.61 1055.16 945.53 672.32 611.11 424.69 406.87 1.61 5275.07
InceptionResNetV2 1257.76 1279.54 1126.81 1019.94 714.93 653.60 459.61 437.26 1.43 5640.84
LSTM 1173.23 1205.53 1061.08 970.80 687.38 618.05 430.90 396.17 2.05 5305.00
NASNet-Large 1154.30 1192.64 1037.24 942.94 667.44 607.15 426.36 410.77 1.28 5223.26

Computational Intelligence and Neuroscience 19



learning COVID-19 diagnostic model based on a novel CSO
algorithm. In addition, the main limitation of the CSO al-
gorithm, like all swarm algorithms, is no guarantee to find
the optimal solution.'is is due to the nature of the problem
search space.

5. Conclusion

Because of the COVID-19 pandemic, the number of com-
puterized COVID-19 diagnosis studies is growing rapidly.
'is raises the question of which decision-makers should
select the optimal COVID-19 diagnostic system in health-
care organizations and which performance criteria should be
considered. Because of this, a selection scheme is necessary
to address all the above issues. 'is study aims to bridge the
gap between COVID-19 diagnostic model and deep learning
models. To the best of the authors’ knowledge, there is no
work addressed and investigated the selection of the optimal
COVID-19 diagnosis models. Only a review of main eval-
uation measurements for diagnostic COVID-19 deep
learning-basedmodels is presented in the scientific literature
without addressing bridging the gap between the deep
learning models and selection strategy for the optimal
model. 'e crow swarm optimization (CSO) is employed to
find an optimal set of coefficients using a designed fitness
function for evaluating the performance of the deep learning
model. 'e CSO is modified to obtain a well-selected co-
efficient distribution by considering the best average fitness.
In this study, we present a description of the mechanism of
the proposed methodology development. 'e outcomes that
integrated a mix of 15 deep learning-based methods for
COVID-19 diagnosis and nine evaluation metrics are pre-
sented in this article. Despite some challenges, including that
no similar mechanism has been used to identify the sig-
nificance of evaluation metrics ranking the deep learning-
based models concerning different evaluation metrics is not
an easy task, especially considering that some metrics
conflict with each other. Our work will address all the
challenges when developing the integrated framework. With
a massive number of COVID-19 diagnostic deep learning-
based models, it is not a trivial task for healthcare managers
to decide whichmodel meets their requirements with respect
to reliability, cost, and speed. 'is is the main challenge of
our study.'e CSO algorithm is utilized to assess the diverse
deep learning approaches for COVID-19 regarding the
assessment measures. 'e research outcomes revealed that
the selection problem related to COVID-19 identification
methods could be viably solved utilizing the CSO optimi-
zation approach. For the first dataset, the ResNet50 algo-
rithm is the optimal deep learning model is selected as the
ideal identification approach for COVID-19 with the
closeness overall fitness value of 5715.988 for COVID-19 CT
lung images case considered differential advancement. In
contrast, the VGG16 algorithm is the optimal deep learning
model. It is selected as the ideal identification approach for
COVID-19 with the closeness overall fitness value of
5758.791 for the second dataset. Furthermore, selecting an
inappropriate COVID-19 diagnostic model might be non-
cost effective for medical and health institutions with a

strong need for a rapid and accurate diagnostic model. Our
proposed methodology will help healthcare managers assess
and evaluate the COVID-19 diagnostic model and select the
optimal model that fits their requirements by saving time,
cost, and effort and obtain accurate and reliable results. Our
proposed methodology can be used to evaluate a diagnostic
model that uses the chest X-ray image to assist healthcare
administrators in deciding which is the best COVID-19
diagnostic model.
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Arti cial intelligence (AI) techniques have been considered e�ective technologies in diagnosing and breaking the transmission
chain of COVID-19 disease. Recent research uses the deep convolution neural network (DCNN) as the discoverer or classi er of
COVID-19 X-ray images. �e most challenging part of neural networks is the subject of their training. Descent-based (GDB)
algorithms have long been used to train fullymconnected layer (FCL) at DCNN. Despite the ability of GDBs to run and converge
quickly in some applications, their disadvantage is the manual adjustment of many parameters. �erefore, it is not easy to
parallelize them with graphics processing units (GPUs). �erefore, in this paper, the whale optimization algorithm (WOA)
evolved by a fuzzy system called FuzzyWOA is proposed for DCNN training. With accurate and appropriate tuning of WOA’s
control parameters, the fuzzy system de nes the boundary between the exploration and extraction phases in the search space. It
causes the development and upgrade of WOA. To evaluate the performance and capability of the proposed DCNN-FuzzyWOA
model, a publicly available database called COVID-Xray-5k is used. DCNN-PSO, DCNN-GA, and LeNet-5 benchmark models
are used for fair comparisons. Comparative parameters include accuracy, processing time, standard deviation (STD), curves of
ROC and precision-recall, and F1-Score. �e results showed that the FuzzyWOA training algorithm with 20 epochs was able to
achieve 100% accuracy, at a processing time of 880.44 s with an F1-Score equal to 100%. Structurally, the i-6c-2s-12c-2s model
achieved better results than the i-8c-2s-16c-2s model. However, the results of using FuzzyWOA for both models have been very
encouraging compared to particle swarm optimization, genetic algorithm, and LeNet-5 methods.

1. Introduction

COVID-19 was initially designated an epidemic disease by
the World Health Organization (WHO) in March 2020 [1].
Due to the increasing number of deaths, the spread of the
disease, the lack of access to vaccines and particular drugs,
and rapid diagnosis of the disease to break, the transmission
chain has become one of the most important research topics
for researchers. Polymerase chain reaction (PCR) test [2]
and X-ray images [3] are standard methods in detecting

COVID-19. One of the problems of PCR tests is that there
are not enough kits and also it takes a relatively long time to
answer the test. In addition to being a�ordable, X-ray images
are always and everywhere available. Reducing the time to
diagnose and detect positive cases, even without fever and
cough symptoms, are other bene ts of using X-ray images
[4]. AI tools can increase processing time and high accuracy
in detecting patients with COVID-19 [5]. Much research has
been done to identify positive cases of COVID-19 [3, 6].
However, until COVID-19 disease is completely eradicated,
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the need to research and discover new, fast, low-cost, and
accurate techniques is acute. DL is one of the AI techniques
for detecting positive cases of COVID-19 [7]. Training is the
most challenging part of DL. Examples of algorithms used
for DL training are conjugate gradient (CG) algorithm [8],
Krylov subspace descent (KSD) algorithm [9], and Hessian-
free optimization (HFO) approach [10].

While stochastic GDB training methods are simple to
construct and run quickly in the producer for large numbers
of training samples, GDB approaches require extensive
manual parameter adjustment for optimal performance.
(eir structure is sequential and leads to parallelizing them
with GPU become challenging. On the other hand, though
CGmethods are stable for training, they are almost slow lead
to needing multiple CPUs and a lot of RAMs resource [8].
Deep auto-encoders used HFO to train the weights of
standard CNNs, which performs better than Hinton and
Salakhutdinov’s approach for pretraining and fine-tuning
deep auto-encoders [11]. In addition, HFO is weaker than
KSD and more complex. In terms of the amount of memory
required, HFO requires less memory than KSD. KSD op-
timization and classification speeds also work better [9].
Recent years have seen the employment of metaheuristic and
evolutionary algorithms to solve and optimize real-world
problems [12–14]. Despite this, research on optimizing DL
training needs to be given more attention. Optimization
based on metaheuristic algorithms with a hybrid genetic
algorithm and DCNN is the beginning of this field study
[15]. (is model determines the DCNN parameters through
GA’s crossover and mutation processes, with the DCNN
structure modeled as a chromosome in GA. Alternatively,
only the weights and biases of the first convolution layer (C1)
and the third convolution layer (C3) are used as chromo-
somes during the crossover step. In [16], they present an
evolutionary method for fine-tuning the parameters of a
DCNN by utilizing the Harmony Search (HS) algorithm and
several of its improved variants for handwritten field digit
and fingerprint detection. In [17], researchers will develop a
hybrid deep neural network (DNN), using computed to-
mography (CT) and X-ray imaging, to predict the risk of
COVID-19-related disease onset. In [18], a new method of
diagnosing COVID-19 based on chest X-ray images using
artificial intelligence is proposed. In comparison to the state-
of-the-art techniques currently used, the proposed method
will demonstrate outstanding performance.

In [19], the progressive unsupervised learning (PAUL)
algorithm is used for DCNN training. PUL is the easiest way
to implement. (erefore, it is considered a primary
benchmark for unsupervised feature learning. Due to the
fact that clustering data sets might be difficult to categorize,
PUL initially inserts a selection stage between the clustering
and fine-tuning stages. In [20], an approach for automati-
cally building DCNN architectures on the basis of GA is
suggested for optimizing image classification. (e lack of
knowledge about the structure of DCNN is the most crucial
feature of this method. In contrast, the presence of large
DCNNs causes chromosomes to grow, thus slowing down
the algorithm. Due to the faults described, our proposed
strategy comprises training a DCNN model on Data 1 to

identify positive and negative cases of COVID-19 samples
using X-ray pictures. Following that, the previously trained
DCNN’s FCL will be replaced with the new FCL, which has
been tuning using the whale optimization algorithm, and
employs fuzzy logic to adjust its control parameters for
better WOA development and performance. (e name of
the proposed algorithm is called FuzzyWOA. (erefore, in
this article, our main motivation is to investigate the impact
of FuzzyWOA on improving DCNN performance. Our
main contribution in this paper is to improve WOA per-
formance by designing and applying a fuzzy system to
balance the exploration and extraction boundaries in the
search space for automatic detection of COVID-19 using
X-ray images. In this regard, for a fairer comparison, in
addition to FuzzyWOA, PSO, GA, and LeNet-5 are used for
two DCNN models with different structures in order to
automatically detect COVID-19 cases. Of course, it should
be noted that various metaheuristic methods have been used
to train the neural network, such as sine-cosine algorithm
[21], Salp swarm algorithm [22], best-mass gravitational
search algorithm [23], particle swarm optimizer [24], bio-
geography-based optimization [25], dragonfly algorithm
[26], and chimp optimization algorithm [27]. But the
common problem of these algorithms that leads to ineffi-
ciency in some problems is the lack of detection of two
phases of exploration and extraction. One of the advantages
of using FuzzyWOA is establishing a correct trade-off be-
tween the two phases of exploration and extraction in the
algorithm’s search space. Other disadvantages of using some
high metaheuristic methods include being stuck in local
optimizations, low convergence speed, high complexity,
increasing the number of control parameters, and so on. For
this reason, it seems necessary to use an algorithm that
performs better in less time. Improvements to FuzzyWOA
have eliminated all of these drawbacks. Following that, the
other connection weights are kept in the residual layers of
the pretrained DCNN, resulting in the training of a linear
structure using the characteristics of the final layer.

2. Materials and Methods

(is section consists of four subsections. (e first subsection
first introduces WOA and then describes the proposed
FuzzyWOA algorithm.(e second subsection deals with the
DCCN model. (e third subsection is about the COVID
X-ray database, and the fourth subsection describes the
methodology.

2.1. FuzzyWOA. First, the WOA mathematical model is
explained, and then how to use fuzzy logic to develop the
algorithm.

2.1.1. WOA. (e WOA optimization algorithm was intro-
duced in 2016, inspired by the way whales were hunted by
Mirjalili and Lewis [28]. WOA begins with a collection of
randomly generated solutions. Each iteration, the search
agents update their location by using three operators:
encircling prey, bubble-net assault (extraction phase), and
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bait search (exploration phase). Whales discover and en-
circle prey. (e WOA assumes that the best solution right
now his prey. (at once best search agent has been rec-
ognized, all other search agents’ locations will be updated to
point to the best search agent. (is behavior is expressed by
the following equations:

D
→

� C
→

.X
∗��→
(t) − X

→
(t)|,

 (1)

X
→

(t + 1) � X
∗��→
(t) − A

→
.D
→

, (2)

where t is the current iteration, A
→

and C
→

are the coefficient

vectors, (X∗
��→

) is the place vector is the best solution so far,
and X

→
is the place vector. In each iteration of the algorithm,

(X∗
��→

) should be updated if a better answer is reached. (e
vectors A

→
and C

→
are obtained using the following equations:

A
→

� 2 α→. r
→

− α→, (3)

C
→

� 2. r
→

, (4)

where α→ decreases linearly from 2 to zero during repetitions
and r

→ is a random vector in the distance [0, 1]. (e whale
uses the bubble-net assault strategy to swim simultaneously
around its target and along a contraction circle in a spiral
pattern. To describe this concurrent behavior, it is antici-
pated that the whale would change its location during op-
timization via one of the contractile siege mechanisms or the
spiral model with a 50% probability. Equation (5) defines the
mathematical model for this phase.

X
→

(t+1) � X
∗��→
(t)− A

→
.D
→
ifp<0.5D

→
.e

bi
.cos(2πl)if p≥0.5, (5)

where D
→

is obtained from equation (6) and refers to the
distance i from the whale to the prey (the best solution ever
obtained). A constant b is used to specify the geometry of the
logarithmic helix, and l is a random value between −1 and 1.
p is a nonzero integer between 0 and 1. Vector A is used with
random values between −1 and 1 to bring search agents
closer to the reference whale. In the search for prey to update
the search agent’s position, random agent selection is used
instead of using the best search agent’s data. (e mathe-
matical model is in the form of the following equations:

D
→

� | C
→

|.Xran d

�����→
.X
→

, (6)

X
→

(t + 1) � Xran d

�����→
− A

→
.D
→

, (7)

Xran d

�����→
is the randomly chosen position vector (random

whale) for the current population, and vector A
→

is utilized
with random values larger or equal to one to drive the search
agent away from the reference whale [29].

2.1.2. Proposed Fuzzy Logic for Tuning Control Parameters.
(e proposed fuzzy model receives the normalized per-
formance of each whale in the population (normalized

fitness value) and the current values of the parameters α→ and
C
→
. (e output also shows the amount of change using the

symbols Δα and ΔC. (e NFV value for each whale is
obtained by equation (8).

NFV �
fitness − fitnessmin

fitnessmin − fitnessmax
. (8)

(e NFV value is in the range of [0.1]. (is paper’s
optimization problem is of the minimization type, in which
the fitness of each whale is obtained directly by the optimal
amount of these functions. Equations (9) updating the
parameters α→ and C

→
for each whale are as follows:

α→t+1
� α→t

+ Δα

C
→t+1

� C
→t

+ ΔC.

(9)

(e fuzzy system is responsible for updating the
parameters α→ and C

→
of each member of the population

(whale), and the three inputs of this system are the
current value of parameters α→, C

→
, and NFV. Initially,

these values are “fuzzification” by membership functions.
(en their membership value is obtained using μ. (ese
values are applicable to a set of rules and result in the
values ∆α and ∆C. Following the determination of these
values, the “defuzzification” technique is used to ap-
proximate the numerical values ∆α and ∆C. Finally, these
values are applied in equations (9) and (10) to update the
parameters ∆α and ∆C. (e fuzzy system used in this
article is of the Mamdani type (see Table 1). (e suggested
fuzzy model and membership functions used to update
the whale algorithm’s control parameters are shown in
Figure 1.

2.2. Convolutional Neural Network. DCNNs are very sim-
ilar to multilayer perceptron neural networks [30]. (ese
networks are built on the basis of three principles: weight
sharing between connections, local receive fields, and
temporal/spatial subsampling [31, 32]. (e principles
discussed above may be classified into two types of layers:
subsampling layers and convolution layers. (ree con-
volution layers C1, C3, and C5, positioned between layers
S2 and S4, and a final output layer F6 comprise the
processing layers (as shown in Figure 2). Feature maps are
used to arrange these subsampling and convolution layers.
In the last layer, neurons in the convolution layer are
connected to a local receptive field.(us, neurons with the
same feature maps (FMs) receive data from different input
regions until the input is wholly skimmed to share
identical weights. (e FMs are spatially downsampled by a
factor of two in the subsampling layer. For example, in
subsequent layer S4, FM of size 10 ×10 is subsampled to
conforming FM of size 5 × 5. (e last layer is responsible
for categorization (F6). Each FM in this structure is the
result of convolution between the maps of the previous
layer and their respective kernel and a linear filter. (e
weights wk and adding bias bk produce the k

th (FM) FMk
ij

using the tanh function as equation (10).
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FM
k
ij � tanh W

k
× x 

ij
+ bk . (10)

By lowering the resolution of FMs, the subsampling layer
achieves spatial invariance, in which each pooled FM cor-
responds to a single FM in the previous layer. Equation (11)
is defined as the subsampling function.

αj � tanh β 
N×N

αn×n
i + b⎛⎝ ⎞⎠. (11)

where αn×n
i denotes the inputs and β and b, respectively,

denote the trainable scalar and bias. After many convolution
and subsampling layers, the final layer is a completely linked
structure that carries out the classification process. Each
output class has its own neuron. As a result, in the COVID-
19 data set, this layer comprises two neurons for each of its
classes.

2.3. Data set. (e database used with the name COVID-X-
ray-5k consists of 2084 tutorials and 3100 test images [33]. In
thisdata set, since lateral images arenot suitable for identifying
the target and according to the radiologist’s recommenda-
tions, anterior-posterior COVID-19 X-ray images have been
used. Radiologists evaluate data set images, and items that do
not have exact COVID-19 symptoms are removed.Out of 203
images, 19 images will be deleted, and 184 images with clear
signs of COVID-19 will remain. By doing the job in this
manner, the community was introduced, as well as a more
clearly labeled data set. Of the remaining images, 184 images
were used, 100 images were used for network testing, and 84
images were used for network training. Using data aug-
mentation, we increase the number of COVID-19 samples to
420 samples.Due to the small amountofnon-COVIDpictures
in the COVID-chest ray-data set [34], the supplemental
ChexPert data set [35] was used.(is data set contains 224316
chest X-ray images from 65240 individuals. Totally, 2000
images from the non-COVID-19 data set are used for the
training set, and 3000 images are used for the test set. Table 2

summarizes the total number of photos utilized across all
classes (see Table 2 and Figure 3).

Figure 3 illustrates two picture samples from COVID-19
and four standard image samples randomly picked from the
COVID-X-ray-5k data set.

2.4. Methodology

2.4.1. Presentation of Whales. Two fundamental concepts
govern the tuning of deep artificial neural networks: to
begin, the structure’s parameters must be accurately rep-
resented by a FuzzyWOA (candid solution); next, the fitness
function must be defined in terms of the problem at hand.
(e use of FuzzyWOA in DCNN tuning is a distinct phase in
the presentation of network parameters. (erefore, to achieve
the highest and highest detection accuracy, the essential pa-
rameters in DCNN, i.e., weights and FCL, must be clearly
defined. In general, FuzzyWOA optimizes the weights and
biases used to compute the loss function as the fitness function
in thefinal layer. Inotherwords,whales areused inFuzzyWOA
as the last layer’s weight and bias values. (ree main ways are
available for representing the weights and biases of aDCNN as
frank solutions of ametaheuristic algorithm: based on vectors,
matrices, or binary states [26]. Since FuzzyWOA requires a
vector-basedmodel’s parameters, this paper uses equation (12)
for the candidate solution.

Whales � W11.W12. . . . .Wnh.b1. . . . .bh.M11. . . . .Mhm ,

(12)

where n denotes the number of input nodes, Wij denotes the
weight of the connection between the ith input node and the
jth hidden neuron, bj denotes the bias of the jth hidden
neuron, and Mjo denotes the weight of the connection
between the jth hidden neuron and the oth output neuron.
As indicated in Section 2.2, the suggested design is a
straightforward LeNet-5 framework. Two structures are
utilized in this section: i-6c-2s-12c-2s and i-8c-2s-16c-2s,
where C and S denote convolution and subsampling layers,
respectively. All convolution layers have a kernel size of
5× 5, and the scale of subsampling is downsampled by a
factor of two.

2.5. Loss Function. In designing and proposing the proposed
metaheuristic optimizer (DCNN-FuzzyWOA), the task of
DCNN training is the responsibility of FuzzyWOA. (e
purpose of optimization is to obtain the best accuracy,
minimizing classification error and network complexity.(is
target may be calculated using either the whales’ loss function
or the classification procedure’s mean square error (MSE). As
a result, the lost function is defined as equation (13).

y �
1
2

�����������


N
i�0 (o − d)

2

N



, (13)

where o denotes the computed output, d is the desired
output, and N denotes the training sample count. Two

Table 1: Applied fuzzy rules.

If (NFV is low) and ( α→ is low), then (Δα is ZE)
If (NFV is low) and ( α→ is medium), then (Δα is NE)
If (NFV is low) and ( α→ is high), then (Δα is NE)
If (NFV is medium) and ( α→ is low), then (Δα is PO)
If (NFV is medium) and ( α→ is medium), then (Δα is ZE)
If (NFV is medium) and ( α→ is high), then (Δα is NE)
If (NFV is high) and ( α→ is low), then (Δα is PO)
If (NFV is high) and ( α→ is medium), then (Δα is ZE)
If (NFV is high) and ( α→ is high), then (Δα is NE)
If (NFV is low) and (C

→
is low), then (ΔC is PO)

If (NFV is low) and (C
→

is medium), then (ΔC is PO)
If (NFV is low) and (C

→
is high), then (ΔC is ZE)

If (NFV is medium) and (C
→

is low), then (ΔC is PO)
If (NFV is medium) and (C

→
is medium), then (ΔC is ZE)

If (NFV is medium) and (C
→

is high), then (ΔC is NE)
If (NFV is high) and (C

→
is low), then (ΔC is PO)

If (NFV is high) and (C
→

is medium), then (ΔC is ZE)
If (NFV is high) and (C

→
is high), then (ΔC is NE)
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conditions are defined to terminate FuzzyWOA, including
reaching maximum iteration or predefined loss function.

3. Results and Discussion

As mentioned in the previous sections, this paper attempts
to improve the classic DCNN-FuzzyWOA classifier’s

accuracy by proposing and designing a fuzzy system to
adjust the WOA control parameters. For the DCNN-Fuz-
zyWOA simulation, the population size and maximum it-
eration are 15. In DCNN, the batch size is 100, and the
learning rate is 1. Additionally, the number of epochs ex-
amined for each assessment ranges between 1 and 20. (e
test was conducted in MATLAB-R2020a on a PC equipped
with an Intel Core i7-2630QM CPU and 6GB of RAM
running Windows 7, with six distinct runtimes. According
to reference [20], the accuracy rate cannot provide sufficient
information about the detector’s effectiveness.

(e suggested classifier’s effectiveness in all samples was
shown using receiver operating characteristic (ROC) curves.
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Figure 1: A proposed fuzzy model for setting parameters α→ and C
→
.

Input
32 × 32

C1:Feature Map
6@28 × 328

S2:Feature Map
6@28 × 28

C3:Feature Map
16@10 × 10

S4:Feature Map
16@5 × 5

C5:Layer
120 F6:Layer

84
Output

2

Convolution

Convolution

Sub-Sampling

Sub-Sampling

Full Connection

Full Connection

Figure 2: (e LeNet-5 DCNN’s architecture.

Table 2: (e COVID data set’s image categories [33].

Category COVID-19 Normal
Training set 84 (420 after augmentation) 2000
Test set 100 3000
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As a result, each sample is assigned an estimated probability
of images PT. Following that, a threshold value T∈ [0.1]was
added. (us, the detection rate was determined for each
value. (us, the obtained values were presented as a receiver
operating characteristic (ROC) curve. In general, the con-
cept of ROC diagram curves can be interpreted so that the
larger the area under the diagram (AUC), the greater the
probability of detection. Figure 4 shows the result of the
ROC curve in the use of DCNN-FuzzyWOA to detect
COVID-19. Also, in order to be able to make a fair com-
parison, a simple DCNN has been used to detect COVID-19.
(is comparison is made because the test data set, the initial

values of the parameters, and the simple CNN structure, i.e.,
LeNet-5 DCNN, are entirely the same. According to what
has been said, the competence and efficiency of DVNN-
FuzzyWOA can be considered fair. On the test data set, the
ROC curves demonstrate that DCNN-FuzzyWOA beats
LeNet-5 DCNN considerably (Figure 4).

(e suggested approach was implemented and executed
10 times, with a total training duration of between 4.5 and
11.5 minutes. (e proposed classifier (DCNN-FuzzyWOA)
for the COVID-19 validation set has a detection power
between 99.01% and 100%. Due to the wide range of possible
outcomes, the 10 trained DCNN-FuzzyWOA models are
ensembled using weighted averaging with validation accu-
racy as the weights. (e DCNN-FuzzyWOA classifier ob-
tains a validation accuracy of 99.27 percent, while the LeNet-
5 DCNN classifier achieves a detection accuracy of between
75.08 and 83.98 percent. (e resultant ensemble achieves an
86.91 percent detection accuracy on the COVID-19 vali-
dation data set. New benchmark models including LeNet-5
DCNN [36], DCNN-GA [20], and DCNN-PSO [37] have
been used to prove the efficiency and performance of
DCNN-FuzzyWOA in detecting positive and negative cases
of COVID-19. (e ROC and precision-recall curves for the
i-6c-2s-12c-2s and i-8c-2s-16c-2s structures are shown in
Figures 5 and 6, respectively. (e simulation results show
that the DCNN-FuzzyWOA classifier or detector provides
better results than other benchmark models.

For a more accurate comparison to understand the
power and ability of DCNN-FuzzyWOA to detect positive
and negative cases of COVID-19, more than 99.01% of the
diagnoses are correct. (e false alarm detection rate is less
than 0.81%. In general, the trade-off between recall and
precision for various threshold levels shows with the pre-
cision-recall curve. (e greatest area under the precision-
recall curve suggests that the accuracy and recall are strong.
High precision shows a low false-positive rate, and high-

Normal Normal Covid

Normal Covid Normal

Figure 3: Images random from the COVID-X-ray-5k data set [33].
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recall indicates a low false-negative rate. Figures 5 and 6
show that DCNN-FuzzyWOA has the largest area under the
precision-recall curve. It demonstrates a lower rate of false-
positive- and false-negative classifications than other
benchmark classifiers (see Tables 3–5).

Tables 3–6 describe the accuracy and computational time
findings for the i-6c-2s-12c-2s and i-8c-2s-16c-2s structures.
(e overall result of the simulation was that the accuracy
improved with increasing epoch. For example, in the first

epoch, compared to LeNet-5 (77.24), the accuracy increased
to 3.84 for DCNN-GA (81.08), 8.63 to DCNN-PSO (89.71),
and 1.73 for DCNN-FuzzyWOA (91.44). As shown in Ta-
ble 3, the improvement in accuracy when 20 epochs are used
is 1.57 for DCNN-GA (96.71), 2.05 for DCNN-PSO (98.76),
and 1.24 for DCNN-FuzzyWOA (100). (e simulation re-
sults show that DCNN-FuzzyWOA is more accurate in all
epochs. As shown in Tables 4 and 6, processing time in
FuzzyWOA is shorter and faster than other methods used.
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As the number of epochs rises, the time efficiency of the
FuzzyWOA becomes increasingly apparent, as the Fuzzy-
WOA’s stochastic structure results in a decrease in the
complexity of the search space. It should be noted that the
i-8c-2s-16c-2s structure findings in Tables 5 and 6

corroborate the previous conclusion about the i-8c-2s-
16c-2s network. As a result, FuzzyWOA can significantly
increase the performance of DCNNs with i-8c-2s-16c-2s and
i-6c-2s-12c-2s structures. Data science experts believe that
the best results can be shown using overall accuracy, ROC

Table 3: Accuracy and STD for the i-2s-6c-2s-12c structure.

Epoch
DCNN-FuzzyWOA DCNN-PSO DCNN-GA LeNet-5

Accuracy STD Accuracy STD Accuracy STD Accuracy STD
1 91.44 N/A 89.71 0.48 81.08 0.11 77.24 0.71
2 91.94 N/A 90.08 0.22 82.05 0.24 78.41 0.23
3 92.09 N/A 90.89 0.45 83.40 0.13 78.99 0.41
4 92.73 N/A 91.53 0.43 85.66 0.12 79.66 0.95
5 93.51 N/A 92.66 0.34 86.91 0.35 80.11 0.19
6 93.84 N/A 92.99 0.38 87.25 0.16 81.25 0.33
7 94.11 N/A 93.35 0.37 88.82 0.24 82.32 0.71
8 94.62 N/A 93.83 0.24 89.33 0.18 83.41 0.91
9 94.77 N/A 94.16 0.33 90.14 0.16 84.53 0.15
10 95.14 N/A 94.51 0.32 90.57 0.42 85.82 0.36
11 95.87 N/A 94.93 0.31 91.27 0.16 86.28 0.37
12 96.29 N/A 95.10 0.30 91.89 0.30 87.23 0.26
13 96.71 N/A 95.65 0.29 92.51 0.21 89.51 0.83
14 96.64 N/A 96.27 0.44 93.34 0.39 90.19 0.31
15 97.88 N/A 96.69 0.23 93.97 0.17 91.50 0.66
16 98.07 N/A 97.04 0.22 94.43 0.41 92.08 0.47
17 98.60 N/A 97.80 0.19 94.82 0.26 93.61 0.62
18 99.13 N/A 98.13 0.67 95.60 0.18 94.33 0.59
19 99.72 N/A 98.61 0.12 96.52 0.33 94.91 0.51
20 100 N/A 98.76 0.09 96.71 0.10 95.14 0.13

Table 4: Time required to compute and standard deviation for the i-2s-6c-2s-12c structure.

Epoch
DCNN-FuzzyWOA DCNN-PSO DCNN-GA LeNet-5
Time STD Time STD Time STD Time STD

1 85.91 N/A 108.55 1.04 115.01 0.78 127.08 0.81
2 115.87 N/A 199.43 1.02 161.76 1.71 195.20 1.07
3 184.65 N/A 283.71 2.08 221.95 2.41 238.85 2.58
4 222.41 N/A 305.86 1.07 260.74 1.09 299.50 1.17
5 291.33 N/A 390.29 1.23 317.55 4.99 310.17 4.37
6 301.96 N/A 448.91 2.11 361.34 3.14 422.39 1.08
7 345.17 N/A 519.57 1.56 433.98 2.08 531.81 2.09
8 379.86 N/A 589.39 1.84 549.27 1.19 579.27 4.01
9 405.16 N/A 618.28 2.42 625.10 1.78 536.90 1.28
10 476.22 N/A 697.68 3.86 677.31 2.77 640.33 4.65
11 495.57 N/A 737.70 3.07 731.79 1.18 678.88 2.65
12 511.79 N/A 793.32 1.73 792.03 3.34 723.74 1.59
13 577.73 N/A 836.15 1.66 841.50 4.28 791.83 2.66
14 601.63 N/A 889.04 2.37 881.53 3.11 845.70 2.13
15 647.85 N/A 923.17 2.09 903.72 1.56 936.62 1.83
16 690.33 N/A 978.64 1.88 930.18 4.66 1005.78 3.11
17 728.36 N/A 1001.79 3.77 982.04 1.23 1075.29 2.64
18 774.14 N/A 1060.8 1.91 1030.77 1.11 1103.21 2.23
19 834.71 N/A 1101.08 2.14 1161.20 3.28 1152.56 3.01
20 880.44 N/A 1186.61 1.89 1240.11 4.79 1256.07 1.74
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Table 5: Accuracy and STD for the i-2s-8c-2s-16c structure.

Epoch
DCNN-FuzzyWOA DCNN-PSO DCNN-GA LeNet-5

Accuracy STD Accuracy STD Accuracy STD Accuracy STD
1 90.23 N/A 87.09 0.20 80.38 0.19 76.33 1.05
2 90.89 N/A 88.40 0.19 80.79 0.17 77.00 0.89
3 91.63 N/A 88.87 0.11 81.15 0.26 78.09 2.32
4 91.81 N/A 90.25 0.14 81.68 0.31 79.34 3.76
5 92.33 N/A 90.66 0.27 82.34 0.19 80.55 1.90
6 93.26 N/A 91.23 0.23 83.71 0.14 81.21 4.58
7 93.19 N/A 92.00 0.30 84.53 0.21 82.38 3.72
8 93.99 N/A 92.19 0.18 85.61 0.16 82.79 1.18
9 94.20 N/A 92.85 0.19 86.67 0.28 83.48 0.52
10 94.18 N/A 93.34 0.36 87.41 0.15 84.31 2.63
11 95.51 N/A 93.28 0.15 88.52 0.22 85.63 2.88
12 95.79 N/A 94.47 0.09 89.05 0.16 86.84 5.23
13 96.37 N/A 95.69 0.11 89.98 0.14 87.37 4.19
14 97.31 N/A 95.91 0.22 90.37 0.32 89.06 3.55
15 97.72 N/A 96.38 0.06 91.25 0.28 90.71 5.10
16 97.92 N/A 96.74 0.33 92.40 0.13 91.76 1.74
17 98.30 N/A 97.29 0.31 93.71 0.19 92.25 3.19
18 98.65 N/A 97.84 0.08 94.64 0.25 93.16 1.53
19 99.08 N/A 98.07 0.28 95.18 0.18 94.72 0.68
20 99.55 N/A 98.63 0.12 96.31 0.12 95.08 4.80

Table 6: Time required to compute and standard deviation for the the i-2s-8c-2s-16c structure.

Epoch
DCNN-FuzzyWOA DCNN-PSO DCNN-GA LeNet-5
Time STD Time STD Time STD Time STD

1 83.35 N/A 110.21 1.04 117.43 1.53 154.51 3.74
2 118.24 N/A 200.17 1.02 158.53 1.64 202.19 2.83
3 165.75 N/A 275.68 2.08 215.37 2.57 244.28 1.97
4 218.60 N/A 311.72 1.07 262.71 1.67 315.37 2.55
5 293.19 N/A 364.33 1.23 321.14 0.91 376.63 3.77
6 321.71 N/A 446.17 2.11 365.31 3.16 418.18 1.84
7 353.63 N/A 528.91 1.56 442.28 2.27 546.92 3.74
8 384.28 N/A 593.53 1.84 550.28 2.16 573.11 4.58
9 410.46 N/A 625.34 2.42 628.31 1.13 535.63 2.63
10 496.39 N/A 670.81 3.86 680.32 4.28 632.27 0.63
11 508.77 N/A 741.73 3.07 734.62 5.33 689.81 3.27
12 542.91 N/A 799.84 1.73 783.49 2.59 722.35 3.36
13 596.72 N/A 842.59 1.69 853.78 1.49 793.44 1.25
14 663.85 N/A 891.70 2.37 892.75 2.27 835.23 2.80
15 689.51 N/A 928.91 2.08 913.36 1.56 947.95 2.33
16 734.38 N/A 974.32 1.87 936.77 2.23 1025.52 4.20
17 770.41 N/A 1011.30 3.76 980.19 1.44 1098.37 0.76
18 829.13 N/A 1063.85 1.95 1032.83 1.78 1110.50 1.58
19 857.67 N/A 1127.63 2.32 1163.27 2.56 1153.48 0.99
20 945.61 N/A 1201.21 1.89 1262.46 5.11 1398.13 1.81
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curve, F1-Score. (erefore, Table 7 examines the F1-Score in
structures i-2s-6c-2s-12c and i-2s-8c-2s-16c.

As shown inTable 7, the results obtained fromFuzzyWOA
aremoreappropriate andencouraging than theothermethods
used. So that, in the twentieth epoch, in the structure of i-2s-
6c-2s-12c, the value of F1-Score reaches 100%.

4. Conclusion

In this paper, using AI tools, i.e., a combination of DCNN,
WOA, and fuzzy logic, an accurate model is designed and
proposed to detect the positive and negative cases of COVID-
19 using X-ray. In addition to using the COVID-Xray-5k
benchmark data set, the DCNN-PSO, DCNN-GA, and
DCNN classic models were used for a fair comparison of the
proposed detector or classifier. Analysis of simulation results
provided comparable and significant results for the proposed
DCNN-FuzzyWOA model. Experts also confirmed the re-
lationship between the results and clinical results. One of the
most significant reasons for the optimal performance of the
DCNN-FuzzyWOAmodel is the adjustment ofWOA control
parameters by the fuzzy system and the determination of a
clear boundary between the exploration and extraction phases
in the search space of theWOA trainer algorithm. All training
algorithms used to train the two convolutional networks were
compared in terms of accuracy, processing time, F1-Score,
and curves of ROC and precision-recall. (e results showed
that FuzzyWOA had a more encouraging performance than
the other methods used. In terms of structure, the i-2s-6c-2s-
12c architecture has been more successful. Of course, despite
getting good results fromDCNN-FuzzyWOA, larger data sets
than COVID-19 are needed to achieve higher accuracy with
more excellent reliability.
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�ere is a wide variety of e�ects of Alzheimer’s disease (AD), a neurodegenerative disease that can lead to cognitive decline,
deterioration of daily life, and behavioral and psychological changes. A polymorphism of the ApoE gene ε 4 is considered a genetic
risk factor for Alzheimer’s disease. �e purpose of this paper is to demonstrate that single-nucleotide polymorphic markers
(SNPs) have a causal relationship with quantitative PET imaging traits. Additionally, the classi�cation of AD is based on the
frequency of brain tissue variations in PET images using a combination of k-nearest-neighbor (KNN), support vector machine
(SVM), linear discrimination analysis (LDA), and convolutional neural network (CNN) techniques. According to the results, the
suggested SNPs appear to be associated with quantitative traits more strongly than the SNPs in the ApoE genes. Regarding the
classi�cation result, the highest accuracy is obtained by the CNN with 91.1%. �ese results indicate that the KNN and CNN
methods are bene�cial in diagnosing AD. Nevertheless, the LDA and SVM are demonstrated with a lower level of accuracy.

1. Introduction

AD is de�ned by irregular extracellular β-amyloid plaques
and intraneuronal tau aggregation on a neuropathological
level (neuro�brillary tangles). �e concept of an AD con-
tinuum, which contains both typical and atypical manifes-
tations of the disease, arose from observations that patients
with various clinical appearances and progressions have
identical neuropathological features [1, 2]. AD is a late-onset
condition in more than 80% of patients (de�ned haphaz-
ardly as cases with 65 years or older). Mild cognitive im-
pairment (MCI) is a dementia prodromal phase that a�ects
the voice, visuospatial, praxis, and executive domains and
worsens over time. On the other hand, patients with early-
onset AD usually present with a more severe multidomain
cognitive disorder impacting memory, concentration,

vocabulary, visuospatial, and executive functions at the time
of diagnosis. In patients with early-onset AD, except for the
elderly, MCI rarely precedes primary cognitive dysfunction,
which also develops more rapidly to severe steps. As a result,
in 2010, 2011 [3, 4], and 2014, atypical AD variations were
applied to the updated diagnosis guidelines for AD. �e
most recent updated form [5] involves (1) a clinical phe-
notype associated with one of the atypical forms of domi-
nant, progressive, frontal and (6) logopenic variant, visual/
posterior variant and (2) biochemical, genetic, and/or in vivo
molecular imaging symptoms con�rming AD diagnosis.
Nevertheless, new clinical phenotypes of AD have been
recorded recently in patients with semantic variant pre-
dominantly progressive aphasia [6] or corticobasal syn-
drome [7]. �ese innovative clinical variations add to the
taxonomy of AD, accentuate a broad range of patient
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features. Most notably, the diagnosis of early-onset variants
of Alzheimer’s poses critical challenges [8] underlines the
significance of biomarkers for detection in vivo.

FDG-PET is a promising modality for forecasting
adaptive brain alterations in AD, detecting variations early
in the disease, and recognizing AD from other dementias.
Several studies on the efficacy of FDG-PET in AD have been
published over the last three decades. A meta-analysis of 27
FDG-PET investigations in the diagnosis of AD finds a 91%
(95% confidence interval, 86%–94%) and 86% (95% CI,
79%–91%) pooled sensitivity, and 86% (95% CI). )e study
included 119 papers examining the function of different
diagnostic methods in AD. )e meta-analyzes find that
FDG-PET has outstanding diagnostic accuracy [9, 10]
compared to other diagnostic approaches such as clinical
guidance, MRI, CT, SPECT, and biomarkers. Besides, tests
have shown that FDG-PET can differentiate patients with
AD from stable controls and dementia from other diseases.
)e FDG-PET is to recognize 98 and 99 percent AD patients
with normal SN and SP subjects, 99 and 98 percent DLBwith
SN and SP patients with 99% and 71 percent SN and SP and
99 and 65 percent FTD patients with SN and SP, according
to Mosconi et al. [11]. Neuroimaging has been critical in
supporting underlying pathophysiological hypotheses re-
garding the condition over the past two decades, and it has
primarily been linked to the evolution of diagnostic
methods. )e conditions for amnestic (typical) AD causes
have been revised: MRI hippocampal atrophy, tempor-
oparietal hypometabolism of FDG-PET, and elevated fi-
brillar amyloid PET-amyloid accumulation in the brain. In
particular, exposure to imaging biomarkers raises the like-
lihood of an AD diagnosis even under preclinical/pre-
dementia circumstances [5].

Is molecular PET imagery able to explain the phenotypic
variety of AD and explain whether and how pathologic
β-amyloid and tau proteins show the clinical appearance of
the disease? To date, amyloid PET tests have seen diffuse
cortical β-amyloid deposits in patients with average or
atypical early-onset AD, irrespective of clinical presentation.
)e relationship between cognitive profile, metabolic
transition, and irregular protein distribution has been small.
Furthermore, this radiotracer family has not shown a dis-
tinct geographic trend between focal and diffuse AD [12, 13].
On the other hand, PET tracers that target tau have revealed
a close link between tau deposit distribution and clinical
phenotype.

For the purposes of monitoring the progression of AD,
we examined genes that have significant correlations with
statistical properties of three PET tracers other than the
ApoE genotype. In this article, 37 characteristics are dis-
cussed to assist in diagnosing Alzheimer’s disease. PET
images provide inputs for different parts of the brain
depending on their frequency dependence. Nearest-neigh-
bor (KNN), support vector machine (SVM), linear dis-
crimination analysis (LDA), and convolutional neural
network (CNN) are four machine learning approaches used
to diagnose Alzheimer’s disease. Several reduced features are
used to create the input layer, while two MCI labels and the
normal value are used to construct the output layer.

)e following sections of the present paper outline:
Section 1 describes medical imaging and key medical im-
aging characteristics and quality factors. Section 2 reviews
many relevant papers in medical image processing and
studies some image processing methods for improving
medical images that researchers have proposed in their
papers. Section 3 is the core of the present research paper.
)is section explains some of the significant engineering
subjects related to image processing, general, and medical
imaging, particularly in Section 4.)e evaluation metrics are
discussed in Section 5. Finally, Section 6 summarized the
numerical results and future works.

2. Literature Review

Alzheimer’s disease is a neurodegenerative disease with
distinct pathologic characteristics. Although cortical and
hippocampal neuronal dysfunction and generalized gray
matter atrophy are hallmarks of Alzheimer’s disease, pa-
tients can also experience gradual disconnection of cortical
and subcortical regions attributable to white matter injury.
AD is a progressive disease that worsens over time. )e
ApoE genotype ε4 is well known as a genetic risk factor for
AD. Furthermore, PET/MRI is a systematic instrument for
clinical detection of AD by identifying changes in the brain.
We looked at single-nucleotide polymorphisms (SNPs) fo-
cused on whole-genome sequencing (WGS) data in this
research.

)e biochemical structures found with the gold standard
of PET imaging of fluorodeoxyglucose (FDG) strongly
mimic the cortical distribution of tau protein: hypo-
metabolism is a pathologically intimate result of tau de-
position [13, 14]. In short, in the early-onset Alzheimer
varieties, the function and density of tau aggregation are
locally linked to cognitive effects, cerebral blood pressure,
atrophy, and metabolic changes, while β-amyloid is diffusing
[13].)e area of study in brain imaging genetics explores the
effect of genetic variations on brain imaging phenotypes. It
examines how genetic variations such as single-nucleotide
polymorphisms (SNPs) and quantitative traits (QTs) derived
from brain imaging evidence contribute to phenotypical
features and molecular mechanics in complicated brain
conditions. Single voxels [14] or regions of interest (ROIs)
[15–17] in the brain are used to calculate imaging QTs. An
ROI is a predetermined brain region consisting of an an-
atomical/functionally annotation similar cluster of voxels.
)e ROI number (ten hundred) in the cortex is significantly
smaller than the voxel number (tens of thousands to many
millions).

Recent advancements in obtaining multimodal neuro-
imaging technology inherently have precise voxel-level
knowledge, which opens up a plethora of possibilities for
investigating fine-grained brain anomalies. Voxelwise
methods to investigate genetic implications for voxel-based
brain measures have been suggested in brain imaging ge-
netics. Stein et al. [14] suggested that GWAS (vGWAS) could
be included in an AD analysis to evaluate relationships
paired by 448,293 SNPs and 31,622 voxels. Hibar et al. [18]
proposed the voxelwise gene-wide interaction study
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(vGeneWAS), which compared the combined influence of
several SNPs within a gene to voxel-level measures using a
multivariate model. In their study, He et al. [19] studied
several methods for selecting data features to achieve di-
mensionality reduction. Chen et al. [20] developed Deep-
M6ASeq-EL, which utilizes an ensemble of five LSTMs and
CNNs with a hard voting strategy. According to Xu et al.
[21], pathogenesis can be represented using a directed graph
(PN) in a heuristic way.

When vGWAS (e.g., CSMD2 and CADPS2) and vGe-
neWAS (e.g., GAB2) have detected specific genes, no pri-
mary genetic imaging links have been found have survived
the correction of several tests. In organized sparse learning,
Du et al. [40] proposed two new penalties to strengthen the
fused lasso and the graph/network-driven lasso penalties.
)ey penalized the SCCA model in both ways and proposed
an optimization algorithm to solve it. )e suggested SCCA
approach had a clear upper limit on grouping results pos-
itively and negatively correlated variables. In discovering
biologically significant imaging genetic associations, the
suggested technique detected higher canonical correlation
coefficients and captured simpler canonical weight patterns.
Auditory verbal learning test delayed recall (AVLT-DR)
regressing 6-month AVLT-DR (AD neuroimaging Initiative
database) scores in 394 individuals with adequate knowledge
at baseline AVLT-DR scores. According to the findings, loss
of practice effect over six months can be as effective as
biomarkers in predicting 6-year AD risk.

)e study by Yao et al. [41] proposed voxel-wise en-
richment analysis that integrates brain-anatomic annota-
tion results as an efficient and robust means for mining
regionally based imaging genetic associations recognizing
the mutual impact of weak voxel-level signals. In order to
investigate the genetic effects of imaging on the brain, the
proposed technique has demonstrated to be both scalable
and effective. In a study by Zhao et al. [42], the Multiple
Kernel-based Fuzzy SVMModel with Support Vector Data
Description (MK-FSVM-SVDD) was proposed in order to
predict DBPs. In Yan et al. [43], plasma-activated water
(PAW) and heat-moisture treatments (HMT) were com-
bined to study the structure, physical properties, and in
vitro digestibility of waxy (WMS) and normal maize
starches (NMS). In Shi et al. [44], the effect of WSG and its
impact on steamed bread quality were studied. Increasing
ultrasonic intensity first increased and then decreased the
complex index (CI) of the WSG. Nejatishahidin et al. [45]
developed a novel pose estimation model for object cate-
gories that can be effectively applied to previously un-
known environments. Eslami et al. [46] showed that
attention-based multiscale convolutional neural networks
(A+MCNNs) could improve the automated detection of
common distress and nondistress objects in pavement
images. In this study, Dubois et al. [47] investigated epi-
genetic processes as they relate to psychiatric disorders and
traumatic or stressful events, family relationships, and also
gut microbiota. Wang et al. [48] used the BP neural net-
work algorithm to train the input value of the network
marketing and to judge the risk. Prasad et al. [49] used
response surface methodology (RSM) and artificial neural

network (ANN) to predict the color removal by adsorption.
Rezaei et al. [50] introduced a data-driven method to
segment hand parts from depth maps without requiring
any additional effort to obtain segmentation labels. In their
study, Chandra et al. [51] examined in vivo molecular
imaging in relation to amyloid, tau, and microglial acti-
vation in AD pathology. As part of the study, PET imaging
tests were examined as possible biomarkers and ways to
control disease development (see Table 1). In recent re-
search, metaheuristic optimization methods have grown
more attractive [52, 53]. Because they can solve multiple-
objective solutions and nonlinear formulations, meta-
heuristics are increasingly being utilized to find high-
quality solutions to a growing number of complex real-
world problems [54–58]. Optimization approaches un-
derpin a wide range of essential tasks, and they may be used
to solve a wide range of image segmentation issues in
medicine [59–63]. In summary, imaging genetics investi-
gation focuses on ROI-level phenotypes such as (i) low
dimensionality relative to voxel-based computational
strength approaches and (ii) structural or functional ROI
annotations to indefinite analysis. AD is a progressive
disease that worsens over time. )e ApoE genotype ε4 is
well known as a genetic risk factor for AD. Furthermore,
PET/MRI is a systematic instrument for clinical detection
of AD by identifying changes in the brain. We looked at
single-nucleotide polymorphisms (SNPs) focused on
whole-genome sequencing (WGS) data in this research. We
discovered several SNPs that have a strong link to PET
imaging quantitative traits (QTs). Moreover, the classifi-
cation is done to diagnose AD based on the frequency of
different brain parts in PET images. Analysis metrics are
used to illustrate the results. Machine learning is also
widely used in biological applications, such as optimization
[63, 64], feature extraction [65, 66], and diagnosis of tu-
mors [67]. )e applications of deep learning method are
infection disease detection [68], economical application
[69], cancer research [70], brain tumor detection [71, 72],
fatigue detection [73], environmental science [74], feder-
ated learning [75], facial expression detection [76], and
healthcare analysis [77]. Moreover, some metaheuristic
methods are aquila optimization [78], reptile search
method [79], genetic algorithm [74], and so on [80].

3. Methods and Materials

3.1. PET Imaging Genetics. PET imaging genetic expression
can be precisely accomplished by radiolabeling samples that
only bind certain parts of the target molecule (e.g., protein,
mRNA, or DNA) or radiolabeling samples, which are ex-
plicitly metabolized by a particular enzyme or sequence of
reactions leading to a radiolabeling complex that is “trapped”
in the tissue. )ere are also instances of the nuclear medicine
direct imaging model. In various areas, including neurosci-
ence studies, PET imagery of receptor density/occupancy with
little radio-labeled molecular sensors is widely used. Another
instance of direct molecular imaging that has progressed over
the last 30 years [81] is picking cell surface-specific antigens or
epitopes with radiation-labeled antibodies.
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Table 1: )e literature reviews.

Ref Probe Results

[22] [11C]PBB3 [11C] PBB3 was substantially higher in Alzheimer’s disease than controls in medial temporal areas, including the
hippocampus

[23] [11C]PBB3

In neocortical regions, particularly the medial temporal-co, significant variations in tracer uptake were found, while
the Alzheimer’s disease spectrum was comparable to normal controls. )e group also experienced MRI medial time

atrophy. Besides, the intake of cognitive status in front and temporoparietal joints, limbic, paralimbic, and
frontoparietal zones, was positively linked with dementia, and frontal uptake of Alzheimer’s patients in frontal

regions was also correlated positively with frontal executive dysfunction

[24]

[11C]PBB3 [11C]THK5351 displayed larger percept in the temporal lobe of the medium and lateral lobe, and the reverse was
shown in a combination of patients of Alzheimer’s disease and mild cognitive impairment. [11C]PBB3 is implicated
in the uptake of PET amyloid. )e brain uptake of [11C]THK5351 and [11C]PBB3 has shown to be adversely

linked to cognitive efficiency

[11C]
THK5351

[25] [18F]
THK5317

)e lat-temporal, lat-occipital-, inf-parietal, anterior, lat-occipital-co, and precuneus patients with mild cognitive
impairment and Alzheimer’s disease have greater tau connection than in healthy individuals. In PET, tau retention
and fluorodeoxyglucose uptake were harmful in the frontal-Co, but the tau and the amyloid bonding were positive in

the neocortex

[26] [18F]
THK5351

As contrasted to healthy controls, the eroded WM, fusiform gyrus, inf-temporal-co, lingual gyrus, mid-temporal
gyrus, occipital-Co, parietal-Co, post-cingulate, and precuneus all indicated increment tracer absorption

[27] [18F]
THK5317

)e occipital regions, the mid-frontal and post-cingulate gyri, the parietal operculum, the precuneus, and the
parahippocampal, fusiform, intermediate, lower, and superior temporal gyri, were observed to be adversely linked to
memory in Alzheimer’s patients. Fluorodeoxyglucose-PET studies, which revealed an essential correlation between

tau binding and cognition, affected the impact of in vivo tau binding on cognition

[28]
[18F]

THK5351 Uptake of [18F]THK5351 was greater in Alzheimer’s patients in the cerebral temporal and occipital regions than in
healthy controls; in the hippocampus, [18F]AV1451 uptakewas higher[18F]AV-1451

[29] [18F]AV-1451 In all four lobes of the cortex as well as of the hippocampus, the connections with Alzheimer’s disease were more
robust in comparison with stable controls

[30] [18F]AV-1451 In Alzheimer’s disease patients in hippocampal and extensive cortical areas, tracer retention was more remarkable
compared to control

[31] [18F]AV-1451 A significant proportion of cortical regions examined in Alzheimer’s disease have greater tau uptake than controls.
)is condition persisted in mild cognitive impairment for the entorhinal-Co

[33] [18F]AV-1451

)e cortical preservation of [18F]AV1451 was higher than the controls for the temporoparietal, parietooccipital,
precuneus post-cingulate, and frontal areas in mixed patient groups. In the entorhinal, parahippocampal, inferior
temporal, and fusiform-Co also variations were reported. Cognitive impairment and dementia severe were associated

with increased inferior uptake for patients

[34] [18F]AV-1451

)e frontal, occipital, parietal, and temporal-co, as well as the amygdala, anterior and post-parahippocampus, and
fusiform areas, displayed elevated levels of tau binding relative to controls in the frontal, occipital, parietal, and
temporal-co, as well as the amygdala, anterior and post-parahippocampus, and fusiform sections of Alzheimer’s

disease and mild cognitive impairment patients

[35] [18F]AV-1451

Variation of entorhinal and neocortical tau binding was observed in patients with classic Alzheimer’s disease. )e
tremendous memory damage being found by people with higher entorhinal and neocortical tracer retention, while
those with low entorhinal and elevated neocortical attachment were the most deteriorating in other areas of

neuropsychology, according to a cluster study contrasting high and low uptake groups

[36] [18F]
THK5317

In Alzheimer’s disease patients, in addition to the midbrain, [18F]THK5317 binding was found in basal ganglia and
thalamus. )e isocratic temporal lobe and lateral parietal and frontal lobes retention were observed in the tracer

retention

[37] [18F]MK-
6240

In the medial temporal lobe, both amygdala, hippocampus, and parahippocampal gyrus demonstrated increased
tracer uptake in patients with AS/Mild cognitive impairment. In the neocortical temporal, frontal, and parietal

regions, two patients with progressive disease were taken up

[38] [18F]PI-2620
In the temporal areas, the precuneus, and the post cingulate, three Alzheimer’s disease patients had asymmetric
distributions of tracer retention. One Alzheimer’s disease patient, who was in the early stages of the disorder, h

Alzheimer’s disease little absorption

[39] [18F]RO-948
Alzheimer’s disease patients had higher tracer attachment than older controls in the right hippocampus, entorhinal
area, parahippocampus, left middle-middle front lobe, fusiform gyrus, mid temporal-Co, inferior lobe, and right

inferior parietal lobe

[40] [18F]GTP1 Braak stage I/II brain regions have better retention of tracer inmild to moderate Alzheimer’s disease patients than CN
brain regions, and braak stage V/VI brain regions have higher retention of tracer

4 Computational Intelligence and Neuroscience



3.2. Convolutional Neural Network. A CNN is a deep
learning (DL) method that can take an input matrix and
assign importance (learnable weights and biases) to different
aspects/objects while also distinguishing between them. In
comparison to other classification methods, a CNN requires
significantly less preprocessing. In spite of the rudimentary
design of filters, CNN can learn these filters/characteristics
with enough training. CNN architecture was inspired by the
structure of the visual cortex, which is similar to the pattern
of communication between neurons in the human brain.
Individual neurons are only capable of responding to stimuli
that are located within the receptive field, a small portion of
the visual field. When multiple such fields collide, the entire
visual field becomes occupied [82]. Manual attribute ex-
traction methods, including such texture analysis, are used
in the majority of recent radionics experiments, accompa-
nied by traditional machine learning (ML) methods, like
random forests and support vector machines (SVM) [83].
)ere are a few distinctions to be made between those
approaches and CNN. To begin with, CNN does not ne-
cessitate feature extraction by hand. Second, human experts
are rarely used to segment tumors or organs in CNN ar-
chitectures. )ird, because millions of learning parameters
are necessary to predict, CNN is much more data hungry
and computer intensive, and GPUs are required for model
training. Among the building blocks of CNN architecture
are convolution layers, pooling layers, and fully connected
layers. One or two fully connected layers follow a stack of
multiple convolution layers and a pooling layer in the typical
architecture. )e way the input data is converted to output
data that uses these layers is called forward propagation.
)ough 2D-CNN is used for convolution and pooling, the
associated three-dimensional (3D)-CNN operations can also
be applied [84].

3.3. Support Vector Machine (SVM). SVM is the most used
(ML)-based pattern classification technique today. It was
created by Vapnik in 1995 and is centered on mathematical
learning theory. )e main goal of this methodology is to use
various types of kernel functions to project nonlinearly
separable samples onto a higher dimensional space. Kernel
methods have gotten much attention recently, thanks to the
growing success of SVM [85]. Kernel functions are essential
in SVM for bridging the gap between linearity and non-
linearity. )e least-square SVM technique is another helpful
SVM methodology for classification tasks. For grouping,
extreme learning machines, fuzzy SVMs, and genetic al-
gorithm-tuned expert models can all be used.)ree different
kernel functions, namely linear, polynomial, and RBF ker-
nels, were tested in this analytical work [85].

3.4. K-Nearest-Neighbor Classifier (KNN). )e KNN clas-
sifier is a common and useful data mining tool. KNN
classifies each test sample based on its k nearest neighbors.
)e distance between the research samples and all training
samples should be determined to locate the k nearest
neighbors. It necessitates a significant amount of com-
puting overhead in the case of big data. To discover the k

nearest neighbors total training sets, some researchers use
distributed frameworks like Hadoop [86]. )ese methods
usually yield the same k nearest neighbors but at the ex-
pense of a massively distributed system. On the other hand,
other authors consider searching for the closest neighbors
in a smaller training data set. Using a KNN classifier on big
data necessitates many computing resources. )e class
mark of a test sample is calculated using the k closest
samples from the training data set in this classification
process. )e distance between the research samples and all
training samples should be measured to locate the k closest
neighbors [86].

3.5. Linear Discriminant Analysis (LDA). Fisher’s linear
discriminant is a statistical and another tool for evaluating a
linear mixture of features that describes or distinguishes two
or more types of objects or events. Fisher’s linear dis-
criminant is a generalization of LDA. )e resulting com-
bination may be utilized as a linear classifier or, more
broadly, as a dimensionality reducer before additional
classification. Discriminant analysis is employed where
categories are known a priori (unlike in cluster analysis).
Each scenario requires a score on one or more quantitative
predictor variables and a score on a group indicator [87]. In
its most abstract form, discriminant function analysis in-
volves grouping, classifying, or categorizing objects into
related groups, classes, or categories.

3.6. Performance Metrics. Patients are assigned to one of the
four cells identified as d in Figure 1 according to classification
outcomes and regardless of whether or not the target diagnosis
is focused on the classification result and whether this eval-
uation has produced either a positive outcome (the individual
seems to be the person) or a negative outcome (the person does
not seem to have the condition) (the person seems not to have
the condition). )e numbers of individuals in each of the four
cells will then be employed to calculate sensitivity, specificity,
and predictive values, which are based on the following for-
mulas [88] as expressed as percentages:
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Figure 1: )e confusion matrix.
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Sensitivity �
TP

TP + FN
  × 100,

Specificity �
TN

TN + FP
  × 100,

Positive predictive value (PPV) �
TP

TP + FP
  × 100,

Negative predictive value (NPV) �
TN

TN + FN
  × 100,

Accuracy (ACC) �
TP + TN

TP + TN + FP + FN
  × 100.

(1)

)ese are the criteria cited by researchers and clinicians
related to sensitivity, specificity, and predictive values to
determine the impact of a classifier outcome—i.e., often as
percentages but usually as decimal fractions, preferably
with an acceptable confidence interval of 95 percent. )e
simplicity, and even familiarity, of these four metrics, on
the other hand, can obscure the existence of several
complications that are often ignored. )ere could be flaws
in either the comparison standard or the exam or both. )e
four metrics cannot be considered indisputable and un-
changeable test characteristics: the rigor of the evaluation
and the occurrence of the target condition in the study
determine the measurements inserted into the cells of
Figure 1 [88].

4. Results and Discussion

4.1. Data Collection. For this paper, the information was
collected for the ADNI data set. )e ADNI was founded by
Principal Investigator Michael W. Weiner, MD, in 2003 as a
public-private study. )e primary objective of ADNI was to
determine whether it was possible to track the progression of
MCI and early AD with serial RMI, PET, and other bio-
logical markers, as well as clinical and neuropsychological
evaluations. Several of the participants were able to obtain
baseline and follow-up measurements of FDG. During the
study trials, PET scans with 18F-AV45 as well as 11C-PiB
were conducted for imaging of amyloid plaques. For each
baseline and study, structural MRIs (1.5T or 3T, magneti-
zation prepared rapid acquisition gradient echo) are ob-
tained. )e ADNI database also included Apolipoprotein E
(APOE) genotypes, CSF scales, and clinical evaluations.

4.2. Descriptive Statistics. In this study, 75 topics were se-
lected from the ADNI GWAS data set [89] with more than
seven years of FDG PET, structural MRI, [18F] AV45, and
[11C] PIB scans. All PET images accompanied by structural
MRIs were imported into the ADNI database.)e regions of
interest (ROI) in a high-resolution MRI prototype were
drawn manually. )e variables used are presented in Table 2.
)e orbital cortical, prefrontal, superior frontal, lateral
temporal, parietal, medial precuneus, occipital, anterior
cingulate, and posterior cingulate make up the global cortex.
)e ROI of gray matter in the cerebellum is utilized as target

Table 2: Different parts of brain as feature of diagnosis.

1. Orbital frontal cortex 2. Anterior cingulate 3. Putamen
4. Prefrontal cortex 5. Posterior cingulate 6. Putamen LR
7. Superior frontal cortex 8. Occipital 9. Putamen L
10. Lateral temporal cortex 11. Global cortex 12. Putamen R
13. Medial temporal cortex 14. Amygdala 15. Putamen La
16. Posterior precuneus 17. Hippocampus 18. Putamen Lp
19. Ventral striatum 20. Caudate 21. Putamen Ra
22. Ventral striatum _LR 23. Caudate _LR 24. Putamen RP
25. Pons 26. )alamus 27. Raphe
28. Gray matter VBM8 29. Substantia nigra 30. Raphe dorsal
31. White matter VBM8 32. Midbrain 33. Raphe nuclei
34. Brain mask GM_WM_CSF 35. Medulla 36. Centrum semiovale
37. Parietal

Figure 2: )e anatomy of the cerebrum in the human brain [89].
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tissue, and the 34 ROIs in the normal MNI space that
consists of cerebellum were used as template ROIs for all
subjects. Refer to Figure 2 for an illustration of the brain’s
configuration.

)e comparative study of the patients with Alz-
heimer’s disease is seen in Figure 3. Longitudinal Alz-
heimer’s research is critical because the abnormality and
order of shifts with each biomarker vary dramatically as
Alzheimer’s progresses over time (see Figures 3(a) and
3(b)). )e quantitative PET approach is regarded as a
crucial method for tracking and assessing Alzheimer’s
disease development. Standardization and optimum use
of PET in AD imaging include evaluating single or
multiparametric PET output in the evaluation of patients.
Based on the analysis of 32 patients, some of them
changed the progression and Alzheimer’s between normal

to MCI of Alzheimer and MCI to AD. Based on the results
in Figure 3(b), people with new symptoms of AD and MCI
is detected in almost 85 years old. In other words, this
group saw the first effects of AD on their brains (age
between [80 and 86]). However, the progression from
MCI to AD is revealed for a wide range of ages [60–90]
years with a mean of 75.

Regarding Figure 3, in the normal group, there was no
discrepancy among converters and nonconverters in age,
APOE carriers. It also exists in APOE-ϵ − 4 for decreasing
the onset age of AD.)at is why the age range of people with
APOE-ϵ − 4 is lower than people without this carrier (see
Figure 3(f )). It has occurred for people’s AD progression.
)e progression of MCI to AD for people without APOE-
ϵ − 4 has occurred for people for age between [70 and 90]
(see Figure 4).
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Figure 3: Results of descriptive statistics.
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4.3. Results of Diagnosis Using Statistical Analysis. In this
paper, three SNPs are used for the diagnosis of AD in the
sample patients. )e essential SNP is shown in Table 3.

)e rs1876152 SNP has three variations in the sample
domain: GG, GA, and AA. )ree participants were selected
to display their standard uptake values ratios in cortexes
such as the pos-cingulate and pos-precuneus, frontal, pa-
rietal, and occipital. )e presented findings support the
hypothesis seen in Figure 5 that the detected SNP can
substantially affect the decreasing pace of FDG uptake. )e
ApoE genotypes of the participants are all the same, which is
ε4 and ε3. As a result, the various declining speeds are
unrelated to the ApoE difference in this situation. According
to the findings, the suggested SNPs have a more significant
association with QTs than the SNP from the ApoE gene. )e
genotypes rs1876152 on chromosome 5, rs1501228 on
chromosome 1, and rs1946867 on chromosome 4 all have a
strong linear association with FDG, [18F]AV45, and [11C]
PIB measurements, respectively. FDG, [18F]AV45, and
[11C]PIB PET measurements all show a strong association
with the genotypes rs1876152, rs1501228, and rs1946867,
respectively. )e ApoE genotype is a coarser genetic risk

factor for AD. To better track the progression of AD, our
research identified genes that have strong associations with
quantitative characteristics of three PET tracers other than
the ApoE genotype. )e current ADNI research will observe
the assessment of the three genotypes in controlling AD
development.

)e Y-axis in Figure 5 indicates the average discrepancy
in FDGmeasurements before and after the diagnosis process
for seven years. )e error bar represents the 95% confidence
interval for the discrepancy in means. On the X-axis, the
SNP genotype rs1876152 has three variations: GG, GA, and
AA. )e SNP genotype rs1501228 has three variants: GG,
TG, and TT, while rs1946867 has three variants: GG, GA,
and AA.)e subjects with GG alleles have aminor difference
in FDG measurements between two transformations (see
Figure 5(a)). After the transition, the FDG SUVR decreases
the most when the gap in AA alleles is more significant.

4.4. Results of Diagnosis Using Machine Learning. In this
paper, 37 features are used for the diagnosis of AD in pa-
tients. )e input features are indicated in Table 2 that are
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Figure 4: Results of diagnosis using statistical analysis.

Table 3: )e SNP sequence involved.

SNP name Sequence
rs1876152 CCGAGGTGACCTCAGGGAGGAACCAGAGAAGAAATACCCTGACTTCACTC
rs1501228 ATTAGGTAGTCAGTTCTGCACAGAAGATATGCTTCTCGTCCAAATAAATG
rs1946867 CTTCATCTTTTTTGTGTGGCAACATATGAAGCTGTACCAAATTGTATGGT
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different parts of the brain PET frequency based on PET
images. For the implementation of machine learning
methods, the main features should be normalized. )e
normalizations have been done in each variable to range data
between −1 and 1.)e next step is to decrease the number of
variables. In this part, for reducing the feature principle
component analysis of use. )e normalized cumulative
summation of sorted eigenvalues (NCSE) is illustrated in
Figure 6. Based on the results of feature reduction, the first
ten features have a 99% power of all 37 inputs.

In this paper, four machine learning methods consist of
KNN, SVM, LDA, and CNN to diagnose AD. Ten reduced

features are used as input layers, and two labels of MCI and
normal value are used as output layers. )e results of
classification are reported for 511 patients and 311 normal
people. )e performance metrics are illustrated as confusion
matrix and ROC curve. For CNN methods, the training
process is shown in Figure 7.

Pseudo-code of the presented procedure.
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Figure 5: Standard uptake values ratios for three essential SNP.
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Calculate (Eigen Vector (A))
Feature reduction ()
Classification ()
Performance Analysis ()

Regarding Figure 7, the process is repeated until the
accuracy and loss value are stable. Additionally, a con-
volutional layer and activation layer are employed for

classification, as shown in Figure 8. )e ReLU activation
function is the best choice for CNN techniques for removing
negative values.)ree fully connected layers with 50, 50, and
2 are used for changing data size to two categories. Finally,
the SoftMax layer connects the architecture to the output
layer. Results are indicated in the form of Figures 9 and 10.

Based on the confusion matrix, the green cells are true or
correct in diagnosis versus orange cells as false diagnosis
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Figure 7: )e training process of the CNN method.
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value. Regarding the results of the KNN method in Figure 9,
from 511 MCI samples, 497(97.3%) of them are detected
successfully. In other words, the sensitivity of the KNN
method is 97.3% for the diagnosis of MCI. On the other
hand, from 311 normal samples, KNN finds 240(77.2%) of
them correctly. )is parameter is also called specificity.
Based on the results of KNN, the precision of the method is
87.5%. It means that 497 + 71 persons are detected as MCI
patients and that 87.5% of them are correct. Finally, the
accuracy of the KNN is 89.7%. For a description of the SVM
method, the method could not detect any types of patients
and the accuracy are 62.2%. Nevertheless, the sensitivity of
the SVM is 100%, and the specificity is zero. It means that
none of the normal people is detected. About the LDA
method, the sensitivity is 87.5%, while the specificity is
25.7%. It means that only 80(25.7%) normal persons are
detected successfully. In this paper, we presented a CNN
architecture to find an accurate model for AD diagnosis.
Based on the results of the CNN method, the sensitivity is
93%. )e CNN method could diagnose 88.1% of normal
persons. Regarding the results of the classification, the
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Figure 9: )e confusion matrix of the presented classifiers.
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highest accuracy is belonging to CNN with 91.1%. )e ROC
curve is depicted in Figure 10 for a good description of the
classifiers. Regarding Figure 10, the x-axis is the false-pos-
itive rate (FPR), and the y-axis is the true-positive rate
(TPR). )e method with lower FPR and higher TPR is
desirable. Results show that the KNN and CNN method is a
desirable method for diagnosing AD. However, the LDA and
SVM are illustrated with lower accuracy.

5. Discussion

Clinically, image processing employing a CNN has gained
considerable attention as a form of artificial intelligence. Its
high performance in image recognition makes CNN a branch
of deep neural networks (so-called deep learning) that is
recognized to be highly useful for image analysis. A recent
study employed a CNN to automatically diagnose tubercu-
losis from chest radiographs. )rough the use of a CNN, we
were also able to segment brain tumors and predict genotype
from magnetic resonance images. One study found that
dynamic contrast agent-enhanced computed tomography was
very effective in distinguishing liver masses. PET/CT imaging
has also been successfully used with CNN algorithms. Inmore
recent years, generative adversarial networks (GANs) have
been used to increase super-resolution efficiency, yet these
approaches have been limited by the difficulty of training
GANs, which is notoriously difficult. While deep neural
networks have been effectively used for PET image denoising
and radiation dose reduction in a number of recent articles,
the application of deep learning for PET imaging is a less-
explored research domain. )e super-resolution issue, unlike
the denoising problem, tries to build a clearer image from a
hazy one while preferably maintaining edges. As a conse-
quence, super-resolution requires different network archi-
tectures and data preparation procedures than denoising. )e
future work on super-resolution PET will utilize a diverse
range of techniques, including both (classical) penalized
deconvolution using joint entropy and deep learning using
CNN. For future work, it is better to use some powerful
feature extraction methods to select the more reliable features
for diagnosis with PET images.

6. Conclusion

We examined genes that were significantly correlated with
statistical properties of three PET tracers that are not as-
sociated with ApoE genotype for the purpose of monitoring
AD progression. )is article discusses 37 characteristics
relevant to the diagnosis of Alzheimer’s disease. A PET
image provides inputs for different parts of the brain
depending on their frequency dependence. We discovered
several SNPs that have a link to PET imaging quantitative
traits (QTs). Moreover, the classification is done to diag-
nose AD based on the frequency of different brain parts in
PET images. )e results are illustrated with performance
analysis metrics. According to a study of patients, some
improved their Alzheimer’s development from mild to
MCI and MCI to AD. According to the findings, indi-
viduals as young as 85 years old have additional signs of

Alzheimer’s disease and MCI. In other words, this pop-
ulation saw the earliest signs of Alzheimer’s disease in their
brains (age between [80 and 86]). )e progression from
MCI to AD, on the other hand, is visible for a wide variety
of ages [60–90] years, with a mean of 75. )e genotypes
rs1876152, rs1501228, and rs1946867, respectively, have a
clear linear relationship with FDG, [18F] AV45, and [11C]
PIB scales, according to the findings. According to the
results, the proposed SNPs have a stronger connection to
QTs than the SNP from the ApoE gene. Our study ex-
amined genes that have significant correlations with sta-
tistical properties of three PET tracers other than the ApoE
genotype in order to help monitor the evolution of AD. In
this article, 37 characteristics are used to diagnose Alz-
heimer’s disease in patients. Different areas of the brain
frequency dependent on PET images are used as input
functions. According to the effects of feature reduction, the
first ten functions have a 99 percent impact on all 37 inputs.
KNN, SVM, LDA, and CNN are four machine learning
approaches used to diagnose Alzheimer’s disease.)e input
layer consists of ten reduced features, while the output layer
consists of twoMCI labels and the normal value. According
to the findings of the KNN process, 497 (or 97.3 percent) of
the 511 MCI samples were successfully detected. In other
words, the KNN system has a sensitivity of 97.3 percent for
diagnosing MCI. KNN, on the other hand, accurately
identifies 240 (or 77.2 percent) of 311 standard samples.
)e SVM system failed to detect any of the patients, with a
62.2 percent accuracy. Despite this, the SVM’s sensitivity is
100 percent, and its specificity is nil. CNN has the best
accuracy rate of 91.1 percent when it comes to classification
data. )e findings suggest that the KNN and CNNmethods
are suitable for diagnosing Alzheimer’s disease. )e LDA
and SVM, on the other hand, are depicted with less
precision.
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Latent Dirichlet Allocation (LDA) is an approach to unsupervised learning that aims to investigate the semantics among words in a
document as well as the in�uence of a subject on a word. As an LDA-based model, Joint Sentiment-Topic (JST) examines the impact of
topics and emotions on words. �e emotion parameter is insu�cient, and additional parameters may play valuable roles in achieving
better performance. In this study, two new topic models, Weighted Joint Sentiment-Topic (WJST) andWeighted Joint Sentiment-Topic
1 (WJST1), have been presented to extend and improve JSTthrough two new parameters that can generate a sentiment dictionary. In the
proposed methods, each word in a document a�ects its neighbors, and di�erent words in the document may be a�ected simultaneously
by several neighborwords.�erefore, proposedmodels consider the e�ect of words on each other, which, fromour view, is an important
factor and can increase the performance of baseline methods. Regarding evaluation results, the new parameters have an immense e�ect
onmodel accuracy.While not requiring labeled data, the proposedmethods aremore accurate than discriminativemodels such as SVM
and logistic regression in accordance with evaluation results.�e proposedmethods are simple with a low number of parameters.While
providing a broad perception of connections between di�erent words in documents of a single collection (single-domain) or multiple
collections (multidomain), the proposed methods have prepared solutions for two di�erent situations (single-domain and multido-
main). WJST is suitable for multidomain datasets, and WJST1 is a version of WJSTwhich is suitable for single-domain datasets. While
being able to detect emotion at the level of the document, the proposed models improve the evaluation outcomes of the baseline
approaches. �irteen datasets with di�erent sizes have been used in implementations. In this study, perplexity, opinion mining at the
level of the document, and topic_coherency are employed for assessment. Also, a statistical test called Friedman test is used to check
whether the results of the proposedmodels are statistically di�erent from the results of other algorithms. As can be seen from results, the
accuracy of proposed methods is above 80% for most of the datasets. WJST1 achieves the highest accuracy on Movie dataset with 97
percent, and WJST achieves the highest accuracy on Electronic dataset with 86 percent. �e proposed models obtain better results
compared to Adaptive Lexicon learning using Genetic Algorithm (ALGA), which employs an evolutionary approach to make an
emotion dictionary. Results show that the proposed methods perform better with di�erent topic number settings, especially for WJST1
with 97% accuracy at |Z| = 5 on the Movie dataset.

1. Introduction

Opinion extraction is one of the main branches of natural
language processing (NLP) research. Comment extraction
(emotion analysis) now is widely used in websites containing

di�erent types of merchandise. Online product reviews can
help customers buy a product and help manufacturers discover
new opportunities by analyzing user feedback. Consequently,
automated analysis of reviews is critical. Emotion Analyzer can
browse comments on the web and categorize many comments
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as positive or negative tags. ,is research is important because
it makes managing customer requests easier and more efficient
because product owners automatically extract customer
feedback and use customer feedback to sell products. ,ere are
different methods for extracting opinions and analyzing them,
and in this research, an intelligent method has been used [1–7].
Topic modeling presumes that the input text document set
contains several unknown subjects that need recognition. Each
subject (topic) is an unknown distribution of words, and each
review (text document) is a distribution of subjects. ,e aim is
to detect concealed knowledge in textual data related to the
user’s comments. Several methods perform subject modelings,
such as Latent Dirichlet Allocation (LDA) and Probabilistic
Latent Semantics Analysis (PLSA). PLSA is a method that can
produce the data perceived in a document-termmatrix. LDA is
a probabilistic method because it is exhibited in a probabilistic
language, and it is a generative model because it is about
ensuring that documents are produced. LDA has based on the
premise that a review is a combination of subjects in which
each topic is distributed over words.,e linear growth of PLSA
parameters indicates that the method is prone to overfitting.
LDA can be easily extended to new documents. In addition,
increasing the training data size does not lead to the growth of
LDA-related parameters [7].

In LDA, subjects are related to documents, and words are
related to subjects. To model the emotion of reviews, Joint
Sentiment-Topic (JST) [8] establishes an extra layer of emotion
between the layers of document and subject, where the emotion
labels are related to the documents, the subjects are related to
the emotion labels, and words are tagged with emotions and
related topics. ,is study assumes that each word in a docu-
ment affects its neighbors, and different words in the document
may be affected simultaneously by several neighbor words.
,us, the proposedmodels consider the effect of words on each
other. ,e proposed models add two parameters (weight and
window) to JST.,ewindow parameter represents the range of
the effect of a word, and the weight parameter represents the
strength of the effect of the word.,ese two parameters play an
important role in better classification, as seen in the evaluation
section. Using the parameters weight and window, two new
methods are introduced that have revealed notable dominance
over the baseline algorithms, such as JST, Topic Sentiment
modeling (TS) [9], Reverse-JST (RJST) [10], and Tying-JST
model (TJST) [8].

More and more improved algorithms and strategies are
used to solve sentiment analysis problems. However, none of
the researchers have improved the accuracy besides generating
a sentiment dictionary. Different from other related studies, in
this study, the proposed models improve topic-model-based
sentiment classification using two parameters (weight and
window).,e proposedmodels consider the effect of words on
each other. ,ey can also generate a sentiment dictionary that
includes words and scores that specify positive and negative
labels and their weight. Accuracy is calculated using two
formulas. Finally, by evaluating the proposed methods and the
comparison with other algorithms on thirteen datasets of
different sizes, the results show that the algorithms presented in
this study are superior to the compared algorithms in terms of
accuracy, perplexity, and topic_coherency.

,e rest of this article is arranged as follows: Section 2
shows a summarized overview of previous works in emotion
analysis and the use of topic modeling in emotion analysis.
,e proposed models are provided in Section 3. ,e eval-
uation results are discussed in Section 4, and Section 5
concludes this article.

2. Related Works

,e value of emotion analysis may be highlighted by analyzing
customer happiness from online services like email. It is also
feasible to employ emotion mining to evaluate the opinions of
various people in order to make them aware of things that have
favorable reviews. Major types of classification in emotion
analysis are document, sentence, and aspect. An opinion is a
quadrilateral (g, s, h, t), where g is the target, s is sentiment, h is
the author’s opinion, and t is the opinion expression time
[11, 12, 13]. Many attempts have beenmade to detect emotions
and explore the knowledge embedded in text data. Topic
modeling obtains concealed subjects of documents. In topic
modeling, the aim is to discover the best set of hidden variables
that can express the observed data. LDA has been used as a
topicmodel to effectively explore subjects in the documents [7].
LDA has motivated countless algorithms to expand to solve
different problems [14–17]. In [18], the authors exhibit three
topic models which make better LDA using date, helpfulness,
and subtopic parameters. Articles [8, 10, 19] describe the
methodology JST. ,is model expands LDA using a sentiment
layer. ,is method cannot accurately identify the different
emotions and is used as a baseline method in most articles.
Several methods are similar to JST [8, 10, 20]). ,e aspect and
Sentiment Unification Model (ASUM) [20] is similar to JST.
JST assumes that each word represents an aspect, but ASUM
assumes that each sentence represents a description of an
aspect. A variation of the JST model is TJST [8]. ,e main
difference between JST and TJST is that to sample a word in a
document during the generative process of documents, JST
selects a subject-document distribution for each document,
whereas TJST uses one subject-document distribution for all
documents. According to [10], the emotion influences the
subject in JST, whereas in RJST, the subject influences the
emotion. According to [9], there is only one topic-sentiment
distribution for all documents in the TS, while there is a
distribution for each document in RJST.

Several methods have been introduced for text emotion
analysis that uses topic modeling [21–23, 78]. In [24], the
authors introduce an algorithm that creates a review containing
both shared subjects and subjects distributed over words as
special data. Two topic models are proposed in [79]: Multilabel
Supervised Topic Model (MSTM) and Sentiment Latent Topic
Model (SLTM). Both methods could be used to categorize
social emotions. In [25], the authors introduce a Sentiment
Enriched and Latent-Dirichlet-Allocation-based review rating
Prediction (SELDAP) to predict ratings using topics and
sentiments of reviews. In [26], the authors introduce a method
namedHierarchical Clinical Embeddings combinedwith Topic
modeling (HCET), which can integrate five types of Electronic
Health Record (EHR) data over several visits to predict de-
pression. ,e authors of [80] presented the word Sense aware
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LDA (SLDA) approach that uses word sense in topic forma-
tion. In [27], the authors introduce a survey of different short
text topic modeling methods. ,ey provide a detailed analysis
of algorithms and discuss their performance. ,e authors
proposed a segment-level joint topic-sentiment model (STSM)
in [81], where each sentence is divided into parts by con-
junctions, and the assumption that all terms in a section convey
the same emotion is presented. In [28], the authors provided a
thorough examination of subject modeling methods.

Deep learning provides an approach to utilizing large
volumes of calculation and data using little manual engi-
neering. Recently, deep learning approaches to analyzing
emotions have reached a considerable triumph [29, 30, 47, 77].
Optimization methods have developed significantly in recent
years [31–37]. Optimization methods are widely used in the
feature section, notably for text. In [38], the authors proposed a
multiobjective-grey wolf-optimization algorithm to categorize
sentiments. In [39], the authors proposed a binary grey wolf
optimizer method to classify labels in the text. In the following
article [40], the authors introduced a new optimizationmethod
that mimics the model of a successful person in society. ,eir
article used this method to categorize emotions, which
achieved very good results. ,ere are several works on using
user behavior for sentiment analysis. Tag sentiment aspect
(TSA) framework, a new probabilistic generative topic
framework, was presented by [48] with three implementation
editions. TSA is on the basis of LDA. In [41], the authors
concentrate on user-based methods on social networks, where
users create text data to show their views on different topics and
make connections with other users to create a social network.
In [42], the authors used a signed social network to detect the
emotions of reviews as an unsupervised approach. Various
works use other techniques for sentiment analysis problems
[43–45]. In Adaptive Lexicon learning using a Genetic Algo-
rithm (ALGA) [46], some emotion dictionaries for a dataset in
the training stage are constructed using the genetic method.
,ese sets are utilized in the testing stage. Each lexicon
comprises both words and their scores. A chromosome is
modeled as a vector of emotional words and scores in the
genetic approach. Scores are in the range of (the lowest score of
an emotional word, the highest score of an emotional word).
,e main goal of ALGA is to create a lexicon that minimizes
the error in the training stage.

In [47], the authors proposed a deep learning-based topic-
level opinion mining method. ,e approach is novel in that it
works at thelevel of the sentence to explore the subject using
online latent semanticindexing and then employs a subject-
level attention method in an extendedshort-term memory
network to detect emotion. In [62], the authors proposed a
joint aspect-based sentiment topic model that extracts multi-
grained aspects and emotions. In [49], parts-of-speech (POS)
tagging is performed via a hidden Markov model, and unig-
rams, bigrams, and bi-tagged features are extracted. Also, the
nonparametric hierarchical Dirichlet process is employed to
extract the joint sentiment-topic features. In [50], the authors
used an unsupervised machine learning method to extract
emotion at the document and word levels. In [51], the authors
proposed a new framework for joint sentiment-topic modeling
based on the Restricted Boltzmann Machine (RBM), a type of

neural network. In [52], the authors proposed a probabilistic
method to incorporate textual reviews and overall ratings,
considering their natural connection for a joint sentiment-topic
prediction. In [53], the authors proposed a hybrid topic model-
basedmethod for aspect extraction and emotion categorization
of reviews. LDA is used for aspect extraction and two-layer
bidirectional long short-term memory for emotion categori-
zation. In [54], the authors proposed a joint sentiment-topic
model that uses Markov Random Field Regularizer and can
extract more coherent and diverse topics from short texts. In
[55], the authors proposed a topic model with a new docu-
ment-level latent sentiment variable for each topic, which
moderates the word frequency within a topic. In [56], the
authors proposed a new method for text emotion detection,
aiming to improve the LSTMnetwork by integrating emotional
intelligence and attention mechanism. In [57], the authors
proposed a newmodel for aspect-based emotion detection.,e
model is a novel adaptation of the LDA algorithm for product
aspect extraction.

In [58], the authors introduced a new deep learning-based
algorithm for emotion detection, using available ratings as
weak supervision signals. In [59], the authors introduced a new
deep learning-based algorithm for emotion detection, using
two hidden layers. ,e first layer learns sentence vectors to
represent the semantics of sentences, and in the second layer,
the relations of sentences are encoded. In [60], the authors
introduced a transformer-based model for emotion detection
that encodes representation from a transformer and applies
deep embedding to improve the quality of tweets. In [61], the
authors introduced an attention-based deep method using two
independent layers. By having to consider temporal infor-
mation flow in two directions, it will retrieve both past and
future contexts.

In this study, the proposed methods have tried to in-
crease the accuracy with fewer parameters and, at the same
time, simplicity compared to the existing methods. ,e
proposed methods analyze emotions at the document-level
and create an emotional dictionary. ,ey are also the first
methods that create an emotional dictionary through a topic
modeling technique automatically and accurately. ,e
proposed methods are the first methods that consider the
words in the text and their effect on each other in a dynamic
and weighty way.

Table 1 compares a number of articles presented in
recent years in emotion analysis in terms of method, lan-
guage, and dataset. In the method column, as can be seen,
the combination of topic modeling and deep learning
methods has recently been considered. In the language
column, it is specified in which language the proposed
method has been tested. ,e name of the dataset that has
been tested can also be seen in the dataset column.

3. Proposed Models

,is study proposes two novel topic sentiment models called
Weighted Joint Sentiment-Topic (WJST) and Weighted
Joint Sentiment-Topic 1 (WJST1). ,e proposed models
improve JST using two extra parameters (weight and
window).
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According to Figure 1, the data type of the dataset is text.
Preprocessing is performed by lowercasing all words, re-
moving the stop words and words with too low and too high
frequency, stemming, removing digits, and removing
nonalphabetic characters such as (#, ! . . .). Proposed models
can be summarized as follows: (1) in the Generative Model
part, the procedure of generating a word in a document
under a topic model is illustrated. (2) In the Plate Notation
part, a graphical representation of the subject model is
provided (in the style of plate notation). (3) In the Model
Inference part, Gibbs sampling will be used (to fulfill ap-
proximation inference). In the Evaluation phase, the
model’s performance is evaluated using accuracy, perplexity,
and topic_coherency.

3.1. Motivation. ,e proposed models add two parameters
to JST as latent variables in this study. From our view, it is
assumed that the words in the documents affect their
neighbors, and different words in the document may be
affected simultaneously by several neighbor words. For
example, in the sentence “My phone has a small memory,
and its pictures quality is low,” the unigram small affects the
unigram memory, and the bigram small memory affects the
unigrams phone and pictures. So, unigram small affects
unigrams memory, phone, and picture.

According to Figure 2, the reviews as input text data
types are used for sentiment classification. ,e proposed
models consider the effect of words on each other. ,ey
adopt Gibbs sampling to perform approximate inference of
distributions. After completing the sampling in the Gibbs
sampling algorithm, latent variables’ distribution can be
calculated. Sentiment classification at the document-level is
calculated based on the probability of a sentiment label given
to a document.

Like the above example, a word can affect neighbor
words in many sentences. So, in the proposed models, we
consider the effect of words on each other using two pa-
rameters. ,e window parameter represents the range of
the impact of a word, and the weight parameter represents
the strength of the effect of the word. In the proposed
models, each word has a weight, a sentiment label, and a
topic and affects its neighbors as much as its window size,
which means that each word has a window. For instance, as
can be seen in Figure 3, word w3 has the window size equal
to 1 and affects words w2 and w4, and w6 has the window
size equal to 2 and affects words w4, w5, w7, andw8. If word
w3 had weight h and negative sentiment, words w2 and w4
would have weight h and negative sentiment as well. Each
word is affected by its neighbors. So, different words in a
document may be affected simultaneously by several
neighbor words.

Table 1: A general comparison of similar methods in recent years.

References Method Language Dataset General result

Pathak et al.
[47]

Deep learning + topic
modeling English Facebook, Ethereum, Bitcoin,

SemEval-2017

Facebook-0.79, Ethereum-0.844,
Bitcoin-0.817, SemEval-2017-

0.889
Tang et al.[62] Topic modeling English Amazon, Yelp Amazon-0.82, Yelp-0.84
Kalarani and
Selva Brunda
[49]

Joint sentiment-topic
features + POS tagging + SVM

and ANN
English Balanced dataset, unbalanced data SVM-0.84, ANN-0.87

Farkhod et al.
[50] Topic modeling English IMDB IMDB-F1 score-70.0

Fatemi and
Safayani [51]

Topic modeling + restricted
Boltzmann machine English

20-Newsgroups (20NG), movie
review (MR), multidomain

sentiment (MDS)
Perplexity: MR: 406.74

Pathik and
Shukla [53]

Deep learning + topic
modeling English Yelp, Amazon, IMDB Yelp- 0.75, Amazon-0.76,

IMDB- 0.82
Sengupta
et al.[54] Topic modeling English Movies, Twitter Perplexity: Movies- 3834.7,

Twitter- 280.75
Huang
et al.[56] Deep learning English IMDB, Yelp IMDB-0.963, Yelp-0.735

Özyurt and
Akcayol [57] Topic modeling English +Turkish

User reviews in Turkish language
about smartphones, SemEval-
2016, Task-5 Turkish restaurant

reviews

Precision-81.36
Recall-83.43
F-score-82.39

Zhao et al. [58] Deep learning English Amazon review CNN-87.7, LSTM-87.9

Rao et al. [59] Deep learning English Yelp 2014, 2015, IMDb Yelp2014–63.9 Yelp2015–63.8,
IMDb-44.3

Naseem et al.
[60] Deep learning English Airline dataset Airline dataset� 0.95

Basiri et al. [61] Attention-based deep learning English Sentiment140, Airline, Kindle
dataset, movie review

Kindle dataset� 0.93,
Airline� 0.92, movie

review� 0.90,
Sentiment140� 0.81

,e proposed models are deeply described step-by-step in the next section.
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3.2.&eProblem Statement. In this study, given a corpus of |
R| documents, R � r1, r2, r3, . . . , r|R| , a document, r,
consists of w1, w2, w3, . . . , wNr

  words, and each word
belongs to a vocabulary set with a |V| distinct element.
Furthermore, |Q| is the number of separate windows, |E| is
the number of distinct weights, |S| is the number of distinct
sentiment labels, and |Z| is the number of distinct topics. In
the present study, five sets θ,φ, π,ψ, and ξ require to be
inferred which are latent variables. ,e hyperparameters
α, β, c, δ, and μ are given based on the experience, which can
be the prior observation counts before observing any actual
words, where α is Dirichlet prior distribution for θ, β is
Dirichlet prior distribution for φ, c is Dirichlet prior dis-
tribution for π, δ is Dirichlet prior distribution for ψ, and μ is
Dirichlet prior distribution for ξ. ,e latent parameters
z, s, q, e,φ, θ, π, ξ, andψ require to be approximated using
observed variables, where z is topic variable, s is sentiment
variable, q is window variable, and e is weight variable. ,e
proposed models demonstrate the process of generating
words in documents. Furthermore, they can approximate
the latent variables. In the present study, the main aim of the
proposed topic models is to categorize sentiments at the
document-level.

3.2.1. &e Problem We Are Trying to Solve or Improve.
Analyzing user satisfaction with various services, products,
or movies is the main problem in this study, mainly reflected
in users’ comments. A user’s comment is formed by a
message as text on the Internet which can be a tweet or a
simple message on a website. So, for example, it is feasible to
employ emotion mining to evaluate the opinions of various
people in order to make them aware of things that have
favorable reviews.

3.2.2. &e Solution to the Problem. Many attempts have been
made to detect emotions and explore the knowledge em-
bedded in text data. Topic modeling as a known method can
obtain concealed subjects of documents. LDA has been used
as a topic model to effectively explore issues in the docu-
ments. As an LDA-based model, JSTexamines the impact of
topics and emotions on words. ,e emotion parameter is
insufficient, and additional parameters may play valuable
roles in achieving better performance.

,is study presents two new topic models that extend
and improve JST through two new parameters and generate
a sentiment dictionary. ,e proposed models consider the
effect of words on each other, which, from our view, is an
important factor and can increase the performance of
baseline methods. Several methods have been introduced for
text emotion analysis that uses topic modeling. However,
none of the researchers have improved the accuracy besides
generating a sentiment dictionary. Different from other
related studies, in this study, the proposed models improve
topic-model-based sentiment classification using two pa-
rameters (weight and window). ,e proposed models are
deeply described step-by-step in the following sections.

3.3. &e General Structure of WJST. ,is subsection intro-
duces a new model named WJST, which improves JSTusing
two parameters (weight and window). ,e primary goal of
WJST is to classify sentiments at the document-level. A
summary of symbols applied in the model is prepared in
Table 2. ,e process of generating a word of a document in
WJST can be outlined as follows: (1) for each document, an
author first decides the distribution of sentiments. For ex-
ample, sentiments are 70% positive and 30% negative, so the
proposed model chooses a sentiment label from the per-

Model
Inference

Proposed Model

Start
TEXT

TEXT

TEXT

Dataset

Preprocessing

lowerca
sing

stop
words

stemming

Evaluation

End

Plate
Notation

Generative
Model

Figure 1: ,e framework chart of the proposed methods.
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document sentiment distribution. (2) After determining the
sentiment label, the author writes a review about a product
according to the distribution of topics. For example, topics
are 70% about memory, 20% about speed, and 10% about
battery, so WJST chooses a topic from the per-document
topic distribution that depends on the sentiment label. (3)
After determining the sentiment label and the topic, the

author decides the distribution of weights and the distri-
bution of windows. WJST then chooses a weight from the
per-document weight distribution that depends on the
sentiment label and topic. WJSTchooses a window size from
the per-document window distribution that depends on the
topic. (4) Finally, the author chooses some words to express
an opinion under the identified topic, sentiment label,

Begin … … EndW1 W2 W4 W5 W6 W7 W8W3

Figure 3: An example of a sentence with different windows.

TEXT = sentence1,
sentence2,....

TEXT = sentence1,
sentence2,....

TEXT = sentence1,
sentence2,....

Review 1

Review 2

Review 3

Sentiment
classification
at document-
level based on
probability of
a sentiment
label given a
document

Sentences

�e proposed
models consider

the effect of
words on each

other.

Proposed model
adopt Gibbs
sampling to

perform
approximate
inference of

distributions.
A�er completing the

sampling in Gibbs
sampling algorithm,
the distribution of
latent variables can

be calculated.

Review 1 is +

Review 2 is -

Review 3 is +

Figure 2: ,e general architecture of the proposed methods.
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weight, and window. So, WJST draws a word from the per-
corpus word distribution that depends on the topic, senti-
ment label, weight, and window. ,e words with different
topics may have different window sizes. For example, a word
with topic memory has a smaller window size than a word
with topic mobile because topic mobile is more general than
topic memory which can cover topic memory. So, the topic
affects window size.

,e words with different topics may have different
weights. For example, word size in topic memory is signif-
icant and considerable weight because all customers like
memories with larger capacity. Word size in topic mobile is
not important as word size in topic memory, and it has a
small weight in topic mobile because some customers may

like mobile phones with small size (iPhone 6s), and some
customers may like the mobile phones with large size
(iPhone 6s+). So, the topic affects weight. ,e words with
different sentiment labels may have different weights. For
example, suppose that topicmemory contains two words size
and cost. If the word size is positive, positive size will be more
important than the word cost, and its weight will be larger
than the cost. If word size is negative, the positive cost will be
more important than the word size, and its weight will be
larger than the size. Positive size means using words like
large and big because customers like memories with larger
capacity sizes. Negative size means using words like small
because costumers do not like memories with smaller ca-
pacity size. Positive cost means using words like low and
cheap because costumers like low-priced memories. Nega-
tive cost means using words like high and expensive because
costumers do not like high-priced memories. So, sentiment
label affects weight. ,e proposed model is parametric in
this study [63]. Furthermore, the number of topics is con-
stant. ,e generative model of WJST is demonstrated in
Figure 4.

,e symbols ofMulti and Dir demonstrate distributions
of Multinomial and Dirichlet, respectively. Five sets of latent
variables θ,φ, π,ψ, and ξ require to be inferred which are
latent variables. ,e hyperparameters α, β, c, δ, and μ are
given based on the experience, which can be the prior ob-
servation counts before observing any actual words. ,e
latent parameters z, s, q, e, θ, φ, π,ψ, and ξ require to be
approximated using observed variables. ,e plate notation
of WJST is exhibited in Figure 5. ,e plate notation is a
method for expressing variables repeating in a graphical
model. Furthermore, a probabilistic model shows the con-
ditional dependency layout among the random variables as a
graph.

According to Figure 5, the joint probability distributions
for the model WJST can be factored as follows:

P(w, z, s, q, e) � P(w|z, s, q, e) × P(z|s, r) × P(s|r)

× P(q|z, r) × P(e|z, s, r),
(1)

where by integrating out φ, we achieve:

P(w|z, s, q, e) �
Γ(|V| × β)

Γ(β)|V|
 

|Z|×|S|×|Q|×|E|


z


s


q


e

wΓ Nw,z,s,q,e + β 

Γ Nz,s,q,e +(|V| × β) 
, (2)

where |V| is the vocabulary size, |S| is the number of sen-
timent labels, |Z| is the number of topics, |Q| is the number of
distinct windows, and |E| is the number of weights. ,e
symbol Nw,z,s,q,e is the number of times the word w has been
assigned to topic z, window q, weight e, and sentiment s. ,e
symbol Nz,s,q,e is the number of words with topic z, window
q, weight e, and sentiment s.The symbol β is Dirichlet prior
to φ. The symbol Γ is the gamma function. In addition, by
integrating out θ, we achieve:

P(z|s, r) �
Γ(|Z| × α)

Γ(α)|Z|
 

|S|×|R|


r


s

zΓ Nz,s,r + α 

Γ Ns,r +(|Z| × α) 
,

(3)
where |R| is the number of documents and Nz,s,r is the
number of words with topic z with sentiment s in document
r. ,e symbol Ns,r is the number of words with sentiment s

in document r. ,e symbol α is Dirichlet before θ. And by
integrating out π, we achieve:

Table 2: A summary of notations used in WJST.

Symbol Description
Collections
R Set of all documents
V Vocabulary set
Q Set of all distinct windows (with different sizes)
Z Set of all topics
E Set of all distinct weights
S Set of all sentiment labels
Init parameters
q Window variable
e Weight variable
r Document variable
z Topic variable
w Word variable
s Sentiment variable
Distributions
θ Probability of z given s and r
φ Probability of w given z, s, q, and e

π Probability of s given r (s0 � Positive label, s1 �Negative
label)

ψ Probability of e given z, s, and r
ξ Probability of q given z and r
Hyper parameters
α Dirichlet prior distribution for θ
β Dirichlet prior distribution for φ
c Dirichlet prior distribution for π
δ Dirichlet prior distribution for ψ
μ Dirichlet prior distribution for ξ
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P(s|r) �
Γ(|S| × c)

Γ(c)|S|
 

|R|


r

sΓ Fs,r + c 

Γ Fr +(|S| × c)( 
, (4)

where Fs,r is the effect of words with sentiment s in doc-
ument r, which is equal to 

w∈r
|ew,s,r × (1 + 2 × qw,s,r)| where

ew,s,r is the weight of word w with sentiment s in document r

and qw,s,r is the window size of word w with sentiment s in
document r. ,e symbol Fr is the sum of the effect of words
with different sentiments (positive and negative) in docu-
ment r, which is equal to s∈ positive,negative{ }Fs,r. The symbol c
is Dirichlet before π. And by integrating out ξ, we achieve:

P(q|z, r) �
Γ(|Q| × μ)

Γ(μ)|Q|
 

|Z|×|R|


r


z

qΓ Nq,z,r + μ 

Γ Nz,r +(|Q| × μ) 
,

(5)

where |Q| is the number of distinct windows. ,e symbol
Nq,z,r is the number of words with topic z and window q in
document r. ,e symbol Nz,r is the number of words with
topic z in document r. ,e symbol μ is Dirichlet before ξ.
And by integrating out ψ, we achieve:

P(e|z, s, r) �
Γ(E| × δ)

Γ(δ)|E|
 

|Z|×|S|×|R|


s


r


z

eΓ Ne,z,s,r + δ 

Γ Nz,s,r +(|E| × δ) 
,

(6)

where |E| is the number of weights, Ne,z,s,r is the number of
words with topic z, weight e, and sentiment s in document r.

,e symbol Nz,s,r is the number of words with sentiment s

and topic z in document r. The symbol δ is Dirichlet before
ψ. To estimate the parameters φ, θ, π, ξ, andψ, we need to
evaluate the above distributions. ,ese distributions are
difficult to assess directly, so we adopt Gibbs sampling to

Figure 4: ,e formal definition of the process of generating words in WJST.

δ

q

e

s

z

w

|Z| × |S| 

|Z|

|S| × |Z| × |Q| × |E|

|S|

|R|
Nr

ξ

ψ

π

θ α

γ

β φ

µ

Figure 5: ,e plate notation of WJST.
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perform approximate inference. Gibbs sampling is a widely
used inference technique and is a popular approach for
parameter estimation and inference in many topic models
such as LDA [7]. ,e advantage of using the Gibbs sampling
method is that it is simple and easy to implement. In this
study, Gibbs sampling is used to estimate the distributions of
the latent variables. ,e pseudocode of the Gibbs sampling

algorithm is given in Figure 6 for the proposed model, and
the meanings of all variables are seen in Table 2. ,e al-
gorithm will sample each variable (z, s, q , and e) based on
the following formula by canceling terms in equations
(2)–(6) (by replacing terms in (1) with those in equations
(2)–(6):

P zr,i � z, sr,i � s, qr,i � q, er,i � e |zr,i, sr,i, qr,i, er,i, β, α, c, μ, δ ∝
Nw,z,s,q,e  + β

Nz,s,q,e  +|V| × β
×

Nz,s,r  + α

Ns,r  +|Z| × α
×

Fs,r  + c

Fr  +|S| × c

×
Nq,z,r  + μ

Nz,r  +|Q| × μ
×

Ne,z,s,r  + δ

Nz,s,r  +|E| × δ
,

(7)

where zr,i, sr,i, qr,i, and er,i are topic, sentiment, window,
and weight assignments, respectively, for all the words in
the collection, except for the word considered at position i
in document r. Posterior inference of parameters is
performed using Gibbs sampling, as demonstrated in
Figure 6.

In the section of initialization, the method randomly sets
the parameters. A sentiment dictionary is employed for
initializing sentiment labels. ,e sentiment dictionary
contains words and scores that specify positive and negative
labels and their weight. In this study, AFINN [64] is used as a
sentiment dictionary, improving the model’s accuracy. At
the end of the sampling algorithm, each word has a weight
and a sentiment label. ,erefore, a dictionary can generate
sentiment scores (weights and sentiment labels) and words.
,e scores are extracted from a dataset based on P(w| s, e).
Each word’s weight and sentiment with the most probability
are selected as sentiment scores among all documents.
Adaptive Lexicon learning using Genetic Algorithm (ALGA)
[46] uses the genetic algorithm to generate a sentiment
dictionary. However, we use topic modeling in WJST, to
generate this dictionary. In WJST, the window size is dif-
ferent for various words. At each step of the sampling al-
gorithm, count variables such as Fs,r and Fr are updated after
sampling sentiment label, weight, and window size. After
completing the sampling, the distribution of latent variables
(φ, θ, π, ξ, andψ) can be calculated as follows:

φ �
Nw,z,s,q,e  + β

Nz,s,q,e  +|V| × β
, (8)

θ �
Nz,s,r  + α

Ns,r  +|Z| × α
, (9)

π �
Fs,r  + c

Fr  +|S| × c
, (10)

ξ �
Nq,z,r  + μ

Nz,r  +|Q| × μ
,

ψ �
Ne,z,s,r  + δ

Nz,s,r  +|E| × δ
.

(11)

,e probability of a word given a topic would be equal
to 

s,q,e
P(w|z, s, q, e), and the probability of a sentiment label

given a document for sentiment classification at the docu-
ment-level is calculated using π.

,e time complexity of the proposed method quantifies
the amount of time taken by the Gibbs sampling algorithm
to run as the main function. Given the number of words in
all documents wALL (wALL � r∈RNr, where Nr is the
number of words in document r), the number of topics |Z|,
the number of distinct windows |Q|, the number of weights |
E|, and the total number of sentiment labels |S|, the time
complexity of each Gibbs sampling iteration would be
O(wALL·|S|·|Z|·|Q|·|E|). Furthermore, given the number of
iterations G, the total time complexity of WJST would be
O(G·wALL·|S|·|Z|·|Q|·|E|). Table 3 compares different methods
in terms of time complexity.

3.4. &e General Structure of WJST1. A version of WJST
called WJST1 is presented in Figure 7. ,e distributions
θ, ξ, andψ in WJSTdepend on the document, but in WJST1,
the distributions θ, ξ, andψ do not rely on the document.
Dependency between documents of a domain is more than
documents in different domains. A pattern in documents of
a domain may not exist in documents of other domains. So,
calculations on multidomain datasets should be local and
not cover all domains. For example, considering the dis-
tributions P(z|s) and P(z|s, r), where z is topic, s is senti-
ment, and r documents, in the first state P(z|s), topic
depends on sentiment. ,e distribution covers all docu-
ments in different domains. Perhaps a topic is positive in one
domain and negative in another domain. So, it is better to
depend the topic on the documents of a domain, not all
domains. ,us, the topic is limited to the document (and
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domain), and contradiction between different domains is
eliminated. So, WJST is suitable for multidomain datasets,
and WJST1 is a version of WJST suitable for single-domain
datasets. According to Figure 7, ξ is the probability of q given
z, θ is the probability of z given s, and ψ is the probability of e
given z and s, and the joint probability distribution for
WJST1 can be factored as follows:

P(w, z, s, q, e) � P(w|z, s, q, e) × P(z|s) × P(s|r) × P(q|z)

× P(e|z, s),
(12)

where by integrating out θ, we achieve:

P(z|s) �
Γ(|Z| × α)

Γ(α)|Z|
 

|S|


s

z Γ Nz,s + α 

Γ Ns +(|Z| × α)( ,
(13)

whereNz,s is the number of words with topic z and senti-
ment s. ,e symbol Ns is the number of words with sen-
timent s. ,e symbol α is Dirichlet before θ. And by
integrating out ξ, we achieve:

P(q|z) �
Γ(|Q| × μ)

Γ(μ)|Q|
 

|Z|


z

q Γ Nq,z + μ 

Γ Nz +(|Q| × μ)( ,
(14)

whereNq,z is the number of words with topic z and window
q. ,e symbol Nz is the number of words with topic z. ,e
symbol μ is Dirichlet before ξ. And by integrating out ψ, we
achieve:

P(e|z, s) �
Γ(|E| × δ)

Γ(δ)|E|
 

|Z|×|S|


s


z

e Γ Ne,z,s + δ 

Γ Nz,s +(E| × δ) ,

(15)

whereNe,z,s is the number of words with topic z, weight e,
and sentiment s. ,e symbol Nz,s is the number of words
with sentiment s and topic z. ,e symbol δ is Dirichlet
before ψ. ,e symbols P(w|z, s, q, e) andP(s|r) are

calculated using equations (2) and (4), respectively. After
completing the sampling, the distribution of latent variables
(θ, ξ, andψ) is calculated as follows:

θ �
Nz,s  + α

Ns  +|Z| × α
,

ξ �
Nq,z  + μ

Nz  +|Q| × μ
,

ψ �
Ne,z,s  + δ

Nz,s  +|E| × δ
.

(16)

And φ and π are computed through equations (8) and
(10), respectively. Experimental results are demonstrated in
the next section.

4. Experimental Results

,e present study executes the methods on a computer with
an Intel Core i7 CPU and 8GB RAM. Proposed models are
compared on 13 datasets. 4 datasets crawled from Amazon
(https://www.amazon.com) opinions include Electronic,
Movie, Android, and Automotive. 2 MDS datasets [65]
contain Magazines and Sports. A dataset crawled from the
IMDB movie archive [3] is MR. 3 UCI datasets [66] include
Amazon, Yelp, and IMDB. 3 Twitter datasets [46] include
STS-Test, SOMD, and Sanders. Data preprocessing contains
(1) lowercasing all words, (2) removing digits, nonalphabetic
characters, stop words, and words with too low and too high
frequency, and (3) stemming. ,e details of the datasets are
provided in Table 4.

,e number of topics is unknown, provided as a constant
amount at the beginning of the Gibbs sampling algorithm. In
this study, α, c, β, and δ specific distributions are sym-
metric, and we empirically set the value of parameters, and
this setting demonstrates fairly good performance in our
experiments. Table 5 exhibits the initialization of parameters
used in different algorithms.

A sentiment dictionary is employed for initializing
sentiment labels. Sentiment dictionaries such as AFINN
[64], IMDB [67], 8-K [67], and Bing Liu [68, 69] contain
words and scores that specify positive and negative labels as

Figure 6: Adopted Gibbs sampling for WJST1.

Table 3: ,e time complexity of different models.

Model Time complexity
JST, RJST, TJST, and TS O(G· wALL·|S|·|Z|)
WJST O(G· wALL·|S|·|Z|·|Q|·|E|)
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well as their weight. In the present study, AFINN is used as a
sentiment dictionary which improves the model’s accuracy.
Sentiment detection at the document-level, perplexity, and
topic_coherency are used to compare the efficacy of pro-
posed models as three standard parameters which are used
in different papers [7, 70, 71–73].

In the present study, the Accuracy parameter uses the
formula of ((TP+TN))⁄ ((TP+ FP+TN+FN)), where TP is

the number of true positives, TN is the number of true
negatives, FP is the number of false positives, and FN is the
number of false negatives.

π distribution equation (10) determines how likely each
comment is positive or negative. For example, if the value of
P(+) is more significant than the value of P(−) (for a
comment), the comment will be positive. ,e Accuracy’s
formula uses π distribution (equation (10)) to calculate TP,

Table 5: Initial values of parameters.

Model Parameters
JST Max_iteration:5000; |Z|� 5,10,15,20; α � 0.1; c � 0.016 × (average document length); β � 0.01;
RJST Max_iteration:5000; |Z|� 5,10,15,20; α � 0.1; c � 0.016 × (average document length); β � 0.01;
TJST Max_iteration:5000; |Z|� 5,10,15,20; α � 0.1; c � 0.016 × (average document length); β � 0.01;
TS Max_iteration:5000; |Z|� 5,10,15,20; α � 0.1; c � 0.016 × (average document length); β � 0.01;

WJST Max_iteration:5000; |Z|� 5,10,15,20; α � 0.3; c � 0.016 × (average document length); β � 0.01; μ � 3; δ � 9; E� [−5, +5]; Q�

{1,2,3,4,5,6};

WJST1 Max_iteration:5000; |Z|� 5,10,15,20; α � 0.3; c � 0.016 × (average document length); β � 0.01;
μ � 3; δ � 9; E� [−5, +5]; Q� {1,2,3,4,5,6};

δ

q

e

s

z

w

|Z| × |S| 

|Z|

|S| × |Z| × |Q| × |E|

|S|

|R|
Nr
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ψ

π

θ α

γ

β φ

µ

Figure 7: ,e graphical model of WJST1.

Table 4: Description of datasets.

# Dataset Number of reviews Vocabulary size Number of words
1 Movie 400 6592 41540
2 Electronic 400 4501 29117
3 Automotive 400 3590 19733
4 Android 400 2173 9723
5 STS 359 1489 3784
6 SOMD 916 2013 7772
7 Sanders 1224 3221 14100
8 Magazines 1800 8040 125387
9 Sports 2000 8582 113921
10 MR 2000 33054 733022
11 Amazon 1000 1521 7296
12 IMDB 1000 2556 9706
13 Yelp 1000 1679 7726
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TN, FP, and FN values. For example, if a comment is positive
and detected as positive (by the proposed methods), a unit is
added to TP.

So, sentiment analysis (sentiment detection) at the
document-level is realized using π distribution (equation
(10)), and the formula of ((TP+TN))⁄ ((TP + FP+TN+FN))
is used to compute the Accuracy.

,e error formula can be calculated using the formula of
(1-Accuracy). Accuracy, perplexity, and topic_coherency are
used for evaluations in the present study. Further study can
investigate more parameters such as MSE, MAE, and RMSE
for future research.

Furthermore, Better methods have lower perplexity and
also higher topic_coherency. Given a test dataset DTest, the
perplexity is computed through

Perplexity DTest(  � exp
− 

|R|
r�1 log P wr( 


|R|
r�1 Nr

 , (17)

where wr are the words in document r, Nr is the length of
document r, and P(wr) is the probability of words in
document r. ,e lower value of the formula over a held-out
document demonstrates Better generalization efficacy. ,e
evaluation results are shown in Tables 6–8, 9–14, and the
proposed models demonstrate better results. In the report of
Tables 6–8, 9–14, the perplexity of proposed methods is
lower than that of baseline models. In the report of
Tables 9–12, the perplexity is reduced with an increase in
topics. Topic_coherency is also calculated using

Average Topic − Coherency(Z) �


|Z|
i�1 C V

zi( )  

|Z|

�


|Z|
i�1 

M
m�2 

m−1
n�1 log CODF v

zi( )
m , v

zi( )
n  + 1/DF v

zi( )
n   

|Z|
.

(18)

where V(zi) � (v
(zi)
1 , . . . , v

(zi)
M ) is the list ofMwords that have

a high probability in the topic zi,C(V(zi)) is topic_coherency
for the topic zi, Z is the set of all topics, |Z| is the number of
distinct topics, DF is the document frequency, and CODF is
the co-occurrence of two words in different documents. A
smoothing count of 1 is included to avoid taking the log-
arithm of zero. In the present study, topic_coherency is
computed through (18), equal to the average of top-
ic_coherency values in Z. Furthermore, a higher value of
topic_coherency reflects the better quality of the detected

topics. M is equal to 10, and results are demonstrated in
Tables 6–8, 9–14. A different number of topics (5, 10, 15, and
20) and different distinct windows (1, 2, 3, 4, 5, and 6) are
applied for evaluating models. In this part, baseline methods
include JST [8], RJST [10], TJST [8], and TS [9]. In the
present section, the Friedman test [74, 75] is used to examine
the achievements of the comparison methods.,e Friedman
test is a nonparametric multiple comparison test utilized to
examine the differences between algorithms by assigning the
lowest rank to the best approach in minimization problems

Table 6: Sentiment classification on Android, Automotive, Electronic, and Movie datasets.

Android
Metric\ model RND AFINN RND+AFINN JST TJST RJST TS WJST WJST1
Accuracy1 0.48 0.6975 0.58 0.625 0.765 0.5825 0.5425 0.795 0.865
Accuracy2 — — — — — — — 0.7825 0.8525
Perplexity — — — 17.4581 19.7185 17.4426 17.8706 14.396 14.7631
Topic_coherency — — — −2.0645 −0.8536 −1.9914 −2.373 −0.5547 −0.187
Automotive
Accuracy1 0.4925 0.625 0.535 0.6575 0.7675 0.615 0.5525 0.755 0.8
Accuracy2 — — — — — — — 0.7475 0.795
Perplexity — — — 22.6838 24.0385 21.8044 22.4878 18.4612 19.0627
Topic_coherency — — — −1.0158 −0.4712 −1.4986 −0.9008 −0.9311 −0.326
Electronic
Accuracy1 0.465 0.675 0.52 0.7025 0.76 0.5525 0.5475 0.8625 0.8475
Accuracy2 — — — — — — — 0.875 0.855
Perplexity — — — 23.3586 24.3024 23.471 24.0239 19.2999 20.2452
Topic_coherency — — — −1.5892 −1.0482 −1.2996 −1.2719 −0.5322 −1.1683
Movie
Accuracy1 0.525 0.595 0.555 0.7575 0.9475 0.62 0.5425 0.8475 0.97
Accuracy2 — — — — — — — 0.8325 0.9675
Perplexity — — — 25.2787 26.5813 25.1684 25.4488 21.0494 22.1082
Topic_coherency — — — −0.4089 −0.111 −1.0947 −1.0214 −0.0602 −0.1329
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and the highest rank to the best approach in maximization
problems.

,ere are several methods for the validation of classi-
fication and topic modeling-based problems. Still, the
methods used in this study are the most common and are
used in most articles related to our article for evaluation.
Also, there are variousmethods for validation that we will try
to use in a future study to evaluate the proposed methods.
,e following is the reason for choosing the validation
methods used in this study:

We chose accuracy, perplexity, and coherence score as
evaluation metrics because of their popularity in classifi-
cation and topic modeling problems. Perplexity is an es-
sential metric that, in theory, represents how well a model
behaved on unseen data and is provided using the nor-
malized log-likelihood technique. Meanwhile, the coherence
score measures the degree of semantic similarity between
high-scoring words and helps distinguish the semantical
interpretation of topics based on statistical inference.

,e main question we want to answer is whether the
proposed methods can improve the performance of text
sentiment classification. ,is study compares proposed
methods with different baselines, including JST and recently
representative approaches. Consider a Confusion Matrix for
a classification problem that predicts whether a comment
has positive sentiment or not. ,e total number of correctly

detected cases is one of themore obviousmeasures.When all
of the classes are equally important, it is typically utilized.
When True positives and True negatives are more signifi-
cant, accuracy is employed. According to the accuracy
criterion, one can immediately know whether the model is
adequately trained or not and how it works in general. ,e
most popular measurement for classification issues is ac-
curacy, which is the proportion of correctly predicted cases
to all cases.,is metric's opposite, or error, can be calculated
as 1-accuracy. In machine learning, an accuracy parameter is
an excellent option for sentiment classification when the
classes in the dataset are almost evenly distributed. Also, we
will try to use various metrics such as recall and precision in
future studies to evaluate the proposed methods.

We use the Friedman test to compare the results pro-
duced by the proposed methods and the competitors to
verify the classification performance. Friedman’s test is used
to examine the achievements of the comparison methods.
,e Friedman test is a nonparametric multiple comparison
test that is utilized to explore the differences between al-
gorithms by assigning the lowest rank to the best approach
in minimization problems and the highest rank to the best
approach in maximization problems.

Topic modeling is one of the most important NLP fields.
It aims to explain a textual dataset by decomposing it into
two distributions: topics and words. A topic modeling

Table 7: Sentiment classification on Magazine, Sport, MR, Amazon, IMDB, and Yelp datasets.

Magazine
Metric\ model RND AFINN RND+AFINN JST TJST RJST TS WJST WJST1
Accuracy1 0.515 0.6522 0.5822 0.6705 0.705 0.5411 0.5022 0.8355 0.81
Accuracy2 — — — — — — — 0.8372 0.8083
Perplexity — — — 21.8506 23.0349 21.4593 21.3828 19.9914 21.2095
Topic_coherency — — — −0.0548 −0.0348 −0.0946 −0.0561 −0.132 −0.0077
Sport
Accuracy1 0.5285 0.686 0.5725 0.653 0.709 0.5565 0.5155 0.798 0.802
Accuracy2 — — — — — — — 0.782 0.795
Perplexity — — — 22.874 23.1356 22.0264 22.3361 21.968 21.4821
Topic_coherency — — — −0.2234 −0.0876 −0.1369 −0.0544 −0.1406 −0.2242
MR
Accuracy1 0.4895 0.601 0.5455 0.613 0.62 0.51 0.5 0.821 0.8445
Accuracy2 — — — — — — — 0.818 0.843
Perplexity — — — 33.8663 35.0695 35.2359 34.6704 33.222 33.7698
Topic_coherency — — — −0.021 −0.0139 −0.0012 −0.0409 −0.001 −0.0106
Amazon
Accuracy1 0.491 0.731 0.574 0.611 0.645 0.609 0.54 0.779 0.796
Accuracy2 — — — — — — — 0.829 0.798
Perplexity — — — 12.6442 13.7316 13.349 14.2397 10.9211 12.9946
Topic_coherency — — — −0.8318 −4.3775 −0.4224 −0.5411 −0.5874 −0.2696
IMDB
Accuracy1 0.498 0.698 0.575 0.605 0.616 0.546 0.545 0.76 0.77
Accuracy2 — — — — — — — 0.761 0.774
Perplexity — — — 21.1053 20.4419 20.8543 19.7124 14.6719 18.9035
Topic_coherency — — — −1.3334 −1.4868 −0.8853 −1.1246 −0.9666 −0.9438
Yelp
Accuracy1 0.506 0.689 0.559 0.579 0.614 0.561 0.547 0.737 0.773
Accuracy2 — — — — — — — 0.726 0.769
Perplexity — — — 15.4565 16.7169 15.5965 15.3614 12.2145 13.3453
Topic_coherency — — — −2.1865 −2.5609 −1.9632 −1.1714 −2.0815 −2.3715
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algorithm is a mathematical or statistical model used to infer
what the issues that better represent the data are. Human
judgment-based review techniques can yield good results but
are expensive and time-consuming. Human judgment is also
not well defined.

In contrast, the appeal of quantitative metrics such as
perplexity is the ability to standardize, automate, and scale
the evaluation of topic models. In natural language pro-
cessing, perplexity is a traditional metric for evaluating topic
models. ,e lower value of the formula over a held-out
document demonstrates better generalization efficacy.

Perplexity's inability to capture context and the rela-
tionships between words within a topic or across topics
within a document is one of its drawbacks. For human
understanding, semantic context is important. Approaches
like topic coherency have been designed to tackle this
problem by capturing the context between words in a
subject. Extracting topic words is one of the main tasks in
topic modeling. In most articles about topic modeling,
topic_coherency is shown as a number that represents the
overall topics’ interpretability and is used to assess the topics’

quality. ,e higher the topic_coherency value, the better the
quality of the subjects extracted.

4.1. Sentiment Scores for the Words in a Dataset. In this
section, a dictionary is generated, including sentiment scores
(weights and sentiment labels) and words. ,e scores are
extracted from datasets based on P(w| s, e). ,e weight and
sentiment with the most probability are selected for each word
as a sentiment score. ,e extracted scores for some phrases in
the formof unigram can be seen inTables 15 and 16. ALGA [46]
uses the genetic algorithm to generate a sentiment dictionary;
however, we use topic modeling in the proposed models to
create this dictionary. According to Tables 15 and 16, ten words
from each dataset are selected and scored by the proposed
models. For example, the word nice obtains a score of 4 inWJST
and obtains a score of 5 inWJST1.,e scores are different in the
proposed methods; for example, the word serious achieves a
score of 1 inWJSTand a score of -2 inWJST1. Table 15 is related
to Android, Automotive, Electronic, and Movie datasets. Ta-
ble 16 is associated with STS, Sanders, and SOMD datasets.

Table 8: Sentiment classification on different datasets based on different situations (AFINN and NO_AFINN).

Android
Metric Metric\Dic AFINN NO_AFINN

WJST

Accuracy1 0.7425 0.5725
Accuracy2 0.7375 0.58
Perplexity 15.53 16.1551
Topic_Coh −2.2654 −1.7346

WJST1

Accuracy1 0.855 0.81
Accuracy2 0.8475 0.8075
Perplexity 16.3399 16.0482
Topic_Coh −2.2228 −0.1295

Automotive

WJST

Accuracy1 0.7125 0.6025
Accuracy2 0.7025 0.6075
Perplexity 20.4488 20.4065
Topic_Coh −3.2282 −1.6628

WJST1

Accuracy1 0.7925 0.7025
Accuracy2 0.79 0.7125
Perplexity 20.5213 21.1296
Topic_Coh −0.326 −1.1809

Electronic

WJST

Accuracy1 0.8525 0.705
Accuracy2 0.8425 0.6825
Perplexity 20.0579 20.2615
Topic_Coh −0.5322 −0.5926

WJST1

Accuracy1 0.8475 0.76
Accuracy2 0.855 0.765
Perplexity 21.8195 21.5739
Topic_Coh −1.5586 −1.6968

Movie

WJST

Accuracy1 0.8475 0.71
Accuracy2 0.8325 0.715
Perplexity 22.4588 22.6124
Topic_Coh −0.9342 −0.4637

WJST1

Accuracy1 0.9575 0.485
Accuracy2 0.945 0.4875
Perplexity 23.5662 22.8134
Topic_Coh −1.2359 −1.3717
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Table 9: Sentiment classification on the Android dataset according to the different number of topics.

Model Metric\topic 5 10 15 20
RND Accuracy 0.48 0.48 0.48 0.48
AFINN Accuracy 0.6975 0.6975 0.6975 0.6975
AFINN+RND Accuracy 0.58 0.58 0.58 0.58
Bing_Liu Accuracy 0.6975 0.6975 0.6975 0.6975
Bing_Liu +RND Accuracy 0.5775 0.5775 0.5775 0.5775
IMDB Accuracy 0.7025 0.7025 0.7025 0.7025
IMDB+RND Accuracy 0.6125 0.6125 0.6125 0.6125
8K Accuracy 0.5425 0.5425 0.5425 0.5425
8K+RND Accuracy 0.515 0.515 0.515 0.515

JST
Accuracy 0.625 0.6175 0.6225 0.6125
Perplexity 19.6726 19.5187 19.182 17.4581
Topic_Coh −4.6026 −2.5848 −2.2753 −2.0645

TJST
Accuracy 0.7575 0.7175 0.765 0.7475
Perplexity 21.1487 20.3726 20.1516 19.7185
Topic_Coh −0.8536 −1.568 −3.4285 −2.8739

RJST
Accuracy 0.5825 0.54 0.555 0.5325
Perplexity 19.9429 19.1915 18.137 17.4426
Topic_Coh −3.3792 −1.9914 −3.403 −3.4386

TS
Accuracy 0.5425 0.5275 0.53 0.5175
Perplexity 20.4934 19.1762 18.3833 17.8706
Topic_Coh −3.9618 −3.2137 −2.373 −2.569

WJST

Accuracy1 0.7925 0.7425 0.795 0.79
Accuracy2 0.7775 0.7375 0.775 0.7825
Perplexity 16.7303 15.53 14.6351 14.396
Topic_Coh −0.5547 −2.2654 −2.9122 −2.6465

WJST1

Accuracy1 0.81 0.855 0.865 0.85
Accuracy2 0.7925 0.8475 0.8525 0.8375
Perplexity 16.6787 16.3399 15.6662 14.7631
Topic_Coh −0.187 −2.2228 −1.5703 −2.0204

Table 10: Sentiment classification on the Automotive dataset according to the different number of topics.

Model Metric\topic 5 10 15 20
RND Accuracy 0.4925 0.4925 0.4925 0.4925
AFINN Accuracy 0.625 0.625 0.625 0.625
AFINN+RND Accuracy 0.535 0.535 0.535 0.535
Bing_Liu Accuracy 0.64 0.64 0.64 0.64
Bing_Liu +RND Accuracy 0.535 0.535 0.535 0.535
IMDB Accuracy 0.59 0.59 0.59 0.59
IMDB+RND Accuracy 0.4825 0.4825 0.4825 0.4825
8K Accuracy 0.5025 0.5025 0.5025 0.5025
8K+RND Accuracy 0.48 0.48 0.48 0.48

JST
Accuracy 0.6275 0.6575 0.6325 0.5975
Perplexity 24.7154 23.6961 23.27 22.6838
Topic_Coh −1.486 −2.3443 −1.1354 −1.0158

TJST
Accuracy 0.76 0.7375 0.7675 0.7275
Perplexity 25.5637 25.0633 24.5749 24.0385
Topic_Coh −0.59 −0.4712 −1.6252 −1.9377

RJST
Accuracy 0.615 0.55 0.54 0.535
Perplexity 25.2654 23.8316 22.3905 21.8044
Topic_Coh −1.5779 −1.4986 −2.0833 −2.9936

TS
Accuracy 0.5425 0.5375 0.5525 0.55
Perplexity 25.0705 23.8504 22.9364 22.4878
Topic_Coh −2.5941 −0.9008 −6.2652 −4.6902

WJST

Accuracy1 0.755 0.7125 0.74 0.745
Accuracy2 0.7475 0.7025 0.745 0.735
Perplexity 21.2008 20.4488 18.7049 18.4612
Topic_Coh −1.6542 −3.2282 −1.6783 −0.9311

WJST1

Accuracy1 0.80 0.7925 0.7925 0.7925
Accuracy2 0.79 0.79 0.79 0.795
Perplexity 21.4357 20.5213 20.0481 19.0627
Topic_Coh −1.1883 −0.326 −1.084 −0.8349
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Table 11: Sentiment classification on the Electronic dataset according to the different number of topics.

Model Metric\topic 5 10 15 20
RND Accuracy 0.465 0.465 0.465 0.465
AFINN Accuracy 0.675 0.675 0.675 0.675
AFINN+RND Accuracy 0.52 0.52 0.52 0.52
Bing_Liu Accuracy 0.695 0.695 0.695 0.695
Bing_Liu +RND Accuracy 0.535 0.535 0.535 0.535
IMDB Accuracy 0.6375 0.6375 0.6375 0.6375
IMDB+RND Accuracy 0.5475 0.5475 0.5475 0.5475
8K Accuracy 0.5075 0.5075 0.5075 0.5075
8K+RND Accuracy 0.5075 0.5075 0.5075 0.5075

JST
Accuracy 0.675 0.7025 0.6475 0.6275
Perplexity 25.227 24.6719 24.6115 23.3586
Topic_Coh −1.5892 −4.1751 −2.6007 −2.1239

TJST
Accuracy 0.75 0.74 0.73 0.76
Perplexity 25.2091 24.8028 24.4092 24.3024
Topic_Coh −1.0482 −1.8084 −1.6694 −1.8297

RJST
Accuracy 0.5525 0.55 0.5375 0.53
Perplexity 25.3113 24.1779 23.8378 23.471
Topic_Coh −1.2996 −1.3991 −4.472 −5.4363

TS
Accuracy 0.54 0.5375 0.5475 0.515
Perplexity 26.2295 24.885 24.5048 24.0239
Topic_Coh −1.2719 −1.6586 −2.5403 −3.2174

WJST

Accuracy1 0.8625 0.8525 0.7675 0.675
Accuracy2 0.875 0.8425 0.755 0.665
Perplexity 20.5489 20.0579 19.9009 19.2999
Topic_Coh −2.0442 −0.5322 −1.3702 −1.0887

WJST1

Accuracy1 0.79 0.8475 0.8075 0.8275
Accuracy2 0.80 0.855 0.8125 0.8225
Perplexity 22.6012 21.8195 20.8551 20.2452
Topic_Coh −1.1683 −1.5586 −1.6646 −1.4681

Table 12: Sentiment classification on the Movie dataset according to the different number of topics.

Model Metric\topic 5 10 15 20
RND Accuracy 0.525 0.525 0.525 0.525
AFINN Accuracy 0.595 0.595 0.595 0.595
AFINN+RND Accuracy 0.555 0.555 0.555 0.555
Bing_Liu Accuracy 0.635 0.635 0.635 0.635
Bing_Liu + RND Accuracy 0.565 0.565 0.565 0.565
IMDB Accuracy 0.6425 0.6425 0.6425 0.6425
IMDB+RND Accuracy 0.5975 0.5975 0.5975 0.5975
8K Accuracy 0.5025 0.5025 0.5025 0.5025
8K+RND Accuracy 0.51 0.51 0.51 0.51

JST
Accuracy 0.7575 0.6375 0.7175 0.6325
Perplexity 27.3111 26.9145 26.2463 25.2787
Topic_Coh −1.0123 −0.4089 −1.2434 −1.226

TJST
Accuracy 0.915 0.9425 0.9475 0.9325
Perplexity 27.791 27.4122 26.993 26.5813
Topic_Coh −0.111 −1.6632 −0.199 −0.8503

RJST
Accuracy 0.62 0.54 0.5175 0.5175
Perplexity 27.6284 26.5172 26.1489 25.1684
Topic_Coh −2.6713 −1.0947 −1.979 −2.3544

TS
Accuracy 0.5425 0.515 0.5175 0.5175
Perplexity 27.6707 26.4786 26.1138 25.4488
Topic_Coh −1.5025 −1.3799 −1.0214 −4.6598

WJST

Accuracy1 0.7225 0.8475 0.7525 0.6975
Accuracy2 0.71 0.8325 0.7575 0.6875
Perplexity 23.1145 22.4588 21.2982 21.0494
Topic_Coh −0.0751 −0.9342 −0.0602 −0.4873

WJST1

Accuracy1 0.97 0.9575 0.9675 0.9675
Accuracy2 0.9625 0.945 0.9675 0.96
Perplexity 24.6302 23.5662 22.7180 22.1082
Topic_Coh −0.1348 −1.2359 −0.1329 −0.7102
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4.2. Topic Discovery. ,e topics are extracted from datasets
based on P(w|z) in this section. A topic is a multinomial
distribution over words based on topics, sentiments,
weights, and window sizes. ,e top words could approxi-
mately reflect the meaning of a topic. Tables 17–19 show
some examples of topics extracted from Movie, Android,
and Electronic datasets by different models. Each row shows
the top 10 words for the corresponding topic and sentiment
label. ,e top 10 words from each topic were extracted and
then used for topic_coherency. Extracting topic words is one
of the main tasks in topic modeling. ,is section lists the top
10 words in three examples for Movie, Android, and
Electronic datasets. ,e listed words for each topic describe

the topic. ,e listed words for the proposed methods have a
better topic_coherency value than baseline methods because
they have a higher value of topic_coherency. ,e higher the
topic_coherency value, the better the quality of the subjects
extracted.

4.3. Sentiment Classification at Document-Level. In this
section, the number of distinct windows is three, and the
models use the AFINN sentiment dictionary in the ini-
tialization section of the Gibbs sampling algorithm. A
document is classified based on P(s| r), which is the
probability of a sentiment given by a document. A document

Table 13: Sentiment classification on different datasets according to the different number of distinct windows (before random selection).

Android
Model Metric\window 1 2 3 4 5 6

WJST

Accuracy1 0.8375 0.78 0.7925 0.7425 0.725 0.9075
Accuracy2 0.83 0.77 0.7775 0.735 0.725 0.9075
Perplexity 18.3948 16.7266 16.7303 16.166 15.9499 15.1128
Topic_Coh −1.4063 −0.9279 −0.5547 −1.2929 −1.7475 −0.746

WJST1

Accuracy1 0.8975 0.8525 0.81 0.8675 0.755 0.8025
Accuracy2 0.8825 0.83 0.7925 0.8675 0.75 0.7875
Perplexity 19.3734 18.0031 16.6787 16.8518 16.1015 16.5461
Topic_Coh −2.2084 −1.6272 −0.1870 −0.7753 −1.328 −1.7836

Automotive

WJST

Accuracy1 0.7775 0.74 0.755 0.735 0.7375 0.69
Accuracy2 0.7725 0.745 0.7475 0.745 0.725 0.685
Perplexity 23.6365 21.7712 21.2008 20.9688 20.5095 19.6748
Topic_Coh −1.1684 −1.7095 −1.6542 −0.2824 −1.7604 −0.1311

WJST1

Accuracy1 0.805 0.8125 0.8 0.7575 0.78 0.7725
Accuracy2 0.805 0.7975 0.79 0.755 0.78 0.7725
Perplexity 23.2684 22.2601 21.4357 20.8092 20.5091 20.2379
Topic_Coh −1.7318 −0.5912 −1.1883 −0.7637 −0.62 −0.5134

Electronic

WJST

Accuracy1 0.845 0.7675 0.8625 0.7325 0.7775 0.7325
Accuracy2 0.845 0.7575 0.875 0.7275 0.7825 0.7225
Perplexity 22.561 22.0462 20.5489 20.7952 20.7495 20.0283
Topic_Coh −0.8471 −0.6207 −2.0442 −1.4345 −0.786 −0.9412

WJST1

Accuracy1 0.8025 0.875 0.79 0.8675 0.8625 0.835
Accuracy2 0.7975 0.87 0.8 0.865 0.8625 0.8375
Perplexity 23.5903 23.546 22.6012 22.8559 21.8897 21.4464
Topic_Coh −0.8251 −0.9581 −1.1683 −1.2189 −0.8492 −0.3402

Movie

WJST

Accuracy1 0.855 0.815 0.7225 0.6575 0.7 0.765
Accuracy2 0.845 0.7975 0.71 0.6625 0.685 0.765
Perplexity 24.5779 24.5153 23.1145 23.1209 23.2709 22.2328
Topic_Coh −0.4063 −0.0216 −0.0751 −2.5351 −0.0888 −0.0791

WJST1

Accuracy1 0.9725 0.9775 0.97 0.965 0.575 0.595
Accuracy2 0.96 0.965 0.9625 0.955 0.5875 0.5725
Perplexity 26.117 25.09 24.6302 23.9778 22.7068 22.3572
Topic_Coh −0.1348 −0.1348 −0.1348 −0.0315 −0.0378 −0.0106

Average section

WJST

Accuracy1 0.8287 0.7756 0.7831 0.7168 0.735 0.7737
Accuracy2 0.8231 0.7675 0.7775 0.7175 0.7293 0.77
Perplexity 22.2925 21.2648 20.3986 20.2627 20.1199 19.2621
Topic_Coh −0.957 −0.8199 −1.082 −1.3862 −1.0956 −0.4743

WJST1

Accuracy1 0.8693 0.8793 0.8425 0.8643 0.7431 0.7512
Accuracy2 0.8612 0.8656 0.8362 0.8606 0.745 0.7425
Perplexity 23.0872 22.2248 21.3364 21.1236 20.3017 20.1469
Topic_Coh −1.225 −0.8278 −0.6696 −0.6973 −0.7087 −0.6619
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is classified as negative if P(+|r)<P(−| r) and vice versa.
Determining sentiment is important which is calculated
using two formulas in this paper. In the first formula,
P(s|r) � Ns,r/Nr where Ns,r is the number of words with
sentiment s in document r and Nr is the number of words in
document r. In the second formula, P(s|r) � Fs,r/Fr where
Fs,r is the effect of words with sentiment s in document r and
Fr is equal to the sum of the effect of words with different
sentiments in document r. In all evaluations, accuracy1 is
calculated based on the first formula, and accuracy2 is
calculated based on the second formula. As shown in Fig-
ure 8, the document is negative according to the first

formula, and the document is positive according to the
second formula, and the weight of positive words is more
than negative ones, although the number of negative words
is more than positive ones, and positive words can affect
sentiment analysis at document-level.

In this section, the best values for each method (the
highest accuracy, the lowest perplexity, and the highest
topic_coherency) are selected from Tables 9–12 and are
listed in Tables 6 and 7. Table 6 compares the models based
on four datasets (Android, Automotive, Movie, and Elec-
tronic) and Table 7 compares the models based on six
datasets (Magazine, Sports, MR, Amazon, IMDB, and Yelp).

Table 14: Sentiment classification on different datasets according to the different number of distinct windows (after random selection).

Android
Model Metric\window 1 2 3 4 5 6

WJST

Accuracy1 0.71 0.775 0.7025 0.69 0.7175 0.675
Accuracy2 0.7 0.765 0.6975 0.68 0.705 0.6675
Perplexity 17.791 15.8544 16.1124 15.6932 13.8904 14.1876
Topic_Coh −1.6 −1.9691 −1.4526 −4.6888 −2.6353 −1.2267

WJST1

Accuracy1 0.8025 0.85 0.845 0.8025 0.8675 0.76
Accuracy2 0.7925 0.83 0.84 0.7875 0.865 0.7525
Perplexity 18.9319 17.7849 17.6145 15.8017 15.4004 15.0917
Topic_Coh −1.2666 −1.6744 −3.027 −2.3428 −1.1215 −2.0183

Automotive

WJST

Accuracy1 0.7425 0.7375 0.68 0.6825 0.6725 0.64
Accuracy2 0.74 0.73 0.6775 0.68 0.6625 0.6325
Perplexity 20.8433 20.7212 19.6843 20.0801 19.1691 18.7129
Topic_Coh −1.4406 −2.0489 −2.6701 −2.2155 −1.1019 −1.1651

WJST1

Accuracy1 0.7825 0.76 0.755 0.7725 0.7475 0.7675
Accuracy2 0.785 0.7575 0.7475 0.775 0.7525 0.76
Perplexity 22.1856 21.3601 20.6057 19.8915 19.402 19.0827
Topic_Coh −1.5638 −1.474 −1.1274 −1.7761 −1.2042 −1.1755

Electronic

WJST

Accuracy1 0.7975 0.72 0.76 0.6875 0.7675 0.6825
Accuracy2 0.795 0.715 0.7475 0.66 0.765 0.665
Perplexity 21.9171 21.0509 20.4858 20.26 19.4089 19.5549
Topic_Coh −0.8282 −1.0407 −0.9593 −0.9779 −1.0413 −0.6259

WJST1

Accuracy1 0.7475 0.7425 0.7775 0.7425 0.7725 0.78
Accuracy2 0.745 0.7475 0.78 0.74 0.7625 0.785
Perplexity 23.2269 22.4573 21.7203 21.4598 20.8683 20.5084
Topic_Coh −1.7905 −1.5082 −1.4854 −0.9143 −1.2881 −1.3489

Movie

WJST

Accuracy1 0.7425 0.77 0.8075 0.615 0.7 0.595
Accuracy2 0.7425 0.765 0.7875 0.59 0.69 0.595
Perplexity 23.7529 23.322 22.1056 21.8573 20.8467 20.9653
Topic_Coh −1.0908 −0.9134 −0.9145 −0.6129 −1.1099 −0.716

WJST1

Accuracy1 0.9725 0.965 0.96 0.9675 0.96 0.9625
Accuracy2 0.975 0.96 0.955 0.955 0.9575 0.9575
Perplexity 26.1797 25.3138 24.5149 24.1116 23.5025 23.3023
Topic_Coh −0.0218 −0.2225 −1.9033 −0.0897 −0.2896 −0.0569

Average section

WJST

Accuracy1 0.7481 0.7506 0.7375 0.6687 0.7143 0.6481
Accuracy2 0.7443 0.7437 0.7275 0.6525 0.7056 0.64
Perplexity 21.076 20.2371 19.597 19.4726 18.3287 18.3551
Topic_Coh −1.2399 −1.493 −1.4991 −2.1237 −1.4721 −0.9334

WJST1

Accuracy1 0.8262 0.8293 0.8343 0.8212 0.8368 0.8175
Accuracy2 0.8243 0.8237 0.8306 0.8143 0.8343 0.8137
Perplexity 22.631 21.729 21.1138 20.3161 19.7933 19.4962
Topic_Coh −1.1606 −1.2197 −1.8857 −1.2807 −0.9758 −1.1499
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,e results of Tables 6 and 7 are evaluated on unigram
words. AFINN method classifies each document according
to the P(s|r) � Ns,r/Nr where the word sentiment label is
directly obtained from the AFINN sentiment lexicon. ,e
RND method classifies each document according to the
P(s|r) � Ns,r/Nr where the word sentiment label is

determined randomly, and in the AFINN+RND method,
the algorithm uses both AFINN and RND methods. ,e
improvement over these methods will reflect how much the
proposed methods and baseline methods can learn from a
dataset.,e report in Tables 6 and 7 shows that the proposed
models perform better than JST. Based on the results, the

Table 15: Sentiment scores, for some instance, words related to Android, Automotive, Electronic, and Movie datasets.

Dataset Android Automotive Electronic Movie
Model Word Score Word Score Word Score Word Score

WJST1

Nice 5 Much 5 Satisfy 5 See 5
Cute 4 Use 4 Crew 4 Father 4
Favorit 3 Long 3 Way 3 Pray 3
Perfect 2 Expens 2 Fluid 2 Human 2
Great 1 Stuff 1 Feel 1 Event 1
Type −1 Fals −1 Pull −1 Terribl −1
Wast −2 Serious −2 Side −2 Sens −2
Everi −3 Extens −3 Nervous −3 Lost −3

Unknown −4 Space −4 Even −4 Sure −4
Everyth −5 Know −5 Extend −5 Injur −5

WJST

Nice 4 Much 3 Satisfy −2 See −4
Cute 1 Use 2 Crew 2 Father 5
Favorit 2 Long 4 Way 4 Pray −3
Perfect 2 Expens −4 Fluid 1 Human 5
Great 2 Stuff −5 Feel −3 Event 1
Type 1 Fals −5 Pull −4 Terribl 4
Wast −5 Serious 1 Side −1 Sens −4
Everi 4 Extens 5 Nervous 3 Lost 3

Unknown 5 Space −5 Even −2 Sure 2
Everyth 2 Know 4 Extend −5 Injur −5

Table 16: Sentiment scores for some instance words related to STS, Sanders, and SOMD datasets.

Dataset STS Sanders SOMD
Model Word Score Score Score

WJST1

Much −4 4 2
Good 5 4 −5
Bad −5 −1 −5
Nice −3 5 5
Hate −5 −5 1
Love 5 5 3

WJST

Much −5 −5 −2
Good −4 −1 3
Bad −4 −1 3
Nice 3 2 1
Hate −5 −4 2
Love 4 −2 −3

Table 17: Top 10 words extracted from the Movie dataset.

Model Sentiment Top 10 words

WJST + jesu, film, God, love, mel, Christian, life, suffer, believ, roman
− movi, godzilla, bad, dvd, origin, horror, buy, version, worst, actor

WJST1 + Jesu, mel, passion, mother, stori, realli, great, everyon, God, like
− godzilla, monster, go, time, star, know, kill, make, militari, American

JST + mel, stori, mother, two, realli, becom, anoth, God, like, back
− godzilla, look, monster, american, militari, like, worst, zellweg, emmerich, quit
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proposed methods have a significant improvement over
AFINN and the baseline methods on all datasets. As seen
from AFINN-based methods results, the results calculated
based on the sentiment lexicon are below 70% for most
datasets. In this study, parameters perplexity and top-
ic_coherency are not calculated for AFINN, RND, and
AFINN+RND methods. TS and RJST methods have lower
accuracy than other methods on all datasets, but JST and
TJST achieve better performance. As can be seen from the
results, TJSToutperforms JSTon all datasets because, in JST,
the distribution θ depends on the document, but in TJST, the
distribution θ does not depend on the document and is
generally estimated because it uses all documents for
computations. According to Tables 6 and 7, WJST1 has
higher accuracy than other methods. WJST1 outperforms
WJST because, in WJST, the distributions θ, ξ, andψ depend
on the document, but inWJST1, the distributions θ, ξ, andψ
do not depend on the document and are generally estimated
because they use all documents for computations. ,e
perplexity value varies on different datasets because the size
of datasets is different, according to Table 4.

,e analysis of the Friedman test on the results of Ta-
bles 6 and 7 demonstrates that there is a statistically sig-
nificant difference between the performances of the
algorithms in terms of accuracy with χ2(10) �

92.091 andp< 0.01, in terms of perplexity with
χ2(5) � 38.629 andp< 0.01, and in terms of top-
ic_coherency with χ2(5) � 5.508 andp> 0.1. ,e mean rank
of the algorithms based on the Friedman test, which is
demonstrated in Figure 9, indicates that WJST1 ranks first
among all the algorithms in 7 in terms of accuracy and
topic_coherency. According to Figure 9, if the experiment
intends to find the minimum value (perplexity), the
Friedman test assigns the lowest rank to the best-performing
algorithm. If the problem intends to find the maximum
value (accuracy and topic_coherency), the Friedman test
assigns the highest rank to the best-performing algorithm.

According to Figure 9, -1 is accuracry1 and -2 is accuracy2.
As shown in Figure 10, average values of accuracy, per-
plexity, and topic_coherency are equal to the average values
in each column of Tables 6 and 7 for each method, in which
the values are calculated on Android, Automotive, Elec-
tronic, Movie, Magazine, Sport, MR, Amazon, IMDB, and
Yelp datasets. According to the results, WJST has a lower
perplexity value than other methods. WJST1 outperforms
WJST and baseline methods in terms of accuracy and
topic_coherency. According to Figure 10, -1 is accuracry1
and -2 is accuracy2.

4.4. Evaluation Results According to the Different Situations,
with AFINN and NO_AFINN States. In this section, the
study aims to examine the impact of the AFINN dictionary
in the initialization part of Gibbs sampling on the proposed
models.,e results of the evaluation are shown in Table 8. In
this section, the number of distinct windows is three, and the
number of topics is ten. ,e most effective is visible in
WJST1 on the Movie dataset, where the accuracy in the
NO_AFINN state is equal to 0.48 and is equal to 0.95 in the
AFINN state. Prior sentiment information affects perplexity
and topic_coherency lower than accuracy. According to
Table 8, it can be seen that using the AFINN dictionary is
more effective than using the NO_AFINN state. In the
NO_AFINN state, prior sentiment information was not
incorporated into the models for sentiment words in the
initialization section of the Gibbs sampling algorithm.

4.5. Evaluation Results According to the Different Sentiment
Dictionaries. In this subsection, the study compares dif-
ferent dictionaries achieved by the proposed models. ,e
output of WJST and WJST1 can be a weighted sentiment
dictionary. Using the obtained dictionary by eachmethod on
each dataset, other datasets will be evaluated. Each docu-
ment will be classified according to P(s|r), where the word

Table 18: Top 10 words extracted from Android dataset.

Model Sentiment Top 10 words

WJST + app, game, sudoku, play, version, enjoy, option, want, hint, like
− work, app, would, fire, live, station, tri, say, select, kindl, load, user

WJST1 + sudoku, tri, love, game, time, easi, tablet, star, call, make
− close, tablet, seem, get, year, download, much, station, time, android

JST + station, want, even, peopl, work, avail, version, puzzl, custom, believ
− use, app, find, review, great, got, total, new, night, fake

Table 19: Top 10 words extracted from Electronic dataset.

Model Sentiment Top 10 words

WJST + read, book, screen, touch, kindl, page, better, wifi, ebook, like
− work, went, new, servic, need, bad, system, hous, number, mine

WJST1 + googl, amazon, book, color, store, kindl, download, small, pdf
− time, work, two, much, one, power, comput, phone, go, unit

JST + book, touch, read, page, free, librari, touch, screen, much, pdf
− plug, work, could, devic, comput, charger, router, cabl, item, design
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sentiment label is directly obtained from the dictionary.
Tables 20 and 21 are related to WJST and WJST1, respec-
tively. ,e impact of using different dictionaries achieved by
WJST and WJST1 is presented in Tables 20 and 21. ,e
methods AFINN+w, Android +w, ELEC+w, Auto +w,
and MOV+w classify each document according to
P(s|r) � Fs,r/Fr, where the weight and sentiment label is
directly obtained from AFINN, Android, Electronic, Au-
tomotive, and Movie lexicons, and window size is consid-
ered to be one for all words in all documents. Methods
Bing_Liu, 8K, Android, Automotive, ELEC, MOV, and
IMDB classify each document according to P(s|r) � Ns,r/Nr

where the word sentiment label is directly obtained from
Bing_Liu, 8K, Android, Automotive, Electronic, Movie, and
IMDB lexicons, respectively. ,e Bing_Liu +RND method
uses both Bing_Liu and RNDmethods. In the IMDB+RND
method, the algorithm uses both IMDB and RND methods.
,e 8K+RND method utilizes both 8K and RND methods.
In the Android + RND method, the algorithm uses both
Android and RNDmethods. In the Auto +RNDmethod, the
algorithm uses both Auto and RND methods. In the
ELEC+RND method, the algorithm uses both ELEC and
RND methods. In the MOV+RND method, the algorithm
uses both MOV and RND methods. According to Table 20,

the AFINN method achieves the highest accuracy on one
dataset. Proposed methods achieve the highest accuracy on
six datasets. According to the results in Table 21, the pro-
posed methods achieve the highest accuracy on seven
datasets. In AFINN, Bing Liu, IMDB, and 8-k dictionaries,
sentiment and score values are set manually for each word,
but proposed models use topic modeling to generate dic-
tionaries. Proposed methods such as MOV and ELEC
perform well on the datasets on which they are created based
on. ,e dictionaries achieved by the proposed models are
dependent on the application domain.

,e analysis of the Friedman test on the results of Ta-
ble 20 demonstrates that there is a statistically significant
difference between the performances of competitors in terms
of accuracy with χ2(27) � 70.070 andp< 0.01. ,e analysis
also shows that there is a statistically significant difference
between the performances of the algorithms in Table 21 in
terms of accuracy with χ2(27) � 79.740 andp< 0.01. ,e
mean rank of the algorithms can be seen in Figure 11. As
shown in Figure 12, Average1 is equal to the average of
values in each row for each method, in which the values are
calculated on datasets Android. Automotive, Electronic,
Movie, STS, Sanders, and SOMD based on Tables 20 and 21.
Furthermore, Average2 is equal to the average of values in

P(+|r) =

P(+|r) =

P(–|r) =

P(–|r) =

3
8 = 0.37

5
8 = 0.62

51
95 = 0.53
44
95 = 0.46

P(+|r) > P(−|r)

P(+|r) < P(−|r)

Window size

Weight

Sentiment

Begin …

0 2 3 1 1 0 6 1

1 3 5 4 5 1 1 1

+ - + - + - - -

… End

+1

-3 -3 -3 -3 -3

+5 +5 +5 +5 +5 +5 +5

-4 -4 -4

+5 +5 +5

-1

-1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1
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Figure 8: An example of calculating the sentiment of a document using two formulas.
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each row for each method, in which the values are calculated
on Android, Automotive, Electronic, and Movie based on
Tables 20 and 21. According to the results, Bing_Liu achieves

the highest value on column Average1. Furthermore, the
Android, MOV, and Bing_Liu methods have higher accu-
racy than other methods.

0.47

0.52

0.57

0.62

0.67

0.72

0.77

0.82

0.87

A
V

ER
A

G
E 

A
CC

U
RA

CY

A
FI

N
N

A
FI

N
N

+R
N

D

RN
D

JS
T

TJ
ST TS

W
JS

T-
1

W
JS

T-
2

W
JS

T1
-2

W
JS

T1
-1

RJ
ST

METHOD

(a)

18.4
18.9
19.4
19.9
20.4
20.9
21.4
21.9
22.4
22.9
23.4

JST TJST RJST TS WJST WJST1

A
V

ER
A

G
E 

PE
RP

LE
XI

TY

METHOD

(b)

-1.05
-1

-0.95
-0.9

-0.85
-0.8

-0.75
-0.7

-0.65
-0.6

-0.55
-0.5

-0.45
-0.4

JST TJST RJST TS WJST WJST1

A
V

ER
A

G
E 

TO
PI

C_
CO

H
ER

EN
CY

METHOD

(c)

Figure 10: Average of sentiment classification values calculated on Android, Automotive, Electronic, Movie, Magazine, Sport, MR,
Amazon, IMDB, and Yelp datasets (based on Tables 6 and 7), in terms of accuracy (a), perplexity (b), and topic_coherency (c).
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Figure 9: According to the Friedman test, the mean rank of algorithms in Tables 6 and 7.
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Table 20: Sentiment classification using different sentiment dictionaries achieved by WJST.

Model\dataset Android Auto ELEC MOV STS Sanders SOMD
RND 0.48 0.4925 0.465 0.525 0.5346 0.4852 0.4847
AFINN 0.6975 0.625 0.675 0.595 0.734 0.674 0.3395
AFINN+w 0.685 0.58 0.6375 0.595 — — —
AFINN+RND 0.58 0.535 0.52 0.555 0.6038 0.5424 0.4475
Bing_Liu 0.6975 0.64 0.695 0.635 0.698 0.6813 0.322
Bing_Liu +RND 0.5775 0.535 0.535 0.565 0.6288 0.5416 0.4388
IMDB 0.7025 0.59 0.6375 0.6425 0.5512 0.5988 0.4617
IMDB+RND 0.6125 0.4825 0.5475 0.5975 0.5595 0.5196 0.4748
8K 0.5425 0.5025 0.5075 0.5025 0.4986 0.5351 0.3995
8K+RND 0.515 0.48 0.5075 0.51 0.5373 0.495 0.4814
Android 0.8525 0.62 0.645 0.6125 0.6023 0.6078 0.4712
Android +w 0.8375 0.59 0.63 0.62 — — —
Android +RND 0.8525 0.6275 0.6675 0.61 0.5995 0.5865 0.4832
Auto 0.57 0.705 0.6375 0.605 0.6023 0.5767 0.6011
Auto +w 0.5775 0.7 0.65 0.6075 — — —
Auto +RND 0.5625 0.705 0.6175 0.5875 0.6106 0.5522 0.588
ELEC 0.6525 0.5975 0.8425 0.4925 0.6023 0.6029 0.5323
ELEC+w 0.6625 0.605 0.8275 0.5025 — — —
ELEC+RND 0.645 0.6075 0.8425 0.4775 0.6023 0.6037 0.5585
MOV 0.66 0.5925 0.6375 0.81 0.6244 0.535 0.5127
MOV+w 0.6725 0.59 0.6475 0.8025 — — —
MOV+RND 0.6525 0.5875 0.62 0.81 0.6217 0.5416 0.5105
STS 0.51 0.58 0.575 0.615 0.624 0.4762 0.5312
STS +RND 0.5575 0.5625 0.5275 0.5775 0.624 0.5138 0.54
Sanders 0.59 0.6 0.565 0.5575 0.5607 0.7088 0.5105
Sanders +RND 0.5925 0.5925 0.5825 0.5425 0.5746 0.7088 0.5443
SOMD 0.5525 0.5275 0.47 0.4625 0.4859 0.5334 0.6093
SOMD+RND 0.5375 0.5 0.4875 0.4725 0.5441 0.5236 0.6093

Table 21: Sentiment classification using different sentiment dictionaries achieved by WJST1.

Model\dataset Android Auto ELEC MOV STS Sanders SOMD
RND 0.48 0.4925 0.465 0.525 0.5346 0.4852 0.4847
AFINN 0.6975 0.625 0.675 0.595 0.734 0.674 0.3395
AFINN+w 0.685 0.58 0.6375 0.595 — — —
AFINN+RND 0.58 0.535 0.52 0.555 0.6038 0.5424 0.4475
Bing_Liu 0.6975 0.64 0.695 0.635 0.698 0.6813 0.322
Bing_Liu +RND 0.5775 0.535 0.535 0.565 0.6288 0.5416 0.4388
IMDB 0.7025 0.59 0.6375 0.6425 0.5512 0.5988 0.4617
IMDB+RND 0.6125 0.4825 0.5475 0.5975 0.5595 0.5196 0.4748
8K 0.5425 0.5025 0.5075 0.5025 0.4986 0.5351 0.3995
8K+RND 0.515 0.48 0.5075 0.51 0.5373 0.495 0.4814
Android 0.855 0.6025 0.565 0.65 0.5857 0.5865 0.4985
Android +w 0.835 0.6 0.6025 0.6625 — — —
Android +RND 0.855 0.59 0.575 0.6125 0.5967 0.5579 0.505
Auto 0.6375 0.745 0.6175 0.63 0.594 0.6233 0.4766
Auto +w 0.6325 0.7375 0.65 0.635 — — —
Auto +RND 0.6375 0.745 0.62 0.6225 0.5829 0.6118 0.4875
ELEC 0.65 0.5475 0.7075 0.5825 0.594 0.6192 0.457
ELEC+w 0.63 0.5775 0.7125 0.63 — — —
ELEC+RND 0.6425 0.5575 0.7075 0.5775 0.6134 0.5914 0.4744
MOV 0.63 0.5525 0.5825 0.6375 0.5663 0.5767 0.4603
MOV+w 0.6425 0.5475 0.6425 0.94 — — —
MOV+RND 0.635 0.565 0.61 0.6375 0.5718 0.571 0.4493
STS 0.585 0.5475 0.595 0.5775 0.7431 0.5939 0.4231
STS +RND 0.5875 0.565 0.5975 0.5725 0.7431 0.5743 0.4395
Sanders 0.605 0.555 0.6 0.5375 0.6632 0.7538 0.421
Sanders +RND 0.6075 0.55 0.6025 0.5375 0.6771 0.7538 0.4559
SOMD 0.615 0.555 0.55 0.5125 0.5773 0.6078 0.594
SOMD+RND 0.61 0.5275 0.5425 0.5325 0.594 0.5767 0.594
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4.6. Evaluation Results According to the Different Number of
Topics. In this subsection, the proposed models are exam-
ined based on the different topics (5, 10, 15, and 20). ,e
AFINN dictionary is utilized in methods, and the number of
distinct windows is three. Evaluations results are shown in
Tables 9–12. ,e proposed methods are better than the
baseline methods based on the results. ,e results show that
increasing the number of topics will decrease the perplexity
value. WJST1 achieves the highest accuracy on the Movie
dataset with 97 percent, but the highest accuracy value on the
Movie dataset in WJST is equal to 84 percent. Results show
that the proposed methods perform better with different
topic number settings, especially for WJST1 with 97% ac-
curacy at |Z| = 5 on the Movie dataset. Based on the results,
WJST has a lower perplexity than other methods. WJST1
outperforms WJST and baseline methods in terms of ac-
curacy and topic_coherency. TJST performs better than the
WJST method in terms of accuracy, but WJST achieves
higher accuracy than JST and other baseline methods. ,is
observation shows that modeling the parameters weight and
window improves sentiment classification at the document-
level. According to (18), a lower topic_coherency value
suggests that the retrieved subjects are of worse quality than
one with a highertopic_coherency. ,e words in a subject
accurately describe the subject and have a stronger associ-
ation with one another.

4.7. Evaluations Results According to the Different Number of
Distinct Windows. In this subsection, the proposed models
are evaluated according to the different number of separate
windows (1, 2, 3, 4, 5, and 6), which are effective for im-
proving the proposed models. In this experiment, the
number of topics is five, and the models use the AFINN
sentiment dictionary. Based on Table 13, the proposed
methods are compared according to accuracy, perplexity,
and topic_coherency. ,e results show that increasing the
number of distinct windows will decrease the perplexity
value. In the report in Table 13, an increase in the size of a
window will reduce the accuracy because it will increase the
number of words in the window, and each term may not
affect all neighbors in its window.

For instance, as shown in Figure 13, the word terrible has
a window size equal to 3. In Table 13, it is assumed that each
word affects all neighbors in its window, so Table 13 takes
that the unigram terrible effects unigrams film, last, season,
sophie, best, and actress. As shown in Figure 13, the word
terrible can affect unigrams film, last, and season, but it is not
about unigrams sophie, best, and actress. So, finding the
words that can be involved in a window is a new challenge
that we introduce in this study, and two methods are pre-
sented. ,e first method assumes that each word affects all
neighbors in its window, and the second method assumes
that each word affects some random neighbors in its win-
dow. So, the first method selects all neighbors, but the
second method selects some neighbors randomly. In this
study, all evaluations are calculated based on the first
method, and the second method is considered for the
evaluation in Table 14.

As shown in Table 13, accuracy, perplexity, and top-
ic_coherency values are calculated on Android, Automotive,
Electronic, and Movie datasets before random selection
using the first method. As shown in Table 14, accuracy,
perplexity, and topic_coherency values are calculated on
Android, Automotive, Electronic, and Movie datasets after
random selection using the second method. So, in Table 13,
it is assumed that each word affects all neighbors in its
window, but in Table 14, it is assumed that each word affects
some random neighbors in its window. As shown in Ta-
bles 13 and 14, average values of accuracy, perplexity, and
topic_coherency are equal to average values in each column
of Tables 13 and 14 for each window size. ,e values are
calculated on Android Automotive, Electronic, and Movie
datasets. According to the results, the second method is
more stable than the first method in terms of accuracy, but
the first method has higher accuracy than the second
method.,e secondmethod outperforms the first method in
terms of perplexity. ,e first method performs better than
the second in terms of accuracy and topic_coherency.

,e analysis of the Friedman test on the results of Ta-
ble 13 demonstrates that there is a statistically significant
difference between the performances of the algorithms in
terms of accuracy with χ2(5) � 27.608 andp< 0.01, in terms
of perplexity with χ2(5) � 35.143 andp< 0.01, and in terms
of topic_coherency with χ2(5) � 6.232 andp � 0.284. ,e
mean rank of the algorithms based on the Friedman test,
which is demonstrated in Figure 14, indicates that (w �1)
outperforms other windows in terms of accuracy. Still, it has
lower perplexity and topic_coherency values than other
windows. (w � 6) outperforms other windows in perplexity
and topic_coherency, but it has a lower accuracy value than
other windows. (w � 3) provides a special situation for
proposed algorithms in which accuracy, topic_coherency,
and perplexity values are between the highest and lowest
values (w �1, 2, 4, 5, and 6). So, in this study, all evaluations
are calculated based on (w � 3). ,e mean rank of the al-
gorithms based on Table 14, which is demonstrated in
Figure 15, indicates that (w �1) ranks first among all the
algorithms in Table 14 in terms of accuracy. ,e analysis of
the Friedman test indicates that there is a statistically sig-
nificant difference in terms of accuracy with
χ2(5) � 17.550 andp< 0.01, in terms of perplexity with
χ2(5) � 37.857 andp< 0.01, and in terms of top-
ic_coherency with χ2(5) � 5.857 andp � 0.320.

4.8. Sentiment Classification Using Proposed Methods in
Comparison to ALGA. In this subsection, WJST and WJST1
are compared to ALGA [46]. ,ree datasets have been se-
lected for evaluating the methods. Evaluations results are
shown in Figure 16, which compares the results of models
with each other according to accuracy, perplexity, and
topic_coherency metrics. In ALGA [46], several sentiment
lexicons are created for a dataset during the training stage
using a genetic algorithm. During the testing process, these
dictionaries are employed. Every dictionary has some words
and scores. Each chromosome is represented as a vector of
sentiment words and their scores in the genetic algorithm
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employed in the method. ,e scores are spread between a
feeling word's lowest and maximum scores. ,e primary
goal of ALGA is to create a dictionary that reduces errors on
training datasets. ,e sum of scores for words of each in-
stance Ti in dataset Dm using dictionary Lk is calculated
using equation (19) and is treated as a feature [46]:

ALGA Dm, Ti, Lk(  � 
Wj∈Ti

vk Wj .
(19)

Finding the values of words in the dictionaries (chro-
mosomes) and adding them together is how the ALGA value
for each instance is calculated. In (19), Wj represents the

words of Ti, and vk(Wj) shows the score of Wj in Lk. As
mentioned in [46], ALGA will predict a positive instance
when the ALGA feature is positive and a negative instance
when the ALGA feature is negative. By dividing the number
of correct predictions of instances of a given dataset by the
total cases, ALGA's accuracy is calculated. In this subsection,
proposed methods are compared with ALGA [46] because it
can automatically generate a sentiment dictionary. ALGA
generates a sentiment dictionary using the genetic algo-
rithm, but proposed methods generate a sentiment dictio-
nary using topic modeling. In proposed models, each
document is classified based on P(s| r), the probability of
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Figure 12: Average accuracy values are calculated using different sentiment dictionaries on Android, Automotive, Electronic, Movie, STS,
Sanders, and SOMD datasets (based on Tables 20 and 21).
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sentiment label given a document. In proposed models, two
labels (+, −) are considered, and a document is classified as
negative if P(+|r)< P(−|r) and vice versa. Evaluations results
can be seen in Figure 16. In this subsection, the number of
distinct windows is three, and the number of topics is five.
,e models use the AFINN sentiment dictionary. According
to Figures 16(a)–16(c), each column compares different
methods on a dataset. ,e details of the datasets used in this
section are illustrated in Table 4. In this subsection, only the
accuracy is considered for the evaluation of ALGA. ,e
ALGA-SW value is achieved by executing ALGA without
taking stopwords into account. According to the results,
WJST has higher accuracy than TJST on all datasets. WJST1
outperforms WJST and TJST on all datasets. ALGA and
ALGA-SW perform better than other methods in terms of
accuracy, but WJST1 achieves higher accuracy than ALGA
and ALGA-SW on STS and Sanders datasets. ,e RND
method achieves the lowest accuracy value on Sanders and
STS datasets. ,e AFINN+RND method has higher accu-
racy than the RND method and has a lower accuracy than
the AFINN method on Sanders and STS datasets. ,e RND
method outperforms TJST, AFINN, and AFINN+RND
methods on the SOMD dataset. In this study, parameters
perplexity and topic_coherency are not calculated for
ALGA, ALGA-SW, AFINN, RND, and AFINN+RND
methods. According to Figure 16, -1 is accuracry1, and -2 is
accuracy2.

4.9. Sentiment Classification Using Proposed Methods on
Multidomain Datasets. In this subsection, the performance
of the proposed methods is compared with baseline methods

on a multidomain dataset. In this experiment, the number of
distinct windows and topics is three and five, respectively,
and the models use the AFINN sentiment dictionary. ,e
multidomain dataset contains reviews taken from multiple
domains (product types). ,e details of the multidomain
dataset used in this section are illustrated in Table 22.

As shown in Figure 17, accuracy, perplexity, and top-
ic_coherency values are calculated on a multidomain dataset
that contains Android. Automotive, Electronic, and Movie
domains. ,e methods WJST-dictionary and WJST1-dictio-
nary classify each document according to P(s|r) � Ns,r/Nr.
,e word sentiment label is directly obtained from WJST and
WJST1 lexicons achieved by WJST and WJST1 on the mul-
tidomain dataset. According to Figure 17, -1 is accuracry1 and
-2 is accuracy2. Based on the results, WJST has a lower per-
plexity value than othermethods.WJST1 outperformsWJSTin
terms of topic_coherency. WJST performs better than the
WJST1 method in terms of accuracy because the distributions
θ, ξ, andψ in WJST depend on document, but in WJST1, the
distributions θ, ξ, andψ do not depend on the document.
Dependency between documents of a domain is more than
documents in different domains. A pattern in the documents of
a domain may not exist in the documents of other domains.
,erefore, calculations on multidomain datasets should be
local and not cover all domains. For example, considering the
distributions P(z|s) and P(z|s, r), where z is topic, s is the
sentiment, and r is documents. In the first state (P(z|s)), the
topic depends on sentiment, and the distribution covers all
documents in different domains. Perhaps a topic was positive
in one domain and negative in another.,erefore, it is better to
depend the topic on the documents of a domain, not all

Before Preprocessing:

Game-of-thrones was the best film. The last season was terrible. Sophie was the best actress.

After Preprocessing:

game-of-thrones was the best film last actressbestsophieterribleseason

Figure 13: An example for showing the effect of each word on neighbors in its window.
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Figure 14: ,e mean rank of the seven algorithms is in Table 13
according to the Friedman test.
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Figure 15: ,e mean rank of algorithms is in Table 14 according to
the Friedman test.
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domains. ,us, the topic is limited to the document (and
domain), and contradiction between different domains is
eliminated. ,erefore, WJST is suitable for multidomain
datasets, and WJST1 is a version of WJST suitable for single-
domain datasets. Sentiment classification on multidomain
datasets is a challenge, and our solution in this study is using
WJST, whose distributions (θ, ξ, andψ) depend on the doc-
ument. Sentiment classification on multidomain datasets is a
challenge, and further studies can be conducted to investigate
this problem for future research.

4.10.ComparisonwithOtherMethods. In this subsection, the
best performance of the proposed methods is compared with
57 competitors [13, 76]; [82–88], [8–10, 46] which is shown

in Table 23.,e details of the datasets used in this section are
illustrated in Table 4.

4.11. Comparison with DiscriminativeModels. ,e proposed
methods are compared to baseline approaches such as lo-
gistic regression and SVM on four datasets in the following
experiment. ,e multidomain dataset contains Android,
Automotive, Electronic, and Movie domains. As shown in
Table 24, the accuracy value is calculated on four datasets.
,e results demonstrate that proposed methods have im-
proved notably over AFINN and the baseline methods on all
datasets. Based on Table 24, methods use two systems in
preprocessing phase, which includes Bag of Word (BOW)
and Term Frequency Inverse Document Frequency (TF-
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Figure 16: Sentiment classification on SANDERS, SOMD, and STS datasets, in terms of accuracy (a), perplexity (b), and topic_coherency
(c).
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IDF). In the BOW system, more word frequency reflects
more importance of the word. TF-IDF system believes that
high frequency may not be able to provide much infor-
mation. Furthermore, rare words contribute more weight to
the method. According to evaluation results, the results of
the TF-IDF system are better than the BOW system.

4.12. Comparison with JST According to Extended Features.
Suppose a unigram corresponds to the sentiment lexicon. In
that case, its polarity will be equal to the subjectivity of the
lexicon in order to identify the emotion label of the unigram for

trying to prepare prior emotion information. ,e following
technique is used to decide the emotion label of a bigram to
prepare prior emotion information: If words of the bigram have
the same polarity, the bigram’s polarity will be the same as that
of the words. If one of the words is in the lexicon, the bigram’s
polarity will equal the lexicon’s subjectivity. ,e bigram’s po-
larity will be opposed to the polarity of the second word if the
first word is ‘not.’ ,e following methodology is used to decide
the emotion label of a trigram in order to prepare prior emotion
information. If words of the trigram have the same polarity, the
trigram’s polarity will be the same as that of the words. If one of
them is in the lexicon, the trigram’s polarity will equal the

Table 22: Description of the multidomain dataset used in this section.

# Domains Number of reviews Vocabulary size Number of words
1 Android, Automotive, Electronic, and Movie 1600 11183 100113
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Figure 17: Sentiment classification values are calculated on a multidomain dataset in terms of accuracy (a), perplexity (b), and top-
ic_coherency (c).

28 Computational Intelligence and Neuroscience



Table 23: Sentiment classification on MR, Sanders, SOMD, STS, Amazon, IMDB, and Yelp datasets.

Method/dataset MR Sanders SOMD STS Amazon IMDB Yelp
ALGA [46] — 0.8067 0.8147 0.7668 — — —
ALGA-SW [46] — 0.7868 0.7877 0.7886 — — —
BPSO (Shang et al., 2016) — — — — 0.7439 0.79 0.789
BICA (Mirhosseini et al., 2017) — — — — 0.793 0.745 0.763
BABC (Schiezaro et al., 2013) — — — — 0.7509 0.74 0.736
MaxEnt (Saif et al., 2014) — 0.8362 — 0.7782 — — —
NB (Saif et al., 2014) — 0.8266 — 0.8106 — — —
LS-all [13] — 0.8199 — — — — —
SVM-all [13] — 0.8214 — — — — —
RMTL [13] — 0.827875 — — — — —
MTL-graph [13] — 0.801725 — — — — —
CMSC [13] — 0.846325 — — — — —
LSTM-all [13] — 0.8063 — — — — —
MTL-CNN [13] — 0.829825 — — — — —
MTL-DNN [13] — 0.817 — — — — —
ASP-MTL [13] — 0.85125 — — — — —
NeuroSent [13] — 0.834575 — — — — —
DAM [13] — 0.863225 — — — — —
SVM-BoW (Da Silva et al., 2014) — 0.8243 0.7402 — — — —
SVM-BoW+ lex (Da Silva et al., 2014) — 0.8398 0.7893 — — — —
RF-BoW (Da Silva et al., 2014) — 0.7924 0.7391 — — — —
RF-BoW+ lex (Da Silva et al., 2014) — 0.8235 0.7936 — — — —
LR-BoW (Da Silva et al., 2014) — 0.7745 0.7238 — — — —
LR-BoW+ lex (Da Silva et al., 2014) — 0.7949 0.7806 — — — —
MNB-BoW (Da Silva et al., 2014) — 0.7982 0.7543 — — — —
MNB-BoW+ lex (Da Silva et al., 2014) — 0.8341 0.8013 — — — —
ENS(LR+RF+MNB)-BoW (Da Silva et al., 2014) — 0.8276 0.7555 — — — —
ENS(LR+RF+MNB)-BoW+ lex (Da Silva et al., 2014) — 0.8489 0.8035 — — — —
SVM-FH (Da Silva et al., 2014) — 0.4975 0.5131 — — — —
SVM-FH+ lex (Da Silva et al., 2014) — 0.7500 0.6299 — — — —
RF-FH (Da Silva et al., 2014) — 0.5564 0.6136 — — — —
RF-FH+ lex (Da Silva et al., 2014) — 0.7163 0.7260 — — — —
LR-FH (Da Silva et al., 2014) — 0.5694 0.6529 — — — —
LR-FH+ lex (Da Silva et al., 2014) — 0.7598 0.7303 — — — —
MNB-FH (Da Silva et al., 2014) — 0.5425 0.6070 — — — —
MNB-FH+ lex (Da Silva et al., 2014) — 0.7508 0.7139 — — — —
ENS(LR+RF+MNB)-FH (Da Silva et al., 2014) — 0.5784 0.6517 — — — —
ENS(LR+RF+MNB)-FH+ lex (Da Silva et al., 2014) — 0.7663 0.7456 — — — —
WS-TSWE’ [76] 0.841 — — — — — —
WS-TSWE [76] 0.824 — — — — — —
TSWE-P [76] 0.726 — — — — — —
TSWE+P [76] 0.782 — — — — — —
JSTH [76] 0.681 — — — — — —
HTSM [76] 0.796 — — — — — —
SAE (Pagliardini et al., 2018) 0.861 — — — — — —
ParagraphVec DBOW (Pagliardini et al., 2018) 0.763 — — — — — —
ParagraphVec DM (Pagliardini et al., 2018) 0.764 — — — — — —
IST (Pu et al., 2019) 0.827 — — — — — —
UST (Pu et al., 2019) 0.832 — — — — — —
UIST (Pu et al., 2019) 0.845 — — — — — —
RND 0.4895 0.4852 0.4847 0.5346 0.491 0.498 0.506
AFINN 0.601 0.674 0.3395 0.734 0.731 0.698 0.689
AFINN+RND 0.5455 0.5424 0.4475 0.6038 0.574 0.575 0.559
JST [8] 0.613 0.6176 0.4934 0.6398 0.611 0.605 0.579
TJST [8] 0.62 0.5898 0.4639 0.6814 0.645 0.616 0.614
RJST [12] 0.51 0.6086 0.4967 0.6232 0.609 0.546 0.561
TS [9] 0.5 0.5612 0.5251 0.565 0.54 0.545 0.547
WJST-1 0.821 0.7268 .75786 0.7126 0.779 0.76 0.737
WJST-2 0.818 0.7203 0.75775 0.7181 0.829 0.761 0.726
WJST1-1 0.8445 0.832 0.8 0.8317 0.796 0.77 0.773
WJST1-2 0.843 0.8352 0.7859 0.8373 0.798 0.774 0.769
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lexicon’s subjectivity. ,e trigram’s polarity will be opposed to
the second or third word’s polarity if the first or second word is
‘not.’ ,e proposed methods are compared with JST on four
datasets (single-domain) according to extended features
(bigrams and trigrams) in the following experiment.

As shown in Table 25, the accuracy value is calculated on
four datasets, and the experiment extends the features to
bigrams and trigrams. According to the results, WJST1 out-
performs WJST. According to evaluations results, proposed
models outperform JST because the additional parameters can
influence the process of producing words in a review appro-
priately. ,e perplexity value varies on different datasets be-
cause the size of datasets is different. As the number of grams
increases, perplexity is increased because in each document, in
addition to the unigrams (+bigrams), bigrams (+trigrams) are
added to the data, and the size of the dataset is increased. As the
number of grams increases, accuracy is improved. In some
cases, it gets worse because higher grams (bigram or trigrams)
are sometimes meaningless.

4.13. Discussions on the Limitations of the Proposed Methods.
Although the analysis of the results of the evaluation can
demonstrate the best performance of proposed methods,
proposed methods have some limitations, as follows:

(1) ,e first limitation is the time complexity of the
proposed methods (O(G·wALL·|S|·|Z|·|Q|·|E|)) which
is more than baseline methods (O(G·wALL·|S|·|Z|))
according to Table 3 in Section 3.3.

(2) ,e second limitation is the window size. On the
report in Table 13, an increase in the size of a window
will decrease the accuracy because it will increase the
number of words in the window, and each term may
not affect all neighbors in its window. ,erefore,
finding the words that can be involved in a window is
a new challenge that we introduce in this study, and
two methods are presented in Section 4.7. ,e first
method assumes that each word affects all neighbors
in its window, and the second method assumes that
each word affects some random neighbors in its
window.,erefore, the first method selects all
neighbors, but the second method selects some
neighbors randomly. According to the results, the
second method is more stable than the first method
in terms of accuracy, but the first method has a
higher accuracy value than the second method. ,e
second method outperforms the first method in
terms of perplexity. ,e first method performs better
than the second in terms of accuracy and
topic_coherency.

Table 24: Sentiment classification in comparison with discriminative models on different datasets.

Method\Dataset Android Automotive Electronic Movie
RND 0.48 0.4925 0.465 0.525
AFINN 0.6975 0.625 0.675 0.595
RND+AFINN 0.58 0.535 0.52 0.555
LOGISTIC REGRESSION(BOW) 0.53 0.52 0.5338 0.57
RANDOMFOREST(BOW) 0.69 0.65 0.60 0.6575
SVM(BOW) 0.49 0.51 0.54 0.5675
DECISIONTREE(BOW) 0.71 0.70 0.56 0.665
NAIVE_BAYES(BOW) 0.51 0.55 0.4712 0.555
KNEIGHBORS (N� 3, BOW) 0.55 0.57 0.55 0.5725
KNEIGHBORS (N� 4,BOW) 0.56 0.575 0.5915 0.585
KNEIGHBORS (N� 5,BOW) 0.57 0.5725 0.55 0.59
KNEIGHBORS (N� 6,BOW) 0.57 0.5675 0.56 0.61
LOGISTIC REGRESSION (TF-
IDF) 0.61 0.63 0.83 0.59

RANDOMFOREST (TF-IDF) 0.575 0.6 0.7243 0.5225
SVM (TF-IDF) 0.5825 0.59 0.80 0.54
DECISIONTREE (TF-IDF) 0.55 0.57 0.7043 0.55
NAIVE_BAYES (TF-IDF) 0.58 0.60 0.7945 0.58
KNEIGHBORS (N� 3, TF-IDF) 0.65 0.63 0.53 0.7125
KNEIGHBORS (N� 4, TF-IDF) 0.65 0.63 0.56 0.7125
KNEIGHBORS (N� 5, TF-IDF) 0.65 0.63 0.51 0.7125
KNEIGHBORS (N� 6, TF-IDF) 0.65 0.5725 0.53 0.7125
JST 0.625 0.6575 0.7025 0.7575
ASUM 0.613 0.6322 0.71 0.772
TJST 0.765 0.7675 0.76 0.9475
RJST 0.5825 0.615 0.5525 0.62
TS 0.5425 0.5525 0.5475 0.5425

WJST Accuracy1 0.795 0.755 0.8625 0.8475
Accuracy2 0.7825 0.7475 0.875 0.8325

WJST1 Accuracy1 0.865 0.8 0.8475 0.97
Accuracy2 0.8525 0.795 0.855 0.9675
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4.14. A Concise Description of the Proposed Solutions and the
Results. ,e main problem in this study is to examine a
user’s opinion about a product or movie, for example. ,is
means identifying whether a user has a positive or negative
idea about a subject (a product or movie).

Two novel models have been proposed that use topic
modeling to solve the above problem. So, our solution is
using a technique named topic modeling. Proposed
models extend and improve JST (as a topic model)
through two new parameters. To improve JST, proposed
models consider the effect of words on each other. ,e
new parameters have an immense effect on model accu-
racy regarding evaluation results. According to evalua-
tions results, the proposed models outperform JST
because the additional parameters can influence the
process of producing words in a review appropriately.
,ey can improve sentiment classification at the docu-
ment-level. Also, in the evaluation results report, pro-
posed methods are more accurate than discriminative
models such as SVM and logistic regression. Proposed
methods are more flexible than discriminative models
because other information, such as the top 10 words, can
be extracted from the heart of the data.

5. Conclusion

In this study, two new models called WJST and WJST1 have
been presented that extend JST and improve accuracy
metrics. Reviewing the various articles about sentiment
analysis indicates that the proposed models are associated
with innovation and lead to remarkable results compared to
the baseline methods. ,e proposed models can generate a
sentiment dictionary. According to evaluations results, the
proposed models consider the effect of words on each other
using the extra parameters, which are important and in-
fluential. ,e evaluation results indicate that the accuracy
has been improved compared to the baseline methods such
as JST, RJST, TS, TJST, and ALGA. Results show that the
proposed methods perform better with different topic
number settings. WJST1 outperforms other methods in
terms of accuracy, demonstrating its effectiveness of that.
Prior sentiment information affects perplexity and top-
ic_coherency lower than accuracy.

According to evaluations results, using the AFINN
dictionary as prior sentiment information is more effective
than using the NO_AFINN state. ALGA uses the genetic
algorithm to generate a sentiment dictionary; however,

Table 25: Sentiment classification according to extended features (bigrams and trigrams) on different datasets (single-domain).

Model Gram Metric\dataset Android Automotive Electronic Movie

JST

U ∗
Accuracy 0.625 0.6275 0.675 0.7575
Perplexity 19.6726 24.7154 25.227 27.3111
Topic_Coh −4.6026 −1.486 −1.5892 −1.0123

U+B∗
Accuracy 0.655 0.7025 0.75 0.835
Perplexity 66.1882 86.6897 81.3375 98.9201
Topic_Coh −2.4595 −1.0417 −0.9823 −0.4165

U+B+T∗
Accuracy 0.6775 0.5825 0.7525 0.7275
Perplexity 114.8812 158.7113 156.1383 190.8403
Topic_Coh −1.5776 −2.3915 −0.7030 −0.1288

WJST

U

Accuracy1 0.7925 0.755 0.8625 0.7225
Accuracy2 0.7775 0.7475 0.875 0.71
Perplexity 16.7303 21.2008 20.5489 23.1145
Topic_Coh −0.5547 −1.6542 −2.0442 −0.0751

U+B

Accuracy1 0.6825 0.63 0.67 0.65
Accuracy2 0.68 0.625 0.6675 0.6475
Perplexity 36.5505 49.8584 48.2008 58.0838
Topic_Coh −1.3976 −4.0214 −1.2513 −0.0423

U+B+T

Accuracy1 0.7325 0.6825 0.635 0.6475
Accuracy2 0.7325 0.6825 0.615 0.6325
Perplexity 52.9205 72.7629 76.2545 88.1860
Topic_Coh −1.3242 −1.5525 −1.2409 −2.5170

WJST1

U

Accuracy1 0.81 0.80 0.79 0.97
Accuracy2 0.7925 0.79 0.80 0.9625
Perplexity 16.6787 21.4357 22.6012 24.6302
Topic_Coh −0.187 −1.1883 −1.1683 −0.1348

U+B

Accuracy1 0.7 0.7625 0.8575 0.935
Accuracy2 0.7 0.7625 0.8525 0.935
Perplexity 38.5603 49.5167 54.7041 62.3459
Topic_Coh −2.0962 −1.8607 −0.9744 −0.0617

U+B+T

Accuracy1 0.83 0.7625 0.745 0.9475
Accuracy2 0.8275 0.7675 0.745 0.9475
Perplexity 55.5819 75.3624 77.6660 96.3675
Topic_Coh −1.3837 −0.1840 −0.9334 −0.0333

U∗: unigram. B∗: bigram. T∗: trigram.
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proposed methods use topic modeling to generate this
dictionary. According to the evaluation results, the proposed
models outperform JST because the additional parameters
could influence the process of producing words in a review
appropriately. ,ey have the potential to increase the
emotion detection's accuracy at the level of the document.
,e proposed methods are unsupervised, and no labeled
data is required. Proposed methods can automatically assess
web comments and categorize reviews as positive or neg-
ative. ,e proposed methods have tried to increase the
accuracy with fewer parameters and, at the same time,
simplicity compared to the existing methods. ,e proposed
methods both analyze emotions at the document-level and
create an emotional dictionary. ,ey are also the first
methods to create an emotional dictionary through a topic
modeling technique and in an automatic and accurate way.
,e proposed methods are the first methods that consider
the words in the text and their effect on each other in a
dynamic and weighty way. Also, they are parametric.

6. Future Work

,e proposed models are parametric in the present study,
and further studies will be conducted to investigate non-
parametric models. Sentiment classification onmultidomain
datasets is a challenge, and further studies can be conducted
to investigate this problem for future research. In future
research, the proposed methods can be evaluated on more
datasets. More parameters can also be assessed. Twitter
social network data have obtained significant attention in
natural language processing studies, with certain conditions,
such as short data length. In future articles, the proposed
methods can be modified to analyze emotions with specific
Twitter data.
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Malignant melanoma is considered one of the deadliest skin diseases if ignored without treatment. �e mortality rate caused by
melanoma is more than two times that of other skin malignancy diseases. �ese facts encourage computer scientists to �nd
automated methods to discover skin cancers. Nowadays, the analysis of skin images is widely used by assistant physicians to
discover the �rst stage of the disease automatically. One of the challenges the computer science researchers faced when developing
such a system is the un-clarity of the existing images, such as noise like shadows, low contrast, hairs, and specular re�ections,
which complicates detecting the skin lesions in that images. �is paper proposes the solution to the problem mentioned earlier
using the active contour method. Still, seed selection in the dynamic contour method has the main drawback of where it should
start the segmentation process. �is paper uses Gaussian �lter-based maximum entropy and morphological processing methods
to �nd automatic seed points for active contour. By incorporating this, it can segment the lesion from dermoscopic images
automatically. Our proposed methodology tested quantitative and qualitative measures on standard dataset dermis and used to
test the proposed method’s reliability which shows encouraging results.

1. Introduction

Melanoma is one form of skin cancer. Recent researches
show that melanoma is the most dangerous kind of skin
cancer. An important reason is that melanoma a�ects about
75% of death reported skin cancer. In 2017, research shows
that around 9,480 out of 76,690 melanoma patients died by
the cause of melanoma in the USA [1]. In addition, 1 in 74
males and 1 in 90 females may infect with melanoma in their
life in Canada. Previous research also shows that for non-
Hispanic American white people, occurrence rates have

increased yearly by around 3%. For grown people ages 15
and 30, melanoma is considered the most popular identi-
�able type of cancer [2]. Discovering melanoma in the early
stage will increase the probability from 5 years to 96% of
remaining alive. Still, in case of �nding it in the very ad-
vanced stage, that percentage will decrease to 5% [2]. �e
recovery percentage is a�ected, and the melanoma treatment
cost in the advanced stage is 30 times more than the cost of
melanoma treatment in the early stages. Dermoscopic device
helps physicians view the lesion features more clearly than
the naked eye [3].
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Diagnosis of skin lesion and classification has been an
activity in most areas of medical science research for quite a
while now. Melanoma is one of the lethal and rare forms of
skin lesion. Due to this type of lesion, the death rate is three
times more than all other skin lesions. It is common, es-
pecially among white skin people. Diagnosis of malignant
melanoma in the initial stage increases the survival rates and
is curable. Unluckily, screening all the patients with a skin
lesion for dermatologists is very difficult, and the cost of
treating this type of skin lesion is very high. Working out the
dermoscopic clinical features like lesion borders, pigment
networks, and the color of melanoma is a vital step for
dermatologists, who require a method for the correct clinical
diagnosis and ensure the proper treatment. 'ese structures
are considered one of the primary keys that detect and
classify melanoma or nonmelanoma disease. Hence, we need
an intelligent automated system to diagnose a patient’s
danger of malignant melanoma using dermoscopic images.

'e need for a computerized skin cancer detection
method is becoming one of the most challenging sciences. It
is because of the detecting process, which is quite tricky.
Also, the existing skin cancer images may contain noise such
as hairs, shadows, specular reflections, and low contrast that
reduce the image quality, which causes the accuracy of skin
lesion segmentation algorithms to be less than clear images
[4]. Active contour is a well-known method that can be used
for segmentation. 'e active contour’s primary purpose is to
evolve a segmentation curve [5]. For example, to segment an
object within the image, the curve of active contour starts
from the initial point until it meets the object’s boundary.
Hence, starting with the angle around the object is the
foremost important point in this method. It is the main
drawback of the active contour method. 'is initialization
problem also leads to low performance for concave
boundaries and low performance when the contour is started
far from the minimum. Hence, one of the main disadvan-
tages of localizing active contour is the sensitive initial
boundary to segment the object in the image. Some existing
techniques proposed by hand allocate the initial point of
seed to start active contour. Several methods carry out
restarting if the first start does not return the object’s ac-
curate boundary of the object, so this is computationally
expensive. 'e re-initialization process will maintain single
object segmentation, while the initialization method is
multiple object segmentation. However, the initialization
method provides faster computational time than re-ini-
tialization. 'erefore, we have proposed a method for ini-
tializing the seed point automatically, and it becomes more
efficient and faster computational time than re-initialized.
Sometimes, it also returns more than one object inside each
other, which is another drawback.

'is research paper will review existing techniques and
propose a new skin cancer segmentation method.

1.1. Skin Anatomy Overview. 'e skin and its certain spe-
cialized derivatives called appendages constitute the integ-
umentary system. 'e appendages include sweat glands,
hairs, sebaceous glands, and nails. 'e skin (also called

integument or cutis) forms the external covering of the body.
It consists of two layers of completely different types of
tissues attached over their entire extent. 'e superficial layer
known as the epidermis consists of stratified squamous
epithelium, while the deeper layer, called the dermis, is
composed of dense connective tissue. Together, these two
layers form a sheet that varies from 0.5mm to 4.0mm in
thickness in different body parts [6]. 'e skin is generally
classified into thick and thin types. 'e thick type covers
palms and soles, while the thin skin is found on the re-
mainder of the body. It is important to note that these terms,
thick and thin, take into account the thickness of the epi-
dermis only and do not refer to the thickness of the skin as a
whole. Figure 1 shows the basics of skin layers.

1.2. Epidermis. 'e epidermis is a continuously self-
replacing laminated squamous keratinized epithelium. It
contains four types of cells: melanocyte cells, keratinocyte
cells, Langerhans cells, and Merkel cells. Figure 2 shows the
epidermis layers and structures.

1.3.MelanomaGrowthPhase. 'e path of melanoma usually
pursues two growth phases [7], namely, the vertical growth
phase (VGP) and the radial growth phase (RGP). RGP
generally leads to vertical growth phase. During the radial
growth phase, cancerous cells spread outward in a radial
pattern through the epidermis [8, 9]. At this moment,
melanin and melanocytes are still constrained to the epi-
dermis (that is to say, the skin cancer has not metastasized),
so it is considered “in situ.” In order to achieve a favorable
prognosis, this malignant cancer should be detected earlier
when it is in its radial growth phase, earlier than cancer goes
into a metastatic vertical growth phase. In VGP, melanocytes
enter the dermis deeply and may invade the surrounding
body tissues through metastatic events. 'is invasion of
distant tissues is precarious since cancer can go wide in the
body in several different components of the body [10, 11].
Lesions within the vertical growth phase frequently emerge as
a nodule or bump on the surface. It is a hazardous phase, so
lesions within this phase need to be immediately addressed.

2. Related Work

Regardless of current research to design decision support
systems, there is much room to facilitate the scientists to
explore and suggest efficient and effective decision support
systems for acknowledgment in the field of medicine
[12–14]. 'e method for the detection in the early stages is
mainly concerned with the clinical characteristics utilized
for image processing. 'ese systematic characteristics pro-
vide valuable information to medical specialists, which as-
sists them in analyzing melanoma patients. Computer-aided
design (CAD) systems help physicians and practitioners to
perform their responsibilities efficiently [15–17]. CAD sys-
tems are designed using visual features of images, but in
selecting suitable features, major problems arise during the
feature extraction stage. 'erefore, this problem will be
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solved in our proposed research work to segment and
classify the visual characteristics effectively.

Many techniques have been presented to segment skin
lesion images automatically, but existing algorithms are only
proposed for illumination. Segmentation procedures can be
helpful to only those dermoscopy images, where there is a lot
of difference between specific kinds of cancer and the
surrounding skin area. Nawaz et al. [18] gathered a summary
of new standard segmentation algorithms for dermoscopy
images. 'e algorithms are compared with simple thresh-
olding and region merging using the active contour method
[19]. Many systems use only those characteristics obtained
from pixel color [20]. 'e luminance channel from the CIE
1976 L∗ a∗ b∗ (CIELAB) or CIE 1976 L∗ u∗ v∗ (CIELUV)
color spaces, the blue channel from the RGB color space, and
an orthogonal transform are applied to these color channels.
But, it is still a problem to segment the lesion parts correctly
with undistinguishable boundaries when we rely only on
color features. Such a method is not being operated on
images of skin cancer.

In addition, some segmentation texture-based algo-
rithms have been applied to dermoscopic images. Öztürk
and Özkaya [21] have used some basic numerical methods,
such as the gray-level co-occurrence matrix (GLCM), to
recognize the texture or pattern of images of the skin body.
'is analysis can be helpful for the segmentation of the
lesion parts and the classification of dermoscopic images. A
textural-based algorithm for segmentation lesions using

GLCM features was presented in [22]. Similarly, first-order
region statistics and Sonali random field models were in-
troduced. Sonali and Kamat [23] proposed a new method by
using the natural skin texture sample on the four edges of the
dermoscopic image. 'e presence of artifacts like shining
areas and shadows caused by light makes the segmentation
of skin lesion images more complicated. Hence, Man-
jubharathi and Saraswathi [24] explored more different
algorithms, including thresholding, split-and-merge, and
active contours, to change them to be specific for lesion
images. 'e thresholding algorithm has to be changed to
account for shining areas. Jeniva and Santhi [25] provided
four different algorithms that modify the lighting variant of
images before thresholding is applied to segmentation
methods.'resholding is used onmultiple colors, a group of
similar colors, or one-color channels derived by processing
steps and primary component analysis [26]. Abbadi and
Miry [27] proposed segmentation techniques, including the
preprocessing stage, which assist in performing segments. Lu
et al. [28] joined thresholding approach of segmentation for
boundary lesion image with the form of fuzzy C-means to
last segmentation process. Another algorithm was proposed
based on the analysis of the NC ratio in segmentation by
Baral, Gonnade, and Verma [29].

'e experimental result shows high efficiency and robust
segmentation process for a tumor cell. Khouloud et al. [30]
applied the idea of texture distribution based on the learned
model of natural human skin and cancer textures. 'eir
results represented the difference between the texture dis-
tribution metric and captured the pair of texture distribu-
tion. 'e image is divided into many smaller parts based on
similarity to achieve higher segmentation. Marchetti et al.
[31] proposed the segmentation method to identify skin
lesion cells in the superficial. 'e nuclei regions located on
the superficial layer of skin are segmented with a k value
equal to 3 using the K-means clustering techniques based on
some color and space information [32]. 'en, local region
recursive technique segmentation is used to filter the in-
terested nuclei regions to identify the area of nuclei which
uses the intensity and size of nuclei as a parameter [33].
Finally, in the last stage, the local double ellipse descriptor is
applied to discriminate melanocyte cells from keratinocyte
cells.

'e performance of the technique produced good results
where the foreground and background both have the same
form. Zhang et al. [34] suggested another Wiener filter
technique to remove artifacts such as skin hair from the
image. 'en, they applied to thresholding to segment the
skin lesion parts from the dermoscopic image. Experts in the
medical domain compare the results of this segmentation
method and measure the distance between these two results
by using 96.32 percent accuracy of TDR and HM [33].
Gonzalez-Diaz [35] suggested segmenting melanocytes from
the histopathological picture of the body. First, the local
region’s recursive algorithm and mean shift are used to
remove nuclei bits [36].

Furthermore, a local double ellipse descriptor incor-
porated melanocyte characteristics that provide melanocyte
recognition parameters by using 30 histopathological skin
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objects with different features, such as a slice. 'is meth-
odology showed a sensitivity rate of approximately 80% and
a successful prediction rate of roughly 70% [37]. Li et al. [38]
presented a segmentation method based on the neuro-fuzzy
model. Segmentation is achieved by operating as parameters
with some functions. 'is approach provides good accuracy,
robust quality, and accuracy [39].

3. Proposed Method

'e proposed method joins many phases and strategies to
improve segmentation outcomes’ accuracy and robustness.
'e segmentation processes will be performed to detect and
segment the lesion parts from the skin automatically. To
segment the image, the following are the details:

(1) Converting color images into gray images
(2) Creates Gaussian filters using

hg n1, n2(  � e

− n2
1 + n2

2( 

2σ2 ,
(1)

h n1, n2(  �
hg n1, n2( 

n1
n2

hg

, (2)

equations (1) and (2), n1 and n2 are the pixel values
of the image, σ is the standard deviation, and h is the
value of the Gaussian filter.

(3) Calculate threshold by using maximum entropy
calculated by the following mathematical equations:
equation (3), h (i) is a normalized histogram value,
which takes integer values from 0 to 255. Hence,
assume that h (i) is a normalized value, Eq. (4)
shows the entropy of white pixels, Eq. (5) shows
entropy of black pixels, and Eq. (6) maximizes white
and black pixels’ optimal threshold which can be
selected:
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T � Argi�0... imax
Max Hb(t) + Hw(t). (6)

(4) Apply median filter to reduce noise and preserve
edges.

(5) To remove tiny parts from images after thresh-
olding, all connected components or objects with
fewer pixels from the binary image need to prune.
'us, the operation has been performed using eight
connectivity components known as an area
opening.

(6) Morphology operations opening and closing have
been applied.

(7) Adaptive contourmethod is based upon the optimal
mask to segment the skin lesion.

(8) Refinement of segmentation using morphology
operations has been performed.

(9) Remove small holes outside the body.
(10) Select one big area that shows a lesion.

'is paper uses the adaptive contour (snack) segmen-
tation method. 'e initialization mask is the most important
for active contouringmethods to feed the seed point required
in that algorithm. One way is to select this mask manually for
seed point, but it is not easy to apply to all types of images.
'us, it is required to propose a method shown in Figure 3
for the selection of masks automatically using the active
contouring method.We have proposed a technique based on
the Laplacian Gaussian filter-based maximum entropy for
mask selection. Details of these steps are explained below.

According to many previous studies and research, there
are many methods to perform the threshold process. After
testing those methods in the actual experiments, they may
provide accurate results in some cases, but they failed in
many of them due to the different nature of the images. 'e
main issue the existing algorithms faced was the low quality
of the picture. Noise is sometimes present in the form of hair
or shadow, which affects their results. 'ose methods must
either choose the initial threshold value, which is a big
problem, or use a calculated average weight as an initial
threshold. Using average value may fail in low-quality/noisy
images since the average is not robust to noise. So, we used
Laplacian Gaussian filter-based maximum entropy tech-
nique that gives a dynamic and the optimal threshold.

'is stage aims to provide a dynamic, optimal, and
adaptive threshold. 'at threshold will be used in the ad-
vanced stage toper from the segmentation of the image.

Morphological operations have been used to detect the
best seed point and for a clear map representing the lesion in
the image. It uses the functions of morphology like opening
and closing operations and the structure/synthesized
operations to produce a better picture. Many factors affect
the accuracy of that algorithm’s output, like the charac-
teristic of structuring elements and synthesized modes of the
functions. In more detail, it can consider the synthesized
model of operators reflects the relationship between the
processing image and the original one and choosing the
synthesized mode will affect the accuracy and the outcome.
Hence, the secrets of morphological operations will be
simplified for the morphological filter structure design and
the selection of structuring elements. To detect the border on
the medical images, we have to choose the appropriate
structure element by the texture features of the picture.
Factors like the shape, direction of structuring elements, and
size should be considered.

In most cases, the structuring element is selected to be
3∗ 3 square. Dilation, erosion, opening, and closing are
primary operations and functions of binarymorphology.We
chose the disk-structuring element using the empirical
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method, the size of the structuring element used for opening
is nine, and for closing, it is 25.

Kass introduced the central concept and the idea of the
active contours “Snakes: Active Contour Model.” 'e def-
inition of the snake is a dynamic curve based on the pa-
rameter, which attempted to move into a minimum energy
position. 'e snack energy can be calculated using the
energy function shown in (7) and (8), which Kass
introduced.

E
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1

0
Esnake(v(s))ds, (7)
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1

0
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� 
1

0
Eint(v(s)) + Eimg(v(s)) + Econ(v(s))ds.

(8)

'e energy of the snake segmentation algorithm
consists of three essential terms. “Eint” denotes the snake’s
internal power, “Eimg” represents the forces of the image,
and “Econ” rises to external constraint forces. 'e external
snake forces (Eext) can be calculated by summing Eimg and
Econ values. 'e parametric curve “C” is the classical
snake used in this research. It is attracted to the area with
intense gradients where the typical gradient weight of any
point is high. 'e principle of snake segmentation is to

locate the initial contour in the image, which is distorted
under various energies. 'ere is a need for two kinds of
energy, i.e., internal and external.

Internal energy: It depends on the parametric curve’s
first and second derivatives representing the snake. 'is
energy depends on the main properties of the curve and the
sum of bending and elastic energy. (9) shows the internal
energy equation.
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2

 d. (9)

'e external energy relates to image characteristics, such
as the availability of noise or edges in the image. It guar-
antees that the snake is on the edge when maximizing the
standard gradient’s amount over the curve and thus mini-
mizing its opposite. External energy (Eext) of the contour
comes from the image and takes on its smaller parts of the
function of, for example, boundaries. (10) shows the external
energy equation.

Eext � 
1

0
Eimage(v(s))ds. (10)

First, the initial contour is in the center of the circle in the
image. 'en, the iteration of the algorithm will move; this
will cause the total energy to be reduced. A function Ewill be
computed for every neighborhood point (n) of active
contour energy point (p). 'e point p0 attempts to minimize
the energy E0 and then exchange contour point P if E> E0.
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Figure 3: Proposed method.
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Otherwise, it will keep it the same. 'is operation will be
repeated until convergence when the contour gained at it-
eration t equals that gained at iteration t+ 1.

After applying the adaptive contour method, sometimes
it produces more than one segment inside each other. 'us,
it is essential to fill the big-segmented part. We have used
eight connected neighborhoods to fill the larger segment.

4. Results and Discussion

We have evaluated the performance of our proposed
technique using a dataset of 69 dermoscopic images. 'ese
images have been gathered from DermIS database. 'ese
images belong to the two primary melanoma and non-
melanoma classes. 'e dataset we have used contains 43
images of melanoma and 26 images of nonmelanoma. 'e
result of the proposed segmentation is shown in Table 1. 'e
original image column shows the input image from DermIS
dataset. 'e second column, segmented images, shows
the output after applying the segmentation method. 'e
boundary detection column shows the detection of the
boundary of the lesion in that image.

Table 2 shows the original and segmented images after
applying the proposed segmentation technique. Some mor-
phology operations have been applied to correct the images and
select themask for the adaptive contourmethod.We have used
the adaptive contour method for segmentation. 'e adaptive
contour method requires one mask as a seed point to start for
segmentation, and then it grows with every iteration until the
stopping condition meets. First, Gaussian filter-based maxi-
mum entropy has been used to calculate the adaptive and
optimal threshold. Based upon this threshold, the image has
been segmented, and thenmorphology operations opening and
closing have been applied to select a specific mask for the
adaptive contour method.

'us, this mask gives a seed point to start the adaptive
method. Column 1 shows the original images. Column 2
shows the segmented binary image after applying the pro-
posed method for segmentation. In the third column, the
segmented part is highlighted in green color in the original
image. 'ese images clearly show that the proposed method
works for all images perfectly. 'e primary reason behind
this good segmentation is finding the optimal mask for active
contour. Segmentation results are outstanding and effective
if the extracted mask is good.

In the previous phase, the segmentation was performed
on dermoscopic images to extract the portion of the lesion.
'e proposed technique is described in the last section in
detail. In this section, only the experimental results are shown.

'e segmentation performance is measured and val-
idated by the area base correlation criteria and Dice
similarity coefficient frequently used in the literature.
'ese criteria are given below.

4.1. Jaccard Similarity Index for Region Coincidence. 'e
performance of the segmentation method is measured by
the Jaccard similarity index based on region coincidence
criteria [35, 36]. 'e following formula calculates the
accuracy of the segmentation as in

P(R, A) �
|A∩R|

|A∪R|
, 0≤P(R, A)≤ 1, (11)

where A is the ground truth structure, the R segment is the
detected foreground structure, and A represents the segment
area computing operation. Factor |A∪R| shows how much
ground truth structure is detected. 'e factor |A∪R| shows
the normalization, which normalizes the accuracy measure.
'e value 1 indicates the ideal similarity or matching be-
tween the computed area by the system and ground truth.

Table 1: Summary of existing segmentation methods.

Reference Approach Disadvantages

Stoecker et al. [15] Gray-level co-occurrence matrix for texture
feature

'e presence of artifacts like shining areas and
shadows caused by light makes the process of

segmentation of skin lesion images more
complicated.

Stoecker and Scharcanski [22] Four different algorithms To identify the region of nuclei which used the
intensity and size of nuclei as a parameter

Sonali and Kamat [23] Combined thresholding with fuzzy C-means It may not perform well over images with huge
variations in skin colors

Manju Bharathi and Sarswati [24] NC ratio analysis for automatic segmentation of
cells

Performance degrades over lesions of varying
sizes and shapes

Jeniva and Santhi [25] Learning model of natural skin texture and cancer
textures

A lot of difference between specific kinds of
cancer and the surrounding area of skin

Kumar et al. [26] Local region recursive segmentation, K-means
clustering, and local double ellipse descriptor

It may not perform well over images with huge
variations in skin colors

Abbadi and Miry [27] 'resholding and Wiener filter Low lesion-to-skin gradient, depigmentation,
multiple tumor regions

Lu et al. [28] Mean shift, local region recursive segmentation,
and local double ellipse descriptor 'is method is computationally complex

Baral, Gonnade, and Verma [29] Neuro-fuzzy model and some other features Complex thresholding approaches
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4.2. Dice Similarity Coefficient. Dice coefficient (Dice, 1945)
measures the spatial overlap of two sets. In the proposed
system, this method is used to validate the performance of
the segmentation method. In our case, the one set is the
segmentation by the proposed method, and the other group
is the ground truth segmentation by the expert. 'e Dice
similarity coefficient is defined as in

DS C(A,R) �
2|A∩R|

|A| +|R|
. (12)

A indicates the pixels of segmentation extracted by the
proposed system, and R is the area by the expert as a ground
truth. 'e value of DSC ranges from 0 to 1. 'e ideal weight
of DSC is 1; i.e., the performance of the segmentation
method agrees if DSC values are closer to 1.

Tables 3 and 4 show our proposed methodology result
performance. 'e performance of the segmentation process

is frequently measured and validated by the region base
coincidence criteria and Dice similarity coefficient.'e value
1 indicates the ideal similarity or matching between the
computed area by the system and ground truth. 'is ap-
proach provides good accuracy and is robust. 'e seg-
mentation part can be used for feature extraction to classify
skin lesions..

Comparison has been made with different existing
algorithms used for dermoscopic images. Table 5 shows
that the proposed method performs well using all per-
formance measures. Dice coefficient (Dice, 1945) mea-
sures the spatial overlap of two sets and shows 0.969.
Similarly, Jaccard similarity index for region coincidence
also shows the best result 0.969. Both parameters show
the best result. Our method has higher segmentation
performance and capability compared with previous
method.

Table 2: Original images, segmented, and boundary detected.

Original image Segmented images Boundary detection
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5. Conclusion and Future Work

'is research presents an automated and novel set of
approaching techniques for the segmentation of dermo-
scopic images using automated and intelligent methods.
Proper segmentation of skin cancer melanoma and subse-
quent diagnoses using automatic computer-aided design
(CAD) systems is not only a trending research phenomenon
but also a necessity of modern times. 'is objective was met
by developing techniques and combining them within one
framework, which not only promised efficiency. But, it also
achieved better results than the existing solutions to this
problem.

'is research proposes a new skin lesion segmentation
method by combining Gaussian filter-based maximum en-
tropy-based threshold for mask selection, morphology oper-
ations, and adaptive contourmethod.We use Jaccard similarity
index for region coincidence and Dice similarity coefficient to
evaluate this method. Our method shows better results when

comparing it with the image segmented by the expert der-
matologist. 'us, the major contribution is to propose a mask
selection for active contour and morphology operations as a
preprocessing and postprocessing of active contour.

In the future, if we will combine preprocessing and
postprocessing stages which extract the features and classify
the input skin cancer images into melanoma and non-
melanoma using a machine learning classifier, our modal
performance will be better on all medical application.
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Table 4: 'e accuracy measure of segmentation with ground truth from nonmelanoma images.

Dataset Data size (pixels) |A∩R| (Pixels) |A∪R| (Pixels) P (out of 1) DSC (out of 1)
Img44 226× 276 10023 10103 0.945 0.944
Img45 226× 210 14324 14379 0.963 0.969
Img46 226× 276 3145 3304 0.952 0.958
Img47 226× 210 3823 4011 0.943 0.951
Img48 224× 275 359 367 0.927 0.923
Img49 224× 275 2768 2731 0.946 0.941
Img50 226× 275 466 456 0.933 0.939
Img51 226× 276 4167 4107 0.925 0.927
Img52 224× 276 2572 2519 0.921 0.928
Img53 224× 210 933 956 0.938 0.932

Table 5: Comparing results with existing methods.

Method
Nonmelanoma images Melanoma images

DSC (out of 1) P (out of 1) DSC (out of 1) P (out of 1)
Long et al. [40] 90.46 82.59 89.03 80.22
Badrinarayanan et al. [41] 91.32 84.03 9 84.55 73.23
Ronneberger et al. [42] 89.88 81.63 82.04 69.55
Al-Masni et al. [43] 91.38 84.13 92.92 86.77
Proposed method 0.969 0.963 0.963 0.967

Table 3: Accuracy measure of segmentation with ground truth from melanoma images.

Dataset Data size (pixels) |A∩R| (Pixels) |A∪R| (Pixels) P (out of 1) DSC (out of 1)
Image# 6 226× 276 835 845 0.967 0.963
Image# 7 226× 210 1794 1707 0.955 0.954
Image# 8 226× 276 1543 1569 0.934 0.931
Image# 9 226× 210 1181 1189 0.924 0.952
Image# 10 224× 275 1303 1321 0.944 0.931
Image# 12 224× 275 2154 2171 0.931 0.923
Image# 14 226× 275 1769 1784 0.947 0.951
Image# 15 226× 276 2711 2743 0.941 0.942
Image# 16 224× 276 3049 3064 0.934 0.932
Image# 27 224× 210 1628 1643 0.942 0.943
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A divorce is a legal step taken by married people to end their marriage. It occurs after a couple decides to no longer live together as
husband and wife. Globally, the divorce rate has more than doubled from 1970 until 2008, with divorces per 1,000married people rising
from 2.6 to 5.5. Divorce occurs at a rate of 16.9 per 1,000 married women. According to the experts, over half of all marriages ends in
divorce or separation in the United States. A novel ensemble learning technique based on advanced machine learning algorithms is
proposed in this study. �e support vector machine (SVM), passive aggressive classi�er, and neural network (MLP) are applied in the
context of divorce prediction. A question-based dataset is created by the �eld specialist.�e responses to the questions provide important
information about whether a marriage is likely to turn into divorce in the future. �e cross-validation is applied in 5 folds, and the
performance results of the evaluation metrics are examined. �e accuracy score is 100%, and Receiver Operating Characteristic (ROC)
curve accuracy score, recall score, the precision score, and the F1 accuracy score are close to 97% con�dently. Our �ndings examined the
key indicators for divorce and the factors that are most signi�cant when predicting the divorce.

1. Introduction

Divorce (or dissolution of marriage) is the de�nitive termi-
nation of a marital partnership, canceling the legal duties and
responsibilities of marriage and dissolving the parties’ mat-
rimonial relations. In other terms, divorce is a constitutional
action taken bymarried people to end theirmarriage. It is also
known as marriage dissolution and is the constitutional step
that ends a marriage ahead when either partner dies.

In general, there are two sorts of divorce. One option is
“divorce from bed and board,” which is legal in some juris-
dictions. At its essence, this permits couples to legally separate
and is frequently utilized by spouseswhowant to live their own
lives but do not want to formally break their marriage for
whatever reason. Divorce from bed and board is uncommon
these days. An “absolute divorce,” which terminates the
marriage, is the most prevalent kind of divorce, therefore, to
speak, a legal clean break. �is topic will be the subject of this
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article. *ere are several ways to achieve the aim of having a
court issue, an absolute divorce ruling. For convenience, it has
been the usual practice in law to classify each of these proce-
dures as a different type of divorce, which we will do here.

*e following states contain divorce data for the United
States.*ere have been 2,015,603 weddings. Marriage occurs
at a rate of 6.1 per 1,000 of the population in total.*ere have
been 746,971 divorces. Divorce occurs at a rate of 2.7 per
1,000 people (45 reporting states) [1].

Divorce occurs at a rate of 16.9 per 1,000 married women.
Many experts believe that this is a far more authentic repre-
sentation of the genuine divorce rate [2] than the raw number.
*e divorce rate for every 1,000 married women is about
double of what it was in 1960; nonetheless, it is lower than the
all-time high of 22.6 in the early 1980s. In the United States,
about half of the total marriages end in separation or divorce.
According to the researchers, 41% of all the first marriages
result in divorce.*e secondmarriages fail about 60%. All third
marriages end in divorce about 73%.*e United States has the
world’s sixth highest divorce rate [3].

Machine learning is an artificial intelligence (AI) technique
that enables computers to automatically develop and learn on
their own without being explicitly programmed. Machine
learning [4] is anxious with the establishment of computer
programmers that can access information data and employ it to
learn on their own. Text classification [5] is a machine learning
approach that assigns tags or categories to text automatically.
Text classifiers can evaluate and categorize text by sentiment
[6], subject, and consumer intent using natural language
processing (NLP) [7] quicker and more correctly than people.

Ensemble modeling is an effective method for improving
the performance of our model. It typically pays to use en-
semble learning in addition to any other models we may be
developing. Ensemble learning techniques [8] are a kind of
machine learning methodology that accommodates numer-
ous base techniques to create the best prediction technique.

*e divorce prospect prediction is the core objective of
this novel research study. *e main contributions of this
research are the following:

(i) A novel research study in terms of divorce prospect
prediction using a questionnaire dataset is proposed
in this paper.

(ii) *e three advanced machine learning models,
support vector machine (SVM), passive aggressive
classifier (PAC), and neural networks (multilayer
perceptron classifier) are utilized for the prediction
task. Our employed techniques are fully hyper-
parameter tunned.

(iii) An enhanced novel ensemble learning approach based
on three machine learning techniques is employed to
predict the divorce prospect of the couple.

(iv) *e divorce exploratory data analysis (DEDA) is
conducted to get fruitful insights to form the dataset
and to determine the major factors that cause divorce.

(v) *e cross-validation (CV) is applied in 5 folds, and
the performance results evaluation metric of the
proposed approach is examined.

(vi) *e comparative analysis of model performance is
conducted among the three employed SVM, PAC,
and Neural network approaches.

*e rest of the paper is formulated as:*e divorce-related
work is examined in Section2.*earchitecturalmethodology
analysis of our proposed research approach is analyzed in
Section 3.*e applied advancedmachine learning techniques
are examined in Section 4. *en, a novel ensemble learning
approach based on three machine learning techniques is
discussed in Section 5. *e results and evaluation of the
proposedapproachesare explainedanddeliberated inSection
6.*en, to conclude the researchwork, Section 7 contains the
conclusion of this novel research study.

2. Related Work

*eauthors usedYöntem’s findings to construct 56 questions
as divorce predictors. Furthermore, they employed four
automated learning models (perceptron, logistic regression,
neural networks, and randomized forest) as well as three
hybrid models based on voting criteria. Each of these models
was trained in 5 distinct scenarios, resulting in a total of 35
tests, with the performance attained in terms of accuracy,
sensitivity, and specificity is 0.98, 1.0, and 0.96, respectively,
for the perceptron model and a hybrid model [9].

*e categorization approaches are used to forecast di-
vorce in Turkey. In 2019, the authors carried out this in-
vestigation. *ey determined in this study that the ANN
technique paired with a correlation-based matrix of feature
space selection performs best, with an accuracy score of 98%
and a Kappa value of 0.97. *e SVM model training span is
also less than that of the ANN model training span [10].

*e authors utilized significant characteristics in this
suggested study by deleting duplicate features that do not
help with the prediction by applying an improved machine
learning technique to the standard dataset accessible to
forecast the divorce rate. *ey were able to reach 99% ac-
curacy. *is technique may also be utilized as evidence by
family counseling professionals on a couple’s emotional and
psychological well-being [11].

Within the area of this study, divorce prediction was
performed utilizing the Divorce Predictors Scale based on
the Gottman couple’s therapy. DPS’s success was explored
utilizing the multilayer perceptron (MLP) neural networks
and decision tree algorithms.*e study also seeks to identify
the most important features of the Divorce Predictor Scale
values that influence divorce. When the direct classification
learning methods were applied to the divorce dataset, the
RBF neural network had the greatest success rate of 98%.
*is scale can be used by family counselors and family
therapists to help with the case formulation and intervention
planning. Furthermore, the predictors of divorce in the
Gottman couple relation therapy were verified in the Turkish
samples [12].

In a long-term, prospective longitudinal research, this
paper explores the predictability of divorce. During the 14-
year research period, the prediction was attainable with a
technique that incorporated marital happiness, concerns of
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the marriage breakup, and emotional interaction in both
talks. *e algorithm correctly predicted divorce 93% of the
time [13].

An artificial neural network (ANN) technique was created
and employed in this research to predict whether or not a
couple will divorce. *e prediction is based on several ques-
tions that the couple acknowledged, and the answers to those
questions served as the input data to the ANN model. *e
model was subjected to repeated learning over training data
and validation cycles until it achieved 100% accuracy [14].

*e authors are offering a study on the prediction of
divorce cases using available machine learning techniques in
this paper. *e authors compared the accuracy of the per-
ceptron learning classifier, random forest learning classifier,
decision tree learning classifier, Naive Bayes learning clas-
sifier, support vector machine learning classifier, and
K-nearest neighbor learning classifier for divorce case
prediction. Following training, the algorithm will forecast
whether or not the divorce will materialize. *is allows the
therapist to assess how stressful a couple’s condition is and
properly counsel them. With the perceptron model, the
authors attained an accuracy of 98% [15].

*e detection of COVID-19 based on a blood test was
proposed in this study [16]. *e ensemble-learning-based
approach was developed for the prediction of COVID-19. At
the first stage of research, the deep-learning-based classifier
convolutional neural network (CNN) was utilized. *e dataset
was used from the San Raffaele Hospital. In the second stage of
research, the 15 different machine-learning-based classifiers
were applied. *e findings of the research study show that the
ensemble learning model achieved an accuracy score of 99%.

Malware detection based on ensemble learning tech-
niques is proposed in this study [17]. *e fully connected
convolutional neural network (CNN)-based classifier was
developed for base stage classification. *e machine-learn-
ing-based models were utilized for end-stage classification.
15 machine-learning-based classifiers were utilized for
malware detection. *e dataset of Windows Portable Exe-
cutable (PE) malware was used for model training and
testing results. *e research findings show that the fully
connect CNN ensemble model and machine-learning-based
extra trees classifier achieved an accuracy score of 100%.

In conclusion, our proposed novel research study is
based on the prediction of divorce prospects using ensemble
learning techniques. *e comparative analysis with the past
applied research study shows that our research study out-
performed by utilizing advanced techniques. *e research
study results’ outcomes are efficient, validated, and higher
than the past applied approaches. We have revealed the key
indicators for divorce and the factors that are the most
significant when predicting divorce in this research study.

3. Methodology

*e methodological analysis of the proposed research study
is analyzed in this section. *e working flow of our research
findings flow is elaborated here.

*e questionnaire dataset is analyzed and useful insights
are taken from it. Feature engineering is applied to make a

predictable model with the best-fit features in the context of
divorce prediction. *e data normalization is applied to
make the dataset in perfect form for our proposed model.

Now dataset splitting is applied to split the dataset into
two portions. *e 80% portion of the data is used for model
training and 20% is utilized for model testing and perfor-
mance evaluation. *e three models are applied with the
ensemble learning approach. Finally, the ensemble learning
model prediction is used for predicting the divorce.

*e research methodology for this novel research is
examined in Figure 1. It visualizes the workflow of the
complete research study. In the first step, the questionnaire
dataset is analyzed by the exploratory data analysis (EDA).
*en, in the next step, feature engineering is applied to get
the useful features for the ensemble learning model. *en,
the data normalization is applied. *e dataset splitting is
applied in the next step. *en, the train portion is given to
the model, and then, the test model results in the evaluation
of the test portion. After all these methodology steps are
done, a predictive ensemble learning model is formed and
ready to predict the divorce of a couple.

3.1. Dataset. *e dataset is based on the questions asked by
the specialists to the married couples [18]. *e answers to
these 54 questions will predict the chance of divorce between
them. *e questions are graded on a scale of 0 to 4, with 0
being the worst and 4 being the best. *e last category
indicates whether or not the couple has divorced. Table 1
contains the descriptive dataset analysis.

3.2. Divorce Exploratory Data Analysis. *e divorce ex-
ploratory data analysis (DEDA) refers to the essential
process of administrating preliminary investigations on data
to spot anomalies.*e uncovered data patterns can be found
by applying DEDA.*e test hypotheses are performed using
DEDA. *e assumption validation using graphical repre-
sentations and summary statistics is demonstrated by uti-
lizing the DEDA.

*e bar plot is a plot on the Divorce_Y_N column in
Figure 2. In the bar plot, 0 represents the number of divorce
class and 1 represents the divorce class. *e bar plot shows
the total number of divorces and not divorce value.*e value
of divorce in Figure 2 is 86, and the value of number of
divorce is 84. *e bar chart shows that the data set is bal-
anced. Both classes have approximately the same number of
rows.

*e violin chart is the plot based on the dataset to explore
the cause of divorce in Figures 3 –5. A violin graph is a cross
between a kernel density plot and a box plot that visualizes
the data peaks. It is utilized to display how numerical data
points are distributed in the employed dataset.

As opposite to a box plot, which can only bring summary
statistics, violin graphs visualize summary statistics as well as
the frequency of every variable. In the violin plot of the
I’m_not_wrong (51) column, we explore that as the intensity
of value increases, the number of divorces increases, and as
the value decreases, the number of divorces decreases. *e
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analysis graph also shows that it has a great impact on the
Divorce_Y_N column.

In Figure 3, the data from the violin plot is also explored
with the column of love (16), common goal (10), and enjoy
holidays (8). *e graph shows the cause of divorce and
no_divorce when the value of the scale changes. *e violin
plot is also plotted on the column of happy (17), always never
(32), trust (21), and you are inadequate (53) in Figure 4.

*e violin plot shows how the cause of divorce changes
when the scale changes. *e violin plot of argue_then_leave
(42), humiliate (36), and friend social (30) is analyzed in
Figure 5. InFigure5,we exploredwhether the effect of divorce
change is linkedwith the scale change through the violin plot..

All these applied divorce analyses prove to be very
fruitful in the context of getting useful insights from the
dataset and its related features.

*e histogram chart is the plot of the dataset in Figures 6
and 7. A histogram is referred to as a data representation
tool, which appears to be a bar chart that buckets a variation
of outcomes along with the x-axis columns. *e numerical
value count or percent of value occurrences in the dataset for
every column is represented on the y-axis.

We get the histogram of features 2_stranger (7), silen-
ce_instead_of_discussion (45), I’m_not_wrong (51), good_-
to_leave_home (44), I’m_not_guilty (50), humiliate (36),
not_calm (37), negative_personality (33), and know_well (29)
and get the total number of counts in the different scale values.
*e histogram is the plot of insult (35), common_goal (10),
no_home_time (6), special_time (5), contact (4), begin_-
correct (3), ignore_diff (2), incompetence (54), always_never
(32), and by counting the number of different scale values.

*e histogram is the plot of the features friends_social
(30), know_well (29), hopes_wishes (28), current_stress

(27), anxieties (26), inner_world (25), fav_food (23),
care_sack (22), and likes (21) showing the total number of
counts on the y-axis and the 0 to 4 scale on the x-axis. *e
histogram chart is plotted on trust, role, marriage, love, and
dreams columns and explored the number of counts on a
different scale on the y-axis and x-axis, respectively.

From Figure 6, we have analyzed that the feature
I’am_not_wrong (51) has higher rank values among all. *is
shows that this feature question has a major cause of divorce
and that’s why it has higher ranked scale values.

*is applied divorce histogram analysis is based on the
prominent questions present in the dataset and their scale
ranks. *ese questions are analyzed to get their feature
importance and to determine the relationship between di-
vorce causes. *ese features are for model training and
getting divorce prediction from it.

A correlation graph displays the correlations for various
variables present in the dataset employed. *e correlation
matrix emphasizes the relationship between all the possible
pairings of values in a dataset. It is a powerful tool for
summarizing a large dataset in addition to visualizing and
identifying trends in the provided data. We draw the cor-
relation matrix on the dataset in Figure 8. *e visualized
features are based on the correlation values above or equal to
0.7. *e feature that has low correlation values is not present
in the feature display map.*e correlationmatrix shows that
all features are highly related. All features are important to
use for the training of our model.

3.3. Feature Engineering. *e technique of changing the raw
dataset into a prominent feature space that well describes the
root problem of predictive techniques, resulting in improving

Questioner Dataset Analysis Feature
Enginering Normalize

Dataset
Spliting

80% 20%

SVM

Linear
Model

Neural
NetworkDivorce Predict

Pr
ed

ic
tio

n

Ensemble Learning Approach Testing

Train

Figure 1: *e methodology diagram of the proposed research system.
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the employedmodel accuracy results on the unseen dataset, is
referred to as the feature engineering technique. *e 54
features of the divorce questionnaire dataset are used as
dependent features, and the target feature containing the
label class is utilized in this research study. *e top 10

absolute correlation features are examined in Figure 9. *e
fav_food (24), know_well (30), freedom_value (12), marriage
(18), special_time (5), roles (19), harmony (11), happy (17),
enjoy_travel (9), insult (36), humiliate (37), and trust (21) are
the top correlated features.

Table 1: *e dataset attribute details.

Question no. Question by the specialist
1 If one of us apologizes when our discussion deteriorates, the discussion ends.
2 I know we can ignore our differences, even if things get hard sometimes.
3 When we need it, we can take our discussions with my spouse from the beginning and correct them.
4 When I discuss this with my spouse, contacting him will eventually work.
5 *e time I spent with my wife is special for us.
6 We don’t have time at home as partners.
7 We are like two strangers who share the same environment at home rather than family.
8 I enjoy our holidays with my wife.
9 I enjoy traveling with my wife.
10 Most of our goals are common to my spouse.
11 I think that one day in the future when I look back, I see that my spouse and I have been in harmony with each other.
12 My spouse and I have similar values in terms of personal freedom.
13 My spouse and I have a similar sense of entertainment.
14 Most of our goals for people (children, friends, etc.,) are the same.
15 Our dreams with my spouse are similar and harmonious.
16 We’re compatible with my spouse about what love should be.
17 We share the same views about being happy in our life with my spouse.
18 My spouse and I have similar ideas about how marriage should be.
19 My spouse and I have similar ideas about how roles should be in marriage.
20 My spouse and I have similar values in trust.
21 I know exactly what my wife likes.
22 I know how my spouse wants to be taken care of when she/he is sick.
23 I know my spouse’s favorite food.
24 I can tell you what kind of stress my spouse is facing in her/his life.
25 I know my spouse’s inner world.
26 I know my spouse’s basic anxiety.
27 I know what my spouse’s current sources of stress are.
28 I know my spouse’s hopes and wishes.
29 I know my spouse very well.
30 I know my spouse’s friends and their social relationships.
31 I feel aggressive when I argue with my spouse.
32 When discussing with my spouse, I usually use expressions such as “you always” or “you never.”
33 I can use negative statements about my spouse’s personality during our discussions.
34 I can use offensive expressions during our discussion.
35 I can insult my spouse during our discussion.
36 It can be humiliating when we have discussions.
37 My discussion with my spouse is not calm.
38 I hate my spouse’s way of opening a subject.
39 Our discussions often occur suddenly.
40 We’re just starting a discussion before I know what’s going on.
41 When I talk to my spouse about something, my calm suddenly breaks.
42 When I argue with my spouse, I only go out and I do not say a word.
43 I mostly stay silent to calm the environment a little.
44 Sometimes I think it’s good for me to leave home for a while.
45 I’d rather stay silent than discuss it with my spouse.
46 Even if I’m right in the discussion, I stay silent to hurt my spouse.
47 When I discuss this with my spouse, I stay silent because I am afraid of not being able to control my anger.
48 I feel right in our discussions.
49 I have nothing to do with what I have been accused of.
50 I’m not the one who’s guilty of what I am accused of.
51 I’m not the one who’s wrong about problems at home.
52 I wouldn’t hesitate to tell my spouse about her/his inadequacy.
53 When I discuss, I remind my spouse of her/his inadequacy.
54 I’m not afraid to tell my spouse about her/his incompetence.
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3.4. Dataset Splitting. Dataset splitting appears as a re-
quirement for removing bias from training data in machine
learning systems. �e dataset is split into two sets: the
training dataset, which is used by the model to learn an
e¡cient mapping of inputs to output, and the test set, which

is utilized to e¢ectively assess the proposed model’s result
performance.�is division prevents the employed technique
from over�tting [19]. �e dataset splitting utilized in this
research has a ratio of 80: 20. �e 80% portion of the dataset
is used to ensemble learning models, and the 20% portion of
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Figure 2: �e divorce dataset balancing analysis by the target class.
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Figure 3: Divorce analysis by I’m_not_wrong, enjoy_holiday, love, and common_goals features. (a) �e violin graph analysis of
I’m_not_wrong feature among Divorced and not Divorced category, (b)�e violin graph analysis of enjoy_holiday feature among Divorced
and not Divorced category, (c)�e violin graph analysis of love feature among Divorced and not Divorced category, and (d)�e violin graph
analysis of common_goals feature among Divorced and not Divorced category.
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the dataset is utilized for testing and evaluating the ensemble
model. �e random state unit for splitting is 42.

4. Proposed Approaches

4.1. Passive Aggressive Classi�er. �e passive-aggressive
categorization [20] is one of the accessible incremental
learning methods because it uses a closed-form updating
rule. In the sense that they do not require a learning rate,
passive-aggressive algorithms are akin to perceptronmodels.
�ey do, however, contain a regularization parameter. �e
classi�er updates its weight vector for each misclassi�ed
training sample it gets in an attempt to �x it. �e hyper-
parameters by tuning analysis of the passive-aggressive al-
gorithm are examined in Table 2.

4.2. Support Vector Machine. �e support vector machine
(SVM) [21] is a supervised learning model that is utilized to
solve regression and classi�cation problems. It is largely
employed in categorization-related di¡culties. Every data
item is visualized as a point in n-dimensional space, where n
is the number of data features.�e value of every data feature

is the worth of a certain coordinate in the SVMmodel.�en,
we achieve classi�cation by establishing the hyper-plane that
best distinguishes the two classes of the employed dataset.
�e SVM technique hyperparameters are analyzed in
Table 3.

4.3. Neural Networks. A feedforward arti�cial neural net-
work (ANN) that generates a set of outputs from a set of
employed inputs is referred to as a multilayer perceptron
(MLP) neural network [22]. An MLP is referred to by
various layers of employed input nodes that are associated as
a directed graph between the output and input layers.
Backpropagation is utilized by MLP to train the employed
neural network. AnMLP is a neural network that joins many
layers in a directed graph, which means that the data signal
routed across the graph nodes is only a single direction. In
addition to the input nodes, every node has an activation
function of the nonlinear form.

Backpropagation [23] is a supervised machine learning
technique utilized by an MLP. �e MLP is a deep-learning-
based approach since it uses various layers of neurons. �e
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Figure 4: Divorce analysis by happy, always_never, trust, and you’re_inadequate features. (a) �e violin graph analysis of happy feature
among Divorced and not Divorced category, (b) �e violin graph analysis of always_never feature among Divorced and not Divorced
category, (c) �e violin graph analysis of trust feature among Divorced and not Divorced category, and (d) �e violin graph analysis of
you’re_inadequate feature among Divorced and not Divorced category.

Computational Intelligence and Neuroscience 7



5

4

3

2

1

0

–1

ar
gu

e_
th

en
_l

ea
ve

No Divorced Divorced
Divorce_Y_N

No Divorced
Divorced

(a)

5

4

3

2

1

0

–1

hu
m

ili
at

e

No Divorced Divorced

Divorce_Y_N

No Divorced
Divorced

(b)
5

4

3

2

1

0

–1

fr
ie

nd
s_

so
ci

al

No Divorced Divorced
Divorce_Y_N

No Divorced
Divorced

(c)

Figure 5: *e divorce analysis by argue_then_leave, humiliates, and friends_social features. (a) *e violin graph analysis of argue_-
then_leave feature among Divorced and not Divorced category, (b)*e violin graph analysis of humiliates feature among Divorced and not
Divorced category, (c) *e violin graph analysis of friends_social feature among Divorced and not Divorced category.
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Figure 6: Continued.
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Figure 6: *e divorce histogram analysis of 15 prominent questions scale ranks analysis. (a) *e ranked scale analysis being the lowest and
highest for feature Ignore_diff, (b) *e ranked scale analysis being the lowest and highest for feature incompetence, (c) *e ranked scale
analysis being the lowest and highest for feature Always_never, (d) *e ranked scale analysis being the lowest and highest for feature
friends_social, (e) *e ranked scale analysis being the lowest and highest for feature hopes_wishes, (f ) *e ranked scale analysis being the
lowest and highest for feature current_stress, (g)*e ranked scale analysis being the lowest and highest for feature anxieties, (h)*e ranked
scale analysis being the lowest and highest for feature inner_world, (i) *e ranked scale analysis being the lowest and highest for feature
fav_food, (j) *e ranked scale analysis being the lowest and highest for feature care_sick, (k) *e ranked scale analysis being the lowest and
highest for feature likes, (l) *e ranked scale analysis being the lowest and highest for feature trust, (m) *e ranked scale analysis being the
lowest and highest for feature roles, (n)*e ranked scale analysis being the lowest and highest for feature marriage and (o)*e ranked scale
analysis being the lowest and highest for feature love.
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Figure 7:*e divorce histogram analysis of other 15 prominent questions scale ranks analysis. (a)*e ranked scale analysis being the lowest
and highest for feature dreams, (b) *e ranked scale analysis being the lowest and highest for feature incompetence, (c) *e ranked scale
analysis being the lowest and highest for feature Always_never, (d) *e ranked scale analysis being the lowest and highest for feature
friends_social, (e) *e ranked scale analysis being the lowest and highest for feature hopes_wishes, (f ) *e ranked scale analysis being the
lowest and highest for feature current_stress, (g)*e ranked scale analysis being the lowest and highest for feature anxieties, (h)*e ranked
scale analysis being the lowest and highest for feature inner_world, (i) *e ranked scale analysis being the lowest and highest for feature
fav_food, (j) *e ranked scale analysis being the lowest and highest for feature care_sick, (k) *e ranked scale analysis being the lowest and
highest for feature likes, (l) *e ranked scale analysis being the lowest and highest for feature trust, (m) *e ranked scale analysis being the
lowest and highest for feature roles, (n)*e ranked scale analysis being the lowest and highest for feature marriage and (o)*e ranked scale
analysis being the lowest and highest for feature love.
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Figure 8: Dataset correlation analysis.
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MLP is mostly utilized for supervised learning tasks, in
addition to research into parallel distributed computing and
computational neuroscience. Speech recognition, machine
translation, and picture recognition are some of the appli-
cations of MLP. *e hyperparameters analysis of MLP is
examined in Table 4.

Table 2: *e applied model hyperparameters by tuning.

Proposed technique
Hyperparameters

Max iterations Verbose Random state
Passive aggressive classifier (PAC) 300 0 50

Table 3: *e applied model hyperparameters by tuning.

Proposed technique
Hyperparameters

Max iterations Kernel Random state
Support vector machine (SVM) 300 Linear 10

Table 4: *e applied model hyperparameters by tuning.

Proposed technique
Hyperparameters

Hidden layers Activation Random state Verbose Max iterations Solver
Neural networks (MLP) 200 Logistic 50 0 200 Adam

SVM Linear Model Neural Network 
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Figure 10: *e proposed ensemble learning architecture analysis.

Table 5: *e comparison analysis of selected methods before and after hyperparameter tuning.

Proposed technique
Before hyperparameter tuning After hyperparameter tuning

Accuracy score Training time (seconds) Accuracy score Training time (seconds)
Support vector machine (SVM) 97 0.004660367965698242 100 0.0017824172973632812
Passive aggressive classifier (PAC) 97 0.0012810230255126953 97 0.002166748046875
Neural network (MLP) 97 0.9576735496520996 100 0.4841580390930176

Table 6: *e k-fold cross-validation results of applied machine
learning approaches.

Sr. no. Proposed technique Accuracy score %
1 Support vector machine (SVM) 98
2 Passive aggressive classifier (PAC) 98
3 Neural network (MLP) 98
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5. Ensemble Learning

*eensemble learningapproachisexaminedandapplied inthis
research. *e architecture of the applied approach, the en-
semble approach, is analyzed in Figure 10.*e training dataset
isused for training the threeclassificationmodelsutilized in this
research.*eSVM,linearmodel, andneuralnetworkmodelare
trained and tested parallelly using the pipeline of ensemble
learning. *e ensemble learning architecture is based on the
logic to train and test all model underlying models in parallel.
Now, the testing results are used by the “hard” voting function

tofind the average accuracyof themodel.Wehaveappliedhard
voting because our classification data depends on class labels
and the associated weights with every classifier. *e higher
accuracy score is our best prediction value.

6. Results and Evaluation

All performance evaluationmetrics utilized in this research are
examined in this section. *e ensemble learning model ac-
curacyscorevalue,ROCaccuracyscorevalue, recall scorevalue,

Table 7: *e comparative analysis of the proposed ensemble techniques.

Proposed technique
Comparative analysis metrics

Accuracy % Log loss Training time (seconds)
Support vector machine (SVM) 100 9.992007221626415e− 16 0.0017824172973632812
Passive aggressive classifier (PAC) 97 1.0158463645561975 0.002166748046875s
Neural network (MLP) 100 9.992007221626415e− 16 0.4841580390930176
Ensemble learning (EL) 100 9.992007221626415e− 16 1.0685508251190186

Table 8: *e ensemble learning performance evaluation results.

Proposed technique
Performance evaluation metrics

Accuracy % ROC accuracy % Precision accuracy % Recall accuracy % F1 score % Log loss
Ensemble learning (EL) 100 97 97 97 97 9.992007221626415e− 16
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Figure 11: *e proposed ensemble learning approach confusion matrix.
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precision score value, and F1 score values are the performance
evaluation metrics employed in this research study. One pa-
rameter for assessing the classificationmodels is accuracy.*e
accuracy score value is the percentage of the correct number of
predictionsmade by our proposedmodel.*e accuracy of our
proposed technique is 100%. Formally, accuracy is represented
by using the following mathematical equation:

accuracy �
number of correct predictions
total number of predictions

. (1)

*e ROC curve is referred to as the probability curve
analysis that displays the true positive rate (TPR) outcome vs
the false positive rate (FPR) outcome at numerous threshold
settings, separating the signal data from the noise data. *e
area under the curve (AUC) is a measure of an employed
learning classifier’s ability to discriminate between classes
and is utilized to summarize the ROC curve. *e ROC AUC
of our proposed technique is 97%. *e mathematical
equation expresses the ROC AUC score:

ROCAUC � 
1

0


+∞

−∞
ROCx(t)dF(X|D�1)(x)dt, (2)

ROCAUC � 
+∞

−∞
AUCxdF(x|D�1)(x). (3)

Precision is referred to as the ratio of true positives rate
(TPR) outcomes to all positive outcomes. *e recall is a
measure of how well our model identifies true positives. In
our case, both have a 97% score. *e mathematical equation
that expressed the precision and recall:

precision �
true positive

true positive + false positive
, (4)

recall �
true positive

true positive + false negative
. (5)

*e F1 score value is measured by taking the weighted
average value of recall and precision. As a result, this score
value examines both the false positives rate (FPR) and the
false negatives rate (FNR). *e F1 score is periodically more
valuable than the accuracy score value, exclusively if the
dataset class distribution is not equal. In our situation, the F1
score is 97%. Mathematically, it is reparented as follows:

F1 score � 2∗
(recall ∗ precision)

(recall + precision)
. (6)

*e hyperparameter tuning results before and after are
analyzed in Table 5. *e k-fold cross validation comparative
results are analyzed in Table 6. *e applied learning tech-
niques comparative analysis with the ensemble learning
approach is demonstrated in Tables 7 and 8.

A confusion matrix (CM) analysis is referred to as a
summary of the employed classification problem and the
prediction outcomes as visualized in Figure 11. *e number
of right and wrong predictions is summarized with count
values and divided by dataset category. *e CM displays

several methods in which the classification technique gets
perplexed whenmaking predictions. It is critical to assess the
model’s performance once it has been trained using some
training data. When we developed a confusion matrix, we
had several components:

(i) Positive (P): the projected outcome is positive (like
the couple gets a divorce).

(ii) Negative (N): the projected outcome is negative
(like a couple does not get a divorce).

(iii) True positive (TP): in this case, TP denotes the
expected and actual values, which are both 1 (true).

(iv) True negative (TN): TN denotes the projected value,
while 0 denotes the actual value (false).

(v) False negative (FN): in this case, FN denotes that the
predicted count value is 0 (N) while the actual count
value is 1 (P). Both values in this case do not
correspond. As a result, it is an FN.

7. Conclusion

*e prediction of divorce by using machine learning and
ensemble learning techniques is the core motive of this
research study. *e findings of our study are based on key
indicators for divorce and the factors that are most signif-
icant when predicting divorce. *e support vector machine
(SVM), passive aggressive classifier, and neural network
(MLP) are applied to predict divorce. *e cross-validation
and performance evaluation techniques are manipulated to
evaluate the proposed models. Our EL proposed technique
achieved the highest accuracy of 100%. In the context of
limitations and future directions, we will try to enhance the
questionnaire dataset by adding more questions to get more
clarified results and also apply the data augmentation
techniques. To reduce overfitting, we will explore different
deep learning models.
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DNA copy number variation (CNV) is the type of DNA variation which is associated with various human diseases. CNV ranges in
size from 1 kilobase to several megabases on a chromosome. Most of the computational research for cancer classi�cation is
traditional machine learning based, which relies on handcrafted extraction and selection of features. To the best of our knowledge,
the deep learning-based research also uses the step of feature extraction and selection. To understand the di�erence between
multiple human cancers, we developed three end-to-end deep learning models, i.e., DNN (fully connected), CNN (convolution
neural network), and RNN (recurrent neural network), to classify six cancer types using the CNV data of 24,174 genes. �e
strength of an end-to-end deep learning model lies in representation learning (automatic feature extraction). �e purpose of
proposingmore than onemodel is to �nd which architecture among them performs better for CNV data. Our best model achieved
92% accuracy with an ROC of 0.99, and we compared the performances of our proposed models with state-of-the-art techniques.
Our models have outperformed the state-of-the-art techniques in terms of accuracy, precision, and ROC. In the future, we aim to
work on other types of cancers as well.

1. Introduction

�e change in the DNA refers to the term genetic variation
which makes us all unique. �ere are di�erent forms of
genetic variation, and most of them are well understood. It
can involve changes in the DNA nucleotide or chromosome
structure [1, 2]. Human genome is well-o� in structural
variation where copy number variation (CNV) is the most
communal type which is the change in the number of copies
in a speci�c area of the genome [3]. In the 1000 Genome
Project data, CNV is known as copy number polymorphism
(CNP) [4]. CNVs are DNA regions ranging in size from 1k
bases to several megabases [5]. CNV is normally due to
insertion, deletion, and/or duplication of the chemical bases
(nucleotides). Some CNVs appear �rst time in the parent’s

germ cell called de novo, while others are inherited [6].
Usually, the cell has two copies of each gene; CNV occurs
when a part of a gene is deleted or duplicated [7].

Copy number variations a�ect transcription in humans
[8] and have been related to di�erent diseases such as cancer,
autism, and schizophrenia [9–11]. All over the world, the
most common risk that impends human health is cancer [12].
Cancer is a class of disease which results in irregular growth
of cells and is one of the leading causes of human death. �e
mortality rate of humans due to cancer is about 14.6% each
year [13]. Phenotypic variation may also be due to CNVs
[6, 14]. �e data obtained from CNVs can also be used to
classify tumors intomalignant and benign [15, 16]. A number
of research articles agree that somatic CNVs are mostly
associated with the progression of various cancers [17–20].
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Machine learning practitioners have proposed a lot of
techniques to identify one or multiple types of cancer(s)
using various types of genomic data, each with different
weaknesses and strengths. During the health checkup, the
colonoscopy screening is broadly known for the evaluation
of colorectal cancer (CRC) risk, but due to its discomfort and
complexity, more reliable and comfortable methods were
necessary for the CRC screening. A comprehensive study is
presented by Ding et al. [21] about machine learning ap-
plications in CNV-based cancer prediction.

Dealing with high-dimensional and heterogeneous data
remains a key challenge in healthcare [22]. Traditional
methods of machine learning firstly need to perform feature
extraction and selection to obtain more useful features from
the data and then build prediction models on them. 'e
advancement in deep learning technologies provides effec-
tive approaches to obtain end-to-end learning models. Deep
learning is a fashionable toolbox and has become popular for
big data [23, 24] especially in the field of genomics due to its
performance in prediction problems. It is used for many
processes such as predicting DNA sequence conversation,
identifying enhancers and promoters, and detecting genetic
variation from DNA sequencing. 'e advancement and
fruitful applications of deep learning in different fields of
genomics reveal that it can be used for cancer classification
from CNV data [22, 25–27].

Different computational models for the cancer classifi-
cation based on copy number variation data are available.
'e most recently developed model achieves an accuracy up
to 85%. 'e copy number variation data are high dimen-
sional in nature and difficult to handle by the classical
machine learning techniques. In this study, we implemented
deep learning models that successfully used 24,174 genes of
CNV levels to classify six types of cancers: breast adeno-
carcinoma (BRCA), urothelial bladder carcinoma (BLCA),
colon and rectal carcinoma (COAD/READ), glioblastoma
multiforme (GBM), kidney renal clear cell carcinoma
(KIRC), and head and neck squamous cell (HNSC). 'e
highest obtained average training accuracy is 96%, while
testing accuracy is 92%. We have proposed three different
deep learning architectures, and all of these models have
outperformed state-of-the-art techniques in terms of ac-
curacy, ROC, and precision, while two of our networks have
outperformed the state-of-the-art models in terms of recall
(see Table 1). So, the contribution of this work is not only to
improve the performance (accuracy) of the cancer classifier
using an end-to-end model but also to find out which ar-
chitecture among DNN (deep fully connected neural net-
work), CNN, and RNN is suitable for CNV data. According
to our finding, DNN performs better than the rest of the two.

We have discussed the literature review in Section 2,
while Section 3 covers the explanation of the dataset and
architectures of our models. Section 4 deals with the training
process of our models along with obtained results and our
findings. Finally, we have concluded our work in Section 5.

2. Related Work

Xu et al. [28] have identified the chromosomal alterations in
plasma for early detection of CRC. 'ey analyzed the CNVs
in cfDNA (cell-free DNA) by using the regular z score, and
the SVM classifier was trained for identification of colon and
rectal cancers. 'e patients with early two stages (I and II)
were detected. Brody et al. [29] used blood samples of 8,821
different patients. For feature extraction, they have extracted
germline DNA copy number variation data by a single
laboratory with an SNP 6.0 array. 'e gradient boosting
algorithm is used to predict breast, ovarian, brain, and colon
cancers. Ricatto et al. [30] used a discretizer for feature
extraction and a fuzzy rule-based predictor for tumor
classification.

In women, breast cancer is the most common type of
cancer, which has further subtypes [31]. Pan et al. [32]
carried out feature extraction and selection using MCFS
(Monte Carlo feature selection). IFS (incremental feature
selection) is used to better represent the core CNVs in
different subtypes of breast cancer, and then, the dag-
stacking model is integrated to detect multiple types of
breast cancer. Islam et al. [33] focused on the prediction of
molecular subtypes of breast cancer. 'ey performed the
experiments to identify binary classes, i.e., estrogen receptor
(ER+ and ER−) andmultiple classes, i.e., PAM50 (luminal A,
luminal B, Her2 enriched, and basal-like). Afterwards, they
performed the chi-square test to select the topmost signif-
icant genes. For classification, DCNN (deep convolution
neural network) was used. Lu et al. [34] also focused on the
classification of breast cancer.'e authors have introduced a
module-based network integrated with genomic data to
identify important driver genes in BRCA subtypes. CNV
analysis was performed by Li et al. [35] on tumor devel-
opment.'e use case was breast cancer, where they collected
data from the TCGA-BRCA project. 'ey searched OMIM
(Online Mendelian Inheritance in Man) for most relevant
CNVs. 'ey have chosen six candidate genes: ErbB2, AKT2,
KRAS, PIK3CA, PTEN, and CCNDI. Furthermore, they
have constructed two types of distance-based oncogenetic
trees to find which of the above candidate genes play a
significant role in the development of breast cancer. 'eir
findings showed that ErB2 has early alteration, while AKT2,
KRAS, PIK3CA, PTEN, and CCNDI have late alterations in
human breast cancer. Alshibli et al. [36] have proposed deep
convolution-based neural networks for CNV data to classify
six types of cancer. 'ey have lent the famous computer
vision architectures, i.e., ResNet16 and VGG16. 'eir av-
erage accuracy is 86%. 'ey reported that their proposed
model has the lowest performance for UCEC (uterine corpus
endometrial carcinoma).

To understand the association of CNVs with various
types of human cancer, Zhang et al. [37] collected CNV data
of different cancer classes consisting of 24,174 genes as
features. 'e feature selection was carried out using minimal
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redundancy maximal relevance (mRmR) and incremental
feature selection (IFS), which resulted in the selection of 200
genes. 'e dagging model is used for the classification phase
of multiple types of cancer. Fekry et al. [38] also worked on
these CNV levels of 24,174 genes to classify a set of human
cancer types named as breast adenocarcinoma (BRCA),
urothelial carcinoma (BLCA), colon and rectal carcinoma
(COAD/READ), glioblastoma multiforme (GBM), kidney
renal clear cell carcinoma (KIRC), and head and neck
squamous cell (HNSC). 'ey selected 16,381 important
genes of CNV levels using the filter method (i.e., information
gain). For classification, they used seven different classifiers:
support vector machine, j48, neural network, random forest,
logistic regression, dagging, and bagging.'e authors in [39]
have contributed to cancer classification using the self-
normalizing neural network. 'ey have used Monte Carlo
feature selection and incremental feature selection (IFS).
'ey have worked on multiple cancer types and obtained
79% accuracy.

Most recently, researchers are using CNV data along with
other modalities such as clinical and/or gene expression data to
improve the performance metrics of their models. A contri-
bution is made by researchers in [40] using multimodality data
to classify subtypes of breast cancer with the help of the SVM
(support vector machine) and RF (random forest). A deep
learningmodel usingmulti-modality data is used to predict the
subtype of breast cancer in [41, 42]. Another deep learning
model along with multimodalities of data is used in [43] to
predict Alzheimer’s disease. 'e researchers in [44] have
trained their deep learningmodel onmultimodalities to predict
therapeutic targets in breast cancer. A comprehensive com-
parison of multimodalities is presented in [45].

3. Materials and Methods

3.1. Dataset. For experimentation, we have selected the same
dataset used by [38] in order to be compatible in result
comparison.'e said dataset is composed of six cancer types
containing DNA CNVs of 24,174 genes (features/dimen-
sions) for 2916 samples; therefore, the shape of the dataset is
X2916×24174 if X is the input dataset. 'is dataset was taken
from the cBioPortal for Cancer Genomics database http://
cbio.mskcc.org/cancergenomics/pancan_tcga/.'e database
contains 11 different types of cancer, and each cancer type has
its own samples. 'e CNV levels were regularized into five
distinct values in the database with −2 for homozygous de-
letion, −1 for heterozygous deletion, 0 for diploid, 1 for low-
level gain, and 2 for high-level gain. In this research, we used
six different types of cancer, which are listed in Table 2, with
names and the number of samples in each class (cancer type).

3.2. Our Proposed Models

3.2.1. DNN (Deep Fully Connected Neural Network). An
artificial neural network (ANN) is a powerful computational
tool that mimics the human brain working behavior [46]. A
neural network (NN) consists of a set of neurons arranged in
layers such as the input, hidden, and output layer. A single
neuron takes an input vector, calculates the weighted sum,
and applies the activation function to decide whether it
should fire or not. In the fully connected neural network,
every neuron of the previous layer is connected to all
neurons of the next layer.

For a network of L number of layers, the lth layer is
specified by the associated weight matrix W[l] ∈ Rn[l−1]×n[l]

,
where n[l− 1] and n[l] represent the number of neurons in
previous and current layers, respectively. 'e weighted
summation of the lth layer is given by

Z
[l]

� W
T
A

[l− 1]
+ b

[l]
, (1)

where b ∈ Rn[l]×1 is the bias vector and A[l− 1] ∈ R[l− 1]×1 is
the activation map of the previous layer.

To speed up the network convergence [47], we have used
the batch normalization that scales the Z[l] in a specified range.
Algorithm 1 explains the batch normalization in detail.

In Algorithm 1, the parameters c and β maintain the
expressive power of the network, while ϵ is a small positive
constant added for computational stability [48]. During the
forward pass, an activation map A[l] is estimated for each
layer, l � 1, 2, . . . L, to know which neuron should be fired:

A
[l]

� g Z
[l]

 , (2)

where g is the activation function. Here, we have used the
rectified linear unit (ReLU) as an activation function for all
hidden layers:

Table 1: 'e average performances of different models along with the state of the art.

S. no Models Train Acc Val Acc (%) ROC area Precision Recall
1 DNN3 95% 91 0.99 0.88 0.87
2 DNN5 96% 92 0.99 0.89 0.88
3 LSTM 95% 91 0.98 0.89 0.85
4 1D-CNN 88% 90 0.98 0.88 0.85
5 Sana Fekry et al. [38] — 85.9 0.965 0.852 0.862

Table 2: 'e distribution of samples with respect to each cancer
type in our dataset.

Sr. Cancer type No of
samples

0 BRCA (breast carcinoma) 847
1 BLCA (bladder urothelial) 135

2 COAD/READ (colon and rectal
adenocarcinoma) 575

3 GBM (glioblastoma multiforme) 563
4 KIRC (kidney renal cell carcinoma) 306
5 HNSC (head and neck squamous cell) 490
Total 2916
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A
[l]

� ReLU Z
[l]

  � max 0, Z
[l]

 . (3)

'e ReLU expedites the training and avoids the van-
ishing gradient [49]. 'e last layer in the network is called
the output layer (classification layer), which gives the
probability of occurrence of different classes. Let there are K

classes, and then, the probability of the dominant class is
given by the softmax function:

y � argmax
k

e
z

[L]

k


K
k�1 e

z
[L]

k

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (4)

where z
[L]
k is the weighted sum of the kth unit of output layer

L. In our case, the data contain six classes; thus, we set K � 6.
In the deep fully connected neural network (DNN)

category, we have implemented the networks from shallow
to deep by increasing hidden layers one by one. Further-
more, the number of neurons is reduced with a factor of ∼ 2
from beginning to end, to achieve dimensionality reduction.
We started with a network of three hidden layers as shown in
Figure 1 and continued up to seven layers. Aforementioned,
we have used ReLU as an activation function in hidden
layers with batch normalization and softmax at the output
layer. To overcome the issue of overfitting, we have used
dropout layers as well. For more details about the dropout
layer, read the work of Srivastava et al. [50]. Note that, each
input vector X contain 24,174 features, while the activation
map, A[L− 1], of the last hidden layer contains 150 features,
which shows dimensionality reduction. For training, the
Adam optimization algorithm along with categorical
crossentropy as a loss function is used.

3.2.2. 1D Convolutional Neural Network. We have also used
the 1D1 D convolutional neural network (1D − CNN) for
cancer classification. Normally, the CNN contains two parts:
(1) convolutional layers that are responsible for feature
extraction [51, 52] and(2) the fully connected layer that is
responsible for classification. Our proposed 1D − CNN
contains two convolutional layers followed by one fully
connected layer. Every convolution layer is followed by a
stack of max pooling, batch normalization, and dropout
layers. Figure 2 presents the detailed architecture of the
proposed model.

Note that, the first convolutional layer contains 20 filters,
each of size 5, and the ReLU as an activation function.
Similarly, the second convolutional layer consists of a stack

of 10 filters, each of size 5, and the ReLU as an activation
function. For the activation function in the output layer, we
have used softmax (See equation (4)).

3.2.3. LSTM (Long Short-TermMemory). LSTM is one of the
popular flavors of the RNN (recurrent neural network) with
three special gates, i.e., the input/update, forget, and output
gate, as shown in Figure 3.'e key gate is the forget gate that
is used to keep long-term dependency intake. It is the long-
term dependency preservation that makes LSTM suitable for
sequential data analysis [53].

In our proposed model, we have used 24 LSTM units,
ReLU as an activation function followed by a batch nor-
malization layer and then the output layer.

4. Results and Discussion

'e dataset was split into training and testing with 80% and
20%, respectively, to examine the performance of our pro-
posed models. 'e methodology that we have adopted is
shown in Figure 4. 'e testing and validation dataset are the
same; that is why, validation and testing metrics are the same.
'e representation learning implicitly exists in the model (s).
'e worth of representation learning using deep learning has
been proved in the literature. Asmentioned in Section 3.2, we
have implemented three different neural network architec-
tures, to explore their strengths and weaknesses. We have
started from the shallow neural network to the deep NN
(deep fully connected NN), to LSTM to the 1D-CNN.

We have trained ourmodels up to 200 epochs and plotted
the results to check the training status, that is, to find whether
the model is underfitted, overfitted, or properly trained.

'e obtained training vs. validation accuracies of each
model are shown in Figure 5. Given the results in Figure 5
our shallow NN (DNN3) and 1D-CNN require more epochs
for training, while the remaining deep architectures require
less epochs to reach the point where the model starts
overfitting. 'e sign of overfitting is that when the training
accuracy improves, while the validation accuracy starts to
decline or remains the same.'e possible reason behind this
behavior is that the deep architecture normally extracts
complex but well representative features.

A classwise ROC is shown in Figure 6. 'e highest ROC,
i.e., 1.0 is achieved by all networks for the COAD/READ
class, while the average maximum ROC is 0.99 achieved by
NN3 (deep fully connected neural network with 3 layers) and
DNN5 (NN with 5 layers) as shown in Table 1.

Input: Z[l], β, c

μ[l]
Z � 1/m 

m
i�1 z

[l]
i //computing mean of Z[l]σ[l]

Z �

����������������������

ε + (1/m) 
m
i�1 (z

[l]
i − μ[l])2



//computing standard deviation of Z[l]

Z
[l]

� Z[l] − μ[l]
Z /σ[l]

Z

Z
[l]

� cZ
[l]

+ β //scaling and shifting Z
[l]

Return (Z
[l]

)

ALGORITHM 1: Batch normalization.
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In order to test the performance of our networks for each
class (cancer type), we have presented the computed results
in Table 3. According to the obtained results, the GBM class
is the most complex (difficult) one for our networks, while
COAD is the easiest one. 'e same results can be verified
from the confusion matrices given in Tables 4–5.

'e average performance measures (in terms of accu-
racy, precision, recall, and ROC) of all networks are shown
in the first four rows of Table 1. 'e obtained results show

that our DNN architecture has outperformed the rest of our
models.

We have compared our computed results with the state-
of-the-art models. As mentioned in Table 1, our all networks
have outperformed all of our competitors in most of the
performance metrics. We have reported only the best results
of Sana et al. [38]. 'eir maximum accuracy is 85% with an
ROC area of 0.96, whereas our proposed models achieved
the accuracy over 92% with an ROC of 0.99.

Input Layer hidden layer 1 hidden layer 2 hidden layer 3 output layer

a1

a2

a1

a2

a1

a2

a1

a2

a6a150a300a500x24174

Single layer calculation

Z[l] = WT A[l-1] + b

Batch normalization takes place
here on “Z”

A[l] = g(Z[l])

a[l-1] a[l]
z[l] BN a[l]

x1

x2

Figure 1: 'e architecture of the fully connected model with three hidden layers.
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Figure 2: 1D convolution-based architecture.
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Since Zhang et al. [37] have worked similarly, but their
research deals with some different types of cancers, e.g.,
UCEC (uterine corpus endometrial carcinoma); therefore,
the comparison is not compatible, but they have achieved
75.1% accuracy.

In the light of the analysis made on the obtained
results, we conclude that due to the small size of the
current dataset, very deep neural networks are not
beneficial to use as most of our models are converged with
the small number of hidden layers. Moreover, the fully
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Figure 4: Our methodology.
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Figure 3: LSTM architecture.
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connected neural network performed better than other
flavors such as CNN and RNN for copy number variation
(CNV) data (see Table 1). We also found that adding
additional layers to a fully connected neural network

(DNN) has a small impact on results. Our obtained re-
sults also verify that end-to-end deep learning models are
better in representation learning than handcrafted fea-
ture extraction (see Table 1)
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Figure 5: Classification of accuracy of different models: (a) DNN3, (b) DNN5, (c) LSTM, and (d) 1D-CNN.
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Table 3: 'e classwise performances of all networks.

Models GBM (3) KIRC(4) HNSC(5) COAD/READ(2) BLCA(1) BRCA(0)
NN
TP rate 0.68 0.96 0.82 0.98 0.83 0.93
ROC area 0.97 0.99 0.97 1.00 0.98 0.99
Precision 0.77 0.90 0.92 0.93 0.81 0.97
F-measure 0.72 0.93 0.87 0.96 0.82 0.95
Recall 0.68 0.96 0.82 0.98 0.83 0.93
FP rate 0.00 0.01 0.04 0.01 0.02 0.00
DNN
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Figure 6: ROC of different models on various cancer types: (a) DNN5, (b) LSTM, and (c) 1D-CNN.
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5. Conclusion and Future Directions

Copy number variations are related to different human
diseases, such as cancer, autism, and schizophrenia. In
this paper, we classified six different types of cancers by
using copy number variation data. We have proposed
three different neural network architectures to make the
classification process end-to-end. Moreover, we have
effectively used the data-hungry nature of the deep neural
network and we have not used the feature engineering
(handcrafted feature extraction) step as used by most of
the researchers to save computational time. Our achieved
testing accuracies are 91%, 92%, 90%, and 91% by using
CNV levels of 24,174 genes. Our work testifies that the
CNVs of these genes play a crucial role in classifying
human cancers. In the future, we aim to work on the other
types of cancer as well.
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Table 3: Continued.

Models GBM (3) KIRC(4) HNSC(5) COAD/READ(2) BLCA(1) BRCA(0)
TP rate 0.72 0.96 0.85 0.98 0.85 0.94
ROC area 0.97 0.98 0.99 1.00 0.98 0.99
Precision 0.75 0.93 0.94 0.94 0.85 0.93
F-measure 0.73 0.94 0.89 0.96 0.85 0.94
Recall 0.72 0.96 0.85 0.98 0.85 0.94
FP rate 0.01 0.02 0.01 0.01 0.01 0.01
LSTM
TP rate 0.52 0.95 0.85 0.98 0.88 0.92
ROC area 0.96 0.99 0.98 1.00 0.97 1.00
Precision 0.87 0.91 0.93 0.92 0.79 0.95
F-measure 0.65 0.93 0.88 0.95 0.83 0.94
Recall 0.68 0.94 0.84 0.96 0.79 0.91
FP rate 0.52 0.95 0.85 0.98 0.88 0.92
1D-CNN
TP rate 0.64 0.93 0.92 0.96 0.77 0.91
ROC area 0.97 0.99 0.97 1.00 0.97 0.99
Precision 0.84 0.93 0.81 0.93 0.86 0.94
F-measure 0.73 0.93 0.86 0.94 0.82 0.92
Recall 0.64 0.93 0.92 0.96 0.77 0.91
FP rate 0.00 0.02 0.04 0.01 0.01 0.01

Table 4: Confusion matrix for training data.

BRCA(0) BLCA(1) COAD/READ(2) GBM (3) KIRC(4) HNSC(5)
BRCA(0) 109 0 1 0 0 0
BLCA(1) 0 673 6 0 0 0
COAD/READ(2) 0 1 470 0 0 0
GBM (3) 0 0 2 446 0 0
KIRC(4) 0 0 7 0 233 0
HNSC(5) 0 0 3 0 0 381

Table 5: 'e confusion matrix for testing data.

BRCA(0) BLCA(1) COAD/READ(2) GBM (3) KIRC(4) HNSC(5)
BRCA(0) 15 1 2 2 3 2
BLCA(1) 0 158 3 3 2 2
COAD/READ(2) 0 3 94 1 4 2
GBM (3) 0 0 1 113 1 0
KIRC(4) 1 5 1 0 55 4
HNSC(5) 1 0 3 1 1 100
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�e lungs are COVID-19’s most important focus, as it induces in�ammatory changes in the lungs that can lead to respiratory
insu�ciency. Reducing the supply of oxygen to human cells negatively impacts humans, and multiorgan failure with a high
mortality rate may, in certain circumstances, occur. Radiological pulmonary evaluation is a vital part of patient therapy for the
critically ill patient with COVID-19. �e evaluation of radiological imagery is a specialized activity that requires a radiologist.
Arti�cial intelligence to display radiological images is one of the essential topics. Using a deep machine learning technique to
identify morphological di�erences in the lungs of COVID-19-infected patients could yield promising results on digital images of
chest X-rays. Minor di�erences in digital images that are not detectable or apparent to the human eye may be detected using
computer vision algorithms. �is paper uses machine learning methods to diagnose COVID-19 on chest X-rays, and the �ndings
have been very promising.�e dataset includes COVID-19-enhanced X-ray images for disease detection using chest X-ray images.
�e data were gathered from two publicly accessible datasets. �e feature extractions are done using the gray level co-occurrence
matrix methods. K-nearest neighbor, support vector machine, linear discrimination analysis, näıve Bayes, and convolutional
neural network methods are used for the classi�cation of patients. According to the �ndings, convolutional neural networks’
e�ciency linked to imaging modalities with fewer human involvements outperforms other traditional machine
learning approaches.

1. Introduction

COVID-19 revealed �aws in many countries’ healthcare
services, and the failure of these systems to treat patients has
generated concern. �e lack of accuracy in clinical detection
methods is signi�cant for COVID-19’s rapid dissemination
[1]. Molecular methodologies, such as computational real
reverse transcription-polymerase chain reaction (rRT-PCR)
[2], as well as other techniques, such as serologic tests [3] and

swab testing of the throat [4, 5], are employed and widely
utilized to diagnose COVID-19. Researchers also used chest
radiographs (X-rays) and chest computed tomography (CT)
scans to help indicate abnormalities characteristic of various
lung diseases, including COVID-19. CT scans and X-ray
examinations may be used as a critical screening method to
assess COVID-19 seriousness, track infectious patients’
emergency cases, and forecast COVID-19 progression [6, 7].
However, time is always short in such situations. �ese trials
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cannot be carried out using the current standard manual
diagnosis [8]. Deep learning (DL) is a branch of machine
learning (ML) that learns the highest-level abstractions from
findings using hierarchical structures. DL is utilized to solve
artificial intelligence challenges due to the multiple com-
putational levels. )e layers of DL are created from data
using a learning process rather than by individual tech-
nologists, which is a crucial feature of the DL approach. Its
benefits, such as higher achievement, blended function
learning with an end-to-end learning scheme, and the po-
tential to monitor composite knowledge challenges, have
achieved relevant therapeutic effectiveness in healthcare. DL
algorithms are also being employed to track and evaluate
coronavirus pandemics, thanks to their extensive application
in the research of medical recordings. Some theorists and
simulation engineers used autoencoders, convolutional
neural networks (CNN), and generative adversarial net-
works to analyze the coronavirus pandemic. Mathematical
and predictive methods may estimate human loss and
predict death over a specific time frame or up to the end of
the pandemic. Since statistical simulations do not consider
all facets of the pandemic, they cannot make more precise
predictions. To construct powerful models and resources
that support clinicians detect COVID-19 infection, scientists
and modeling engineers have widely used intelligent com-
putation methods in healthcare. )e government is taking
the necessary measures to prohibit the COVID-19 pandemic
from spreading and advancing intelligent computing
methods in healthcare. As a result, several ML approaches
are being used to tackle the latest COVID-19 pandemic
successfully. de Moraes Batista et al. [9] proposed that
various machine learning methods are used for the prog-
nosis of novel coronaviruses. Moreover, training the net-
work with 70% reference data and 30% test data measured
the accuracy of different ML techniques. With 68% sensi-
tivity, 85% specificities, 85% AUC, and 0.16 Brier scores, the
support vector machine (SVM) outperforms random forests,
logistic regression, and gradient boosting tree techniques.
ML approaches have several drawbacks, including the heavy
use of patient data [10], inconsistency, dependence on
temporal data, paucity, discrepancy [11], and the failure to
produce accurate forecasts due to high dimensionality [12].
)e generalized logistic growth model was utilized by
Ahmadi et al. [13] to predict the subepidemic waves of the
COVID-19 outbreak. Two, three, and four-wave phenomena
were predicted using the formula. Centered on a lung X-ray
map, Hassantabar et al. used an ML algorithm to detect
infected COVID-19 patient tissue [14, 15]. )is discovery
can also be utilized to observe and manage patients’ progress
in contaminated areas [16–20].

)is paper employs machine learningmethods to classify
COVID-19 X-ray images. )e feature extraction process is
the first and most crucial step in the classification process in
machine learning. Even though many deep learning algo-
rithms employ input photos to train the network, the GLCM
feature extraction approach shown in this study is successful.
As opposed to featuring extraction techniques with an image
input, the essential point in feature extraction methods with
picture input is to lower the processing time. )e size of the

output network is significantly less than with image input.
)e last phase involves the application of machine learning
technologies and the extraction of network performance
data. )e plans are compared in the confusion matrix and
ROC curve. For the classification of patients, KNN, SVM,
LDA, NB, and CNN methods are used.

2. Literature Review

By learning from basic depictions, deep learning strategies
can clarify complicated problems. DL methods have become
popular because they learn exact representations and the
property of studying information in a fundamental method
where several layers are used sequentially [21]. DL tech-
niques are usually employed in medical science, biomedical
science [20, 22], innovative health [23, 24], drug delivery
[25], and medical image recognition [26, 27], among others.
It is also commonly used to make an automated COVID-19
diagnosis. Data analysis, data processing, feature extraction
and classification, and performance assessment are all stages
in deep learning-based systems [21, 28]. A pretrained
method has already been trained in fields related to the
application’s context. Weight and prejudice were retrained
in transfer learning from a limited training network to a new
study network. In particular, training big data takes a long
time and needs much computing capital [21]. Xu et al.
evaluated a novel approach employing multitask joint
training algorithm for sectioning and classifying tongue
images using a deep convolutional neural network [29].

In another research by using support vector collection
data, a multiple kernel-based fuzzy SVM model was de-
veloped to predict DNA-binding proteins by Zou et al. [30].
Using a pretrained transfer learning model, the facility
speeds up the convergence with network generalization [31].
In transfer learning, multiple pretraining networks are re-
quired for the huge CNN. Some of the pretrained network of
COVID-19 classifications include AlexNet [32], GoogleNet
[33], SqueezeNet [34], various variants of visual geometry
group (VGG) [35], various forms of ResNet [36], Xception
[37], various forms of inception [38], various types of
MobileNet [39], DenseNet [40], U-Net [41, 42], and others.
Using transfer learning, detecting 0 in CT and X-ray images
has been effectively extended. 3D CT images are handled
distinctly other than colored X-ray. 3D CT images have a set
number of slices based on the computer and configuration
(16, 32, 59, 128, etc.). Individual slices of nature may be
greyscale or color photographs. Usually, the slices are iso-
lated and treated as individual pictures [43]. )e slices with
the most lung areas are included, while the remaining slices
are removed. Rezaei et al. created a lithological cartography
in the Sangan region of Northeastern Iran using satellite data
and image processing technologies [44]. During COVID-19,
Arenliu et al. have statistically analyzed the building of
online and telephone psychological first aid services in a low-
resource setting [45]. Rezaei et al. introduced a data-driven
approach for segmenting hand parts on depth maps that did
not need any additional effort to acquire segmentation labels
[46]. In [47], case study features obtained from the slices are
utilized to optimize the pretrained network. Also, U-Net has
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been utilized to segment and reduce features from various
regions of interest (ROI) in 3D CT in some cases [48].
Rehman and Lela investigated how to manage crises during
the COVID-19 pandemic [50]. Radulescu and Cavanagh
adapted their SEIR standard model [51] to investigate the
complicated hierarchical compartments and epidemiologic
factors of COVID-19. )ey reviewed the new management
policies of the pandemic, mutual isolation, travel prohibi-
tion, interruptions, and closings, to produce predictions and
assess the feasibility of containment measures. )e aim of
this study was to estimate the distribution gap in COVID-19
by means of a hybrid of SEIR models and regression models
applying data from the John Hopkins University on
COVID-19 [52]. Sadeghipour et al. conducted different
research in which they compared the Expert Clinical System
for Diagnosing Obstructive Sleep Apnea to the XCSR
classifier [54]. According to the study by Zhang et al., a
privacy-preserving algorithm is implemented for querying
clinical pathways in e-healthcare systems [55]. Liu et al.
published a self-supervised CycleGAN method for super-
resolving ultrasound images with perception consistency
[56]. Several ways to reduce the negative economic effects of
COVID-19 were presented by Mahmoudi et al. [57].
Chaudhary et al. proposed the Fourier-Bessel series ex-
pansion-based decomposition technique, a Fourier-Bessel
series expansion domain application of the wavelet packet
decomposition methodology. Using a transfer learning
technique, the subband pictures are utilized for training
multiple pretrained CNN models independently. A feature
set is obtained by fusing the in-depth features of each
channel. Several classifiers distinguish pneumonia caused by
COVID-19 from other viral and bacterial pneumonia and
healthy patients with the recovered feature vector. )e
COVID-19 categorization based on chest X-rays requires a
radiology specialist and a substantial amount of time, both
valuable commodities when COVID-19 illness spreads
rapidly. As a result, creating an automated analytic tech-
nique is desirable to save time for medical experts. )e
research discussed in [59] uses the susceptible exposed in-
fected removed (SEIR) method for physical estimation and
evaluation distancing. If the process of return to work started
in April, physical distance measures were successful. )is
study investigates the relationship between temperature and
humidity in relation to the transmission of COVID-19 [60].
Alyasseri et al. [57] divided the research tracks into two
categories: deep learning (DL) and machine learning (ML),
and they presented COVID-19 public datasets that had been
produced and retrieved from different nations. )e mea-
surements used to evaluate diagnostic approaches have been
compared, and a thorough explanation has been provided.
)e study served as a guide for the research community on
the planned development of machine learning for COVID-
19. It served as an inspiration for their work on subsequent
developments.

Kumar et al. [76] investigated various artificial intelli-
gence-based strategies to apply these techniques to the
prediction and diagnosis of COVID-19 illness. )eir ideas
for future study and their facilitation of knowledge collecting
and formulation on the application of artificial intelligence

approaches for dealing with the COVID-19 outbreak and its
effects were much appreciated. Using computed CT scans,
Akram et al. [77] demonstrated an automated approach for
the quick diagnosis of COVID-19 infection. )ey used
discrete wavelet transform and extended segmentation-
based fractal texture analysis methods to extract the essential
characteristics from the fractal texture dataset. Khan et al.
[78] presented a strategy for enhancing contrast by com-
bining top-hat and Wiener filters, which they called “con-
trast enhancement.” Two deep learning models that had
already been trained were used and fine-tuned according to
the target classes. )e features were then retrieved and fused
using a parallel fusion approach—the parallel positive
correlation—to achieve the best results. )e entropy-con-
trolled firefly optimization approach was used to identify the
most optimal characteristics. Nejatishahidin et al. [79]
proposed a new pose estimation method that can be applied
to previously undetected environments. A framework for
identifying 15 different forms of chest illnesses, including the
COVID-19 disease, was suggested by Rehman et al. [80].)e
framework was based on the use of a chest X-ray modality.
)is architecture enhanced the accuracy of COVID-19
identification while simultaneously increasing the prediction
rates for other chest disorders. According to one suggestion,
face masks can be used nationwide and applied promptly
(see Table 1).

3. Methods and Materials

3.1. Feature Extraction. )e extraction feature decreases the
number of tools used to interpret large data sets accurately.
)e vast number of variables involved is one of the critical
problems of sophisticated data analytics. It would help if you
had plenty of memory and computing power for working
with an extensive range of variables or required an algorithm
to classify the exhibits and use them for new samples.
Feature extraction is a wide-ranging concept to create dy-
namic mixes of variables to tackle these problems with
absolute accuracy. Texture analysis sought to identify a
reliable way to represent the specific properties of textures in
a simplified but specific way for correct object detection and
division. )e surface is essential in image analysis and
pattern recognition. Texture extraction is only used in a few
processor architectures [75].

A gray surface incidence matrix is developed in this
study to achieve statistical texture characteristics. )e tex-
ture properties of the observed substances are calculated
from the statistical light intensity distribution of specific
positions in the statistical texture analysis concerning each
other. )e numbers are classified as first, second, or higher
order, depending on the number of pixels for each com-
bination. )e gray level matrix (GLCM) is a technique to
calculate statistical texture characteristics of the second
order. In several recent studies, this method has been used
for third and higher-order textures that recognize the re-
lationships between three or more physically feasible pixels
but are seldom used because time and perception complexity
are computed. GLCM has 22 features, which are listed as
follows [81]:
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(1) Energy
(2) Entropy
(3) Dissimilarity
(4) Contrast/inertia
(5) Inverse difference
(6) Correlation
(7) Homogeneity
(8) Autocorrelation
(9) Cluster shade
(10) Cluster prominence
(11) Maximum probability
(12) Sum of squares
(13) Sum of average
(14) Sum of variance
(15) Sum of entropy
(16) Difference variance
(17) Difference entropy
(18) Information correlation criteria (1)
(19) Information correlation criteria (2)
(20) Maximum correlation coefficient

(21) Inverse difference normalized
(22) Inverse difference moment normalized

3.2. Machine Learning Classifiers. One of the learning net-
works inspired by the perceptron neural network is this kind
of neural network. )e picture or features linked to the
problem are first classified and fed into the grid. )e con-
cealed weights in the output layer would then express
themselves in several ways [61]. If the output comprises
multiple numerical components, the algorithm gives a
classification or recognition algorithm (e.g., image classifi-
cation, normal� 1, abnormal� 2). After many images have
been trained, the results are weighted.

)e image form is detected when a new image is applied
to the algorithm, other than the training images. For in-
stance, the matrix of different images is sent to the method
and trained in the computer, such as images of benign or
malignant cancers, Alzheimer’s, sarcoma, or brain tumors
[61]. )e process determines the type of disease based on the
weights obtained. )e convolutional sublayer is the CNN’s
foundation, and its output matrix can be seen as a 3Dmatrix
of neurons. Standard neural networks are considered for a
better understanding. Each layer was a 1D matrix of neu-
rons, producing its output and eventually accumulating a

Table 1: Literature review related to deep learning method for classification of COVID-19.

Approaches Dataset Volume TPR Acc
COVID-Net [58] COVIDx test 13800 0.871 0.926

ResNet50; InceptionV3; Inception-
ResNetV2 [59] GitHub 100 —

98%;
97%;
87%

COVNet [60] Proprietary datasets 4356 0.87

Deep learning with X-ray [61] Proprietary datasets 448 0.986 0.967
6 8

COVIDX-Net (VGG19 and
DenseNet201) [62] Proprietary datasets 50 — 0.9

Barstugan et al. [63] Proprietary datasets 150 — 0.996
8

ResNet50 and SVM [64] GitHub, Kaggle, and Open-i 158 97. 0.953
29% 8

SVM and random forests [65] Hospital Israelita Albert Einstein in São Paulo — 0.067 0.8477

MLT and SVM [66] Montgomery County X-ray Set and COVID Chest X-ray Set and
COVID Chest X-ray dataset master 40 0.957 0.974

6 8
Li et al. [67] Proprietary — 0.8 0.87

SMOTE [68] Chest X-ray images (Pneumonia)1 and COVID-19 public dataset from
Italy 5840 0.967 0.966

Probabilistic model [69] Kaggle benchmark dataset 51 — 0.994
NLR&RDW-SD [70] Jingzhou Central Hospital — 0.9 0.857
RF-based model [71] Proprietary — — 0.875

SMOTE [68] Chest X-ray images (Pneumonia)1 and COVID-19 public dataset from
Italy 5840 0.932 0.931

iSARF [72] 3 University Hospitals (Tongji, Shanghai, Fudan) — 0.907 0.879

SMOTE [68] Chest X-ray images (Pneumonia)1 and COVID-19 public dataset from
Italy 5840 0.947 0.947

Modified U-Net structure [73] SIRM 110 — 0.79
Attention U-Net with an adversarial
critic model [74] JSRT, Montgomery, and Shenzhen 1047 — 0.96

InfNet and the Semi-Inf-Net [75] CCOVID-19 CT segmentation and COVID-19 CT/X-ray collection 1600 0.725 —
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series of results corresponding to each neuron. While rather
than a scaler number, a 3D matrix in which the neurons are
arranged in 3D in the CNN is revealed. As a result, this
cube’s output is also a three-dimensional matrix [61]. )e
placement of a maxpooling layer among several layers is a
widespread technique in traditional architecture. )is layer
aims to reduce the features and measurements in the net-
work and thus overfit the display, resulting in a smaller input
size. )e maxpooling feature enlarges or reduces the size of
the position. Artificial neural networks’ activation mecha-
nism specifies the neuron based on the input matrix [82].
)e result values are converted to a goal range, 0 to 1 or −1 to
1 (depending on the activation mechanism used). For in-
stance, the logistic activation function converts all inputs to
true absolute ranges [0, 1]. Another way to lose weight is to
optimize your weight. In this article, the rectified linear unit
(ReLU) for the following functions is employed:

f(x) �
0 x< 0,

x x≥ 0.
 (1)

)e expressions, such as SoftMax, are not exclusive to a
single feature and relate to the 1D matrix.

f i( x
→

) �

e
xi



J

j�1
e

xj
. (2)

In KNN, each tuple in the n-dimensional space can be
called a point if the educational tuples contain n indexes.)e
k-nearest algorithm is specified based on distance measures
(e.g., Euclidean distance) in each attribute when a nontuple
is given. )e test sample is found among the training
samples. )e test sample’s classmark is identical to the labels
of the majority of these samples in the test sample’s vicinity
[83].

SVM is a supervised ML technological category that uses
a hyperplane to classify each observation in a given data set.
SVM can address linear and nonlinear issues, which is more
beneficial in large datasets. SVMs are a generalized linear
classifier that can be considered a perceptron extension.
)ey are also known as a particular case of Tikhonov’s
regularization [84].

Bayesian learning is a computational method for linking
data sets to different mathematical approaches by learning
conditional independence. Bayesian learning incorporates
previous probability functions and new insight to measure
later probability. )e probability of (θ) must be amplified if
Y1, Y2, Y3, . . . Yn represents a set of inputs and returns a
label. Naive Bayes classifiers can be trained effectively for
particular probability models in a supervised learning
framework. )e maximum likelihood approach is used to
estimate parameters for naive Bayes models in many
practical applications. In other words, the naive Bayes model
[85] can be used without endorsing Bayesian probability or
using complex Bayesian techniques.

Fisher’s linear discriminant is a technique for deter-
mining a linear combination of variables that describe or
discriminate two or more sets of objects or occurrences. It is

utilized in statistics and other areas. Fisher’s linear dis-
criminant is a generalization of LDA. )e resulting mixture
may be used as a linear classifier or, more generally, reduce
dimensionality before further classification. Discriminant
analysis is used when groups are known a priori (unlike in
cluster analysis). A score on one or more quantitative
predictor variables, as well as a score on a group indicator, is
required for each scenario [86]. In basic terms, discriminant
function analysis involves grouping, classifying, or catego-
rizing objects into similar groups, classes, or categories.

3.3. Classifier’s Performance Analysis Metrics. )e ROC
curve is defined by comparing the true positive rate (TPR) to
the false positive rate (FPR). In ML, the TPR is also called
recall or probability of detection. Starting on the ROC’s left
side, the FPR and TPR have vanished. ()is implies that the
threshold line, which represents the most significant number
of test results, is extensive.) Start with the most test results
and use that as a starting point. )e consistency of the
findings of a measure that divides the knowledge into these
two categories is measurable and descriptive.

True positive (TP): the classification of the COVID-19
patient is accurate
False positive (FP): the classification of non-COVID
patients is with mistakes
True negative (TN): the classification of non-COVID is
accurate
False negative (FN): the classification of COVID-19
patients is with mistakes

In mathematical terminology, the sensitivity of sepa-
rating the percentages of TP cases into the number of TP and
FN cases is as follows:

Sensitivity �
TP

TP + FN
. (3)

)e function of the techniques listed in artificial intel-
ligence is the confusion matrix. Such a presentation is often
utilized in supervised learning algorithms, but it is often
employed in unsupervised learning. Each column of the
matrix contains an instance of the expected value. Suppose
each row has an actual (true) case. Also, the name of this
matrix is revealed, allowing for errors and tampering with
the outcome [86] (see Figure 1).

4. Results and Discussion

4.1. Dataset. )e dataset includes COVID-19-enhanced
X-ray images for disease detection using chest X-ray images.
)e data were gathered from two publicly accessible datasets
[87, 88]. )e data are based on a shared open dataset of chest
X-rays and CT photographs of patients with COVID-19 or
other viral or bacterial pneumonia and are positive or
suspicious (MERS, SARS, and ARDS). Data would be
compiled directly from hospitals and doctors and indirectly
from public records. All photographs and data are made
public [46, 50, 53]. Images are in the size of 256× 256 in PNG
format. )e example of images is shown in Figure 2. For
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analysis and simulation of the methods, 1824 image is used
so that 80% belongs to training and 20% is the validation
sample. [89].

4.2. Preprocessing. In this paper, the dataset of lung X-ray
images is collected from the data repository. It converted to a
unique PNG format with 256× 256 pixel size. First, the
image should be transformed into a double matrix for
analysis. �e �rst and most crucial part of classi�cation in
machine learning is feature extraction. Although many deep
learning methods use input images to train the network, this
paper’s GLCM feature extraction method is e�ective. �e
critical point in feature extraction methods is that the
processing time is reduced, and the size of the output
network is highly more minor than the methods with image
input. �e GLCM approaches extracted 22 features for each
image explained in the methods and materials section. �e
features are normalized between [−1, 1] in the next step to
transform the matrix in an identical range. Two folders of
COVID-19 patients and non-COVID patients with 1824
images were �nally converted to a matrix with an 1824× 22
size. �en, images with COVID-19 infections are labeled
with (1 or positive) and other images (0 or negative). �e
�nal step is the implementation of machine learning
methods and extracting performance metrics from the
networks. �e conceptual diagram of the process is illus-
trated in Figure 3.

4.3. Results of Classi�cation. In this paper, �ve powerful
machine learning techniques are utilized to classify and
diagnose the COVID-19 patients with other patients. Five
classi�ers that analyze and implement diagnosis include
KNN, SVM, NB, LDA, and CNN.

Moreover, each class of 912 vectors with 22 features
enters the methods. �e classi�cation results in a confusion
matrix are depicted in Figure 4. Regarding the confusion
matrix in Figure 4, orange cells illustrate true metrics, and
white cells are false. For example, in KNN results, from 912
images with COVID-19, 825 (45.8% of all images) are de-
tected correctly. However, 77 (4.2% of all images) are
misdiagnosed. �erefore, the sensitivity of the KNN
methods is 91.6%. In other words, 91.6% of patients with
COVID-19 are detected accurately.

Moreover, from 912 images with other diseases, 98.9%
are diagnosed correctly. It means that the speci�city of the
KNN is 98.9%. Furthermore, precision for KNN is 98.8%,
which means that 845 patients are detected as COVID-19;
however, 835 patients (98.8%) are diagnosed truly. Finally,
another important metric for analyzing classi�ers is accu-
racy. It includes all number of true values over the number of
true and false values. For the KNN method, the accuracy is
95.2%. It means that from all images, 95.2% (902 + 835) of
them are diagnosed correctly. Compared with other ma-
chine learning methods, the accuracy of KNN is higher than
SVM, NB, and LDA approaches. CNN is a feedforward
neural network that trains to remove more complex, high-
level functionality as neural networks to generate an output
map. �e convolutional kernel utilizes an input function

map. If a function converts, the output map re�ects it, so
CNN takes advantage of the fact that a feature is the same in
the receptive �eld no matter where it is. It suggests that CNN
can learn more helpful functionality than approaches that do
not consider. Because of this assumption, weight sharing is
used to minimize the number of factors. �e CNNs learn
through gradient descent. Each layer feeds into the one
below it, resulting in hierarchical features tailored to the task
at hand. Features in the form of a real-valued vector are
typically required by SVM and others.

On the other hand, CNN is typically taught from be-
ginning to end, ensuring it responds to the dilemma it is
trying to solve. SVMs, KNNs, and random forests use CNN
as a trainable attribute detector. Di�erent algorithms in
machine learning should be complementary since SVMs are
still widely used; it only depends on the task. �erefore, this
paper uses the CNN method to classify COVID-19 patients
using GLCM features. �e structure of CNN architecture is
shown in Figure 5.

�e input layer consists of 22 GLCM normalized fea-
tures. It is used as a vector for the simulation of the network.
Finally, the categorical output labels are 1 for positive
samples (COVID-19 patients) and 0 for negative samples
(other patients).�e simulation has PC core i7, 2.5GHz, and
12GB RAM. �e process of training is shown in Figure 6.
�e process has continued to 5800 iterations to reach an
acceptable accuracy. �e complexity of SVM is O(n3), KNN
O(n dk), NB O(n d), LDA O(mn.min(m, n)), CNN O(n).

�e confusion matrix of the CNN results is illustrated in
Figure 7. Based on the matrix, from 912 COVID-19 patients,
905 (99.2%) were diagnosed correctly. However, only seven
images are misdiagnosed. On the other hand, all the patients
with other diseases or negative results are detected. In other
words, the sensitivity and speci�city of the CNNmethods are
99.2% and 100%. Moreover, the precision is 100%. It means
that all the patients detected as COVID-19 are truly correct.

Negative Positive

Specificity (TNR) Sensitivity (TPR)
FPR FNR

TPFP Precision (PPV)
FDR

Negative Predictive
Value (NPV)

FOR

FNTN

Accuracy
Error
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e

N
eg

at
iv

e

Figure 1: �e confusion matrix.
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Consequently, the accuracy of the CNN methods is
99.6%. For comparison of the used machine learning
methods, the ROC curve is depicted in Figure 8. Regarding
the ROC curve, the horizontal axis is fallout or FPR, and the
vertical axis is sensitivity or TPR. If the fallout and sensitivity
are lower and higher values, respectively, it is desirable for
classi�cation. �erefore, CNN methods result in higher
sensitivity in comparison with other methods. Also, NB
illustrated lower sensitivity between machine learning
methods.

Based on the performance analysis metrics results shown
in Table 2, the higher values belong to the CNN technique.
Under the ROC curve value, AUC is another essential metric
for classi�ers. For CNN methods, it is 99.97. Consequently,
the highest accuracy belongs to CNN, KNN, LDA, SVM, and
NB, respectively.

5. Discussion

As medical image processing technology has progressed,
intelligent detection and diagnosis software have accelera-
ted. A vital tool for boosting diagnosis accuracy is machine
learning algorithms, widely regarded as adequate. However,
to generate superior machine learning models, it is vital to
use e�ective feature extraction methods. �erefore, deep
learning models are often utilized in medical imaging ap-
plications because they can automatically retrieve features or
employ pretrained models. As a consequence, deep learning
models are becoming increasingly popular. �e �ndings of
this article, which employs machine learning algorithms to
identify COVID-19 on chest X-rays, are extremely en-
couraging in their preliminary nature. GLCM algorithms are
used to extract the features from the data.

(a) (b)

Figure 2: Example of X-ray image from patients’ lungs. (a) COVID-19 patient. (b) Other patients.

Dataset Preprocess Feature
extraction Train & Test

•Rename and
Resize Data to
256×256

•GLCM Method
with 22
features
•Labeling data•Convert image

to double
matrix

•Normalization
between [-1, 1]

•KNN
•SVM
•LDA
•NB
•CNN

•Confusion
Matrix
•ROC curve

Metrics

Figure 3: Conceptual diagram of the presented method.
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Figure 4: �e confusion matrix of the deep learning methods used for COVID-19 diagnosis.
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Figure 5: �e architecture of presented CNN methods for features classi�cation.
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�e followings are the broad thumb guidelines employed
in selecting textural features: because the values of energy are
within a normalized range, it is chosen over entropy. �e
average gray level di�erence between neighboring pixels is
connected with contrast. It is similar to variance, but it is
chosen because of the lower computing e�ort and usefulness

as a spatial frequency measure. In addition, energy and
contrast are essential characteristics in terms of visual
evaluation and computational burden to discern between
distinct textural patterns. �e categorization of patients is
accomplished using KNN, SVM, LDA, NB, and CNN al-
gorithms. It would be bene�cial to have a large amount of
memory and computer capacity for working with many
variables or require an algorithm to categorize the exhibits
and apply them to fresh samples. Feature extraction is a
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Figure 6: �e training process of the CNN approach.
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Figure 7: �e confusion matrix of the presented CNN method.
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broad idea that may be used to build dynamic mixes of
variables that can solve these challenges with pinpoint
precision. To achieve accurate object recognition and divi-
sion, texture analysis tried to discover a reliable technique to
express the distinctive attributes of textures in a simplified
yet specific manner for object detection and division. )e
surface is critical in the interpretation of images and the
recognition of patterns. Texture extraction is only employed
in a few CPU architectures, and it is not widely available.

Additionally, the accuracy is excellent. It follows that all
of the patients who were previously diagnosed as having
COVID-19 were correct in their diagnosis. Consequently,
the best accuracy is achieved by CNN, KNN, LDA, SVM, and
NB, in that order. By categorizing lungs and adding in-
formation paired with lungs around noise, there is a sig-
nificant likelihood of supplying more data, resulting in
enhanced outcomes. )is disturbance is linked to cables and
collected equipment, patients’ ages, and gender, allowing
photos without lungs to be classified precisely. Due to noise
bias, future applications utilizing models without lungs may
have an increased risk of mislabeling pictures. To verify that
noise is not a cause of bias, more work is needed to segregate
diseases diagnosed by the expert radiologist. It is also im-
portant to note that the findings reported do not always
imply the same performance across all datasets. Principal
datasets, for example, originate from European patients;
other global patients may have modest data capture dif-
ferences or diseases, implying that a better categorization
utilizing global datasets is required. Separating the datasets
by gender will also offer further information on the model’s
scope, as the soft tissues of the breast might conceal sections
of the lungs. It is unclear whether this represents a bias in the
model’s prediction.

6. Conclusion

)e growth of intelligent detection and diagnostic software
has accelerated as medical image processing has advanced.
Machine learning algorithms are commonly recognized as a
powerful method for improving disease diagnostic accuracy.
However, efficient feature extraction tools are necessary to
obtain better machine learning models. As a result, deep
learning models are commonly used in medical imaging
applications because they can automatically retrieve features
or use pretrained models. )is paper uses machine learning
methods to diagnose COVID-19 on chest X-rays, and the
findings have been very promising. )e feature extractions
are done using GLCM methods. For the classification of
patients, KNN, SVM, LDA, NB, and CNNmethods are used.

)e sensitivity of the KNN methods is 91.6 percent,
based on the findings. In other words, 91.6 percent of
COVID-19 patients are correctly identified. Furthermore,
when comparing the process 912 images to other diseases,
98.9% of the disorder is correctly identified. It means that the
KNN has a specificity of 98.9%. Furthermore, KNN has a
precision of 98.8%, which indicates that 845 patients are
observed as having COVID-19 disorder, but only 835
(98.8%) are diagnosed. It means that 95.2 percent of the
images are correctly diagnosed. In contrast to other machine
learning techniques, the precision of KNN is better than that
of SVM, NB, and LDA. Based on the index, 905 (99.2%) of
912 COVID-19 patients were correctly diagnosed. Only
seven images, however, are misdiagnosed. Patients with
other diseases or unfavorable effects, on the other hand, are
identified. In other words, the CNN approaches have a
sensitivity and specificity of 99.2 percent and 100 percent,
respectively. Furthermore, the precision is fine. It means that
all of the patients who were identified as having COVID-19
are right. As a result, CNN, KNN, LDA, SVM, and NB have
the best accuracy, respectively. Future works should extend
feature-based methods for classifying diseases such as
COVID-19, Alzheimer’s, and lung cancer instead of image
base method. It prevents time constraints and develops fast
methods [90, 91].
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Aiming at the problem that computing power and resources of Mobile Edge Computing (MEC) servers are di�cult to process
long-period intensive task data, this study proposes a 5G converged network resource allocation strategy based on reinforcement
learning in edge cloud computing environment. n order to solve the problem of insu�cient local computing power, the proposed
strategy o�oads some tasks to the edge of network. Firstly, we build a multi-MEC server and multi-user mobile edge system, and
design optimization objectives to minimize the average response time of system tasks and total energy consumption. �en, task
o�oading and resource allocation process is modeled as Markov decision process. Furthermore, the deep Q-network is used to
�nd the optimal resource allocation scheme. Finally, the proposed strategy is analyzed experimentally based on TensorFlow
learning framework. Experimental results show that when the number of users is 110, �nal energy consumption is about 2500 J,
which e�ectively reduces task delay and improves the utilization of resources.

1. Introduction

With the continuous development of technologies such as the
5G, the amount of data in various emerging application
scenarios has exponentially increased. �ere are more and
more Internet of�ings (IoT) devices in various �elds such as
telemedicine, smart car driving, and smart cities, so all kinds
of computing are everywhere [1]. However, the existing cloud
computing models are di�cult to manage these large-scale
computing resources and perform data analysis. �is is
mainly re�ected in the following two reasons: First, the
transfer of large-scale data to cloud computing center will
improve network performance and the computing power of
cloud computing infrastructure brings severe challenges
[2,3]. �e second is that it is di�cult for cloud far away from
users to meet the stringent requirements of new applications
such as autonomous driving on network delay and response
speed [4].�us, both computing services and big data sources
are undergoing a shift from cloud to edge [5].

Edge computing serves as an intermediate layer between
the cloud computing center and user devices. It provides
computing resources to users near the edge via a high-speed

networkbyplacingtheedgeserverclose touserend[6].Among
them, the user device sends computing tasks that originally
need tobe sent to thecloudorexecuted locally toedgeserver for
execution to achieve reasonable network resource allocation,
which iscalledcomputingo�oading[7].Comparedwithcloud
servers and local computing, edge computing can provide
faster network response and have more powerful computing
capabilities [8]. �erefore, computing o�oading and rea-
sonable allocation of network resources by a reasonable
scheduling algorithm can help users save transmission energy
consumption and improve computing e�ciency [9].

In the edge computing system, for security and e�ciency
reasons, the edge server will not open its own computing
resource con�guration and idle state to each user device, so it
is di�cult to obtain the detailed status in the system [10,11].
Under the premise of incomplete observation system con-
straints, task o�oading and system optimization problems
become more complicated. �e intelligent model repre-
sented by deep reinforcement learning is an important
means to solve such problems [12]. Reference [13] developed
a Multi-Agent Reinforcement Learning Network to solve the
Q-learning problem based on independent learners, and
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designed the calculation unloading strategy in IoT through
random game. However, the efficiency of resource allocation
strategy needs to be further improved. Reference [14]
proposed a moving edge computing (MEC) network based
on blockchain, which uses blockchain to control the cov-
erage system, and adopts adaptive strategy to generate blocks
and realize high-quality resource allocation. Reference [15]
used deep Q network (DQN) learning to obtain the best
resource allocation scheme in IoT network. However, fre-
quent data interaction brings high network load, which
becomes the main obstacle to the training of intelligent
offloading models, especially computing offloading models
based on deep learning.

Traditional methods also have certain research on com-
puting task offloading and network resource allocation: For
example, reference [16] solved the task unloading problem
based on differential evolution algorithm, so as to realize the
efficient execution of tasks, but it requires higher network
bandwidth. Reference [17] designed a random mixed integer
nonlinear programming method for the intensive task
unloading and resource allocation in MEC, which can realize
the rational use of resources, but cannot take into account
energy efficiency and service delay. Reference [18] used or-
thogonal and non-orthogonal multiple access methods, a
resource allocation scheme considering energy consumption
and efficiency in MEC is formulated, but the overall delay
needs to be further reduced. Reference [19] proposed amulti-
objective resource allocation method for MEC, which uses
Pareto archiving evolution strategy to optimize time cost and
load balancing. At the same time, it combined multi-criteria
decision-making and sorting preference technology similar to
the ideal solution toobtainoptimal resource allocation, but 5G
integration scheme is not considered.

Aiming at the problem that the large amount of data
transmitted in 5G network leads to channel congestion,
which affects the real-time performance and energy con-
sumption of communication, a 5G fusion network resource
allocation strategy based on reinforcement learning in edge
cloud computing environment is proposed. Due to the poor
learning effect of basic reinforcement learning in massive
data, the proposed strategy proposes a DQN offloading
strategy to solve resource allocation of 5G converged net-
works, which can reduce the time delay. At the same time,
the system energy consumption is reduced. Finally, exper-
imental results based on TensorFlow learning framework
show that proposed strategy fully considers the time and
energy consumption of local and offloading to MEC exe-
cution, and solving offloading scheme by reinforcement
learning can greatly reduce delay and energy consumption.
Moreover, its energy consumption is about 2500J, the time
delay does not exceed 7s. DQN has self-learning ability,
which continuously learns during the training process to
improve the accuracy of decision-making. *erefore, it can
effectively reduce load and broadband utilization rate.

2. System Scenario and Optimization Goal

2.1. System Scenario. *e system scenario is shown in Fig-
ure 1, consisting of N users, M base stations, and multiple

MEC servers. Among them, each user is associated with the
nearest base station through the wireless link and sends a task
request to it. At the same time, each base station is equipped
with an MEC server with multiple CPU cores. *erefore,
MEC server can process the computing tasks of different
users in parallel. It is assumed that user computing tasks are
processed by an MEC server, regardless of situation in which
computing tasks are forwarded between MEC servers.

Divide the system running time dimension into a
number of time slots, and useT � 0, 1, 2 · · ·{ } to represent the
set of time slots for network operation, where the time length
of each time slot t is defined as τ. It is assumed that most of
the computing tasks of user can be processed and completed
in one time slot. Due to the large amount of data, some
computing tasks are divided into subtasks for processing
[20]. Considering the randomness of task arrival, a two-level
queue model is designed to describe the state of computing
tasks, namely the user task queue model and MEC server
task queue model.

2.2. Task Generation Model. In MEC model, it is assumed
that the time interval for mobile users to generate tasks obeys
Poisson distribution, and user n generates kn mutually in-
dependent tasks, which are defined as Kn � 1, 2, · · · , kn .
*e attribute of task i is defined as φi � idn, idi, subi,

di, ci, li, memi, cpui}, where idu represents the identity (id) of
user n who generated task i, idi represents the id of task, and
subi represents the time when the user submits the task. di

(bits as a unit) represents the amount of task data, ci (CPU
revolutions/bit as a unit) represents the number of CPU
revolutions required to calculate one bit of task data, and
li � dici. memi and cpui, respectively represent the memory
and CPU resources required by computing tasks. Users are
mobile and may be located near different base stations at
different points in time. *us, tasks generated by same user
may be offloaded to servers in different base stations for
processing.

2.3. Calculation Model

2.3.1. Local Calculation Model. Mobile users themselves
have certain computing capabilities. If the user has sufficient
computing resources, then tasks can be processed locally.
*e computing power of local device n is represented by
CPU frequency, which is defined as fn,l. *e processing time
of task on local calculation model only considers the cal-
culation time. *erefore, the local processing time of task i

generated by user n is defined as

ti,n �
li

fn,l

. (1)

*e power and energy consumption of task i processed
locally by user n are, respectively, defined as

Pi,n � c fn,l 
3

Ei,n � c fn,l 
2
li

,
⎧⎪⎨

⎪⎩
(2)

where c is the effective switch capacitance.
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2.3.2. Edge Computing Model. Due to the insufficient
computing resources of local devices, a large number of tasks
generated by users cannot be processed on local computing
model, but some tasks need to be offloaded to edge com-
puting model for processing [21]. When the task is executed
on MEC, the transmission time and calculation time need to
be considered, and the amount of data returned by the task is
very small, so the transmission time does not consider the
time-consuming of result return. Before calculating the
transmission time, first define the transmission rate from
user device n to base station m as

vn,m � B log2 1 +
pnhn,m

δ0B
 , (3)

where B is the communication bandwidth; pn is the
transmission power of user n. δ0 is the noise power spectral
density of base station m; hn,m is the channel gain between
user n and base station m.

*e he time for task i generated by user device n to be
offloaded to server j of base station m for processing is
defined as

ti,off �
di

vn,m

+
li

fmj

, (4)

where fmj
is the CPU frequency of server j on base station m.

Same as time-consuming calculation, the energy con-
sumption of task i generated by user n and offloaded to
server j of base station m for processing is defined as

Ei,off � pn

di

vn,m

+ diemj
, (5)

where emj
is the energy consumption required to calculate

one bit of data.

2.4. Optimization Goal. *e optimization goal is to reduce
the average response time and total energy consumption of

tasks in MEC environment, improve user service quality and
save system energy cost [22]. *e execution of tasks on
computing nodes will be constrained by some network
hardware environments [23]. Suppose that the maximum
number of tasks that can be executed in parallel on the
computing node is Γ, if the number of tasks is less than Γ,
new tasks can be received; Otherwise, you need to wait for
the resource release task to be executed. In addition, a new
task can be processed only when the network resource re-
quired by the executing task and the new task is less than the
total resources.*emathematical expression of the objective
optimization problem is as follows:

min
q{ }

T an d EtotalT� 
K

k�1

Ti

k
, Ti � T

∞
i − subi

Etotal � 

kn

i�1
Ei

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

s.t. q≤Γ,



q

i�1
memi ≤C1,



q

i�1
cpui ≤C2,

(6)

where q is the number of simultaneous tasks, andC1 andC1 are
memory and CPU capacity respectively, and T∞i is the com-

pletion timeof task i,Ei �
Ei,n, local computing

Ei,off, offloa di ng computing
 .

3. Solutions Based on Deep
Reinforcement Learning

3.1.MarkovDecisionProcessModeling. *eMarkov decision
process is described by quadruple 〈S, A,ψ, R〉:

MEC server

User

MEC server

Base
station 

Base
station 

Base
station 

User

MEC server

User
Calculate task

queue 

Figure 1: System scenario.
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(1) S is the system state collection. For an incomplete
observation system, the set used by edge server to
describe the system state only includes the basic
information of edge server: S � S1, S2, · · · , SJ{ }.
Among them, let SJ be a 5-tuple.

(2) atn ∈ A is a �nite set of actions, that is, the action of
calculating o�oading. �e set includes the user who
decides to uninstall at time t, and the user’s action at
time t is recorded as atn. When atn � 0, user n executes
locally. When atn � 1, user n o�oads the task to the
MEC.

(3) ψ is the state transition matrix, and ψ corresponds to
the mapping of S × A × S⟶ [0, 1]. �at is, the
probability of transitioning to next state after the end
of state S, after the execution of action A.

(4) R is the reward function. When the user needs to
uninstall, the uninstall action will get a positive re-
ward. When the decision makes system overload, a
negative reward, or penalty, is given.

Reinforcement learning obtains rewards through reward
function rt at time t. For some observable system envi-
ronments, the remote server can only obtain information
about tasks that have been o�oaded to the remote [24,25].
�erefore, it is considered that the amount of calculation
saved is regarded as a reward for an o�oading behavior. In
order to better master the use of system resources, a punitive
reward will be set. �e punitive reward is set to the negative
value of absolute value of current system reward, which
ensures that the punitive reward value is always negative
[26,27]. �e punitive reward is expressed as

rt � −rt−1
∣∣∣∣

∣∣∣∣ (7)

Markov process corresponds to a sequence of system
state transitions, that is, a trajectory sequence
Ξ � 〈s0, a0, s1, a1, · · ·〉 containing states and actions can be
obtained. Strategy π corresponds to the mapping of
S×A⟶ [0, 1]. Deep reinforcement learning maximizes the
cumulative reward expectation of Ξ during the training
process to �nd optimal strategy π.

3.2.DQN-BasedO�oadStrategy. �e training process based
on DQN o�oading strategy is shown in Figure 2.

According to the above �gure, the pseudo code of al-
gorithm based on DQN o�oading strategy is shown in
Algorithm 1.

Based on DQN algorithm, two neural network struc-
tures, the current Q-value network and target Q-value
network are used. �e two have the same neural network
structure, but the parameters of their respective structures
are di�erent. �e de�nition θ represents the parameters of
current Q-value network, and θ′ represents the parameters
of target Q-value network. DQN algorithm �ts the action
value function Q(st, at; θ) through Q-value network with
parameter θ, which is calculated as follows:

Q st, at; θ( ) � E ∑
t

χtR st, at( )|s, a , (8)

where χ ∈ [0, 1] is the reward discount factor.
�en select the optimal action based on value of each

action generated by Q-value network:

at � argmax
a
Q(s, a; θ). (9)

In order to avoid not selecting the optimal local optimal
solution when selecting an action, ε-greedy strategy is used
to select an action. �at is, an action is randomly selected
with a small probability of ε, and the optimal action is se-
lected according to (10) with a probability of 1− ε, so as to
obtain the reward value rt and next state st+1. �en put
quadruple (st, at, rt, st+1) into the experience replay library,
and sample a batch of (st, at, rt, st+1) into the neural network
for training. When action at is executed, the Q-value cor-
responding to action space at is updated, according to
Bellman formula:

Q(s, a; θ) � R(s, a) + χmax
a′
Q st+1, a′; θ′( ). (10)

�en minimize Loss function to update the parameters
of current Q-value network. Loss function represents the
predicted value of square error loss between the current
Q-value network and target Q-value network. �e smaller
the value, the better the neural network is optimized.
Generally expressed as

L(θ) ≈ E⌊ rt + χmax
a′
Q st+1, a′; θ′( ) − Q st, at; θ( )( )

2

⌋.

(11)

�en the target Q-value network is updated with a delay.

4. Experiment and Analysis

�e platform used in the experiment is Python 3.6, and
Tensor�ow GPU 1.14 is used for in-depth learning and
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Figure 2: Training process o�oading strategy based on DQN.
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optimization training. Meanwhile, the simulation parameter
settings are shown in Table 1.

In addition, the proposed strategy is compared with
reference [13], reference [18], and reference [19] to dem-
onstrate its advantages. Among them, reference [13] pro-
posed a Multi-Agent Reinforcement Learning Algorithm for
computing offload of Internet of things edge computing
network; Reference [18] formulated a resource allocation
strategy based on orthogonal and non-orthogonal multiple
access schemes; Reference [19] uses Pareto archive evolution
strategy to achieve multi-objective resource allocation.

4.1. Analysis of Energy Consumption Results. *e relation-
ship between the number of users and energy consumption
for the four strategies is shown in Figure 3.

It can be seen from Figure 3 that the energy consumption
of each strategy basically shows an upward trend. However,
the rise of proposed strategy has slowed down. When the
number of users is 110, the final energy consumption is
about 2500J. *is is because too many users lead to full load
of edge computing nodes, so tasks are offloaded to higher-
performance cloud data centers, keeping the energy con-
sumption of proposed strategy to a low level. Besides, it
comprehensively considers local and offloading energy
consumption using DQN to obtain the optimal offloading
plan, which can effectively reduce energy consumption. In
reference [13], although multi-agent reinforcement learning
algorithm is used to obtain the optimal offloading plan, the
cloud data center is not considered, so the energy con-
sumption is increasing rapidly. *e other two strategies are
difficult to handle increased number of users, and the energy
consumption is higher, exceeding 3500J.

4.2. Analysis of Time Delay Results. Similarly, the relation-
ship between users and time delay under the four strategies is
shown in Figure 4.

It can be seen from Figure 4 that reference [18] pref-
erentially chooses to execute tasks locally to meet the re-
quirements of delay-sensitive tasks. If the computing
resources are insufficient, it will turn to high-level devices for
offloading, so the delay is almost the lowest, nomore than 5s.
However, the strategy in reference [19] tends to preferen-
tially offload tasks to edge nodes, and the increase in the
number of users will reasonably uninstall some tasks, be-
cause the computing resources of edge nodes are in short
supply and need to be queued for use, the delay will increase
suddenly. As the number of users further increases, tasks are
reasonably offloaded, which can alleviate time delay to a
certain extent. But because of transmission link, although
there is no need to queue up, a lot of time is lost in the
transmission process. Even if the task continues to increase,
time delay will stabilize in a higher range, about 17s.

Input: Target resampling strategy S, Reward function R: S × A × g⟶ R

Begin
(1) Initialize replay pool
(2) For episode� 0, 1, 2, . . ., m

do Initialize a state s0 and a target g;
(3) For t� 0, 1, 2, . . ., T−1

doUse behavior strategies to select actions at

Execute action at and observe the new state st+1
(4) End for
(5) For t� 0, 1,2, . . ., T−1

do Calculate immediate rewards
Put (st, g, at, rt, st) this experience is stored in the playback pool
Resample a batch of target G using the target resampling policy S

(6) For g′ ∈ G

doCalculate new immediate rewards r′
Put (st, g′, at, rt

′, st+1) this new experience is stored in the playback pool
(7) End for
(8) End for
(9) For t� 0,1,2, . . ., N

do Sample some minibatch from the replay pool
Calculate the loss function and update the network parameters

(10) End for
(11) End for

End

ALGORITHM 1: Pseudo code of offloading strategy based on DQN.

Table 1: Experimental parameter and hyperparameter setting.

Parameter Value
ci (Cycles/bit) 500
fn,i (GHz) Unif (0.5.1.0)
fm,j (GHz) Unif (5.0,10.0)
pn (mW) 150
C (%) 150
Dn,m (m) randint (50,200)
C1 (GB) 32
δ0 (dBm/Hz) −175
Ω 12
χ 0.7
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However, the delays of reference [13] and proposed strategy
are relatively stable. *e proposed strategy fully considers
the time and energy consumption of local and offloading to
MEC execution, and solving offloading scheme by rein-
forcement learning can greatly reduce delay.

4.3. Analysis of Load Balancing Rate Results. Figure 5 shows
the relationship between users and load balancing ratios
under the four strategies.

It can be seen from Figure 5 that the overall load bal-
ancing ratio of reference [18] strategy is relatively high. *is
is because it focuses on local execution, and task offloading
starts from the device with the lowest performance, so as
long as the device performing the task is almost fully loaded.
Although some pressure was shared between 30 and 70 by
offloading to edge nodes, the resources of edge nodes were

quickly occupied. However, the strategy in reference [19]
tends to be offloaded to MEC server, so the load balancing
rate is low. *is can maintain a high utilization rate for a
relatively large number of edge node clusters with moderate
performance. Reference [13] used multi-agent reinforce-
ment learning algorithms for task offloading, but the load
balancing rate is low. However, the algorithm performance
still needs to be improved compared with DQN, so the load
balancing rate of proposed strategy is the lowest, about 0.23.
Reasonable utilization of users, MEC and cloud center can
greatly reduce the load balancing rate.

4.4. Impact of Different Similarity Measurement Methods on
Algorithm Execution Efficiency. According to the pipeline
model, bandwidth resource bottleneck is the first dilemma
faced in the offloading process. Ensuring the effective use of
bandwidth resources, rather than blindly offloading too
many tasks, is the key to rational use of system resources.
With the increase in the number of users, the four strategies
are shown in Figure 6 for network and server usage.

It can be seen from Figure 6 that compared with other
strategies, the broadband utilization rate and computing re-
source utilization rate of proposed strategy is relatively low.
Among them, thebroadbandutilization rate is alwaysbetween
0.1 and 0.3, and computing resource utilization rate is roughly
between 0.2 and 0.45. Since the proposed strategy always
occupies a lower bandwidth in the decision-making process,
DQN strategy is used to reasonably offload computing tasks,
thereby avoiding bottlenecks in network transmission. At the
same time, because fewer broadband resources are occupied,
higher revenue can be obtained for servers. Reference [13]
performed computational offloading based on multi-agent
reinforcement learning algorithm. Although the task off-
loading can be completed well, MEC server has a higher re-
quirement for computing power, so it occupies more
computing resources. Reference [18] and reference [19] lacked
high-performance processing algorithms and cannot balance
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task offloading. *us, the broadband utilization rate and
computing resource utilization rate fluctuate greatly and are at
a high value.

5. Conclusion

With the rapid development of IoT and 5G technology, a
series of new applications with computationally intensive
and delay-sensitive features such as virtual reality, aug-
mented reality and face recognition continue to emerge. In
order to solve the problem of insufficient local computing
power, the proposed strategy offloads some tasks to the edge
of network, and builds a mobile edge system model with
multi-MEC server and multi-user. *is model improves the
task processing capability of system by solving goal of
minimizing. Besides, DQN strategy is used to obtain an
offloading plan that minimizes the average response time of
system tasks and total energy consumption, so as to allocate
computing resources reasonably.

*e proposed strategy has certain value and significance
for theoretical research and practical application. However,
due to resource constraints such as mobile devices, servers
and base stations, experiments can only be carried out in a
simulated environment that is as close to the actual situation
as possible. In the future research work, we will further
consider conducting physical experiments in a real envi-
ronment to provide solutions to practical problems.
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Aiming at the problems of missing points and wrong points in image semantic segmentation under complex background and
small target, an image semantic segmentationmethod based on the fully convolution neural network and conditional random �eld
is proposed. First, the deconvolution fusion structure is added to the fully convolution neural network to build a deep fusion
network. �e multiscale features are automatically obtained through the deep fusion network, and the shallow detail information
and deep semantic information are fused to improve the processing accuracy of image rough segmentation. �en, the bivariate
potential function of the conditional random �eld is optimized based on the convolution neural network, and it is used for image
�ne segmentation to obtain the �nal image segmentation result. Finally, the proposed method is experimentally analyzed based on
the Cityscapes dataset. �e results show that the proposed method can achieve accurate image segmentation, and the area under
the segmentation curve of the overall size target is 93.6%, which is better than other methods.

1. Introduction

As an important research direction in the �eld of computer
vision, the ultimate goal of image semantic segmentation is
to use the computer to simulate human vision to quickly
perceive objects and analyze environmental information,
realize image semantic understanding and reasoning, and
make corresponding action feedback according to the high-
resolution information input by vision [1, 2]. Speci�cally,
image semantic segmentation refers to identifying the
speci�c target and location in the image from the pixel level
and depicting the scene contour with di�erent colors
through target detection.

At present, semantic segmentation has been widely
used in medical images, remote sensing systems, clothing,
security, and transportation [3]. In medical image
analysis, semantic segmentation is applied to tumor
image analysis and tooth lesion judgment [4]. In the
satellite remote sensing system, it is used to segment,
locate, and label the geographical objects such as roads,

rivers, forests, crops, and buildings in the remote sensing
image, which can save a lot of manual labeling cost and
time cost [5]. In the �eld of unmanned driving, the vi-
sion-based processing method is still an important part,
and image semantic segmentation is regarded as an
important technology supporting automatic driving ap-
plication scenarios [6, 7].

Although image semantic segmentation has been widely
used, there are still some bottlenecks that limit its devel-
opment. For example, di�erent kinds of objects with similar
appearances are di�cult to distinguish, and smaller objects
are easy to lose details and speci�c contours, which are all
problems to be solved in existing image semantic segmen-
tation [8]. In order to solve these di�culties, most early
image semantic segmentation technologies are based on
traditional methods, mainly including segmentation
methods based on the threshold, edge detection, and region
[9]. With the emergence of deep learning, the image se-
mantic segmentation method based on deep learning
gradually replaces the traditional methods, and its accuracy,
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speed, and other performance indicators have been greatly
improved [10, 11].

At present, there has been some research on image se-
mantic segmentation in various fields at home and abroad.
(e traditional image segmentation methods pay more at-
tention to the separation of target and background in the
image. (ere are six traditional image segmentation
methods based on the threshold, edge detection, graph
theory, region, clustering, and specific theoretical tools. For
example, reference [12] analyzed the principles, advantages,
and disadvantages of image semantic segmentation based on
traditional methods and deep learning methods and pointed
out that deep learning network had better optimization
results than traditional methods. Reference [13] proposed a
new image redirection method using semantic segmentation
and pixel fusion, which could finely reassign the scaling
factor for each region according to the semantic segmen-
tation results, so as to effectively reduce the geometric
distortion in the process of image redirection, but the de-
tection efficiency needs to be improved. Reference [14]
proposed an encoder-decoder architecture, which used
global and local semantics to solve the problem of automatic
image coloring and fine-tune the low-level coding features
through scene context classification to integrate the global
image style, but it is easy to lose specific details for the
contour of small objects. Reference [15] proposed a weak
supervision framework for zero sample semantic segmen-
tation, which could segment images with target categories
without any pixel-level marker instances, but the effect of
image semantic segmentation in a complex environment
was poor.

Now, the deep learning algorithm has been widely used
in image semantic segmentation [16, 17]. Reference [18]
proposed an image semantic segmentation method based on
deep learning, which was different from the traditional
image segmentation and improved the robustness, timeli-
ness, and accuracy of lane semantic segmentation, but the
analysis efficiency and sensitivity of randomly changing
images need to be improved. Reference [19] proposed an
image semantic segmentation algorithm based on the fully
convolution neural network. Reference [20] proposed a
crack detection method based on deep learning semantic
segmentation. (rough the photos of a large number of
concrete structures with adverse conditions such as shadow
and dirt, the accuracy of the developed method was studied.
It was found that not only the crack area could be detected
but also the traces of tie rod hole and formwork could be
removed, so as to improve the detection accuracy.

Based on the above analysis, aiming at the problem of
image semantic segmentation with random information in a
complex environment, an image semantic segmentation
method based on the convolution neural network and
conditional random field is proposed. In order to improve
the performance of image semantic segmentation, the
deconvolution structure is fused into the fully convolution
neural network to obtain multiscale features. (e shallow
detail information and deep semantic information are
combined for image rough segmentation, which effectively
improves the processing accuracy. (e proposed method

adopts a fully connected conditional random field model,
which can make better use of spatial context information to
realize boundary location. (e edge contour of the seg-
mented image is clear and close to the label image.

2. Image Semantic SegmentationBased onDeep
Fusion Network Combined with Conditional
Random Field

2.1. Algorithm Framework. Before the era of deep learning
(DL), the traditional semantic segmentation focuses on the
low-order visual information of image pixels [21]. Due to the
lack of algorithm training in traditional methods, the al-
gorithm has high complexity, slow convergence, and long
time-consuming, and the segmentation effect is often not
optimistic. (ere is no major breakthrough in a long time.
With the rapid development of deep learning, breakthroughs
have been made in traditional tasks such as image classifi-
cation. After computer vision entered the era of deep
learning, semantic segmentation also begins to try to use the
method of deep learning. Semantic segmentation methods
based on deep learning continue to emerge, which repeat-
edly refresh the accuracy of image semantic segmentation.

Aiming at the defects of a large receptive field and weak
edge based on a fully convolution network, the proposed
method first uses a fully convolution neural network for
rough segmentation and then uses a conditional random field
for fine segmentation (enhancing edge constraint). Since deep
learning, especially convolution neural network, began to be
applied to image semantic segmentation, such a general
framework has gradually formed, as shown in Figure 1.

(e front-end image semantic rough segmentation of the
network framework is mainly based on the fully convolution
network model. (e back-end image fine segmentation
mostly adopts the undirected probability graph model such
as conditional random field, which uses the univariate po-
tential function to describe the information of the current
pixel and uses the bivariate potential function to express the
information between two pixels. (e front-end module is
essentially the same as the feature extraction in the tradi-
tional method. (e back-end module uses the conditional
random field to explain the relationship between the es-
sences of transactions and makes pixel-level prediction.

2.2. Image Semantic Rough Segmentation Based on Fully
Convolution Neural Network

2.2.1. Fully Convolution Neural Network. Since Krizhevsky
won the championship in a large-scale image recognition
competition by using deep convolution network model,
convolution neural network technology has been concerned
and applied to related fields by researchers at home and
abroad. (e advantage of a convolution neural network is
that the multilayer structure automatically learns different
levels of features.(e shallow featuremap in the network has
richer detailed information. (e feature map extracted after
multiple convolutions, and pooling operations have deeper
semantic information. (e fully convolution neural network
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is mainly composed of four parts: input layer, convolution
layer, pooling layer, and output layer.

(1) Input layer: it reads data as an array with dimension
c × h × d, where c and h are sizes of data, and d is a
feature or channel dimension

(2) Convolution layer: it is also known as the feature
extraction layer, which is a process of convolution of
input data using filters with specific weights. (e
features extracted by different convolution kernels are
different. (e convolution results are output through
the activation function. (e activation function
adopted by the proposed method is rectified linear
units (ReLU), which is mathematically expressed as

f(x) � max(0, x). (1)

(3) Pooling layer: it is also known as the down-sampling
layer. In order to avoid the problem of fitting too
many parameters, the pooling layer is used to reduce
the amount of data and speed up the network
training on the basis of retaining useful information.
Common pooling operations include maximum
pooling and average pooling. (e convolution layer
and pooling layer can be defined as

yab � lks xsa+δa,sb+δb 0≤ δa,δb< k
 , (2)

where xab is the data vector at the position (a, b), yab

is the output vector after layer operation (a, b), k is
the convolution kernel size, s is the step size or
down-sampling factor, and lks is the type of layer
(representing the matrix multiplication or average
pooling operation of the convolution layer and the
output layer of ReLU function).

(4) Output layer: it outputs the probability vector of each
pixel belonging to each semantic category through
the Softmax classifier

2.2.2. Deconvolution Fusion Structure. (e pooling opera-
tion in the fully convolution network model training not
only reduces the image size but also loses the rich detail

information in the image, resulting in low semantic seg-
mentation accuracy [22].(erefore, deconvolution is used to
restore the original image size and realize pixel to pixel
image semantic segmentation. At the same time, in order to
obtain more accurate semantic segmentation results, the
fully convolution network adds a fusion structure, and the
shallow detail information in the network model is intro-
duced by combining the pooling layer results of different
scales and the final convolution layer results.

(1) Deconvolution operation. Deconvolution operation is the
operation opposite to convolution operation in the forward
and backpropagation of neural network model. Taking the
deconvolution operation in the Caffe framework as an ex-
ample, first, the forward and backpropagation process of
convolution operation is analyzed. (e forward propagation
process is as follows:

O � κ × F, (3)

where κ is the convolution kernel matrix, F is the image
feature matrix, and O is the output matrix. During back-
propagation, according to the matrix differential formula,

zMx + z

zx
� M

T
, (4)

where M represents arbitrary matrix, MT is the transpose
matrix of M, and z is arbitrary constant. It can be deduced as

zLoss
zF

�
zLoss

zO
·
zO

zF
� κTzLoss

zO
, (5)

where Loss is the loss function, and κT is the transpose
matrix of κ. (erefore, deconvolution is the operation of left
multiplication κT in forward propagation and left multi-
plication (κT)T in reverse.

(2) Fusion structure. In order to make full use of the detailed
information of the image, a fusion structure combining
shallow detail information and deep semantic information is
adopted. (e deep fusion network (DFN) model is shown in
Figure 2. (e fusion structure is mainly composed of a
convolution layer, deconvolution layer, and bonding layer,
in which the results from different layers are summed and
output. (e final convolution layer result of the fully con-
volution network model only contains the information of
the last pooling layer. (e model obtained by directly
deconvoluting this result is called DFN-5. According to the
different depths of the combined pooling layer, it is recorded
as models DFN-4, DFN-3, DFN-2, and DFN-1, which re-
spectively represent the depth of the combined pooling layer
to pool4, pool3, pool2, and pool1.

Taking DFN-4 as an example, the fusion structure
deconvolutes the result of the last convolution layer to the
output size of pool4 layer and outputs the result after
convolution with pool4 layer through the combination layer.
(en, it deconvolutes the result of the combination layer to
the input image size and obtains the final semantic seg-
mentation result by using the Softmax classifier. (e model
DFN-3 deconvolutes the results of the combination layer in

Full
convolution

network

Conditional
random field

Image semantic
rough

segmentation

Image semantic
fine segmentation

Figure 1: Framework of image semantic segmentation network.
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DFN-4 to the output size of the pool3 layer, outputs the
results after convolution with the pool3 layer through the
combination layer, and then deconvolutes the results of the
combination layer to the input image size for Softmax
classification. Models DFN-2 and DFN-1 follow the same
process.

In the adopted DFN model, the pooling layers are pool1,
pool2, pool3, pool4, and pool5 from left to right. (e step
size of all convolution layers is 1.(e size of the pooling layer
kernel is 2, and the step size is 2. (e deconvolution step size
is half of the deconvolution kernel size. Aiming at the defects
of large segmentation receptive field and the weak edge of
the fully convolution network, the proposed method in-
troduces context information with the help of the second-
order potential function of a conditional random field, fully
considers the relationship between pixels, improves the
accuracy of semantic segmentation, and refines the edge of
semantic segmentation results.

2.3. Image Semantic Segmentation Based on Conditional
Random Field. A conditional random field is applied to
image semantic segmentation. Each image is represented by
an undirected graph. Each pixel corresponds to the vertex in
the undirected graph, and the connection relationship be-
tween pixels corresponds to the connecting lines of the
vertex in the undirected graph [23, 24]. In the process of
image semantic segmentation, different semantic labels are
assigned to each pixel. Two pixels with similar location and
color features are more likely to be assigned the same se-
mantic label and less likely to be segmented, which corre-
sponds to the probability model in a conditional random
field.

Assuming that in the input image, the semantic label of
each pixel is expressed as X, the predicted value matched
with the pixel is expressed as Y, the pixel corresponds to the
vertex in the graph, and the association between pixels
corresponds to the edge in the graph, so the image can be
processed by conditional random field. In a conditional
random field, there are usually two potential functions. (e

information of each pixel in the image can be expressed by a
univariate term, and the correlation between two pixels in
the image can be expressed by a bivariate term. In principle,
pixels with similar distances will be assigned the same se-
mantic labels as much as possible, and pixels with obvious
differences need to be assigned different labels. (e evalu-
ation index of “distance” defined by color difference and
spatial relative distance ensures that the image can be ac-
curately cut at the edge with a large gradient to a certain
extent [25, 26]. Different from the ordinary conditional
random field, the bivariate term in the fully connected
conditional random field expresses the correlation between
each pixel and all other pixels in the image.

In the proposed method, the image semantic fine seg-
mentation module adopts the fully connected conditional
random field model, which is an undirected graph model.
(e vertices in the graph match the pixels in the image, and
the edges in the graph match the association between the
pixels in the image. (e energy function of the model is as
follows:

E(Y) � 
∀i∈v

ϕ Y
u
i(  + 
∀i,j∈ϖ

ψ Y
u
i , Y

v
j , (6)

where Yu
i ∈ 0, 1{ } represents whether the pixel i has a label u.

∀u ∈ L represents a set of a label L; Y, v,ϖ represent a set of
potential variables, node sets, and edge sets, respectively;
ϕ(Yu

i ) is a univariate potential function used to measure the
cost of assigning the category label u to the pixel i. For
example, if the pixel i belongs to the first category label
rather than the second category label, ϕ(Y1

i <Y2
i ) can be

obtained; ψ(Yu
i , Yv

j) is a bivariate potential function, which is
used to measure the penalty of assigning labels u and v to
pixels i and j.

(e univariate potential function represents the classi-
fication of each pixel, and the bivariate potential function
represents a set of smoothing constraints. ϕ(Yu

i ) is usually
defined as

ϕ Y
u
i(  � −ln P Y

u�1
i � 1|I , (7)

where P(Yu
i � 1|I) represents the probability that the pixel i

belongs to the category label u; I is the pixel position co-
ordinate. (e smooth bivariate term is usually defined as

ψ Y
u
i , Y

v
j  � λ(u, v)D(i, j), (8)

where λ(u, v) represents the penalty when any pair of labels
appear globally at the same time. For example, when the
label u and v do not exist at the same time, the output value
should be very large; D(i, j) is the distance between pixels,
which is defined as D(i, j) � ω1‖Ii − Ij‖

2 + ω2‖[XiYi]−

[XjYj]‖
2, where Ii represents a feature vector, such as the

RGB value extracted from the pixel i, Xi and Yi represent the
coordinates of the pixel positions, ω1 and ω2 represent the
constant terms. If two pixels are close and look similar, they
tend to have consistent labels.

However, the choice of such a bivariate potential
function model has the following two defects: (1) although
the first term of the bivariate potential function can capture
the consistency frequency between two labels in the training
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Figure 2: Deep fusion network model.
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data, it ignores the spatial context between objects. For
example, people may appear next to the table, but they will
not appear at the bottom of the table. (is spatial context
relationship is a fusion of patterns; that is, there are different
configurations of the positional relationship between objects
in different images. (2) It only defines the pairwise rela-
tionship between pixels but ignores the high-level semantic
interaction between them.

In order to solve these two problems, the proposed
method uses the output result based on the fully convolution
neural network as the univariate potential function of the
fully connected conditional random field, and the original
bivariate potential function model is replaced by the fol-
lowing formula:

ψ Y
u
i , Y

v
j  � 

Q

q�1
cquq(i, u, j, v) 

∀v∈Nj

D(j, z)P
v
w, (9)

where 
Q
q�1 cquq(i, u, j, v) represents the fusion of local label

context, as the punishment for giving labels in the local area,
in which Q represents the number of different parts in the
fusion; cq is an indicator variable, similar to a Boolean value,
indicating which part is activated and defined as cq ∈ 0, 1{ },
and 

Q
q�1 cq � 1. A more intuitive expression is as follows:

pixel j is the adjacent pixel of pixel i; that is, j ∈ Ni. (i, u)

represents that the pixel i is assigned as the label u.
λ(i, u, j, v) is the label cost based on the relative position
relationship between (i, u) and (j, v). For example, if two
labels represent “person” and “table”, and the pixel of
“person” is located at the lower part of the pixel of “table”,
the value of the learned penalty function should be large.
∀v∈Nj

D(j, w)Pv
w basically simulates a penalty function term

involving three pixels: i, j, and the adjacent points of j. If
(i, u) and (j, v) are consistent, (i, u) should be consistent
with the adjacent pixel (w, v), ∀w ∈ Nj of the pixel j.

2.4.Auxiliary Loss. (ere are many branches in the proposed
network, and the learning contents of each branch are dif-
ferent. In order to better supervise the training process of each
branch, the auxiliary loss is added to the network during
training [27]. In the auxiliary loss, first, through convolution,
batch standardization, ReLU, the feature map is obtained, and
the number of channels is the same as the number of cate-
gories. Unlike the feature fusionmodule, because it is the final
output result, the feature map is upsampled to the input size
by bilinear interpolation, and finally, the loss is calculated.

3. Experiment and Analysis

In the experiment, Cityscapes dataset is used for analysis and
demonstration. Cityscapes is a dataset focusing on the un-
derstanding of urban street scenes. Cityscapes contains 30
categories (the actual label range is 0–33, i e., 34 categories), of
which 19 classes are used for segmentation tasks. (e data are
collected during the day, and the sampling conditions are di-
verse, covering three different seasons of spring, summer, and
autumn and different weather conditions (excluding extreme
weather environments). (e data contain a large number of

small objects, the scene scale is changeable, and the background
is complex.(e dataset contains a total of 5000 images with fine
annotation information and 20000 images with rough marks,
which are not commonly used. In the semantic segmentation
task, only 5000 images with fine annotation are generally used,
including 2800 images for training, 600 images for validation,
and 1600 test images. (e test set label is also confidential and
can only be tested by submitting the results to the server of the
dataset. It is worth noting that the images in the dataset have a
high resolution of 2048×1024. (e segmentation examples of
the Cityscapes dataset are shown in Figure 3.

3.1. Evaluation Index. When evaluating the proposed seg-
mentation method, the Precision and Recall of the predic-
tion results are calculated to measure the target classification
ability and target detection ability of the model. In addition,
by setting different confidence thresholds, the Precision-
Recall curve of the model, that is, the P-R curve, is drawn to
intuitively show the segmentation effect of the model. When
calculating the Precision and Recall indicators of the model,
first of all, the test results need to be divided into four
categories according to the real label: true positive(TP), true
negative (TN), false positive (FP), and false negative (FN).

Precision is obtained by calculating the proportion of
correctly predicted samples to all predicted samples in the
test results, that is, the proportion of the number of correctly
detected samples in the total detected samples, which can
reflect the classification ability of the model to the target.(e
formula of Precision is

Precision �
TP

TP + FP
. (10)

Recall is obtained by calculating the proportion of the
number of correctly predicted samples to all the real samples
in the test results, that is, the proportion of the number of
correctly detected samples to the number of real samples,
which can reflect the detection ability of the model to the
target. (e formula of Recall is

Recall �
TP

TP + FN
. (11)

Because the two indicators of Precision and Recall are
contradictory, the fixed intersection over union (IOU)
threshold and confidence threshold are used to judge
whether the detection result is correct. When the IOU
threshold and object confidence threshold are high, the
calculated Precision value is high, and the Recall value is low.
(erefore, in order to comprehensively compare the net-
work performance, it is compared through the P-R curve.
(e P-R curve takes Precision as the abscissa and Recall as
the ordinate. (e larger the area surrounded under the
curve, the better the performance of the model.

3.2. P-R Curve Compared with Other Methods. In order to
compare the detection performance of the proposed method
with other mainstream methods on objects with different
scales, in the experiment, the object is set with the scale of
[0,64] pixels as the small target, the object with the scale of
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[64,192] pixels as the middle target, and the object with the
scale of [192, 500] pixels as the large target. (en, the
confidence level is adjusted, and the Precision and Recall
values of prediction results of the model in small target,
medium target, large target, and the target with overall scale
[0, 500] pixels are calculated, respectively. (e P-R curve is
shown in Figure 4.

It can be seen from Figure 4 that the P-R curve of the
proposed method can largely surround the P-R curve of the
methods in reference [15] and reference [20] in the detection
results of objects with different scales, which shows that the
detection of objects with various scales is improved in
varying degrees by combining fully convolution neural
network and conditional random field. Reference [15]
proposes a weak supervision method for zero sample se-
mantic segmentation, which can complete image segmen-
tation without any pixel-level marker instances, but the
segmentation effect is poor for most complex environments.
Reference [20] proposes a semantic segmentation method
based on deep learning, which can realize the image seg-
mentation of small cracks.(erefore, the segmentation effect
in [0,64] pixels is not different from that of the proposed
method. However, with the increase of pixels, the single
segmentation algorithm in reference [20] can not process a
large number of images, so the segmentation effect
decreases.

3.3. Comparison of Visual Segmentation Results. (e visual
comparison results between the proposed method and the
methods in reference [15, 20] on the Cityscapes validation
dataset are shown in Figure 5, in which some areas with
obvious differences are marked with red dashed boxes.

From the area marked by the red dashed box, it can be
seen that the segmentation performance of the proposed
method is better than other comparison methods in the
details of the Cityscapes validation dataset. First, look at the
list of images on the left and their segmentation results. (e
front wheel of the bike marked with the red dashed box is

partially interspersed with the lamppost. Both the methods
in reference [20] and the proposed methods are effective in
completely identifying the front wheel of the bike and ig-
noring the lamppost behind. In the right column of pictures,
it can be seen from the red dashed box that the segmentation
results of reference [15] mistakenly identify the similar signs
on the wall as traffic warning signs, and the results of the
method in reference [20] are consistent with the results of
the proposed method. Of course, there is still a certain gap
between the segmentation results of the methods in refer-
ence [15, 20] and the proposed methods. (ere are still
deficiencies in the processing of some details, which need to
be improved.

It should be noted that in the image segmented by the
proposed method, there are some scattered black areas,
while the color images displayed by other methods have no
black areas. (is is because, in the annotation of the pro-
posed method, the black areas represent the negligible parts,
and the objects in this part are not added to the semantic
segmentation task, which belongs to the object category
other than the 19 categories in the dataset. In general, the
results on the Cityscapes dataset show that the proposed
method adaptively enhances the semantic information of
low-level features and obtains better segmentation results
through the combination of rough segmentation and fine
segmentation.

3.4.AUCComparison of SeveralDetectionMethods. In order
to compare the detection performance of the three de-
tection methods on various scales numerically, the area
under curve (AUC) enclosed by each curve and coor-
dinate axis is calculated, and the calculation results are
shown in Table 1.

As can be seen from Table 1, the detection performance
of the three methods for medium-sized targets is better than
that for small targets and large targets, which is due to the
fact that the medium-sized targets in the Cityscapes
dataset occupy most of the samples. In addition, the

Figure 3: Segmentation examples of Cityscapes dataset.
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detection results of the proposed method on all scales are
better than the other two detection methods, and the AUC
of overall size target segmentation is 93.6%. Moreover,
compared with reference [20], target detection results are
improved by up to 5.4%, indicating that the combination
of the fully convolution neural network and conditional

random field for rough and fine image segmentation can
alleviate the multiscale problem in the target detection
method. At the same time, compared with reference [15],
the AUC of the proposed method in the segmentation of
overall size targets is improved by 7.1%, and the seg-
mentation effect is remarkable.
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Figure 4: Comparison of P-R curves between the proposed method and other methods. (a) (e target scale is [0, 64] pixels. (b) (e target
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4. Conclusion

At present, most of the existing image segmentation re-
searches focus on integrating feature information of dif-
ferent depths to improve the performance of segmentation
tasks. Some of them strengthen the features before feature
fusion but focus on the overall enhancement of features and
ignore the local differences of features. (erefore, an image
semantic segmentation method based on the fully con-
volution neural network and conditional random field is
proposed. Among them, the rough segmentation result of
the image is obtained by DFN, which is taken as the first-
order potential of the fully connected conditional random
field.(e spatial context information is introduced through
the Gaussian second-order potential function to realize the
fine segmentation of the image. (e experimental results
based on the Cityscapes dataset show that the proposed
method can obtain multiscale features with the help of
DFN, so its P-R curves are ideal under different pixels.
Combined with the image fine segmentation results ob-
tained by conditional random field, the AUC of the overall
size target is 93.6%, and the segmentation results are more
accurate.

(e proposed method focuses on the improvement of
accuracy without considering the real time. Although many

researchers have invested in the research of real-time image
semantic segmentation, it still needs to be deeply explored
from the practical application to ensure the reliability of
recognition results and the security of the application. For
example, in the automatic driving scene, not only the ac-
curacy of the model and high recognition speed are required
but also the application safety is still a major factor worthy of
consideration.
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Alzheimer’s disease (AD) is a type of dementia that a�ects the elderly population. A machine learning (ML) system has been
trained to recognize particular patterns to diagnose AD using an algorithm in an ML system. As a result, developing a feature
extraction approach is critical for reducing calculation time.�e input image in this article is a Two-Dimensional DiscreteWavelet
(2D-DWT). �e Time-Dependent Power Spectrum Descriptors (TD-PSD) model is used to represent the subbanded wavelet
coe�cients. �e principal property vector is made up of the characteristics of the TD-PSD model. Based on classi�cation al-
gorithms, the collected characteristics are applied independently to present AD classi�cations. �e categorization is used to
determine the kind of tumor. �e TD-PSD method was used to extract wavelet subbands features from three sets of test samples:
moderate cognitive impairment (MCI), AD, and healthy controls (HC). �e outcomes of three modes of classic classi�cation
methods, including KNN, SVM, Decision Tree, and LDA approaches, are documented, as well as the �nal feature employed in
each. Finally, we show the CNN architecture for AD patient classi�cation. Output assessment is used to show the results. Other
techniques are outperformed by the given CNN and DT.

1. Introduction

�e brain is the body’s most important organ. �e disorders
that a�ect the brain are extremely important to manage
since, in most situations, once alterations occur, they are
irreversible in extreme circumstances. Dementia is de�ned
as the loss of cognitive and functional thinking abilities. �e
most prevalent cause of dementia is AD. �e AD strikes
people in their mid-60s. Alzheimer’s disease a�ects more

than 5.5 million individuals worldwide [1]. Memory loss,
language problems, and behavioral changes are all indica-
tions of AD. Symptoms of the nonmemory part include
trouble locating words, eye problems, decreased cognition,
and poor judgment. Brain imaging, cerebrospinal �uid, and
blood are the biological signs. Normal age-related decrease
in cognitive function, which is more gradual and associated
with less impairment, should be distinguished from AD.�e
disease frequently begins with little symptoms and
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progresses to serious brain damage. Dementia affects people
differently; therefore their abilities deteriorate at varying
rates. Early and reliable identification of AD is advantageous
to disease management. Neuroimaging techniques like
magnetic resonance imaging (MRI) and computed to-
mography (CT), as well as single-photon emission computed
tomography (SPECT) and positron emission tomography
(PET), can be utilized to rule out other forms of dementia or
subtypes. It has the potential to forecast the progression of
prodromal into AD. Neurologists can use medical image
processing and machine learning methods to see if a person
is developing AD. Image segmentation and classification are
critical tasks in MRI data analysis for detecting AD [2].
Structural MRI (SMRI) provides visual information
regarding the atrophic areas of the brain caused by the
tissue level abnormalities that underpin AD/MCI. PET
measures cerebral glucose metabolism, which is a reflection
of functional brain activity [3]. (e quantity of amyloid
beta-protein and amyloid tau tangles accumulated in the
cerebrospinal fluid (CSF) is an early predictor of AD. SMRI
has already been shown to be sensitive to presymptomatic
illness and might be used as a disease biomarker [4]. MRI
appears to be the most sensitive imaging examination of the
brain in everyday clinical practice. It provides information
on gray matter, white matter, and CSF morphology.
Structural MRI can record atrophic brain areas non-
invasively, allowing us to see anatomical alterations in the
brain. As a result, they have been recognized as a possible
indication of illness development, and ML approaches for
disease detection are being researched extensively [5].

(e MRI scan can be utilized in image processing to
evaluate the likelihood of early detection of AD. Intensity
adjustment, K-means clustering, and the region growing
method are image processing techniques used in MRI to
extract white and graymatter [6].(e same approachmay be
used to compute brain volume. Because the raw MRI brain
image is too large to be utilized for classification, the MR
images must be preprocessed before feature extraction and
classification can be performed for illness diagnosis.
(rough the warping of labeled atlas, one of the most
generally used approaches is to divide the image into nu-
merous anatomical areas, that is, regions of interest (ROIs),
and the regional measurements, such as volumes, are cal-
culated as the features for AD classification [7]. To identify
the most discriminative features from ROIs for multi-
modality classification of AD/MCI, a discriminative mul-
titask algorithmwas presented. InML, each data item should
be characterized as a feature vector.

(ere are numerous research advocated extracting
various characteristics from MRI scans and then classifying
the resulting vectors. (e quality of the produced feature
vectors is, nevertheless, reliant on image preprocessing due
to registration errors and noise. As a result, domain
knowledge is required to extract discriminative features.
CNN’s layered design has a big influence on its performance.
Greater classification accuracy is anticipated to arise from a
layer structure that is better suited for MRI images. (e
input images in this article are Two-Dimensional Discrete
Wavelets (2D-DWT). (e Time-Dependent Power

Spectrum Descriptors (TD-PSD) model is used to represent
the subbanded wavelet coefficients. (e primary property
vector is made up of the characteristics of the TD-PSD
model. Based on classification algorithms, the collected
characteristics are applied independently to present AD
classifications. (e classification is used to determine the
kind of tumor. For feature extraction of wavelet subbands
from three sets of mild cognitive impairment (MCI), AD,
and HC test data, we employed the TD-PSD technique.

2. Literature Review

For diagnosing AD, feature vectors fromMRI images must be
extracted. Several feature extraction techniques have been
proposed in the recent decade since the outcome of ML is
determined by the extracted feature vectors. Employing many
specified templates, Liu et al. [8] retrieved multiview feature
representations for subjects and divided subjects within a
particular class into distinct subclasses in each view space.
Support vector machine-based (SVM) ensemble learning was
used. Suk et al. proposed a multitask and multikernel SVM
learning approach for a stacked autoencoder with a deep-
learning-based feature representation [9]. Due to registration
mistakes and noise, the quality of the recovered features is
dependent on image preprocessing. As a result, domain
knowledge is required while extracting discriminative features.
It takes a long time and a lot of effort to acquire hand-crafted
features. More crucially, hand-crafted features seldom gen-
eralize well. As a consequence, this study recommends
employing deep learning to extract data characteristics.
Sadeghipour and Sahragard [10] developed a novel approach
for facial identification that is based on an enhanced SIFT
algorithm. Acharya et al. [11] created an ML system that can
detect AD symptoms in a brain scan. For classification, the
system combined MRI with a variety of feature extraction
techniques. (e T2 imaging sequence was used to get the
images. Filtering, feature extraction, Student’s t-test-based
feature selection, and k-Nearest Neighbor- (KNN-) based
classification were among the quantitative approaches used in
the paradigm. (e findings revealed that when compared to
other approaches, the Shearlet Transform (ST) feature ex-
traction methodology provides better outcomes for Alz-
heimer’s diagnosis. With the ST+KNN approach, the
suggested tool achieved 94.54 percent accuracy, 88.33 percent
precision, 96.30 percent sensitivity, and 93.64 percent speci-
ficity. According to Sadeghipour et al. [12], combining fireflies
with intelligent systems would lead to breast cancer detection.
(e results show that by comparing the performance of the
suggested system to other methods, it is evident that it is
superior in both performance and accuracy. Sadeghipour and
Moradisabzevar [13] investigated the development of intelli-
gent toy cars as a method of screening children with autism.
(e results show that the screening of autistic children was 100
percent accurate. (e study by Zhou et al. [14] investigated
probabilistic inflection points for the decomposition of LiDAR
hidden echo signals. Yan et al. [15] examined the structure and
in vitro test results of waxy and regular maize starches after
thermal processing using plasma-activated water. Eslami and
Yun [16] have developed a novel approach called A + MCNN
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and have compared it to four commonly used deep classifiers
in the transportation domain as well as the standard CNN
classifier. Sadeghipour and Hatam [17] developed the XCSLA
System to help in the diagnosis of diabetes. Hassantabar et al.
[18] implemented three deep learning-basedmethods using X-
ray images of the lungs to detect and diagnose COVID-19
patients. According to Sadeghipour and Hatam [19], the
Expert Clinical System for Diagnosing Obstructive Sleep
Apnea with Help from the XCSR Classifier helps diagnose this
sleep disorder. Abadi et al. [20] have proposed a hybrid swarm
algorithm and genetic algorithm (HSSAGA)model for solving
nurses' scheduling and designation issues. In comparison with
state-of-the-art approaches, this algorithm outperforms the
suggested test function algorithm. Odusami et al. [21] sug-
gested a deep-learning-based technique for predicting MCI,
early MCI (EMCI), late MCI (LMCI), and AD. On the EMCI
versus AD, LMCI versus AD, and MCI versus EMCI classi-
fication scenarios, the fine-tuned ResNet18 network achieved
classification accuracy of 99.99%, 99.95%, and 99.95%, re-
spectively, on the fine-tuned ResNet18 network. In terms of
accuracy, sensitivity, and specificity, the suggested model
outperformed other well-established models in the literature.
Sharifi et al. [22] described a technique for diagnosing weary
and exhausted feet using digital footprint photos. (e current
CNN technique outperforms existing methods and may be
employed in the development of future fatigue detection
systems. Furthermore, a conclusion neural network can be
applied to the detection of tumors [23], the scheduling
problems for health care systems [24], and the optimization of
users based on a clustering method [25]. A new approach to
penetration testing based on extended classifier networks has
been proposed by Yazdani et al. [26]. A model of an appli-
cation created for mobile Android systems was provided by
Lauraitis et al. [27], which may be used to examine central
nervous system movement problems occurring in individuals
suffering from Huntington’s, Alzheimer’s, or Parkinson’s ill-
nesses. Specifically, the model detects tremors as well as
cognitive deficits through the use of touch and visual stim-
ulation modalities, among other things. According to the
findings, the adoption of intelligent applications that may
assist in the evaluation of neurodegenerative illnesses is a
significant advancement in medical diagnostics and should be
encouraged. According to Sadeghipour et al. [28], the xcsla
system can be used to develop an intelligent diabetes diagnosis
system. According to the results of the program imple-
mentation document (pid) on databases, the proposed tech-
nique can detect diabetes more accurately than the
conventional xcs system, the Elman neural network, svm
clustering, knn, c4.5, and ad tree. Farahanipad et al. [29]
developed a pipeline for the identification of hand 2D key-
points using unpaired image-to-image translation. In Shi
et al.’s [30] study, they investigated the effect of ultrasonic
intensity on the structure and characteristics of sago starch
complexes and their implications for the quality of Chinese
steamed bread. Sadeghipour et al. [31] developed a new expert
clinical method for the diagnosis of obstructive sleep apnea
using the XCSR classifier. Rezaei et al. [32] used depth images
to automate mild segmentation of hand parts. According to
the results, a model without segmentation-based labels may

achieve a mIoU of 42%. Quantitative and qualitative findings
support our method’s efficiency.

Yue et al. [33] use automated anatomical labeling
(AAL) template to divide the brain into 90 regions of
interest (ROIs). (ey choose the informative voxels in each
ROI with a baseline of their values and arrange them into a
vector to divide the uninformative data. (e first stage
characteristics were then chosen based on the voxel cor-
relation between distinct groups. (e fetched voxels were
then put into a convolutional neural network (CNN) to
understand the profoundly hidden properties of each
subject’s brain features maps. (e testing findings showed
that the suggested technique was reliable and had a
promising performance when compared to other methods
in the literature.

For increasing classification accuracy and identifying
high-order features that potentially provide pathological
information, Li et al. [44] used a novel feature extraction
approach known as radiomics. As a consequence, they
defined ROIs as brain regions mostly dispersed in the
temporal, occipital, and frontal areas. A total of 168 radiomic
characteristics of Alzheimer’s disease were found to be stable
(alpha >0.8). (e maximum accuracies for categorizing AD
versus HC, MCI versus HCs, and AD versus MCI were 91.5
percent, 83.1 percent, and 85.9 percent, respectively, in the
classification trial. Silva et al. [46] suggested a model for
diagnosing AD based on deep feature extraction for MRI
classification. (e goal of this model was to distinguish
between AD and HC. For extracting the best characteristics
of the selected region, the CNN architecture was also de-
veloped in three convolutional layers. (e model’s effec-
tiveness and reliability for the diagnosis of AD were shown
by a comparison study with previous studies in the literature.
Table 1 lists several more techniques.

3. Methods and Materials

3.1.DiscreteWaveletTransform(DWT). If f(x) ∈ L2(R) is a
wavelet expansion function that is connected to wavelet
ψ(x) and scaling φ(x), we get [47]

f(x) � 
k

cj0
(k)φj0 ,k(x) + 

∞

j�j0


k

dj(k)ψj,k(x). (1)

cj0
(k)’s are scaling coefficients, and j0 is a starting

counter. (e dj(k) coefficients are wavelet coefficients (see
Figure 1). (e following are the expansion coefficients:

cj0
(k) �〈f(x)t, nφj0,kq(x)〉 �  f(x)φj0,k(x)dx, (2)

dj(k) �〈f(x)t, nψj,kq(x)〉 �  f(x)ψj,k(x)dx, (3)

φj,k(x) � 2j/2φ 2j
n − k ,

ψj,k(x) � 2j/2ψ 2j
n − k .

(4)

It is also known as the discrete wavelet transform of
f(x) if the expansion function is a series of crisp numbers.
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(e expansion series is represented by equations (2) and (3)
(DWT pair) [47, 48]:

Wφ j0, k(  �
1
��
M

√ 
M−1

x�0
f(x)φj0 ,k(x),

Wψ(j, k) �
1
��
M

√ 

M−1

x�0
f(x)ψj,k(x) j≥ j0,

f(x) �
1
��
M

√ 
k

Wφ j0, k( φj0 ,k(x) +
1
��
M

√ 
∞

j�j0


k

Wψ(j, k)ψj,k(x),

(5)

where f(x), φj0 ,k(x), and ψj,k(x) are discrete variables,
x� 0, 1, . . ., M− 1, j� 0, 1, . . ., J− 1, k� 0, 1, 2, . . ., M− 1
functions, where M is the number of samples to be con-
verted, and J is the number of transformation levels; it equals
2J. To construct a 1D scaling function ϕ and associated
wavelet ψ [39], 2D, φ(x, y), and 3D, ψH(x, y), ψV(x, y), and
ψ D(x, y), are usually necessary.

φ(x, y) � φ(x)φ(y),

ψH
(x, y) � ψ(x)φ(y),

ψV
(x, y) � φ(y)ψ(x),

ψ D
(x, y) � ψ(x)ψ(y).

(6)

A two-level wavelet transformation creates four sub-
bands, as seen in Figure 1. In this diagram 2↓, ψH, ψV, and
ψ D indicated deviations along horizontal, vertical, and

diagonal boundaries, respectively. Digital filtration and
downsamplers can be used to perform 2D-DWT. (e ad-
ditional subbands are produced using discrete 2D scaling
functions and 1D-FWT on f (x, y) [49].

3.2. Feature Extraction. (e discrete Fourier transform
(DFT) is supposed to explain the signal trace as a function of
frequency X[k] as a product of the sampled representation
of the signal as x[j] with j � 1, 2, . . . N, length N, and
sampling frequency fs Hz. If we remember Parseval’s the-
orem, the sum of the square of the function equals the whole
square of its transformation. We begin the feature extraction
procedure.


N−1

j�0
|x[j]|

2
�

1
N



N−1

k�0
X[k]X

∗
[k]


 � 

N−1

k�0
P[k], (7)

P[k] is the phase-excluded power spectrum, according to the
preceding equation. (is implies that multiplying X[k] by
the X∗[k] conjugate divided byN yields the frequency index.

P[k] is the phase-excluded power spectrograph; that is,
X[k] has its conjugate X∗[k], which is separated by N,
which is compounded by k, and frequency index. (e
Fourier transform’s whole notion of frequency is usually
thought to be symmetrical with respect to zero frequency. It
has similar sections that cover both positive and negative

Table 1: Summary of method for diagnosis of Alzheimer using computer-aided approach.

Author Year Data Classes Feature extraction Classifier
Yang et al.
[34] 2021 Magnetoencephalography AD, MCI, HC Space–frequency–time domain feature extraction 3-NN and

QBNC
Hedayati et al.
[35] 2021 3D-MRI AD, MCI, HC Ensemble of pre-trained auto encoder CNN

Biagetti et al.
[36] 2021 EEG signal AD, HC Robust-PCA KNN, DT,

SVM, NB
Chen and Xia
[37] 2021 sMRI AD, MCI, HC Deep feature extraction CNN

Ahmadi et al.
[38] 2021 MRI

Low, mild,
moderate, severe

stage
Brain tumor diagnosis Fuzzy logic,

CNN

Amini et al.
[39] 2021 fMRI

Low, mild,
moderate, severe

stage
Robust multitask feature extraction method

KNN, SVM,
DT, LDA,
CNN

Janghel and
Rathore [40] 2020 fMRI, PET AD, HC Image map SVM, DT,

LDA, CNN

Ahmadi et al.
[41] MRI

Low, mild,
moderate, severe

stage
Tumor area segmentation QAIS-DSNN

Parmar et al.
[42] 2020 fMRI AD, EMCI,

LMCI, HC Spatiotemporal feature extraction 3D-CNN

Ahmadi et al.
[43] 2021 MRI

Low, mild,
moderate, severe

stage
Brain tumor diagnosis CNN

Li et al. [44] 2019 18F-FDG PET imaging AD, MCI, HC High-order radiomic features extraction SVM
Yue et al. [33] 2019 MRI AD, MCI, HC Voxel-based hierarchical method CNN

Acharya et al.
[11] 2019 MRI AD, HC

Shearlet transform, curvelet, contourlet, complex
wavelet, discrete wavelet, empirical wavelet, dual

tree complex wavelet
KNN

Fiscon et al.
[45] 2018 EEG signal AD, MCI, HC Fast Fourier transform, discrete wavelet transform DT
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frequencies. (is symmetry does not apply to all frequencies
in the spectrum, including positive and negative ones. Be-
cause we do not have comprehensive accessibility to the time
domain, we cannot employ spectral power from there. By the
statistical approach of the frequency distribution model, all
irregular moments are also zero, corresponding to the
concept of a one-minute m of the power spectral density of
order n P[k].

mn � 
N−1

k�0
k

n
P[k]. (8)

(eParseval theoremmight indeed be used when n� 0 is
used. For nonzero values of n, the Fourier transform time-
differentiation feature could be applied. (e n’th means
multiplying the k by the spectrum to the n’th power,
according to this feature. (e derivative of a time-domain
function is alluded to as Δn for distinct time signals.

F Δn
x[j]  � k

n
X[k]. (9)

Root Squared Zero-Order Moment (m0). (is is a
function that displays the frequency domain’s total
power and looks like this

m0 �

���������



N−1

j�0
x[j]

2
s




. (10)

All channels could standardize their related zero-order
moments by splitting them into zero-order moments.
Root Squared Second- and Fourth-Order Moments. (e
second time is utilized as power, but it is subsequently
shifted to k2P[k], which refers to the frequency
function:

m2 �

���������
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k�0
k
2
P[k]




�

�������������

1
N



N−1

k�0
(kX[k])

2
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�����������
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j�0
(Δx[j])

2




. (11)

(e moment is obtained by repeating this approach:

m4 �

���������
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k
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P[k]
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N−1

k�0
Δ2x[j] 

2




. (12)

(e overall energy of the signal is reduced when the
second and fourth signals are taken into account. For
decreasing the noise impact on all moment-based
features, to normalize the domains of m0, m2,and m4,
we perform the following power transformation:

m0 �
m0

λ

λ
, m2 �

m2
λ

λ
, m4 �

m4
λ

λ
. (13)

(e experimental value of λ is set to 0. As a result of
these settings, the first three features extracted are as
follows:

f1 � log m0( ,

f2 � log m0 − m2( ,

f3 � log m0 − m4( .

(14)

Sparseness. (is feature calculates the quantity of vector
energy in a small number of additional components. It
is then followed by

f4 � log
m0

�������
m0 − m2

√ �������
m0 − m4

√ . (15)

A feature shows a vector with all elements equivalent to
a zero-sparseness index, i.e., m2, and m4 � 0, due to
differentiation and log(m0/m0) � 0. All other sparse-
ness levels, on the other hand, should have a value
greater than zero.
Irregularity Factor (IF). (e ratio of peak numbers
divided by zero-crossings up is expressed by this
metric. A random signal’s number of upward zero-
crossings (ZC) and number of peaks (NP) can only be
characterized in terms of spectral instances. (e fol-
lowing is how the appropriate feature should be
written:

Wφ(j + 1,m,n)

Wψ
D(j,m,n)

Wψ
V(j,m,n)

Wψ
H(j,m,n)

Wφ(j,m,n)

hψ(–n)

hφ(–n)

hψ(–m)

hφ(–m)

hψ(–m)

hφ(–m)

2 ↓

2 ↓

2

2 ↓

2 ↓

2 ↓

Columns

Columns

Rows

Rows

Rows

Rows

L

HH

HL

LH
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Figure 1: (e two-dimensional DWT diagram.
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Covariance (COV). Our COV function is described as
the standard deviation on arithmetic averages di-
vided by the standard deviation on arithmetic
averages:

f6 � log

�������������


N−1
j�0 (x − x)

2/n


x
⎛⎜⎜⎝ ⎞⎟⎟⎠. (17)

Teager energy operator (TEO). It mainly depicts the
signal amplitude and instantaneous fluctuations, which
are particularly sensitive to even little variations. TEO
has been proposed as a method for modeling nonlinear
speech signals. It was later widely employed in the
audio signal processing industry. It is made up of the
following parts:

f7 � log(Ψ(x[j])) � log 
N−1

j�0
x
2
[j] − x[j − 1]x[j + 1]⎛⎝ ⎞⎠. (18)

3.3. Proposed Feature Extraction Methods. (e goal of this
research is to apply machine learning algorithms to identify
Alzheimer’s disease. Figure 2 show the block diagram of the
proposed method. To begin, we employed a two-stage 2D-
DWT to break down input images into wavelet subbands.
(e obtained wavelet coefficients are utilized to derive
classification features. (e TD-PSD model is then used to
extract features, with the first step using HH1, HL1, LH1,
and the second stage using LL2, HH2, HL2, and LH2. (e
PCA approach is employed to diminish the number of
features, and then AD is categorized using multiple machine
learning algorithms using the retrieved feature. (e fol-
lowing is the pseudocode for the provided method (Algo-
rithm 1).

4. Results

4.1. Data Collection. In AD, structural MR imaging results
demonstrated microscopic neurodegeneration and are a
measure of brain atrophy (loss of synapses, dendritic
processes, and neurons). In volumetric or voxel-based
assessments of brain atrophy, the degree of atrophy and
the extent of cognitive impairment are closely associated.
(ere is a relationship between cognitive decline and brain
atrophy. Atrophy does not appear to be exclusive to AD on
MR images. (e degree of hippocampal atrophy, on the
other hand, is highly correlated with autopsy Braak staging
[50]. Braak staging of neurofibrillary tangles in ante-
mortem MR imaging and postmortem AD staging match
to the topographic distribution of atrophy on MR images
(medial, basal, and lateral temporal lobes, as well as the
medial parietal cortex) [51]. (e data collection includes
atrophy and clinical stages of AD. (ere is negligible at-
rophy in the cognitively normal control individual, while
there is significant atrophy in the AD patient. (e MCI

individual, on the other hand, has an intermediate amount
of atrophy. On Kaggle [52], the dataset is accessible online.
(e MRI images are 256 × 256 PNG grayscale images that
have been utilized to analyze and evaluate AD in three
classes: AD, MCI, and an HC group.

4.2. Feature Extraction and Reduction. In this section, the
process of feature extraction is described. Based on the
conceptual diagram of Figure 2 and pseudocode, the first
step in the presented method is wavelet decomposition. (e
results of decomposition are presented in Figure 3. Re-
garding Figure 3, a two-level decomposition is done for each
input image. From the first step, three subbands of low-high
(LH1), high-low (HL1), high-high (HH1), and from the
second step low-low (LL2), LH2, HL2, and HH2 are used for
feature extraction.

In the next step, each subband matrix is reshaped to a
vector, and all the zeros are removed from the vectors. (e
final vectors are our pseudotime series that are used for
feature extraction. (e properties of the seven subbands are
presented in Figure 4. Based on the amplitude and frequency
of subbands, the LL2 subbands include the maximum
number of points and properties of input images. However,
all subbands are consequential in this diagnosis.

Based on the feature extraction results, each image has 49
features (7 subbands with 7 TD-PSD features). Moreover,
principal component analysis is employed to reduce the
features. Based on Figure 5, the first seven features include
almost 100% effect of all features. Consequently, the number
of features is reduced to 7 based on the screen plot in
Figure 5(a). Moreover, the cumulative value of the eigen-
value is presented in Figure 5(b).

4.3. Results of Classification. In this section, the classification
is done using different machine learning methods.(e input
layer of the classification methods is seven reduced features
of the images, and the output layer is the three-class label of

Input MRI images

Feature Reduction Using PCA

TD-PSD 

2D DWT

Classification and diagnosis of
AD using ML classifiers

Figure 2: (e block diagram of the proposed method.
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Input: Im×m � m × m{ } ∈ R2

Output: Labels (AD, MCI, HC)
Wavelet Decomposition:
[LL 1m/2×m/2, LH1m/2×v, HL1m/2×m/2, HH1m/2×m/2] � 2 D DWT (Im×m)

[LL 2m/4×m/4, LH2m/4×m/4, HL2m/4×m/4, HH2m/4×m/4] � 2DDWT(LL 1m/4×m/4)

Reshape sub-bands and remove zeros:
LH1v � Reshape(LH1, [m/2 × m/2, 1])&Remove(zeros)
HL1v � Reshape(HL1, [m/2 × m/2, 1])&Remove(zeros)
HH1v � Reshape(HH1, [m/2 × m/2, 1])&Remove(zeros)
LL 2v � Reshape(LL2, [m/4 × m/4, 1])&Remove(zeros)
LH2v � Reshape(LH2, [m/4 × m/4, 1])&Remove(zeros)
HL2v � Reshape(HL2, [m/4 × m/4, 1])&Remove(zeros)
HH2v � Reshape(HH2, [m/4 × m/4, 1])&Remove(zeros)
Feature Extraction:
(f

(1)
1 , f

(1)
2 , f

(1)
3 , f

(1)
4 , f

(1)
5 , f

(1)
6 , f

(1)
7 ) � TD PSD(LH1v)

(f
(2)
1 , f

(2)
2 , f

(2)
3 , f

(2)
4 , f

(2)
5 , f

(2)
6 , f

(2)
7 ) � TD PSD(HL1v)

(f
(3)
1 , f

(3)
2 , f

(3)
3 , f

(3)
4 , f

(3)
5 , f

(3)
6 , f

(3)
7 ) � TD PSD(HH1v)

(f
(4)
1 , f

(4)
2 , f

(4)
3 , f

(4)
4 , f

(4)
5 , f

(4)
6 , f

(4)
7 ) � TD PSD(LL 2v)

(f
(5)
1 , f

(5)
2 , f

(5)
3 , f

(5)
4 , f

(5)
5 , f

(5)
6 , f

(5)
7 ) � TD PSD(LH2v)

(f
(6)
1 , f

(6)
2 , f

(6)
3 , f

(6)
4 , f

(6)
5 , f

(6)
6 , f

(6)
7 ) � TD PSD(HL2v)

(f
(7)
1 , f

(7)
2 , f

(7)
3 , f

(7)
4 , f

(7)
5 , f

(7)
6 , f

(7)
7 ) � TD PSD(HH2v)

F49×1 � f
(i)
j , i � 1, 2, . . . , 7; j � 1, 2, . . . , 7

Feature reduction:
F′ � PCA(F)

Classification:
Train (KNN (F′), Labels)
Train (SVM (F′), Labels)
Train (LDA (F′), Labels)
Train (DT (F′), Labels)
Train (CNN (F′), Labels)
Performance Analysis:
Plot (Confusion Matrix);
Plot (Performance Plot)
Plot (ROC)

ALGORITHM 1: (e pseudocode for the proposed method.

LL2 LH2

LH1
HL 2 HH2

Input image
HL1 HH1

Figure 3:(e subbands of the discrete wavelet transformation for an input image. HH: high pass-high pass subband, HL: high pass-low pass
subband, LH: low pass-high pass, LL: low pass-low pass, 1: first level, and 2: second level.
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AD, MCI, and HC. Total 600 MRI images are employed for
the classification of AD. (e confusion matrixes of the
presented methods are illustrated in Figure 6. (e blue balls
show the true values, and the red balls are the false value of
the classification.Moreover, labels 1, 2, and 3 display the HC,
AD, and MCI, respectively. Regarding the results of the
KNN method, from 200 input HC, AD, and MCI images
193, 141, and 109 are diagnosed correctly. Based on the
results, the sensitivity of the KNN for diagnosing Alz-
heimer’s disease for HC is acceptable. Depending on the
results, the SVM and LDA approaches reached the weak
result for the diagnosis of AD. However, the results of DT
show that the sensitivity of the method is 94%, 91.5%, and
97.5%, respectively. It means that the WTD-PSD is com-
patible with the DT approach for this problem. In other

words, 188, 183, and 195 MRI images from HC, AD, and
MCI are detected, respectively. Moreover, the precision of
the method is 91.70%, 95.30%, and 96.10% for HC, AD, and
MCI, accordingly.

To approve the presented feature, we used CNN ar-
chitecture also for this problem.(e architecture of the CNN
is presented in Figure 7.

Input layer includes

(i) Seven reduced features of MCI, AD, and HC
(ii) Input matrix 4D [ 7×1× 1×600]

(e hidden layers include

(i) 1D convolution layer
(ii) Rectified linear unit layer
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Figure 4: (e frequency (a) and the amplitude (b) of the subbands for DWT for and input image.
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2, and 3 display the HC, AD, and MCI.
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Figure 7: (e CNN architecture for classification Alzheimer disease based on the WTD-PSD.
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(iii) Fully connected layer (600)
(iv) Fully connected layer (600)
(v) Fully connected Layer (3)

Output layers include
(vi) SoftMax layer

(vii) Classification layer 1D [1× 600]

Based on the results of the CNN classifier, the sensitivity of
the method is 94%, 91.5%, and 97.5% for HC, AD, and MCI,
respectively.Moreover, from 200 images for each class, 197, 198,
and 196 are detected accordingly. Finally, the precision is 91.7%,
95.3%, and 96.1%, with the same respect. To compare the
presentedmachine learningmethod for diagnosing Alzheimer’s
disease, the ROC is depicted in Figure 8. (e horizontal axis of

the ROC curve represents the rate of the false-positive index
depending on the HC class. (e genuine positive rate is shown
by the vertical axis.(e best classifier has the highest rate of true
positives and the lowest number of false positives. Based on the
results, the CNN and DTmethod shows the two best classifiers
for the presented features. Moreover, the area under the curve
(AUC) value is an index to compare the classifiers. (e AUC
and the accuracy of the machine learning classifiers are pre-
sented in Figure 9. Centered on the results, the accuracy of
SVM, LDA, KNN, DT, and CNN is 45%, 53.70%, 73.80%,
94.33%, and 98.50%, respectively. Based on this chart, the CNN
architecture with the highest accuracy and AUC is the more
accurate and compatible method for diagnosing Alzheimer’s
disease using the WTD-PSD. Moreover, DT is the second
method with a higher AUC.
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5. Discussion

Since each data sample in ML should be defined as a feature
vector, several researches have recommended extracting
various features from MRI scans and then categorizing the
vectors generated as a consequence of this process. Image
preprocessing, on the other hand, is necessary to increase the
quality of the recovered feature vectors because of regis-
tration mistakes and noise in the image. It is necessary to
have domain knowledge in order to derive discriminative
qualities. Discrete wavelet is employed as the input image in
this study, and it has a two-dimensional representation. (e
subbanded wavelet coefficients are modeled using the Time-
Dependent Power Spectrum Descriptors model, which is
implemented in MATLAB. Each of the attributes of the TD-
PSD model is represented by one of the leading property
vectors. (e collected characteristics are utilized in an au-
tonomous manner to construct AD classifications, which are
based on classification algorithms. On the basis of the
findings, the accuracy of SVM, LDA, KNN, DT, and CNN
are correspondingly 45 percent, 53.70 percent, 73.80 percent,
94.33 percent, and 98.50 percent. SVM is the most accurate
of the five models. According to this figure, the CNN ar-
chitecture with the highest accuracy and AUC is the most
accurate and compatible technique for diagnosing Alz-
heimer’s disease when utilizing the WTD-PSD than the
other two methods. Furthermore, DT is the second most
accurate approach with a larger AUC.

6. Conclusion

Many studies have advised extracting numerous features from
MRI scans and then categorizing the resulting vectors since
each data sample inML should be described as a feature vector.
However, image preprocessing is required to improve the
quality of the recovered feature vectors due to registration
errors and noise. For extracting discriminative characteristics,
domain knowledge is required.(e Two-Dimensional Discrete
Wavelet is used as the input image in this work. (e Time-
Dependent Power Spectrum Descriptors model is used to
model the subbanded wavelet coefficients. (e leading prop-
erty vector is made up of the characteristics of the TD-PSD
model. Based on classification algorithms, the extracted fea-
tures are applied independently to present AD classifications.
(e classification is used to determine the kind of tumor. We
extractedwavelet subband features from three sets ofMCI, AD,
and HC data using the TD-PSD method. According to the
KNN approach, images 193, 141, and 109 are correctly detected
from 200 input HC, AD, and MCI images. According to the
findings, the KNN’s sensitivity for identifying AD in HC
patients is adequate. According to the findings, the SVM and
LDA approaches yielded a poor outcome for diagnosing AD.
(e DT findings, on the other hand, demonstrate that the
method’s sensitivity is 94 percent, 91.5 percent, and 97.5
percent, respectively. It indicates that for this issue, the WTD-
PSD is compatible with the DTtechnique. In other words, MRI
images from HC, AD, and MCI are observed in 188, 183, and
195, respectively. Furthermore, the method’s precision for HC,
AD, and MCI is 91.70 percent, 95.30 percent, and 96.10

percent, respectively. According to the CNN classifier’s find-
ings, the method’s sensitivity for HC, AD, and MCI is 94
percent, 91.5 percent, and 97.5 percent, respectively. Fur-
thermore, out of 200 images, 197, 198, and 196 are recognized
for each class. Eventually, 91.7 percent, 95.3 percent, and 96.1
percent precision are achieved.(e CNN architecture with the
greatest accuracy and AUC is the more accurate and com-
patible technique for diagnosing AD utilizing the WTD-PSD,
according to this figure. DT is also the second approach with
the highest AUC.
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Early diagnosis of breast cancer is an important component of breast cancer therapy. A variety of diagnostic platforms can provide
valuable information regarding breast cancer patients, including image-based diagnostic techniques. However, breast abnor-
malities are not always easy to identify. Mammography, ultrasound, and thermography are some of the technologies developed to
detect breast cancer. Using image processing and arti�cial intelligence techniques, the computer enables radiologists to identify
chest problems more accurately. �e purpose of this article was to review various approaches to detecting breast cancer using
arti�cial intelligence and image processing. �e authors present an innovative approach for identifying breast cancer using
machine learningmethods. Compared to current approaches, such as CNN, our particle swarm optimized wavelet neural network
(PSOWNN) method appears to be relatively superior. �e use of machine learning methods is clearly bene�cial in terms of
improved performance, e�ciency, and quality of images, which are crucial to themost innovative medical applications. According
to a comparison of the process’s 905 images to those of other illnesses, 98.6% of the disorders are correctly identi�ed. In summary,
PSOWNNs, therefore, have a speci�city of 98.8%. Furthermore, PSOWNNs have a precision of 98.6%, which means that, despite
the high number of women diagnosed with breast cancer, only 830 (95.2%) are diagnosed. In other words, 95.2% of images are
correctly classi�ed. PSOWNNs are more accurate than other machine learning algorithms, SVM, KNN, and CNN.

1. Introduction

In the world, breast cancer is one of the leading health
problems for women. Breast cancer comes in second place to
lung cancer in terms of incidence. According to studies, one
out of every nine women will be diagnosed with breast
cancer. Approximately 2,088,849 cases of breast cancer were
diagnosed globally in 2018 (11.6 percent of all cancer di-
agnoses) [1, 2]. Breast cancer occurs when there is an

overdevelopment of cells in the breast, resulting in lumps or
tumors. Malignant tumors tend to penetrate their sur-
roundings more readily and are considered to be cancerous.
Benign tumors are less likely to do this [3]. �e masses are
usually left untreated if they do not cause discomfort to the
breast or spread to neighboring tissues. Many types of be-
nign lumps can be found in breasts and prostates, including
cysts, �broadenomas, phyllodes tumors, atypical hyperpla-
sias, and fat necrosis. Tumors can be malignant or invasive.
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In the absence of early diagnosis and treatment, these lesions
spread and damage the surrounding breast tissues, leading to
metastatic breast cancer [4, 5]. Metastatic breast cancer
occurs when breast tumor cells spread to other organs, such
as the liver, brain, bones, or lungs, through the bloodstream
or lymphatic system [6]. Breast tissue is mostly made up of
glandular (milk-producing) and fat tissues, as well as lobes
and ducts.'ere are numerous types of breast cancer. Ductal
and lobular carcinomas are the two most common types of
invasive breast cancer [7–9]. In addition to redness, swelling,
scaling, and underarm lumps, breast cancer survivors also
notice irritation to the skin, fluid leakage, and distorted
breasts. 'e five stages of breast cancer (stages 0 through IV)
range from noninvasive malignancy to aggressive breast
cancer. 'ere are over 90,000 new cases of these illnesses
every year in Asia, and 40,000 people die from them. In part,
the growing death rate is due to a lack of knowledge, low
education levels, and widespread poverty in diagnosis or
consultation with physicians. It may be possible to signifi-
cantly increase the chance of survival and find more effective
treatment options if this condition is diagnosed early.
Mammography can reduce mortality by one-third for
women over the age of 50 [10, 11].

Because breast cancer cannot be prevented, many
manual and image-based exams are useful for identifying
and diagnosing it. For early detection of this disease, women
are advised to perform a self-exam to become aware of the
frequency of bizarre breast anomalies. Breast cancer
screenings use a variety of imaging techniques, including
X-ray mammography, ultrasound MRI, thermography, and
CT scans [12, 13]. Researchers can use these images to ex-
amine several breast cancer-related issues. Breast cancer may
appear on mammograms as microcalcifications, masses, and
architectural deformities, but WSI can also detect abnor-
malities in the nucleus, epithelium, tubules, stroma, and
mitotic activity in breast tissue [14]. In the absence of a
tumor, architectural distortion is the hardest abnormality to
detect on mammography. Medical breast imaging, such as
mammography, is often interpreted differently by expert
radiologists. Breast Imaging Reporting and Dated System
(BIRADS) was developed by the American College of Ra-
diology to deal with this conflict and radiologists’ subjec-
tivity during interpretation and features of breast
mammograms, ultrasounds, and magnetic resonance im-
aging (MRI). Researchers have pioneered the development
of artificial neural networks (ANNs) for the detection of
breast cancer in recent years. An important aspect of this
invention is calculating how many aspects of a diagnostic
procedure can be positively affected [15–17].

Additionally, automated detection of breast cancer can
mimic the unique behavior of the human brain, making it
more effective than manual methods [18, 19]. An ANN
cancer detection system mimics the functions of the human
brain by approximating and resolving nonlinear and difficult
issues, which can be perceived as a mathematical repre-
sentations-inspired learning process. Further, the predictive
accuracy of ANN-based cancer diagnosis is better than that
of classic statistical detection approaches due to the latter’s
reliance on parameter optimization [12, 20]. An ANN-based

cancer detectionmethod’s performance is also affected by (a)
feature selection, (b) learning algorithms and their rates, (c)
hidden layer count, (d) multiple nodes in a hidden layer, and
(e) initial weights for the factors considered during opti-
mization. When developing ANN-based breast cancer de-
tection systems, feature selection is perhaps the most
important factor to consider. ANN-based breast cancer
detection techniques rely heavily on feature subsets [21, 22].
Additionally, the input feature subset and the design ele-
ments in the ANN-inspired breast cancer diagnostic have a
reciprocal relationship. 'erefore, the ANN-based process
of breast cancer diagnosis must be optimized in terms of
feature subset and design parameters [23].

'e aim of this research is to reduce uncertainty in order
to improve accuracy. 'roughout history, uncertainty has
always played a role in decision-making, and this is evident
by the lack of clarity in the problems.'ere are times when it
is impossible to predict all the parameters of a system,
resulting in an incorrect choice.'e remainder of this article
is organized as follows. 'e purpose of an artificial neural
network is to take in input in the form of a radiological
discovery and to generate output in the form of a biopsy. A
neural network can be used to identify and predict the risk of
breast cancer in masses. In mammography, machine
learning methods are used to identify abnormalities by
classifying suspicious areas. In the Conclusion, a full as-
sessment of the findings will be presented.

2. Related Work

Various deep-learning algorithms have been successfully
used to build automated digital models in a variety of ap-
plications [24–27]. Using the discrete wavelet transform
(DWT) and back-propagation neural networks (BPNN),
Beura et al. developed a CAD model based on GLCM
features and a BPNN classifier [28]. A KNN classifier was
used in conjunction with DWT and GLCM features to
develop a CAD model. Based on principal component
analysis (PCA) and a support vector machine (SVM) clas-
sifier, Liu et al. provided a model that reduced DWTfeatures.
DWT and SVM-based CAD models were suggested by
Basheer et al. [29]. Linear Discriminant Analysis (LDA) is
used in a KNN classifier to extract salient features from a
discrete curvelet transform (DCT) model described by [30].
Using lifting wavelet transform features and an extreme
learning machine (ELM), Muduli et al. developed a moth
flame optimization algorithm to build a hybrid classifier
[31]. It produces better classification results with fewer
features. Based on support vector machines (SVMs) in
particle swarm optimization (PSO), Khan et al. [32] de-
veloped an optimized Gabor filter bank CAD model to
extract important features and then improve accuracy by
using SVM classifiers. 'e use of ultrasound images for
breast cancer classification has also been introduced using
machine-learning-based models. A neural network is
employed to classify a feature-based model based on au-
tocorrelation coefficients, proposed by Xiao et al. [33].
According to Liu et al. [34], repairing damaged fonts based
on style is a better method of repairing damaged fonts.
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Researchers have found that the font content provided by
the research-based CGAN network repair style is compa-
rable to the right font content. Zhou et al. [35] described an
efficient blind quality assessment approach for SCIs and
NSIs that is based on a dictionary of learnt local and global
quality criteria. Li et al. [36] created an artificial intelligence
technique that is used for data-enhanced encryption at the
IoT’s endpoints and intermediate nodes. 'e technique
presented in this article is an AI approach for encrypting
data at the endpoints and intermediate nodes of autonomous
IoT networks. Yang et al. [37] presented a temporal model
for page dissemination in order to reduce the disparity
between prediction data from current models and actual
code dissemination data. In a study by Eslami et al. [38],
attention-based multiscale convolutional neural networks
(A+MCNN) were used to efficiently separate distress items
from non-distress items in pavement photos. Liao et al. [39]
developed an enhanced faster regions with CNN features (R-
CNN) technique for semi-supervised SAR target identifi-
cation that includes a decoding module and a domain-ad-
aptation module named FDDA. Liu et al. [40] developed
self-supervised CycleGAN in order to achieve perception
consistency in ultrasound images. Sharifi et al. [41] shown
how to diagnose tired and untired feet using digital footprint
images. According to Zuo et al. [42], deep-learning tech-
nologies have improved optical metrology in recent years.
He et al. [43] introduced a number of feature selection
techniques for reducing the dimensionality of data. Ahmadi
et al. [44] developed a new classifier based on wavelet
transformation and fuzzy logic. 'e ROC curve findings
show that the given layer is able to accurately segment brain
tumors. To predict m6A from mRNA sequences, Zou et al.
[45] used word embedding and deep neural networks. Jin et
al. [46] developed word embedding and deep neural net-
works for m6A prediction from mRNA sequences. Yang et
al. [47] sought to elucidate the mechanism behind the
movement of soy husk polysaccharide (SHP) in the mucus
layer triggered by Na+/Ca2+. 'e findings indicated that
Na+ had minimal influence on the viscosity of polysac-
charides, but Ca2+ enhanced it. Using a speckle-emphasis-
based feature combined with an SVM classifier, Chang et al.
[48] suggested a multifeature extraction model that provides
the best results. A model that incorporates curvelet, shearlet,
contourlet, wavelet, and gray-level cooccurrence matrix
(GLCM) features has been proposed by Zhou et al. [49]. For
optimal breast cancer detection, Liu et al. [50] proposed an
interval-uncertainty-based strategy. Indeterminacy was
accounted for using interval analysis. Regardless of the
imaging system’s alterations, the approach is guaranteed to
provide acceptable results. To develop an interval-based
Laplacian of Gaussian filter which can be used to simulate
intensity uncertainties, the goal was to develop an interval-
based Laplacian of Gaussian filter. To demonstrate the
method’s effectiveness, final findings were applied to the
MIAS database and compared with several established
methodologies.

A CNN-based method of detecting breast cancer was
proposed by Zuluaga et al. [51]. 'is method was enhanced by
BreastNet. Prior to including the image data into themodel, the

expansion approach was used to establish the image data. An
accurate classification system was developed using hyper-
column methodology. To demonstrate the recommended
system’s increased accuracy, the findings were compared to
those of several recent approaches. In histopathology images,
Carvalho et al. [52] employed a different method of detecting
breast cancer. Phylogenetic diversity indices were used for the
construction of models and the categorization of histopatho-
logical breast images by the authors. To test its accuracy, the
approach was compared to a variety of other recent meth-
odologies. Mahmood et al.’s [53] unique convolutional neural
network (ConvNet) used deep learning to identify breast
cancer tissues with dramatically lower human error. For
identifying mammographic breast masses, the proposed
technique obtained a spectacular training accuracy of 0.98, an
AUC of 0.99, high sensitivity of 0.99, and test accuracy of 0.97.
According to Zhang et al. [54], different identification and
detection methods pose both challenges and opportunities,
such as amplification of nucleic acids, optical POCT, elec-
trochemistry, lateral flow assays, microfluidics, enzyme-linked
immunosorbent assays, and microarrays. Jiang et al. [55] fo-
cused on the surface teeth of the entire crown. Robot-assisted
trajectory planning is demonstrated to improve efficiency and
alleviate pressure associated with manual tooth preparation
within the margin of error. Its practicability and validity are
demonstrated. Qin et al. [56] suggested a novel monitoring
technique for robotic drilling noise based on focused velocity
synchronous linear chirplet transforms. Mobasheri et al. [57]
reviewed important immunological results in COVID-19 and
contemporary reports of autoimmune illnesses related to the
condition. According to Ala et al. [58], for solving the ap-
pointment scheduling model using a simulation technique,
they developed the whale optimization algorithm (WOA),
which uses the Pareto archive and the NSGA-II algorithm. An
adaptive secondary sampling method based on machine
learning for multiphase drive systems is proposed by Liu et al.
[59]. Zheng et al. [60] recommended image classification as the
research goal for examining howmetalearning rapidly acquires
knowledge from a limited number of sample photos. In an
article, Liu et al. [61] developed an image stitching algorithm
based on feature point pair purification. Kaur et al. [62] have
used a deep convolutional neural network (DCNN) and fuzzy
support vector machines; they have developed two-class and
three-class models for breast cancer detection and classifica-
tion. Mammogram images from DDSM and curated breast
imaging subsets DDSM (CBIS-DDSM) were used to create the
models. Our system was tested for accuracy, sensitivity, AUC,
F1-score, and confusion matrix. For the DCNN and fuzzy
SVM, the accuracy of the 3-classmodel was 81.43 percent.With
a 2-layer serial DCNN with fuzzy SVM, the first layer achieved
accuracies of 99.61 percent and 100.00 percent, respectively, in
binary prediction. Table 1 shows the summary of related work.

To get high-frequency and low-frequency pictures, Li
et al. [69] employed a wavelet for multiscale decomposition
of the source and fusion images.'is article employed a deep
convolutional neural network to learn the direct mapping
between the high-frequency and low-frequency pictures of
the source and fusion images in order to get clearer and
more comprehensive fusion images. 'e experimental
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Table 1: Summary of related work.
Author Year Type Network Result Advantages Disadvantages

Dong et al. [22] 2022
Breast cancer
diagnosis and
classification

Random forest
and regression

tree

'e application of machine
learning techniques like CART
and random forests coupled

with geographical
methodologies provides a
viable alternative for future

inequalities studies

(i) Low complexity
(ii) High accuracy

(i) Possible
overfitting
(ii) Used classic
feature
extraction
(iii) Lowest
robustness

Guha et al. [19] 2022 Breast cancer risk
factors

SEER-
Medicare
analysis

'e incidence of AF in women
after a breast cancer diagnosis
is much higher. AF is strongly
linked to a higher stage of

breast cancer upon diagnosis.
Women newly diagnosed with
breast cancer who develop AF
suffer an increased risk of

cardiovascular death but not
breast-cancer-related death

(i) Ability of risk
assessment
(ii) Technical
assessment

(i) Needs feature
extraction
(ii) Unable to
diagnose the
patient

Chamieh et al. [63] 2022

Breast cancer
diagnosis using
fine-needle

aspiration cytology

Begg and
Greenes
method

Irrespective of the
recommended technique, the
FNAC test’s specificity was
always greater than its

sensitivity. For all approaches,
the probability ratios were
positive. Both positive and
negative yields were high,

demonstrating the test’s exact
discriminating qualities.

(i) Technical
assessment method
(ii) Low complexity

(i) Unable to
diagnose illness
type
(ii) Limited
dataset

'angarajan et al.
[64] 2022

Breast cancer
biomarkers

validated in plasma

BC gene
expression
profiling

Methylation status of
SOSTDC1, DACT2, and WIF1

can distinguish BC from
benign and control conditions
with 100% sensitivity and 91%

specificity. 'erefore,
SOSTDC1, DACT2, and WIF1
may be used as a supplemental
diagnostic tool to distinguish
noninvasive and invasive breast
cancer from benign breast
conditions and healthy

individuals

(i) Using
biomarkers instead
of mathematical
features

(i) Lower
sensitivity
(ii) Unable to
diagnose illness
type

Chakravarthy et al.
[65] 2022 Diagnosis of breast

cancer
Multideep
CNN

By fuzzing deep features for
both datasets (97.93 percent for
MIAS and 96.646 percent for
INbreast), we achieved the

highest classification accuracy
among state-of-the-art

frameworks. When the PCA
was applied to combined deep

features, classification
performance did not improve,
but execution time was shorter,
resulting in a lower computing

cost

(i) Low complexity
(ii) High accuracy
(iii) Technical
assessment method

(i) Possible
overfitting
(ii) Needs feature
extraction
(iii) Lower
sensitivity
(iv) Lowest
robustness
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findings demonstrated that the approach suggested in this
research may produce a good fusion picture that is superior
in terms of both visual and objective assessments to that
produced by certain sophisticated image fusion algorithms.
In their study, Zhang et al. [70] used the Gaussian pyramid
to improve the basic ORB-oriented approach. Based on the
experimental results, we have demonstrated that the pyra-
mid sphere method is invariant, resilient to scale and ro-
tation changes, and has a high degree of registration
accuracy. Additionally, the stitching speed is around ten
times to that of SIFT. Shan et al. [71] employed a two-di-
mensional three-dimensional multimode medical image
registration technique based on normalized cross-correla-
tion. 'e results demonstrate that a multiresolution tech-
nique enhances registration accuracy and efficiency by
compensating for the normalized cross-correlation algo-
rithm’s inefficiency. Xu et al. [72] suggested a technique for
segmenting and categorizing tongue pictures using an MTL
algorithm. 'e experimental findings demonstrate that our
combined strategy outperforms currently available tongue
characterisation techniques. Ahmadi et al. [73] used a CNN
to segment tumors associated with seven different types of
brain disorders: glioma, meningioma, Alzheimer’s, Alz-
heimer’s plus, Pick, sarcoma, and Huntington’s. Sadeghi-
pour et al. [74] developed a new method, combining the
firefly algorithm and an intelligent system, to detect breast
cancer. Researchers Zhang et al. [75] explored a way to query
clinical pathways in E-healthcare systems while preserving
privacy. According to Sadeghipour et al. [76], a new
designed system was developed for diagnosing diabetes
using the XCSLA system. Ahmadi et al. [77] introduced a

technique called QAIS-DSNN for segmenting and dis-
tinguishing brain malignancies from MRI images. 'e
simulation results obtained using the BraTS2018 dataset
indicate that the suggested technique is 98.21 percent ac-
curate. Chen et al. [78] developed a model of label limited
convolutional factor analysis (LCCFA) that combines factor
analysis (FA), convolutional operations, and supervised
learning. Our technique outperforms other relevant models
in terms of classification accuracy for small samples on
multiple benchmark datasets and measured radar high-
resolution range profile data. Rezaei et al. [79] created a data-
driven technique for segmenting hand parts on depth maps
that does not need additional work to get segmentation
labels. Sadeghipour et al. [80] created a clinical system for
diagnosing obstructive sleep apnea with the XCSR Classi-
fier’s assistance. Dorosti et al. [81] developed a generic model
to determine the link between several characteristics in a GC
tumor's location and size. Abadi et al. [82] suggested an
unique hybrid salp swarm algorithm and genetic algorithm
(HSSAGA) model for scheduling and designating nurses.
'e proposed test function algorithm’s results indicate that it
outperforms state-of-the-art techniques. Zhou and Aran-
dian [83] proposed a computer-aided technique for skin
cancer detection. A mix of deep learning and the Wildebeest
Herd Optimization Algorithm was used to create the ap-
proach. 'e first characteristics are extracted using an In-
ception convolutional neural network. Following that, the
WHO method was used to choose the relevant character-
istics in order to reduce the analysis time complexity. Finally,
the entire diagnostic system was compared to other ways in
order to determine its efficacy in comparison to the methods

Table 1: Continued.

Wang et al. [66] 2022

Metastasis of
breast cancer
axillary lymph

nodes forecasting

CNN

'e T2WI sequence
outperformed the other three
sequences in the testing set,
with accuracy and AUC of
0.933/0.989. In comparison

with T1WI, which has accuracy
and AUC of 0.691/0.806, the

increase is substantial

(i) Ability of risk
assessment
(ii) Technical
assessment

(i) Unable to
diagnose the
patient
(ii) Used classic
feature
extraction
(iii) Limited
dataset
(iv) Lower
sensitivity

Melekoodappattu
et al. [67] 2022 Breast cancer

detection

CNN and
texture feature-

based
approach

Using our ensemble method,
we measured 97.8% specificity
and 98.6% accuracy for MIAS
and 98.3% and 97.9% for
DDSM. Experimental data

indicate that the combination
strategy enhances

measurement metrics
independently for each phase

(i) Low complexity
(ii) High accuracy

(i) Unable to
diagnose illness
type

Gonçalves et al.
[68] 2022 Breast cancer

detection CNNs

VGG-16 produced F1-scores
greater than 0.90 for all three
networks, an increase from
0.66 to 0.92. Furthermore,

compared to earlier research,
we were able to improve the F1-
score of ResNet-50 from 0.83 to

0.90

(i) Comparative
study
(ii) Used high-rank
methods

(i) Unable to
diagnose illness
type
(ii) High
complexity
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Figure 1: Modalities of imaging.
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Figure 2: Sample benign images from different datasets like MIAS ((a) and (b)), DDSM ((e) and (f )), INbreast ((i) and (j)), BUS-1 ((m)
and (n)), and BUS-2 ((q) and (r)). Sample malignant images from different datasets like MIAS ((c) and (d)), DDSM, ((g) and (g)),
INbreast ((k) and (l)), BUS-1 ((o) and (p)), and BUS-2 ((s) and (t)).
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evaluated. Davoudi et al. [84] examined the effect of statins
on the severity of COVID-19 infection in patients who had
been taking statins prior to infection. Hassantabar et al. [85]
examined the effect of statins on the severity of COVID-19
infection in patients who had been taking statins prior to
infection. Yu et al. [86] used differential expression analysis
to combine the biological relevance of genes from gene
regulatory networks, resulting in weighted differentially
expressed genes for breast cancer detection. 'e binary
classifier was capable of making a decent prediction for an
unknown sample, and the testing results confirmed the
efficacy of our suggested methods. A convolutional neural
network based on an artificial fish school technique was
suggested by 'ilagaraj et al. [87]. 'e breast cancer image
dataset comes from archives of cancer imaging. 'e breast
cancer picture was filtered with the use of a Wiener filter for
classification in the preprocessing phase of classification. By
determining the number of epochs and training pictures for
the deep CNN, the optimization approach assisted in
lowering the error rate and increasing performance
efficiency.

3. Breast Cancer Detection and Diagnosis

Prediction and treatment of breast cancer using computers
are largely based on intermediate procedures such as seg-
menting (identifying breast lesions), identifying features,
and finally categorizing areas found into classes. It is possible
to detect breast lesions by either defining a suspicious region
pixel by pixel in a breast image or by creating a bounding box
around the suspicious area. Cancer could be detected by
processing whole breast images instead of removing wor-
risome spots and then categorizing them, which would incur
an additional charge. To classify the lesions under investi-
gation, features are extracted from the ROI or the whole
image. A classification algorithm (ML or DL) uses these
features to classify the samples.

3.1. Features Learning. 'ere are many aspects of this work
which are depicted through the images. Segmenting and
classifying images require knowledge of the most infor-
mative and accurate features. A large and complicated set
of features are extracted due to the discrepancy between
benign and malignant lesions. As a result, selecting the
right set of features is crucial, since having too many
features can degrade the classifier’s performance and in-
crease its complexity. To segment and classify breast le-
sions, numerous kinds of handmade features, such as
texture, size, shape, intensity, and margins, were previously
obtained from breast images. [12].

As a result, deep learning has considerably improved the
whole feature extraction process, thereby improving the
performance of the following stages (e.g., detection and
classification). Hence, deep features derived from a con-
volutional network trained on a large dataset can perform
discriminating tasks far better than conventional approaches
based on hand-engineered features or typical machine
learning methods (see Figure 1).

4. Proposed Method

'e flow chart of the structure of CNN used can be seen in
Section 4.7. Our approach to improving Shafer’s hypothesis
was a combination of approaches as you can see in the
image. Machine learning and neural networks are used to
classify and diagnose tumors. For this purpose, CNN deep
neural networks are individually trained and tested. 'is
article discusses two strategies for feature extraction. CNN
uses deep features for feature extraction. With gray-level
cooccurrence matrix features retrieved from the image, an
artificial neural network is trained. In the subsequent stages,
a classifier is used to determine the probability of each class.

4.1. Dataset. 'is study used Mini-MIAS Screening mam-
mography data as input images. Data would be gathered
directly from hospitals and physicians, as well as from public
sources. Data would be publicly available. Image resolution
is 256× 256 pixels in PNG format. 'is is an example of an
image. 1824 images are used for analysis and simulation:
80% for training and 20% for validation.

4.2. Analyzing Outliers and Reducing Dimensions. To reduce
the dimensionality of the data, Principal Component
Analysis (PCA) was used. To determine the appropriate
number of principal components, several machine learning
models were fitted repeatedly to the modified data. In order
to evaluate the effects of dimensionality reduction on pre-
diction accuracy, a predefined number of principal com-
ponent analyses (PCA) were conducted before training all
models using the Classifying Learner application in the
Statistics and Machine Learning Toolbox. Principal com-
ponent analysis of the data was used to identify the “base”
model. In order to determine the appropriate number of
principal components for the modified data, machine
learning models were fitted repeatedly. 'e PCA was per-
formed independently on benign and malignant tumors to
remove outliers.

4.3. ROI Preprocessing. A variety of undesirable visual fea-
tures, noise, and artifacts can be seen in the mammography
images in the database, resulting in a low-quality image that
will inevitably lower the accuracy of classification. As a result
of manually cropping each image in the MIAS, we obtained
the Region-of-Interest (ROI) encompassed by the suspected
anomaly. To crop the image to size, the radiologist provided
the center and radius parameters in the dataset (Figure 1).
'e ROIs that were retrieved are shown in Figure 2. Size has
been assigned to the INbreast, BUS-1, and BUS-2 full images
due to a lack of ground truth data. Figure 2 shows the MIAS,
DDSM, INbreast, BUS-1, and BUS-2 datasets [69].

4.4. Feature Extraction. To minimize the number of re-
sources required for an accurate display of a large amount of
data, feature extraction is used. When collecting complex
data, the number of variables being examined is one of the
most significant challenges. Using the instructional example,
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a large number of variables requires a large amount of
memory and storage. To solve problems requiring high
precision, feature extraction is a term that refers to a wide
range of methodologies for gathering data. 'e idea behind
image analysis is to design a unique method for representing
the fundamental components of an image distinctively. 'e
fractal approach was used to generate gray area vectors for
feature vectors. Based on the light intensity of the defined
locations relative to someone in the image, statistical analysis is
used to create the image features of the confidence interval for
the identified chemicals. In each combination of intensity
points (pixels), the statistics are affected by the frequency of
these points. We extract the feature using the GLCMmodel in
this study. 'e feature selection technique was used to reduce
the dimensions and identify additional critical qualities that
might adequately separate the various systems in terms of their
capacity to interact with large amounts of input data [48]. 'e
GLCM approach was combined with covariance analysis to
extract eigenvalues and reduce the size of the image.'e fractal
approach requires identical input images, and each image is
considered a two-dimensional matrix and a single vector.
Imagesmust be grayscale and of a certain resolution. As a result
of matrix reshaping, each image becomes a column vector, and
each image is extracted from an MN matrix, where N is the
number of pixels in each image, and M is the total number of
images. It is necessary to compute the average image for each
original image in order to establish the normal distribution.
'e covariance matrix is then calculated as well as the ei-
genvalues and eigenvectors. Fractal systems use the following
mechanism:M is the number of training images, Fi is the mean
of the images, and li represents each image in the Ti array,
beginning with M images, each of which has NN pixels.

4.5. Concept of Convolutional Neural Network (CNN).
Convolutional neural network (CNN) is a significant
technique from the deep learning field. A CNN typically
includes principal layers of the convolution, theMaxpooling,
the fully connected layer, and the other layers executing
various features. 'ere are two phases for the preparation of
each system, the forward progression and backward pro-
gression. Firstly, the data moves from the input layer to the
hidden layer and then to the output layer. In the back-
propagation algorithm, the input image is doing the feeding
process to the network in the first step. Once the output is
achieved, the error value is evaluated. 'is value is then
brought back to the network together with updating the

network weight and along with the cost functions diagram
(see Figure 3). CNN consists of different types of hidden
sublayers as discussed below.

Convolutional Layer. It is the principle of the convolution
network. 'is layer’s output is represented as a 3D neuron
matrix. 'e CNN network requires multiple kernels in
certain layers to transform both the input image and the core
function maps. 'e convolution process has three key
advantages:

(i) 'e weight-sharing method decreases the number
of features in each function diagram.

(ii) 'e connection between adjacent pixels is known
through a local connection.

(iii) It induces changes in the position of the target to
create equilibrium.

Activation Functions. In particular, activation functions are
used in neural networks to achieve the desired output.
Neural networks can use various activation functions; the
most significant of which are Tanh activation functions and
Sigmoid. 'e sigmoid function transforms input data
(−∞–+∞) to values from 0 to 1. Tanh provides production
value 1 to −1 interval. One of the other activation functions
is the ReLU function which has been introduced in recent
years. ReLU is a function of activation g extended to all
components. It aims to present the network with nonlinear
behavior. 'is functionality contains all pixels in the image
and converts all negative points to 0.

Max pooling: 'ere are several consequences of the use
of Maxpooling in CNN. 'e use of it helps CNN to
define the target with only small modifications to the
matrix at first. Second, it helps CNN to recognize
features in the huge size of the image. CNN Max-
pooling is used to sum up the functions during the
sampling process subtraction and so can be gotten into
deep steps of CNN. 'en we need to begin pooling to
get what we have to retain this information. Among the
most common forms of pooling are Max and Average.

Data augmentation: Preprocessing and data enhance-
ment are some of the most often overlooked issues.
However, these tasks are often unnecessary. You should
always check whether your task needs to be pre-
processed before running any data processing.

Input Convolution and
Non linearity

Pooling
layers

Convolution and
Non lineartity

Pooling
layers

Fully-
Connected

layers
Classes

Malignant

Benign

Normal

Figure 3: A description of a CNN architecture.
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4.6. Classifier’s Performance Analysis Metrics. By comparing
the true positive rate (TPR) to the false positive rate (FPR),
the receiver operating characteristic (ROC) curve is estab-
lished. In machine learning, TPR is sometimes referred to as
recall or probability of detection. 'e FPR and TPR have
disappeared from the left side of the ROC (see Figure 4).
'ere are a lot of meaningful test findings on the threshold
line. Start with the most recent findings, which represent the
most meaningful test results. 'e consistency with which a
measure categorizes knowledge into these two categories is
quantifiable and informative. 'e study described here
emphasizes the importance of specificity over recall (also
known as responsiveness or TPR) because low precision

leaves patients with no need for therapeutic intervention. On
the other hand, recall should not be neglected as a false
positive result could lead to unnecessarily treating the in-
dividual. Evaluation of the models included recall and
specificity, fivefold cross-validated accuracy, F1-score, and
Matthew’s correlation coefficient (MCC). 'e accuracy is
determined by the number of correctly detected observational
events (both benign andmalignant tumors); F1 represents the
harmonic mean of precision and recall and signifies the
model’s ability to predict. In other words, precision refers to
the proportion of accurately detected malignancies in the
anticipated set to the total number of malignancies. Each of
recall, specificity, accuracy, and precision has a value between
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Figure 6: 'e confusion matrix of the deep learning methods used for breast cancer diagnosis.

Table 2: 'e presented CNN architecture layers.

Layer Name Description
1 Image input 256× 256×1 images with “zero center” normalization
2 Convolution 8 (3× 3) convolutions with stride [1 1] and padding “same”
3 Batch normalization Normalization
4 ReLU Rectifier
5 Pooling 2× 2 max pooling with stride [2 2] and padding [0 0 0 0]
6 Convolution 16 (3× 3) convolutions with stride [1 1] and padding “same”
7 Batch normalization Normalization
8 ReLU Rectifier
9 Pooling 2× 2 max pooling with stride [2 2] and padding [0 0 0 0]
10 Convolution 32 (3× 3) convolutions with stride [1 1] and padding “same”
11 Batch normalization Normalization
12 ReLU Rectifier
13 Fully connected 7 fully connected layers
14 SoftMax SoftMax
15 Classification output Cross entropy
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0 and 1. 'e MCC was evaluated as a metric for assessing
classification accuracy, since it takes into account both true
negatives as well as true positives, false positives, and false
negatives, and when classes are imbalanced; it can measure
classification accuracy more accurately. 'e most commonly
used binary classification evaluation measures are accuracy

and F1-score when assessing models’ performance on un-
balanced datasets. It is only when a model predicts accurately
in all four confusion matrix categories (true positives, false
negatives, and false positives) that it is considered high in the
MCC for binary classification. MCC provides more accurate
estimates of classification accuracy when applied to the
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Figure 7: 'e training process of the CNN approach.
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WBCDdataset.'ere is a perfect prediction on anMCC score
of 1 if predictions and observations do not agree. 'e for-
mulas for recall, specificity, accuracy, precision, and F1-score
are listed as follows.

Recall �
TP

TP + FN
,

Specificity �
TN

TN + FP
,

Accuracy �
TP + TN

TP + TN + FP + FN
,

Precision �
TP

TP + FP
,

F1 �
2TP

2TP + FN + FN
,

MCC �
TP × TN − FP × FN

�������������������������������������
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

 .

(1)

A true positive, a true negative, a false positive, and a false
negative, respectively, are represented in the above equations.
Mixture-effect models were run in JMP to determine the
effects of dimensionality reduction, outlier analysis, or
combinations of both on cross-validated accuracy.

4.7. CNNNeural Network Structure. CNN has been a major
factor in deep learning’s recent success. 'e convolutional
layers in this neural network are completely linked to the top
layer. Additionally, the weights and layers are combined in
this approach. 'e performance of this deep neural network
was better than previous deep neural network designs.
Furthermore, deep-feed neural networks are simpler to
train. 'ey are useful because they have a limited number of
estimated parameters. Convolutional neural networks
consist of three primary layers: the convolutional layer, the
pooling layer, and the fully connected layer, each of which
performs a unique function. 'ere are two steps to training
convolutional neural networks: feedforward and back-
propagation. After feeding the input image into the neural
network, the network output is calculated, which is used to
adjust the network training parameters; after calculating the
output, the results are used to calculate error rates for the
network. Starting with the error value computed in the
previous phase, backpropagation begins. 'e gradients of
each parameter are computed using the chain rule, and each
parameter varies in response to its influence on the net-
work’s error. Afterward, the feedforward phase begins. After
a certain number of iterations, the training concludes. Our
structure of the convolutional network is illustrated in
Figure 5 and Table 2. 'ere are twenty layers in the structure
of CNN.

Table 3: 'e comparison between the presented methods.

Methods Sensitivity (%) Specificity (%) Precision (%) AUC Accuracy (%)
KNN 77.9 77.4 79.7 79.43 77.5
SVM 78.5 75.2 75.7 78.54 79.5
PSOWNNs 91.6 98.8 98.6 95.43 95.2
CNN 94.3 93.4 94.9 93.65 93.8

Figure 9: CNN for Mini-MIAS dataset was used to visually assess breast tumor segmentation.
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5. Results and Discussion

To evaluate, we have divided the test data into two categories,
benign and malignant. 'e evaluation was performed on 64
samples from the benign class and 51 representatives from
the malignant class from the MIAS dataset. 'e test data
related to the benign class and the probability of belonging
are considered first. 'e test data associated with the ma-
lignant class and its chance are considered in the second
category. We now discuss the ROC, confusion matrix, and
the comparison diagrams of the two classes. Figure 6 shows
the ROC of the MLP with GLCM features, as well as CNN
for the benign and malignant class.

'e techniques are also included in each class of 905
matrices with 22 features. Figure 6 shows the classification
results in a confusionmatrix. Hence, in the confusionmatrix
in Figure 6, green cells indicate real metrics, while white cells
indicate false metrics. In findings, out of 905 images of breast
cancer, 830 (47.2 percent) are diagnosed correctly. Despite
this, 70 (4.1 percent of all images) are misdiagnosed. So
PSOWNNs techniques have a sensitivity of 91.6%. In other
words, 91.6 percent of individuals with breast cancer are
identified correctly. Moreover, 905 images with different
disorders were correctly diagnosed in 98.8 percent of the
cases. PSOWNNs have a specificity of 98.8%. Additionally,
PSOWNNs have an accuracy of 98.6%, which means 830
patients are found to have breast cancer, they (98.6%) are
correctly diagnosed. 'e accuracy of classifiers is another
significant parameter. PSOWNNs have an accuracy of
95.2%. 'at means that 95.2% of the images are correctly
diagnosed. In comparison with other machine learning
techniques, PSOWNNs are more accurate than SVM, KNN,
and CNN. As neural networks do, CNNs train to build
output maps by removing more complex, high-level func-
tions. Input function maps are combined with convolutional
kernels. CNN exploits the fact that a feature is the same in
the receptive field irrespective of its location if a function
converts. 'e results show that CNN can acquire more
useful functionality than techniques that do not take this
into account. As a result of this assumption, weight sharing
is used to decrease the number of components.

'e used methods are trained by gradient descent. Hi-
erarchical characteristics are optimized for the task at hand
because each layer feeds into the previous one. A real-valued
vector is typically needed for SVM and other methods. By
contrast, CNN is often taught from beginning to end, en-
suring that it reacts appropriately to the challenge it is
attempting to resolve. In SVMs, KNNs, and CNNs,
PSOWNNs are used as trainable attribute detectors. Since
SVMs are still extensively used, different machine learning
algorithms should complement each other. Consequently,
this article uses machine learning to identify breast cancer
based on GLCM traits. CNN’s confusion matrix is depicted
in Figure 5. 905 breast cancer patients were accurately di-
agnosed by 799 (94.9 percent) according to the matrix.
However, 106 images were misdiagnosed. On the other
hand, all patients with additional disorders or negative test
results are identified.'e CNN approaches have a sensitivity
of 94.3 percent and a specificity of 93.8 percent, respectively.

'ey also have a 93.4 percent accuracy rate. Breast cancer is a
true positive in all patients with this identification. CNN
methodologies, therefore, are 95.9% accurate.

In terms of classification, it is preferable if the fall-out
and sensitivity have lower and higher values, respectively.
CNN has, therefore, a greater sensitivity than other methods.
Meanwhile, KNN demonstrated that machine learning al-
gorithms are less sensitive than CNN (see Figure 7). In
Figure 8, the ROC curve is displayed to compare machine
learning algorithms. Fall-out is represented by the horizontal
axis of the ROC curve, while sensitivity is represented by the
vertical axis.

Based on the performance analysis metrics results shown
in Table 3, the higher values belong to the CNN technique.
ROC curve value is an essential metric for classifiers. For
CNN methods, it is 99.97. Consequently, the highest ac-
curacy belongs to CNN, KNN, LDA, SVM, and NB,
respectively.

6. Discussions

'e improved SVM achieves the lowest score for all criteria
on the Mini-MIAS mammography dataset. ANNs are also
derived from KNNs and CNNs, but their major drawbacks
are overfitting, hence the need for more training data, as well
as their inability to extract features. Among the most sen-
sitive and specific structures are machine learning methods.
As a result of their less sensitivity to variance in input
samples, convolutional neural networks outperform CNNs
and PSOWNNs. Results show that the PSOWNNs have the
best classification performance and lowest error rate. Based
on the Mini-MIAS datasets, Figure 8 shows the receiver
operating characteristics (ROC) area for the used structure.
ROC analysis involves analyzing classification jobs at dif-
ferent threshold values. A statistical model’s accuracy and,
more broadly, the performance of a system can be evaluated
based on this evaluation.

From the Mini-MIAS mammography dataset shown in
Figure 9, you can see a visual representation of how the
technique is used to segment different tissues and tumors.

7. Conclusion

A complicated illness, breast cancer is recognized as the
second leading cause of cancer-associated mortality in
women. A growing body of data suggests that many factors
(e.g., genetics and environment) might play a role in breast
cancer onset and development. Image-based diagnostic
methods are among the many diagnostic platforms that can
provide valuable information on breast cancer patients.
Unfortunately, it is not always easy to identify breast ab-
normalities. Various technologies have been developed to
screen for breast cancer, such as mammography, ultrasound,
and thermography. Utilizing image processing and artificial
intelligence (AI) techniques, the computer helps radiologists
identify chest problems more effectively. 'is article eval-
uated many approaches to detecting breast cancer using AI
and image processing. Using machine learning methods for
identifying breast cancer, the authors present an innovative
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approach. Based on the support value on a neural net-
work, the suggested method differs from previous tech-
niques. A normalizing technique has been implemented to
benefit the image in terms of performance, efficiency, and
quality. According to our experiments, PSOWNNs are
relatively superior to current approaches such as CNN.
'ere is no doubt that machine learning methods are
beneficial in terms of performance, efficiency, and quality
of images, which are vital to the newest medical appli-
cations. Based on the results, PSOWNNs approaches are
91.6% sensitive. 'at is, 91.6 percent of breast cancer
patients are detected correctly. A further comparison of
the process 905 image with those of other illnesses reveals
that 98.6 percent of the disorders are correctly diagnosed.
'erefore, PSOWNNs have a specificity of 98.8%. Fur-
thermore, PSOWNNs have a precision of 98.6 percent,
which means 830 people are seen to have breast cancer,
but only 830 (95.2 percent) are diagnosed. In other words,
95.2% of images are correctly classified. PSOWNNs are
more accurate than other machine learning algorithms,
SVM, KNN, and CNN.

Nomenclature

ANN: Artificial neural network
BIRADS: Breast Imaging Reporting and Dated System
CNN: Convolutional neural network
DCNN: Deep convolutional neural network
DL: Deep learning
FN: False negative
FP: False positive
FPR: False positive rate
GLCM: Gray-level cooccurrence matrix
KNN: k-nearest neighbor
LDA: Linear discrimination analysis
MCC: Matthew’s correlation coefficient
ML: Machine learning
NB: Näıve bayes
PCA: Principal component analysis
PSOWNN: Particle swarm optimized wavelet neural

network
ReLU: Rectified linear unit
ROC: Receiver operating characteristic
ROI: Region-of-Interest
SVM: Support vector machine
TN: True negative
TP: True positive
TPR: True positive rate.
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�e detection of brain tumors using magnetic resonance imaging is currently one of the biggest challenges in arti�cial intelligence
andmedical engineering. It is important to identify these brain tumors as early as possible, as they can grow to death. Brain tumors
can be classi�ed as benign or malignant. Creating an intelligent medical diagnosis system for the diagnosis of brain tumors from
MRI imaging is an integral part of medical engineering as it helps doctors detect brain tumors early and oversee treatment
throughout recovery. In this study, a comprehensive approach to diagnosing benign andmalignant brain tumors is proposed.�e
proposed method consists of four parts: image enhancement to reduce noise and unify image size, contrast, and brightness, image
segmentation based on morphological operators, feature extraction operations including size reduction and selection of features
based on the fractal model, and eventually, feature improvement according to segmentation and selection of optimal class with a
fuzzy deep convolutional neural network. �e BraTS data set is used as magnetic resonance imaging data in experimental results.
A series of evaluation criteria is also compared with previous methods, where the accuracy of the proposed method is 98.68%,
which has signi�cant results.

1. Introduction

�e soft and spongy mass of tissue protected by the cranial
bone is called the brain, which has three thin layers of tissue
(meninges). A watery �uid circulates in the spaces inside the
brain (Cerebral Spinal Fluid). �e brain controls both
voluntary (such as walking or speaking) and automatic
activities (such as breathing). �e brain is responsible for
memory, emotions, and personality in addition to the �ve
senses (sight, hearing, touch, taste, and smell). An intricate
network of nerves connects the brain and body. A benign
brain tumor does not contain cancer cells, but a malignant
brain tumor does. It is vital in the health system to identify

and diagnose brain tumors. Early detection of cancer can
help a person live longer. �e brain has a variety of tissues
that result from the accumulation and overgrowth of cells to
cause brain tumors. Some of the symptoms of brain tumors
are headaches, seizures, mood swings, and movement dis-
orders. �ere are three treatments for brain tumors: surgery,
radiation therapy, and chemotherapy. Each symptom has
side e�ects that have been studied in [1].

MRI images are widely used due to their excellent spatial
resolution and tissue contrast. �e extent to which a tumor
threatens depends on di�erent factors such as the type, the
location and size of the tumor, and how it spreads and
develops. MRI elements must be divided into four categories
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to diagnose: white matter (WM), gray matter (GM), Cere-
bral Spinal Fluid (CSF), and abnormal brain tissue (tumor).
(e purpose of brain tumor segmentation is to isolate
various tumor tissues such as active cells, dead tissue center,
swelling in normal white matter (WM), gray matter (GM),
and Cerebral Spinal Fluid (CSF). Due to the high medical
diagnosing capabilities of computer science, such as image
processing and machine vision, these have been used ex-
tensively in various fields of science. (is study provides a
comprehensive approach to the diagnosis and classification
of benign and malignant brain tumors. Studies and inno-
vations of the proposed method are included in the
following:

(1) A fuzzy deep convolutional neural network method
called FDCNet is proposed for diagnosing and
classifying brain tumors using MRI images. (e
FDCNet approach integrates fuzzy theory with the
remaining network, generating fuzzy rules using an
adaptive learning algorithm. It examines fuzzy and
deep indexes to construct the features of brain tu-
mors and also solve the problem of uncertainty.

(2) A deep fuzzy convolutional network model is
designed to detect and classify brain tumors from
MRI images using the representation of tensor data
to examine the temporal and locative features of
brain tumors. FDCNet structure is optimized by
exploring the number of layers in the regression
model and functions. (e FDCNet method has high
identification, detection, and classification
capabilities.

(3) (e proposed approach in the BraTS data set is
trained and tested to compare and observe the as-
surance that the proposed method can measure in
terms of evaluation criteria. (e main advantage of
MRI imaging detection and classification systems on
brain tumors is the improvement of evaluation
criteria in the same conditions of the data set with the
presented methods that can be used to determine the
efficiency of the methods.

In this paper, the following sections are presented: (1)
“Introduction” section describes the problem, details the
contribution, and shows the novelty of the approach. (2)
“Literature Review” section provides information on recent
research investigating the problem and the methodology. (3)
“Methods andMaterials” section provides an overview of the
approach characteristics and the strategies proposed. (4)
“Results and Discussion” section aims to analyze the pre-
diction outcome using the provided technique. (5) “Con-
clusion” section concludes the presentation by providing an
overview of the overall results and future directions.

2. Literature Review

Various studies have been conducted on brain tumors di-
agnosis. (e fragmentation has been discussed as a deep
learning technique to detect brain tumors from MRI images
using the convolutional neural network in [2]. (e BraTS

data set has been considered as the input data. (is study
indicates an improvement in fragmentation to classify and
detect brain tumors from data sets with relatively high ac-
curacy. Another study [3] discussed fragmentation opera-
tions to identify and classify brain tumors from MRI images
using a generative adversarial network (GAN). (is method
combines the production model with the discriminatory
model and uses the generative adversarial network instead of
a conditional random field as a high-level smoothing
method. (e proposed method was trained and tested in the
BraTS data set. It can be demonstrated that the proposed
method gains a competitive result and the usage of a gen-
erative adversarial network improves the network’s
performance.

Furthermore, this approach only takes about
10.8 seconds to perform high-precision segmentation and
brain tumors diagnosis compared to other preconvolutional
neural network-based methods. (e average accuracy of this
method has been 94.5%. Similarly, a generative adversarial
network (GAN) in [4] has also been used for the segmen-
tation, detection, and classification operation of brain tu-
mors from MRI images. (e optimization operation of the
generative adversarial neural network has been performed
using a method called progressively growing GAN named
PGGAN. (e main features of this method were as follows:
considering the size of the images as 256 × 256 pixels in an
integrated form, also illuminance intensity, and the position
of the masses and edges, where the average accuracy of this
method was 95%. Using a convolutional neural network
with a combinational method called neutrosophic expert
maximum fuzzy sure entropy has been studied to detect and
classify brain tumors from MRI images in [5]. Liu et al.
(2021) suggested a new method to produce super-resolution
(SR) ultrasound images that maintains perceptual consis-
tency. (e PSNR/IFC/SSIM, inference efficiency, and visual
impacts evaluations using the benchmark data sets CCA-US
and CCA-US demonstrate that our proposed methodology
is both effective and superior to the existing state-of-the-art
approaches [6]. According to Zhang et al. (2020), a new
method is proposed for optimizing clinical pathway queries
in e-healthcare systems while preserving privacy [7]. Tang
et al. (2018) described a technique for identifying the origin
of tumors using tissue-specific miRNA and DNA methyl-
ation indicators [8]. In the general approach called NS-
CNN-EMFSE, the final classification uses a support vector
machine and K-Nearest Neighbor method. K-fold has also
been used for cross-validation and accuracy for evaluation.
BraTS data sets are considered input data, and the results
show that the classification accuracy is 96.52%. Also, deep
neural network convolution is used by amplifying extensive
data in the diagnosis of brain tumors from MRI images and
BraTS data sets in [9]. Extensive data amplification has been
considered to improve diagnostic and classification opera-
tions. (e accuracy of the diagnosis and classification results
was 95.5%. Liu et al. (2021) proposed a method for style and
character inpainting. Based on the CGAN network repair
style, the paper proposes font content that is similar to the
correct content [10]. Chen et al. (2021) suggested using
LSTM and clustering algorithms to predict human N6-
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methyladenosine (m6A) sites [11]. Ahmadi et al. (2022)
presented a novel model for energy forecasting that in-
corporates a deep convolutional neural network with fuzzy
wavelets and a PSO method [12]. An expert system in [13] is
considered for detecting brain tumors from MRI images.
(e research approach is to use the fuzzy C-means method
or FCM in fragmentation operations and data training in the
convolutional neural network. (e membership functions
(MFs) in fragmentation have been an effective and well-
performing feature identification method. Also, another
method named Extreme Learning Machine (ELM) has been
used in the final classification section. (e approach which
uses BraTS data images as super-pixel is called SR-FCM-
CNN-ELM. Its accuracy rate is 98.33%. In [14], Discrete
Wavelet Transform (DWT) has been used during the
training and testing of brain MRI data to classify and seg-
ment tumors in repetitive rings of the convolution neural
network. Also, an innovative noise reduction method called
Partial Differential Diffusion Filter (PDDF) has been pro-
posed in this study, reducing salt and pepper noise to a large
extent in the BraTS data set. (e accuracy of this method to
detect and classify brain tumors from MRI images in the
BraTS data set is 98%. Xu et al. (2021) suggested a technique
for segmenting and detecting tongue images using a deep
convolutional neural network called the Multitask Joint
Learning Model [15]. In [16], brain tumor detection in MRI
images and also image segmentation operations using the
Genetic Algorithm (GA) are presented, and the Discrete
Wavelet Transform (DWT) has been used for image im-
provement. In another study in [17], Ant Colony Optimi-
zation (ACO) and the Genetic Algorithm (GA) have
improved the implementation of MRI image fragmentation.
But the general basis of brain tumor detection methods is
derived from machine image processing and vision systems.
Magnetic Resonance Spectroscopy (MRS) and Diffusion-
Weighted Imaging (DWI) in the supratentorial area of brain
tumors are among the studies conducted in this field of
image processing and computer vision methods [18].
Ahmadi et al. (2021) described a unique hybrid strategy for
user selection in Federated Learning using Deep-Q-Rein-
forcement Learning and Spectral Clustering. On the three
data sets, MNIST, Fashion MNIST, and CIFAR-10, the
achieved reductions in communication rounds are 51%,
25%, and 44%, respectively [19]. Eslami et al. [20] have
investigated an attention-based multi-scale convolutional
neural network (A+CNN) for multiclass classification in
road images. Ala et al. [21] examined a variety of hypotheses
to meet the analysis and different factors related to hospital
patients as well as calculating WOA and NSGA. Abadi et al.
[22] used a hybrid salp swarm algorithm and genetic al-
gorithm for identifying and scheduling COVID-19 patients
for care. It was shown by Mahmoudi et al. [23] that the
adjusted SEQIER model is a good fit to the real COVID-
induced daily death data, as it could capture the nonline-
arities of the data well. Sadeghipour et al. [24] used the firefly
algorithm and intelligent systems to detect breast cancer.
According to Ahmadi et al. [25], they used convolutional
neural networks (CNNs) to segment tumors in seven types
of brain diseases: Glioma, Meningioma, Alzheimer’s,

Alzheimer’s plus, Pick, Sarcoma, and Huntington disease.
Yazdani et al. [26] proposed in this paper an improved
version of extended classification system “trained” using
examples from existing data. (is would help to identify and
avoid attempts to interfere with computer systems during
application phases. Rezaei et al. [27] proposed a method for
segmenting hand parts using depth maps without any ad-
ditional effort involved in obtaining segmentation labels.
Mobasheri et al. [28] reviewed the immunological findings
in COVID-19 and the current reports on autoimmune
diseases associated with this disease. In their study, Has-
tantabar et al. [29] presented two algorithms, including a
deep neural network (DNN) and a convolutional neural
network (CNN) directly using images of the lungs. Dorosti et
al. [30] presented a general model to identify the correlation
of different parameters in a GC tumor place and tumor size.
(e medical documents of GC patients consist of the dataset
of this study. Yan et al. (2020) developed a method of de-
termining whether waxy or regular maize starches are more
digestible after thermal treatment using plasma-activated
water [31]. Shi et al. (2021) investigated the effects of ul-
trasonic intensity on wheat starch and monoglyceride
combinations as well as its influence on the quality of
Chinese steamed bread [32]. Yang et al. (2019) examined
methods for improving the quality of HEVC-compressed
videos. Finally, they created a prototype that demonstrates
our TQEO concept in action [33]. (e study deals with the
tumors in the cerebellum region approach. Diffusion-
Weighted Imaging is an imaging technique that uses the
Brownianmotions of water molecules to generate contrast in
MRI images. Another method using edge detection is
presented in [34], which has modeled the upgraded method
of edge detection for segmenting the brain tumor in MRI
images called the Sobel edge detection method. (e steps of
the segmentation algorithm have four stages: (a) finding the
image gradient with the Sobel edge detector operator, (b)
calculating the dependent threshold image repetition in the
cycle, (c) applying the closed contour algorithm, and (d)
fragmentation of objects in the image based on the pixel
intensity between the closed contours. It is remarkable to use
combinational simpler methods in machine vision and
image processing. MRI images of brain tumors were per-
formed by watershed segmentation and the Hierarchical
Clustering Algorithm [35]. (e hierarchical clustering
methods used in this study include theK-Nearest Algorithm,
the K-Farthest Algorithm, and the Minimal Spanning Tree
method. Also, in [36], anisotropic diffusion based on
fragmentation and the pattern based on group classification
of MRI images to detect a brain tumor based on a support
vector machine and fragmentation with FCM were per-
formed. According to Xu et al. (2019), omnidirectional
videos were assessed for visual quality. Researchers in this
study demonstrate that both subjective and objective
methods of video quality assessment for omnidirectional
videos increase state of the art [37]. In their study, Sheng
et al. (2021) examined near-online monitoring in block-
chain-based edge devices with constraints on cooccurrence
[38]. Neural networks have been utilized in various fields for
detecting brain tumors. In [39], an unsupervised learning
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method by a clustering technique for identifying a brain
tumor in MRI images based on fragmentation has been
proposed. Using the self-organizing mapping (SOM) neural
network (NN) method with fuzzy K-means (FKM) algo-
rithm has been the main proposed method of this research.
In a similar study in [40], MRI imaging was performed to
detect a brain tumor based on a neural network of self-
organizing mapping and entropy-gradient clustering. (e
study by Chen et al. (2021) examined cellular autophagy and
noncoding RNA’s role in colorectal cancer [41]. He et al.
(2020) explored the use of multibranch deep residual
learning for clustering and beamforming in user-centric
networks [42]. In a different approach in [43], MRI images’
brain tumor detection and fragmentation operations have
been performed using two techniques. (e first one uses the
Gabor filter method and Wavelet Transform. In contrast to
that, statistical features methods were used, such as Linear
Support Vector Machine (LSVM), Radial Basis Function
(RBF), K-Nearest Neighbor (KNN), Euclidean K-means and
blocked K-means, and Sparse Representation. Combining
neural networks with other methods is also common in
tumor diagnosis [44], which provides the performance
analysis of a classification method for identifying and
detecting brain tumors from MRI images based on the
neural-fuzzy network [45]. Niu et al. (2021) used ensembles
of convolutional neural networks to detect sgRNA on-target
activity in four crops. (ese findings have implications for
agricultural gene editing and academic research [46]. Sun
et al. (2021) evaluated a babysitting package for the analysis
of retrospective and freshly produced RNA-seq data using
both alignment-based and alignment-free quantification
methods [47]. Zhang et al. (2020) examined the privacy-
preserving clinical pathway query optimization for health-
care networks [7]. Olowookere [48] created two- and three-
class models for breast cancer detection and classification
using a deep convolutional neural network and fuzzy sup-
port vector machines. According to this study’s addition to
knowledge, the hybridization of deep convolutional neural
networks with fuzzy support vector machines improved the
identification of malignant and noncancerous breast cancers
in both binary and three-class classification situations. Ragab
et al. [49] created a novel ensemble deep-learning-enabled
clinical decision support system that uses ultrasound pic-
tures to diagnose and classify breast cancer. (e researchers
devised an optimum multilevel thresholding-based picture
segmentation approach to detect the tumor-affected areas.
(e researchers also created a feature extraction ensemble
comprising three deep learning models and an effective
machine learning classifier for breast cancer diagnosis. (e
research provides a method for radiologists and healthcare
practitioners to aid in the categorization of breast cancer
[49]. Liu et al. (2021) investigated perception constancy
ultrasound image super-resolution using self-supervised
CycleGAN. Using the benchmark data sets CCA-US and
CCA-US, we evaluated PSNR/IFC/SSIM, inference effi-
ciency, and visual impact of our proposed approach for
comparison with existing state-of-the-art approaches [6].
Tang et al. (2018) examined the possibility of detecting
tumor origins using tissue-specific miRNA and DNA

methylation indicators. (ey created a user-friendly website
that enables users to determine the origin of tumors by
uploading miRNA or DNAm profiles relevant to their re-
search [8]. Sharifi et al. (2021) used convolutional neural
networks to investigate the experimental and numerical
diagnosis of tiredness foot. (e current CNN technique
outperforms existing methods and may be employed in the
development of future fatigue detection systems [50].
Ahmadi et al. (2021) developed a novel classifier for brain
tumor identification based on fuzzy logic and wavelet-based
neural networks [51]. Liu et al. (2021) concentrated on issues
related to font inpainting. (is paper will discuss how to
restore broken fonts depending on their style in order to do
it more effectively [10]. Rao and Karunakara [52] concen-
trated on effective segmentation and classification using
machine learning models to diagnose tumor development
and therapy procedures. Preprocessing, segmentation, ex-
traction, selection, and classification are phases in the
suggested approach for efficiently detecting brain tumors.
Higher detection accuracy allows for fast and accurate di-
agnosis, which may save people’s lives. As a result, this
tumor detection and classification results indicate enhanced
performance compared to baseline models. Xu et al. (2020)
classified and segmented tongue pictures using a deep neural
network. (e findings indicate that their technique is ex-
tremely compatible with human perception [15].

Maniraj and Maran [53] suggested a hybrid deep
learning strategy based on 3D wavelet subband fusion. It is a
noninvasive, objective way to examine skin photographs.
(e provided approach’s performance findings on PH2
database photos show that it can efficiently classify normal,
benign, and malignant skin images with 99.33 percent av-
erage accuracy andmore than 90% sensitivity and specificity.

3. Methods and Materials

3.1. An Overview of Deep Convolutional Neural Networks.
Deep learning involves using multiple levels and layers of
learning to model high-level abstract concepts using ma-
chine learning, artificial intelligence, and other technologies.
(e idea of deep learning, which was inspired by the natural
structure of the human brain and with the help of new
facilities and technologies, has been able to achieve con-
siderable success in many areas related to artificial intelli-
gence and machine learning. Recently, artificial intelligence
problems can be solved with deep learning algorithms. (e
most important benefits of deep learning are as follows:

(i) Automatic features learning
(ii) Multilayered features learning
(iii) High accuracy in results
(iv) High generalization ability and identification of new

data
(v) (e potential to create more capabilities and ap-

plications in the future
(vi) Identifying the data features regardless of the

location
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Deep neural networks, such as convolutional neural
networks (CNNs) and ConvNets, are often used for vi-
sual and audio processing. Convolutional neural net-
works use multilayered perceptron types to minimize
preprocessing. (ese are sometimes referred to as shift
invariant or space invariant neural networks. Its struc-
ture is inspired by the biological processes of the cat’s
visual cortex such that single neurons only respond to
stimulation in a limited area, which is called the re-
ception area. (e reception areas of the various neurons
overlap in inconsiderable parts to cover the entire field of
view. Compared to other data classification approaches,
convolutional neural networks use fewer data pre-
processing, meaning that the network meets the standard
learned manually in previous approaches. (is essential
advantage is independence from last knowledge and
human manipulation in convolutional neural networks.
Numerous applications of neural networks have been
proposed, including computer vision, suggestive sys-
tems, and natural language processing. One of the most
significant deep learning techniques is convolutional
neural networks, which effectively train many layers. In
many applications, this strategy is very common and
effective. In general, convolutional neural networks
consist of three layers: convolution, pooling, and fully
connected layers. Each layer has a distinct function.
Feed-forward and backpropagation training are the two
stages of convolutional neural networks.

In the first step, the input is provided to the network,
and this operation amounts to nothing more than a dot
product between the input and the parameters of each
neuron. After this, each layer is convolutionalized. (e
network output is then calculated to determine the net-
work error rate, which is used to adjust the network
parameters or, to put it differently, the network training
itself. Outputs are compared with a loss function. (e
backpropagation step is then initiated based on the cal-
culated error rate. In this step, the gradient of each pa-
rameter is computed using the chain rules, and each
parameter is adjusted according to its influence on the
network error. After the settings have been adjusted, the
subsequent feeds begin in reverse order. (e network’s
training is complete once a sufficient number of these
processes have been completed.

(e proposed approach has three main phases, including
preprocessing operations for image enhancement, features
segmentation and extraction, and a final classification for
determining the type of tumor. Features segmentation and
extraction operation based on the fractal model are pre-
sented in a deep neural network of fuzzy convolution phases
and training section, and afterward, the classification occurs.
At first, the brain MRI input images must be normalized.
Brain MRI images also have a series of noises. (erefore, an
initial optimization must be made on these images so that
the process occurs in the main sections to achieve a sig-
nificant result. In the preprocessing phase, input data, which
are tumorous and nontumorous images, are normalized and
enhanced to increase the efficiency of the system’s recog-
nition if necessary.

3.2. Image Optimization and Preprocessing Operations.
Image optimization and preprocessing operations are per-
formed in the following steps:

Step 1. Normalize the image size for changing the image size
to a default size such as 256 × 256. Brain tumor segmentation
systems use 128×128 or 256× 256 pixels or the normal
collection size based on a unit. (e other issue in normal-
ization is called camera distance from the tumor. According
to equation (1), all of the measured values relative to this
quantity are normalized by an amount named BASE.

BASE �

���������������������

x5 − x10( 
2

+ y5 − y10( 
2
.


(1)

(e tumor is considered the reference point to determine
the focal length in different images that should be measured
relative to a fixed reference, which is assumed to be the
origin of face focal length compassion. (e coordinate’s
origin is obtained from the following equations:

x0 �
x5 − x10

2
, (2)

y0 �
y5 − y10

2
. (3)

Step 2. Conduct histogram integration of the images on
images that are dark and should be bright enough to extract
important features of the brain tumor, including the
intended tumor tissue.

Step 3. Intermediate filtering eliminates possible noises.

Step 4. High-pass filtering is the process of traits extraction
based on brain tumor generalities. It is possible to get better
results from edge finding and fragmentation methods. High-
pass filtering emphasizes details such as edges, which
thereupon increases edge detection efficiency.

Step 5. Eliminate the rotational effect obtained from the
following equation and also conducted to adjust the image
level.

θ � arctan
y5 − y10

x5 − x10
. (4)

In this relation, θ is the BASE angle relative to the
horizon for eliminating the tumor rotation. (e action gives
rise to calculating the new coordinates relative to the origin
obtained from

ya � yb − yoriginal. (5)

3.3. Features Segmentation and Extraction Operation. (e
system designer has no control over the operating envi-
ronment in applications, such as automatic targeting. (e
usual approach is to focus on selecting the type of sensor that
is most likely to increase the desired targets and reduce the
share of irrelevant visual details. Most image segmentation
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algorithms are based on one of the two basic features of
brightness intensity, discontinuity, and similarity. Discon-
tinuity methods divide an image like edges based on sudden
changes in brightness intensity. Simulation methods are
based on dividing an image into areas similar to each other
according to predefined criteria. (resholding, region
growing, cutting, and merging of areas are examples. (is
study will use fractional-based morphological descriptive-
based segmentation descriptors. (e morphological opera-
tion refers to a branch of biology dealing with shape and
structure. (e term “mathematical morphology” is used to
extract image components useful in expressing features and
describing the shape of areas such as boundary areas,
frameworks, and convex hulls. (e language of mathe-
matical morphology is set theory and a unified and powerful
way to deal with image processing issues. In mathematical-
based morphology, sets are represented as objects in an
image. (e fractal model is used for segmentation and ex-
traction operations, which works based on texture, bright-
ness intensity, and edge features. Initially, the durability
section identifier is used. For A andV sets in Z, durable areas
of A and B are displayed as A⊖B, defined as

A⊖B � z|(B)z⊆A . (6)

It indicates that the erosion of A by B is the set of all
points z such that B is contained in A that the components
do not share between B and the background, and the du-
rability regions can be represented as

A⊖B � z|(B)z ∩A
c

� ∅ . (7)

According to (7), Ac is the complement of set A and∅ is
the null set.(en, the self-similar operator is used. IfA and B
are set in Z2, the dilation of A by B, denoted A B, will be
displayed in the form

A⊕B � z(B)z ∩A≠∅ . (8)

In (8), A⊕B is the reflection of B around its origin and
shifting this reflection by z. (erefore, the dilation of A by B
is the set of all z displacements. According to the inter-
pretation, the expanded relationship will be in the form

A⊕B � z| (B)z ∩A ⊆A . (9)

According to (9), B is a structural component, and A is a
set of image objects on which self-similarity should be
conducted, used for the segmentation of boundary extrac-
tion in the fractal model.(e boundary of a setA shown with
β(A) can be found first with the durable operator A with B
and then subtracted between set A and its durability, which
is in the form

β(A) � A − (A⊙B). (10)

According to (10), B is a suitable structural component.
After the image segmentation is done, the feature extraction
step will be performed. Brain tumor features extraction from
MRI images is a vital process that significantly impacts
classification results. (e proposed method is obtained by
extracting the necessary information from the data.

(erefore, only intrinsic features are selected for data
classification. Also, the fractal model has been used to extract
the feature. (e feature selection has been used in order to
deal with high input features and also to reduce the di-
mensions and identify the most relevant features causing the
sufficient separation of different classes.(e feature selection
method is a sensitive one; thus, insufficient features reduce
the classification efficiency, while a larger set of features does
not always give better accurate identification results.

Using covariance analysis, fractal features from the
image were extracted, generating eigenvalues and mini-
mizing the dimensions. (e input images for the fractal
algorithm must be of the same size. (e two-dimensional
matrix of a single image is referred to as a single vector. (e
first step in the fractal algorithm is to upload training images.
(ese should be grayscale images with a certain resolution.
An image containing both the background and the tumor
will not be able to provide an accurate diagnosis of the
tumor. Each image is converted to a column vector by
adding lines, and the images are loaded from a matrix of size
M × N, whereN is the number of pixels andM is the number
of images. It is necessary to compute the average image to
obtain the standard deviation for each original image. We
then construct the covariance matrix and obtain the ei-
genvalues and eigenvectors of the covariance matrix that
correspond to the tumor’s values. Light intensity, edges, and
texture are among the primary features of this research. (e
number of training images M, the average of the images Fi,
and the number of images Li denote the number of images in
the vector Ti. Initially, there are M images, each of which
contains the N × N dimension. Equation (12) describes the
process of averaging an image in a three-dimensional N
space.

A � N × N × M, (11)

Fi �
1

M


m

t�1
Tt. (12)

Finding the standard deviation is an important issue in
the fractal algorithm, which is also calculated through
equation (13) and the covariance matrix from (14).

Variance �
1

M


m

t�1
Tt, (13)

Cov � AA
T
. (14)

A � Variance1,Variance2, . . . ,Variancen and
Cov � N2 ∗N2 are a matrix because A � N2 ∗M is a matrix.
So Cov is huge. Eigenvalues are now obtained from Cov
using

Ui � AVi. (15)

(e last step is to choose eigenvectors. A collection of
intrinsic state function attributes in the form of N(N � 213)

samples in a D-dimensional space x1, x2, . . . , xN  is pro-
vided. xi � Rd and belongs to the C (C� 7) class from
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Lii � 1, 2, . . . , C . (e fractal algorithm aims to find a linear
transmission that maps the original D-dimensional space to
the F-dimensional space denoted by f< d. At yi � RF̂, the
new feature vector is situated. Total scatter or covariance
matrices are used to describe scattered matrices in the class.
(ey are computed using (16) and (17).

ST � 
N

k�1
xk − μ(  xk − μ( 

T
, (16)

WFractal � argmax W
T
STW  � w1w2 . . . wf . (17)

μ is the samples mean and wi|i � 1, 2, . . . , f  is a set of
special ST F-dimensional vectors that are associated with the
largest f eigenvalues. Samples in the new space are y � WTx,
which is WFractal ∈ Rfxd(170xd). (e main components of
the tumor (s) are calculated in the training set. Identification
operations are formed by tumor designs components in the
image space. A comparison is made based on the Euclidean
distance of eigenvectors from the main components of the
image. (e tumor in the image can be identified if the
distance is small. On the other hand, if the distance is so
large, the image is considered one of the accessories for an
independent sample that the system has trained. As a
starting point, the training images are read in N × N di-
mensions and converted to N2 × 1 dimension.

3.4. Training and Testing with Deep Fuzzy Convolutional
Neural Network Algorithm. An N2 × M training set is also
built-in, andM is the number of image samples. (e average
image set is calculated through

ψ �
1

M


M

i�1
Γi. (18)

According to (18), ψ is the average image, M is the
number of images, and Γi is the image vector. (e corre-
sponding components are maintained with the eigenvalues.
(ese components define the tumor space. (e eigenspace is
constructed by dragging the image into the tumor space,
which results in the formation of the components. As a
result, weight vectors are computed. (e image dimensions
are resized to conform to the standards, and the image is
enhanced during the preprocessing stage. (e image weight
vector is then compared to the tumor weight vector in the
image database. (e average tumor size is determined and
then subtracted from each image in the training set. (e
result of the subtraction operation is used to form a matrix.
(e difference between each image and the average image is
computed using the formula

ϕi � Γi − Ψ, i � 1.2. . . . , M. (19)

In (19), the difference between the image and the average
image is ϕ. (e matrix acquired by subtraction is identical to
matrix A; it is multiplied by its transpose, and lastly, the
covariance matrix C is generated, whose relationship is
expressed by

C � A
T
A. (20)

According to (20), A is formed by the disparity between
the vectors; for instance, A � [ϕ1,ϕ2, ϕ3, . . . , ϕM]. Dimen-
sions ofCmatrix areN ×N.(e number of image samples,M,
is used to formmatrixC. In practice, matrixC is the same asN
× M. Alternatively, when the A order is equal toM, onlyM of
N is the number of eigenvectors equal to the nonzero value. A
covariance matrix is then calculated based on the specific
values. Several different images are used to segment the
components, and the number of eigenvector classes is sub-
tracted. (e number of eigenvector classes measures tumors
in the image. Tomake the feature smaller, the eigenvectors are
multiplied by matrix A. As the eigenvectors get smaller, the
covariance matrix changes less. However, other features re-
main the same. Eigenvectors are determined by the accuracy
of the images in the image database. Components are groups
of eigenvectors. After the components have been obtained, the
images in the image database are gathered into the compo-
nent space, and the image weights are in the same projected
image space. An eigencoefficient of a database image is used to
determine an image. (is is then used to create the com-
ponent. Calculate the Euclidean distance between the image
component and the components collected in the previous
step. (e tumor is identified as an object whose Euclidean
distance is less than the threshold value at the component
database. In the case of all Euclidean distances exceeding the
threshold, the tumor in the image will not be detected, and the
image will be discounted.(e convolutional neural network is
used as a deep learning technique to improve the results of
fragmentation and extraction of the most optimal features in
the classification phase. Intending to apply this network, it is
necessary to determine the twists and turns, which have three
general methods: threshold coefficients wave, adaptive filters,
and threshold action potentials scope. (is research approach
for edge-based segmentation is to use the threshold of the
scope of action potentials. (e value of this threshold is
determined as

σn � median
|x|

0.6745
Threshold � 3.5σn. (21)

In equation (21), x is the signal recorded by the mi-
croelectrode (raw signal) and σn is an estimated standard
noise deviation. It is important to note that a larger value will
be obtained for the threshold by using the standard signal
deviation. As a result, some rotations will be mistakenly
removed. After selecting the threshold value, the rotations
are aligned based on their maximum values. Precise
alignment of torsions is a very important and decisive factor
in edge-based segmentation with a twist. (is neural net-
work needs to be trained. (e purpose of this training is to
find mapping such as f: Rn⟶ R as

f(v) � 

n

i

wiφ v − Ci





 . (22)

According to (22), v ∈ Rn is a 32-point vector for input,
and the Gaussian φ(0) base function is defined as
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φ(v) � exp
− v

2

2σ2
 . (23)

(en, for each instruction sample’s random initial
weight values, the corresponding error with each instance is
calculated from the gradient descent as

ei � ti − yi � ti 

N

j− 1
wjφ vi − Cj







 . (24)

(erefore, the total error of the network for each training
input vector P of the visual data is equal to E � 1/2

p
i�1 |ei|

2.
If the E error reaches a lower threshold error, the training
ends. (is value is determined manually at the beginning.
Otherwise, the weights are updated using gradient descent.
After completing the training phase with the convolutional
neural network, the results are assigned to the class be-
longing to it.

It should be noted that the main model of this neural
network is listed for classification in Section 4. However, it is

necessary to determine its layered structure, which includes
the input layer (neurons), the hidden layer in which the
training operation takes place, and consists of the three inner
layers of pooling layers, fully connected layers, and convolve
layers. (e final test operation is also in the output layer. (e
difficulty of detecting tumor presence or absence creates a
challenge and a search space. In an optimization problem
such as tumor detection, the presence or absence of the
tumor from the images will be with the Nvar dimension one
array Xnvar, which indicates the current position for its
convolve layer in the convolutional neural network. (is
arrangement is defined as

Convolve � x1, x2, . . . , xNvar . (25)

(e degree of suitability (or profit value) in the current
torsion layer or Convolve is obtained by evaluating the
function of the tumor (fp) in Convolve. So there are
equations (26) and (27).

profit � fp(Convolve) � fp x1, x2, . . . , xNvar( , (26)

j x
(i)

, . . . , x
(n)

, θ(1)
, . . . , θ(n)

  �
1
2


(i,j):r(i,j)�1

θ(j)
 

T
x

(i)
− y

(i,j)
 

2

+
λ
2



nm

i�1


n

k�1
x

(i)
k 

2
+
λ
2



nu

i�1


n

k�1
θ(j)

k 
2
.

(27)

(e function of the overall goal in diagnosing tumors or
not is in the form of equation (27). In general, we should
minimize this function as much as possible. It is a case of
removing additional sections to accurately identify the area,
which is minimized from

j x
(1)

, . . . , x
(n)

, θ(1)
, . . . , θ(n)

 . (28)

As evidence, the structure of the deep convolutional
neural network used is an algorithm that maximizes the
function of detecting a tumor or not. Using the deep neural
network convolution to solve minimization problems such
as tumor diagnosis only needs to multiply a minus by the
cost function. To start the convolution optimization algo-
rithm, a convolve matrix is generated to the size Npop ∗Nvar.
(en, a random number of pooling layers is assigned for
each of these convolutions. Basically, the pooling layers are
between 2 and 5 items. (ese numbers are used as the upper
and lower limits of the pooling allocation to each twisting
section in the deep training in different iterations. Another
deep convolutional neural network pattern is that they have
connected layers at a certain range. Hence, the maximum
amplitude of the connected layers in the neural network is
called MaxConnectedLayer. In an optimization problem, the
variable higher limit varhigh and the lower limit varlow will
each have a deep layer of MaxConnectedLayer, which corre-
sponds to the total layers number, current layers number,

and also high and low variables. (erefore, MaxConnectedLayer
is defined as

MaxConnected Layer � α ×
number of current layers
total number of layers

× Varhigh − Varlow .

(29)

In (29), α is the variable with which the maximum value
of MaxConnectedLayer is set. In (28), θ is the layers, and in
equation (27), λ is the evaluator value. Each torsional section
in the deep neural network of the convolution traverses only
l% of the total detected areas toward the current ideal target
and has φ radian deviation. (ese two parameters help each
torsion section in the deep convolutional neural network to
explore more of the space.λ is a random number between 0
and 1, and φ is a number between π/6 and − π/6.When all the
torsion sections in the deep convolutional neural network
migrate to the target point and new habitat points are
identified, each torsion section in the deep convolutional
neural network acquires a number of layers of communi-
cation. Depending on the number of layers in each torsion
section in the deep neural network, a MaxConnectedLayer is
determined for it. Now it is necessary to fuzzy this deep
neural network of convolution. It is assumed that the image
data set is in the form ofM, which is indicated the number of

8 Computational Intelligence and Neuroscience



training images, the average Fi of the images, and the Li of
each image of the Ti vector. Initially, M has a number of
images, each containing theM ×N dimension. Each image
can be displayed in N-dimensional space as A � N∗N∗M.
�erefore, it is necessary to provide a combination layer for
the fuzzy part with a deep convolutional neural network,
which will be in the form of

x(l+1)i � wd( )(l+1)i yd( )(l) + wf( )
(l+1)
i

yf( )
l + b(l+1)i . (30)

In (30), yd is the output of the deep convolutional neural
network section and yf is the output of the fuzzy section,
which has two sections for weight, wd and wf. wd deter-
mines the weight of the deep convolutional neural network
and wf determines the weight of the fuzzy part. �is layer is
used as ŷ to combine the deep neural network of the
convolution and the fuzzy part, which has a transition
function that is considered to be the hyperbolic tangent. In
fact, the classi�cation and diagnosis section was presented
using an innovative method called fuzzy deep convolutional
neural network or FDCNet. What separates the proposed
approach from the structure of ANFIS (Neurofuzzy)

networks is that, in ANFIS (Neurofuzzy) network structures,
the de�nition of membership functions and fuzzy numbers
is based on inputs and some attributes (especially in images
where the attributes are considered) and is connected to an
extension system that is trained based on a weighted training
layer and bias with a transfer or stimulus function. But in the
proposed approach structure that performs the detection
and classi�cation operation, the fuzzy structure is located on
the training layers or hidden layers of the deep neural
network section of the convolution after the torsion layer.
�e �lter applied on the torsion layer, the fuzzy layer, the
pooling layer, and the completely connected layer is in the
form of a 3 × 3 window.

In fact, in this training operation, the interfuzzy coef-
�cients are applied with the layers of convolution to wit the
torsion layer, and the output layer displays the classi�cation
based on image features as a vector matrix. De�nitive
processing is performed on the input image to prove the
fuzzy uncertainty problem. Also, fragmentation and features
extraction based on morphological processing and fractal
model uses a three-dimensional matrix in the form of
ground truth to accurately and carefully identify features,
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Figure 1: �e proposed approach �owchart.
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then reduce the dimensions, and select and extract the
features.

3.5. �e Proposed Approach Diagrams. �e proposed ap-
proach presented in this study has a general trend in Fig-
ure 1. �is diagram shows that the preprocessing operation
starts with 1000 three-dimensional input images, which are
from the BraTS data collection and are in the form of
DICOM images. �en, the images are improved with the
middle �lter method to reduce noise and unify their size.
�en, the image fragmentation operation based on the in-
tensity of light and edges occurs, which is morphology-
based; according to this fragmentation, durable and self-
similarity operators of the fractal method begin to work.
�ey can reduce the dimensions, choose the best features,
and perform features extraction with high accuracy. �e
training and testing operation then begins with a deep fuzzy
convolutional neural network or a method called FDCNet.
�is neural network is di�erent from neural-fuzzy networks
(ANFIS) in structure because its fuzzy part is considered in
the hidden layer in the training section. In contrast, the fuzzy
part is �rst executed in the neural-fuzzy network. Training
operations are performed based on input, membership
functions, fuzzy numbers, and the rules de�ned in it.

�e FDCNet method inputs, in which the neurons are
located, are the three-dimensional images of the data and
their features. �e training operation is supposed to be
performed on three-dimensional images to determine tu-
mors, but in the �nal classi�cation, in addition to the
original image, features are needed to create benign, ma-
lignant, and suspicious classes. �e FDCNet structure, after
reading the data from the input layer, is to create a hidden
layer including 20-channel twist layers and a 3 × 3 �lter,
which is 3× 3× 3 in three-dimensional images and has an
Astros rate of 3 (r� 3). Next is the fuzzy layer, along which
fuzzy data training in the twisted layer determines mem-
bership functions, fuzzy numbers, And/Or rules, and then

fusion. Also, its Astros rate is 7 (r� 7), and the �lter applied
to it is 3 × 3.3. �ere are also 10 layers in this fuzzy section.
�en the training and classi�cation operation in the pooling
layer is applied in two parts: random pooling and max
pooling, which has 1000 data equal to the layers for training
(i.e., 100% of the data are trained, and any image from the
data set can be tested on). �e �lter applied to it is 3 × 3 with
an Astros rate of 11. �en there is the 3-dimensional layer of
the data test as a completely connected layer, which is also
a�ected by the fuzzy layer. �e data tests performed in this
layer transfer to the output layer and display the tumor area
visually and then create classes to display the type of tumor
as malignant, benign, and suspicious.

4. Results and Discussion

�e set of brain tumor data used in this study is BraTS data.
It has 145 �les for individuals undergoing various MRI
imaging procedures. �is data collection has four versions
ranging from 2012 to 2018, with each version increasing the
quantity of data pieces and their quality. �e primary data is
in DICOM format, converted to JPEG for better usage with
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the DICOM Viewer program in this study. �ree-dimen-
sional graphics are used as input. Due to the vast image size
in the BraTS data set, this study employs 1000 video input
samples to validate the suggested technique. Several images
have been used that will be displayed in the results section.
�e simulation takes place in MATLAB 2015b and will run
on a system with a 7-core processor with 6Mbps cache and
3.6MHz and 6GB of memory in Windows 8. First of all, the

structure of the deep neural network of fuzzy convolution
should be considered, and the number of layers and the
number of neurons should be determined. Initially, 32
primary neurons are considered in the input layer, which
includes all the features of BraTS data. �ere are settings in
the hidden layer with three main sections in the neural
network, deep fuzzy convolution depth, namely, twisting,
pooling, and completely connected. �e sum of these layers
is 4 cases creating a 3 × 3 torsional matrix. �is means that,
in each of the 4 layers, there is also a 3 × 3matrix.�e torsion
layer is a single layer, and the pooling layer consists of two
layers, one part of which is considered maximal or the so-
called maxpool, and the other part is random pooling that
can teach each of the features at random. So there is one
torsion layer, two pooling layers, and one fully connected
layer, and the output layer contains any feature based on
distinguishing features from MRI images. �ese layers are
also connected to a fuzzy structure. Training section layers
are arranged in the following order: a twisting layer, a deep
fuzzy layer with membership functions that are calculated
from the output features, the original three-dimensional
images, two layers of pooling layer including the random
part and the maxpool section, and the fully connected layer.
�ere is a problem called centroid, which is considered in the
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Figure 5: Histogram and color channel separation of the input
image.

Figure 6: Converted image from RGB to gray surface.

Figure 7: �e result of image fragmentation based on the fractal
model.

Figure 8: �e result of �nal fragmentation in the neural network
training phases of deep fuzzy convolution.

Figure 9: �e �nal result of the proposed method.

Computational Intelligence and Neuroscience 11



principles of classi�cation and even clustering to perform
detection and work tracking.�e structure is individual, that
is, 3 × 3, 5 × 5, and 7 × 7. A house or pixel is placed in the
middle, the adjacent houses are analyzed, and that central
pixel is considered the centroid. It is �ltering on the layers of
the training or hidden section measured as 3 × 3 in small
dimensions. �e results and simulation outputs performed
will be placed in this section. First, all images will be read.
�e operation begins in the training and testing phase with
the neural convolutional network and features extraction
with the fractal model.

1 2 3 4 5

Figure 10: �e results of the proposed method on other images.
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Table 1: Evaluation results.

Parameter PR
Accuracy 98.6891%
Sensitivity 94.8766
Mean square error 0.8598
Peak signal-to-noise ratio 21,2646 dB
Signal-to-noise ratio 26,8642 dB
Area under curve 0.8592
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It should be noted that the three-dimensionalMRI image
will be processed. (en for the final classification, the fea-
tures of the fragmentation are used, which are a combination
based on morphological processing and a fractal model that
creates a ground truth three-dimensional matrix. Figure 2
shows the performance chart to achieve convergence and the
ultimate goal in the training phase. To test the data, an input
image needs to be considered. 70% of the data are trained,
and 30% are tested. But one of the images needs to be shown
visually (see Figure 3). We used one of the images in the data
set, shown in Figure 4. (en, the histogram and the sepa-
ration of the color channels of that image are calculated,
which is similar to Figure 5. (is histogram and color
channel separation show the red, green, and blue color
channels based on 256 colors on a threshold. (e image is
then normalized and converted from color mode or RGB
color space to gray, resulting in Figure 6.

(en segmentation based on the fractional model by
local features, including texture, light intensity, and image
edge, based on two factors including self-similarity and
durability, is as shown in Figure 7. (e fragmentation is
performed by identifying three features, including light
intensity, edges separated from the original image, and
texture, which is shown in Figure 8. (e used features are
based on edge finding (connected points in another object),
light intensity, and texture. (ree local features are used for
fragmentation. In the basic sciences, in comparison to the
methods that use more number of features, those methods
with lower feature numbers with appropriate answers have
higher scientific validity. Finally, the fuzzy deep neural
network will be used for the final diagnosis, aiming to
improve the segmentation and select the optimal class of
features to detect the features in the MRI images in the
image, resulting in Figure 9. As shown in Figure 9, the image
segmentation and classification operations are well per-
formed, and the area of tumor features is identified. In
Figure 10, the method presented is applied to several other
images in the data set.

In addition to the features mentioned above, it is es-
sential to consider local characteristics, including light in-
tensity, edges, and any other characteristic that may have
been identified during the segmentation and feature ex-
traction steps, as well as tumor classification operations,
such as benign, malignant, and suspicious. (is is where the

three-dimensional ground truth matrix begins to work using
the image properties to consider the classification.(is curve
measures the system’s ability to classify or cluster data. It is a
graphical depiction of the degree of sensitivity in a binary
classification system with variable separation thresholds or
the ratio of true to erroneous predictions. In addition to
graphing true positive predictions versus incorrect positive
predictions, the receiver operating characteristic (ROC)
curve can also be seen. An area under the receiver operating
characteristic curve is a numerical value used to quantify and
analyze some aspect of performance. Its value varies between
0 and 1. AUC stands for the area under the curve. A value of
0.5 indicates no prediction, whereas values between 0.7 and 1
indicate good predictions, classifications, or groupings. In
Figure 11, the AUC value is less than one, suggesting that the
suggested technique has been optimized as much as possible.
A combination of pieces resembling malignant tumors in the
available data and the approach described in this research
produced a series of small inaccuracies that are detectable
when the fitting line is not matched (Table 1). (ese blue
circles represent the data’s qualities, while the red lines
represent the data’s fit to the ROC diagram.When the data is
a little out of reach, errors occur. (e middle line also in-
cludes regression. (e area between the ROC peak and the
regression line is the AUC. Table 2 shows the comparison of
the proposed method with several other new methods that
were studied in previous studies. (is comparison is based
on the accuracy criterion in terms of percentage. All
methods use the same data set, the BraTS.

5. Conclusion

Smartification principles in the construction of intelligent
medical diagnostic systems to have reliable and rapid pro-
cedure have been required. Intelligent medical diagnostic
systems could reduce human error and assist physicians in
diagnosing. (is identification and early detection lead to
health recognition and further care until complete recovery.
Cancer masses that form in different body parts do not have
a regular shape or specific principles. Imaging other body
areas can help identify the size and area of these tumors. It is
also possible to estimate malignant and benign conditions
using medical courses.(ese tumor masses, which are one of
the world’s leading death causes, need to be diagnosed as

Table 2: (e results of the proposed method with other methods.

Reference Proposed method Precision
(%)

Chen et al., 2019 [3] Using generative adversarial networks (GAN) 94.5
Han et al., 2019–2020
[4] PGGAN 95

Özyurt et al., 2019 [5] Convolutional neural network with a combinational method called NS-CNN-EMFSE 96.52
Sajjad et al., 2019 [9] Deep convolutional neural network with expanded data amplification 95.5

Özyurt et al., 2020 [13] Using a super-pixel image with C-means fuzzy combinational method and convolutional neural
network 98.33

Amin et al., 2020 [54] Discrete wavelet transform method based on convolutional neural network (DWT-CNN) 98

Ahmadi et al., 2020 [14] Optimization of quantum matched-filter techniques and deep spiking neural Networks (QAIS-
DSNN methods) 91.92

(e proposed method (e fractal segmentation method is based on a deep fuzzy convolutional neural network or FDCNet 98.68
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accurately as possible.(erefore, building intelligent systems
is vital and inevitable. In this study, an attempt was made to
use brain imaging to produce MRI images that can contain
tumors. (is study’s data set includes BraTS, a series of
standard MRI images of the brain surface that have the same
features in light intensity, brightness, and color states. Using
the principles of image processing and machine learning, a
comprehensive system for detecting brain tumors from the
level of MRI images can be provided. (e proposed ap-
proach method initially provided a preprocessing step to
reduce noise and smooth image size. In the following, the
fragmentation operation based on morphology and, at the
same time, the feature extraction operation with the fractal
model are presented. In the continuation of the diagnostic
and classification operations, the innovative deep neural
network of fuzzy convolution or FDCNet has been con-
sidered. Its accuracy results have been 98.68.

(is method offered a functional advantage over pre-
vious methods, including tremendously generative adver-
sarial networks (GAN), progressively growing adversarial
networks (PGGAN), convolutional deep neural networks
with extensive data enhancement, using super-pixel images
with fuzzy C-Means methods, and convolutional neural
networks, as well as a discrete wavelet transform method
based on convolutional neural networks (DWT-CNN). (e
existence of segmentation that is comparable to malignant
masses in the available data, together with the approach used
in this study, has resulted in a series of small inaccuracies
that can be seen on the fitting line. An error happens in some
regions when the data is out of reach. Based on the results,
the presented method’s accuracy, sensitivity, and AUC are
98.69%, 94.88%, and 85.92%, respectively. For the future of
the study, the presented method should be extended with
edge detection methods. Moreover, the optimization for the
clustering method can be done using metaheuristic search
algorithms such as Genetic Algorithm and particle swarm
optimization [55].
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It is well known that we, as human beings, are prone to a variety of undesirable emotions such as excitement, boredom, and fear, all
of which are induced by varying degrees of negative states. In this paper, we designed an emotion-evoking experiment to induce
calm, excited, bored, and fearful emotions, as well as low, moderate, and high levels of tension. Based on the six physiological
signals such as heart rate and respiration rate of the subjects in these emotion states, feature extraction was performed after
removing the baseline preprocessing, combined with particle swarm optimisation algorithm for feature selection, and the
k-nearest neighbour algorithmwas used to classify the di�erent emotion and tension levels in the undesirable states. By comparing
the results of several sets of experiments, we found that with baseline removal and particle swarm feature selection optimisation,
our experimental results using k-nearest neighbour classi�cation showed a signi�cant improvement in recognition accuracy
compared to the traditional k-nearest neighbour algorithm, which indicates that the proposed method has better
recognition results.

1. Introduction

Emotions are a combination of states that arise when a
person is exposed to external stimuli. A good emotional state
is conducive to maintaining physical and mental health,
while chronic bad moods can have a great impact on a
person’s mental health and physical health. For example,
prolonged bad moods can easily lead to depression, which
a�ects one’s social functioning and interpersonal interac-
tions and can even be life-threatening [1]. For people with
cardiovascular diseases, extreme emotions such as anger and
anxiety can increase the risk of morbidity. Anger generated
by drivers during driving can easily trigger road rage, which
can seriously a�ect the life safety of drivers and other tra�c
participants, etc. In summary, emotions have a signi�cant
impact on all aspects of human life, so it is particularly
important to identify them accurately.

At the present stage, the way of emotion recognition is
mainly divided into two aspects; one is recognition through
nonphysiological signals such as human facial expression,

voice tone, and body posture [2], because these non-
physiological signals can be arti�cially controlled by means
of camou�age and other means, resulting in sometimes not
being able to obtain the real signal that can represent the
emotion, thus not being able to accurately identify the real
emotional state. On the other hand, physiological signals
such as EEG signals, electro-ocular signals, ECG signals,
EMG signals, and skin current responses can be used for
emotion recognition [3, 4]. Emotion recognition based on
physiological signals can obtain more objective and realistic
results, which is also more conducive to practical applica-
tions [5].

An adverse state in the article is a combination of
physical and mental re�ections when people �nd that
something real or imagined is beyond their expectations [6].
Chronic stress can lead to an increased susceptibility to
illness, which can induce a variety of diseases [7]. In terms of
emotions themselves, there is an important correlation
between them and dysphoric states. Often, people wear black
in bad states with a variety of complex emotions, of which
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excitement, fear, and boredom are more common [8]. In
contrast, emotions are expressed differently as a mental
feeling and state, which often requires the use of language,
tone of voice, facial expressions, behavioural gestures,
breathing, and other media [9]. Physiological signals are
more objective and realistic in reflecting people’s emotional
state and psychological feelings at the time [10].

)e theory of “affective computing,” which reflects
specific emotions through changes in physiological signals,
was first proposed by Professor Pi card [11] at the MIT, who
suggested the feasibility of extracting features from physi-
ological signals for emotion recognition [12]. Nasoz et al.
[13] from the University of Central Florida, USA, used k-
nearest neighbour (kNN), Discriminant Function Analysis
(DFA), and Marquardt back propagation (MBP). Kim et al.
of Yonsei University, Korea [14], used the Support Vector
Machine (SVM) algorithm; the Institute for Computational
Science at the University of Augsburg, Germany, focused on
comparing the recognition effects of combining different
feature selection methods and classifiers [15]. )e research
on emotion computing in China started late, among which
Guangyuan Liu’s team from Southwest Jiaotong University
conducted a comparative study on the effect of emotion
recognition on emotion data samples from Augsburg
University using a combination of various feature extraction
and selection methods and classifiers [16].

Zhai et al. [17] used the SVM algorithm, and Setz et al.
[18] carried out the classification using DFA and SVM al-
gorithms. At present, there are relatively few studies at home
and abroad on affective computing in adverse states, es-
pecially for different stress levels. )e particle swarm opti-
misation (PSO) algorithm is combined with the kNN
algorithm to investigate the identification of emotional
experiences under adverse states based on multiple physi-
ological signal parameters. Based on the removal of baseline
emotions, the PSO algorithm optimises the selection of
multiple features of multiple physiological signals and then
uses kNN for classification to obtain better recognition
results.)e highest recognition rate reaches over 80%, which
improves the correct rate of the traditional method of
recognising emotional states with multiple physiological
signals [19] and provides a way to explore the relationship
between emotions in adverse states, and this provides a basis
for exploring the relationship between emotions and mul-
tiple physiological signals in adverse states.

2. Research Methods for Identifying
Emotions in the Adverse States

)is study firstly designed different emotion and tension
level evoking experiments under adverse states and collected
six physiological signal parameters such as heart rate, res-
piration rate, skin impedance, blood oxygen saturation,
pulse rate, and blood pressure under specific emotional
states of multiple subjects in real time. )rough pre-
processing and feature extraction of these physiological data,
combined with the results of the experimental subjective
experience questionnaire, the PSO-kNN algorithm was used
to select and classify the features of the experimental sample

data and finally to establish the emotion recognition model
under the adverse state [20].

2.1. Particle Swarm Algorithms. )e algorithm is concep-
tually simple, easy to implement, and fast to converge, has
few parameter settings, and is little affected by changes in
feature dimensions, making it an efficient search and op-
timisation algorithm [21]. )erefore, this paper uses the
particle swarm algorithm for feature optimisation selection
of physiological features.

Assuming that the total number of features isD and there
are m individuals in the population, the velocity of the ith
particle is Vi � (vi1, vi2, vi3, . . . , vi D)T, its position is
Xi � (xi1, xi2, xi3, · · · , xi D)T, and the value of the
position is a solution. By comparing the fitness values, the
optimal position experienced by the current ith particle can be
obtained as Pbesti � (pbesti1, pbesti2, pbesti3, · · · , pbestiD)T

and by comparing all particles, the optimal position of the
whole population can be obtained as Gbest � (gbest1,
gbest2, gbest3, · · · , gbestD)T.

V
n+1
i � w × V

n
i + C1 × rand1( ) × Pbesti − X

n
i(  + C2

× rand2( ) × Gbest − X
n
i( , (1)

X
n+1
i � X

n
i + V

n
i , (2)

where w is the inertia weight factor, usually with values 0.4 to
0.9. C1 and C2 are the learning factors, and usually,
C1 � C2 � 2. rand1 and rand2 are the random vectors be-
tween 0 and 1. A too-large inertia weight can increase the
flight speed of the particles, which is conducive to jumping
out of the local extremes, which makes the particles search
locally. According to (3), let the inertia weight linearly
decrease with the number for weight adjustment, faster to
achieve convergence of the algorithm.

w(t) � wmax − wmax − wmin(  ×
T

Tmax
, T � 1, 2, .., Tmax, (3)

where wmax is the maximum value of inertia weight, wmin is
the minimum value of inertia weight, Tmax is the maximum
number of iterations, and T is the current number of it-
erations.)e initial values of the parameters in this paper are
set using the inertia weight method [22], where w will be
initialized to a constant 0.729 and C1 � C2 � 1.494. To
prevent particles from flying out of the search space,
Vi ∈ [−Vmax, Vmax] is generally taken; Vmax will be too large
to fly away from the best solution, and too small value will
fall into a local optimum.

2.2.&e k-NearestNeighbourAlgorithm. )e kNN algorithm
is a well-established and simple classification algorithm that
makes full use of the physiological features of the entire
emotion sample. )e kNN algorithm, a commonly used
classification algorithm, works on the principle that a sample
is defined as belonging to a class if the vast majority of its
sample points in the feature space belong to that class within
a neighbourhood [23]. kNN algorithm is an algorithm in
which the selected neighbours are all objects of the training
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set that have been correctly classified. )e nearest neighbour
parameter is set to 1 in this paper.

2.3. PSO-kNNAlgorithm. In the PSO-kNN algorithm [24], a
particle is considered to have a higher fitness value when the
number of features it produces is smaller and its classifi-
cation accuracy is higher. )e fitness function for evaluating
each particle is f(x). )e larger the f(x) is, the better the
fitness is, and the fitness function can be defined as follows:

fitness �
1

RMSE × Factor + Features
, (4)

where RMSE is the root mean square error, Features is the
number of subsets of sample features, and Factor is the
balance factor. We have the following steps:

Step 1. Design particles, represented by a binary bit
string, with each binary bit corresponding to a feature
in the physiological signal feature set, where a 1 in the
bit indicates that the corresponding feature is in the
selected feature subset and a 0 in the bit indicates that
the corresponding feature is not in the selected feature
subset [25].
Step 2. Initialize the particle swarm, i.e., set the Xi and
initial velocity Vi of each particle at random.
Step 3. Learn and train with the kNN algorithm, and
calculate the particle fitness according to equation (4).
Step 4. For each particle, compare the fitness function
value f(xi) with its own optimal value f(pbesti), and if
f(xi)<f(pbesti), replace the previous round’s optimal
value with the fitness value and replace the previous
round’s particle with the new one.
Step 5. Compare the best-fit value f(xi) of each particle
with the best-fit value f(pbesti) of all particles. If
f(xi)<f(pbesti), replace the original global best-fit
value with the best-fit value of that particle, while saving
the particle.
Step 6. )e particles according to model equations (1)
and (2) of PSO produce a new population Xi+1 with the
following velocity adjustment rules: when vi >Vmax,
vi � Vmax; when vi ≤ − Vmax, vi � −Vmax.
Step 7. Update the inertia factor ω.
Step 8. Update the binary bits of the particle.
Step 9. Check the end condition. If it is satisfied, the
search ends and the current optimal feature subset and
classification accuracy are returned; otherwise, the
number of iterations is increased so that iteration T �

T + 1 is reached and the search ends at the maximum
number of iterations Tmax or the evaluation value is less
than the given accuracy.

3. Emotion-Evoking Experiments

3.1. Experimental Materials. )e International Affective
Picture System (IAPS) [26] from the NIMH Emotion and
Attention Research Center at the University of Florida was
used as the main material for the different emotion

elicitation experiments in adverse states. )ese selected
images were assessed for validity and arousal by a large
number of subjects in different emotion elicitation experi-
ments to determine the reliability of this approach. In this
process, the validity and arousal are determined by the size
of the defined data, where smaller numbers indicate lower
validity and arousal and larger numbers indicate higher
validity and arousal. Elicitation experiments for different
levels of tension in the dysphoric state were elicited using
different digit addition and subtraction mental arithmetic
tasks. )e efficacy values and arousal levels for the four IAPS
emotionally arousing picture materials are given in Table 1.

A visual comparison of the effect of these four emo-
tionally evocative picture material values and arousal levels
is shown in Figure 1.

3.2. Experimental Subjects. )ere were 14 subjects (8 males
and 6 females) from Shanghai Jiaotong University, aged 22
to 27 years old. )ey were physically and mentally healthy,
had normal vision and hearing, had no previous history of
psychiatric or neurological disorders, and had participated
voluntarily in the experiment. )ey were not involved in
strenuous exercise within 4 hours prior to the experiment
and did not use any drugs within one week prior to the
experiment. Before the start of the experiment [27], each
subject was made fully aware of the purpose and procedure
of the experiment and was tested with a stress-tolerance
questionnaire, and all had a certain level of stress tolerance.
)e whole experiment was conducted in strict compliance
with the Declaration of Helsinki.

3.3. Experimental Equipment. A high-performance com-
puter system (Intel(R) CoreTM i5-2310 CPU @2.90GHz,
4GB DDR3RAM, Lenovo, China; 17-inch professional
display, 300 c d/m2, resolution 1280× 768, vertical refresh
rate 75Hz) was used for the presentation of the emotionally
evoked material. )e screen for the presentation of pictures
and mental arithmetic questions is approximately 50 cm
away from the subject. Physiological signals are detected and
recorded based on a portable multiphysiological parameter
acquisition device developed by the laboratory, which can
acquire a variety of physiological signal parameters such as
ECG, heart rate, respiration rate, skin impedance, oxygen
saturation, pulse rate, and blood pressure. )e heart rate can
be monitored from 30 bpm to 240 bpm with an error of≤2%,
respiratory rate≤5%, skin impedance≤3%, blood oxy-
gen≤2%, pulse rate ≤3%, and blood pressure within ±1.3 kPa
(10mmHg).

3.4. Experimental Procedure

Experiment 1. Firstly, in an emotion-evoking experiment
with different visual stimuli, each of the ten emotion-
evoking pictures of the same type was presented in sequence
for 12 s. )e whole process was completed in 2min. )e
subjects took 2min to calm down after each slide show and
assessed the emotion elicited by the pictures. Before the start
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of the experiment, each participant was given a set of pretests
to familiarise them with the process and the experimental
environment. )e preexperiment images were also taken
from the IAPS.

Experiment 2. For the elicitation of tension in different
difficulty tasks, elicitation of tension in adverse states by
giving two-digit, three-digit, and four-digit addition and
subtraction mental arithmetic tasks with different levels of
difficulty was done [28]. Each question was presented for 5 s,
for a total of 125 s. Subjects were told to complete all
questions as correctly as possible within the time limit, with
an additional bonus if they obtained 95% or more score.
Subjects were given a 2min break between each set of
questions to allow for emotional recovery. After the three
sets of mental arithmetic tasks were completed [29], subjects
were asked to give a subjective assessment of the level of
tension induced by the three sets of tasks. Before the start of
the experiment, a pretest was also conducted to familiarise
the subjects with the procedure.

3.5. Experimental Data Processing. A total of 98 samples of
physiological signals were obtained from 14 subjects through
the tension elicitation experiment under different emotions
and different difficulty tasks. Based on the subjects’ sub-
jective questionnaires [30], a total of 89 valid physiological
signals were selected. Among them, 14 were calm, 10 were
fearful, 12 were excited, 11 were bored, 14 were low tension,
14 were moderate tension, and 14 were high tension. In
order to eliminate the differences in physiological data
between subjects, the baseline physiological data of each
subject in a calm emotional state were subtracted from the
sample data obtained under fear, excitement, boredom, low
tension, moderate tension, and high tension to obtain the
baseline physiological sample data, i.e., 33 samples of the
three types of emotions and 42 samples of the three tension
levels. After completing the preprocessing of the data, fea-
ture extraction was performed on the various types of
physiological signal data samples according to Table 2 and 33
features were finally obtained.

)e specific distribution structure of the features
extracted from the six physiological signals is illustrated in
Figure 2.

4. Experimental Results and Analysis

In the emotion elicitation experiments of the article, the
emotion recognition algorithm performed on the basis of
adverse states with multiple physiological signals was

implemented on Matlab 2019a. For the 33 samples in the
target, 21 of them were randomly selected as the training set
and the remaining 12 samples were used to test the ex-
perimental results. In order to fully validate the experimental
performance, we conducted the experiments separately for
the samples with and without the removal of baseline data
and the average results of the multiple experiments are
shown in Table 3. ALL in the experimental data refers to the
set of physiological signals containing BP, HR, RR, PR, SpO2,
and SC.

)e effect of the comparison of the average recognition
rate of the un-baselined versus the baselined in the recog-
nition results of the three types of emotional states and the
three levels of tension in the adverse state is shown in
Figure 3.

In order to identify the level of tension in poor states, 30
samples were drawn from a dataset of 42 tension level
samples for training and the remaining 12 were used for
testing. In order to conduct sufficient experiments to test the
recognition effect in multiple situations, multiple

Table 1: Efficacy values and arousal levels of the four IAPS
emotion-evoking picture materials.

Emotions Image RMS Image wakefulness
Excitement 6.0± 0.5 6.5± 0.5
Boredom 3.0± 0.5 3.5± 0.5
Fear 2.0± 0.5 7.0± 0.5
Calm 5.0± 0.5 4.0± 0.5
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Figure 1: Visual comparison of the effect value and arousal of four
different emotion-evoking picture materials.

Table 2: Characteristics of the six physiological signals extracted.

Physiological signals Extraction characteristics

Blood pressure Systolic, diastolic, and systolic-
diastolic differential

Heart rate, respiratory rate,
pulse rate, oxygen saturation,
and skin impedance

Mean, variance, first-order
difference mean, maximum,

minimum, maximum-
minimum difference
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experiments were conducted in both situations and the
average of the multiple experiments was used as the final
result. We conducted separate experiments on samples with
and without the removal of baseline data, and the recog-
nition results for the test set are shown in Table 4.

A comparison of the number of features of the optimal
subset for the two cases is shown in Figure 4.

Particle swarm optimisation algorithms allow collabo-
ration and information sharing between individuals in a
population to find the optimal solution, which has the
advantage of being simple and easy to implement and does
not require many parameters to be adjusted. )e results of
kNN and PSO-kNN with the removal of baseline physio-
logical data are presented in Table 5

A visual comparison of the recognition rates between
kNN and PSO-kNN with the removal of baseline physio-
logical data is shown in Figure 5.

)e results of the kNN and PSO-kNN without the re-
moval of baseline physiological data are shown in Table 6.

A visual comparison of the recognition rates between
kNN and PSO-kNN without the removal of baseline
physiological data is shown in Figure 6.

)e IAPS picture system was used in the study here to
design the emotion arousal experiment, which was evaluated
using a subject emotion arousal questionnaire with high
reliability. It can be concluded from the data in Tables 3 and
4 that when using the PSO-kNN algorithm for the identi-
fication of adverse emotions, the average recognition rates
for all three different emotions were lower than the average

recognition rates for the three different levels of tension and
that the data processing results without the removal of the
baseline data were lower than the recognition results with
the removal of the baseline physiological signal. )is indi-
cates that the removal of the baseline physiological signals
can effectively improve the recognition of emotions in ad-
verse states by eliminating the differences in physiological
signals between individuals. Another very important finding
is that the selected combination of signals is more accurate
than the single signal feature.

In the training, diastolic blood pressure and heart rate
maximum-minimum difference as well as pulse minimum
were repeatedly selected as the optimal subset of features for
emotion recognition. )is indicates that the selected signals
play an important role in the recognition of emotions in
adverse states. Compared with the recognition results of
Nasoz et al. using the kNN algorithm directly, this paper
obtained better recognition results by combining the re-
moval of baseline emotions with the PSO algorithm and
optimising the selection of multiple features of multiple
physiological signals before using kNN classification. Fi-
nally, based on the removal of baseline physiological signals,
three predictions were made using the kNN-PSO algorithm
for each of the three different emotions and three different
levels of tension evoked by the experiment, and the pre-
dictions obtained are shown in Table 7.

Pie charts of the predicted outcomes for three of these
different moods and three different levels of tension are
shown in Figure 7.
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Physiological
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Figure 2: Structure of the specific distribution of features extracted from the six physiological signals.
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Table 3: )e classification of three stress emotions by physiological signals and their features’ combination.

Physiological
signals

Number of original
features

Optimal subset feature number Average recognition rate (%)
Not to baseline

kNN Removal of baseline kNN Not to baseline kNN Removal of baseline
kNN

BP 3 2 1 41.67 50.00
HR 6 2 2 50.00 66.67
RR 6 3 3 58.33 66.67
PR 6 2 3 58.33 66.67
SpO2 6 1 1 33.33 33.33
SC 6 2 1 58.33 66.67
ALL 33 7 7 66.67 75.00
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Figure 3: Comparison of the identification results of the (a) three types of emotional states and (b) three levels of tension.

Table 4: )e classification of three tension degrees by physiological signals and their features’ combination.

Physiological signals Number of
original features

Optimal subset feature number Average recognition rate (%)
Not to baseline

kNN Go to baseline kNN Not to baseline kNN Go to baseline kNN

BP 3 1 2 33.33 41.67
HR 6 3 2 58.33 66.67
RR 6 2 1 58.33 58.33
PR 6 3 2 50.00 58.33
SpO2 6 1 1 33.33 33.33
SC 6 3 2 50.00 66.67
ALL 33 6 5 75.00 83.33
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Table 5: Recognition rate results of kNN and PSO-kNN with the removal of baseline physiological data.

Category
Average recognition rate (%)

kNN PSO-kNN
BP 50.00 66.67
HR 66.67 75.00
RR 66.67 66.67
PR 66.67 75.00
SpO2 33.33 50.00
SC 66.67 75.00
ALL 75.00 83.33
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Figure 4: Comparison of the number of features of the optimal subset for the two types of cases: (a) three types of emotional states and (b)
three levels of tension.
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Figure 5: Visual comparison of recognition rates between kNN and PSO-kNN with the removal of baseline physiological data.
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Table 6: Recognition rate results between kNN and PSO-kNN without removal of baseline physiological data.

Category
Average recognition rate (%)

kNN PSO-kNN
BP 33.33 50.00
HR 58.33 75.00
RR 58.33 75.00
PR 50.00 66.67
SpO2 33.33 58.33
SC 50.00 75.00
ALL 75.00 83.33
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Figure 6: Visual comparison of kNN and PSO-kNN recognition rates without removal of baseline physiological data.

Table 7: )ree sets of emotion-evoking experiments with three different emotions and three different levels of tension.

Experimental group
Accuracy (%)

)ree stress emotions )ree tension
degrees

1 75.00 83.33
2 83.33 91.67
3 83.33 91.67
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Figure 7: Pie charts of predicted outcomes for (a) three different emotions and (b) three different levels of tension.
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5. Conclusions

In this paper, three types of emotions and three stress levels
were induced using IAPS picture visual stimuli and mental
calculation task experiments to build up a sample library of
emotion-related physiological signals. Six feature vectors for
effective recognition of stressful emotions were found
through PSO feature optimisation, and the kNN algorithm
was used to achieve emotion calculation and stress level
recognition under adverse states. Experimental results show
that the PSO-kNN algorithm achieves an effective recog-
nition rate of 75% for the three emotions and 83.33% for the
stress level. )rough baseline data removal and PSO feature
optimisation, the recognition results are better compared to
the traditional kNN without feature optimisation selection.
It provides some reference for the research of physiological
signal processing and pattern recognition algorithms in
affective computing research. Due to the limited sample data
at present, it is difficult to test the deeper performance of the
model. Future work will further expand the sample of
emotion-related data in bad states, study the model with
better performance for emotion recognition algorithm, and
make the model work faster by considering the weighting
relationship of the parameters in the PSO and kNN algo-
rithms in more samples. Finally, we aim to extend the
emotion recognition model to practical applications to make
a real contribution to social change.
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A technology known as data analytics is a massively parallel processing approach that may be used to forecast a wide range of
illnesses. Many scientific researchmethodologies have the problem of requiring a significant amount of time and processing effort,
which has a negative impact on the overall performance of the system. Virtual screening (VS) is a drug discovery approach that
makes use of big data techniques and is based on the concept of virtual screening.(is approach is utilised for the development of
novel drugs, and it is a time-consuming procedure that includes the docking of ligands in several databases in order to build the
protein receptor.(e proposed work is divided into twomodules: image processing-based cancer segmentation and analysis using
extracted features using big data analytics, and cancer segmentation and analysis using extracted features using image processing.
(is statistical approach is critical in the development of new drugs for the treatment of liver cancer. Machine learning methods
were utilised in the prediction of liver cancer, including the MapReduce and Mahout algorithms, which were used to prefilter the
set of ligand filaments before they were used in the prediction of liver cancer. (is work proposes the SMRF algorithm, an
improved scalable random forest algorithm built on the MapReduce foundation. Using a computer cluster or cloud computing
environment, this newmethod categorises massive datasets. With SMRF, small amounts of data are processed and optimised over
a large number of computers, allowing for the highest possible throughput. When compared to the standard random forest
method, the testing findings reveal that the SMRF algorithm exhibits the same level of accuracy deterioration but exhibits superior
overall performance. (e accuracy range of 80 percent using the performance metrics analysis is included in the actual for-
mulation of the medicine that is utilised for liver cancer prediction in this study.

1. Introduction

(e liver is the second-largest organ in the human body after
the skin. Approximately three pounds is the weight of a
healthy adult’s liver. (e liver is situated on the right side of
the body, under the right lung, and is covered by the ribcage
[1]. A sulcus separates each of the lobes (a ridge). (is
situation is similar to that of a chemical factory. (e liver’s
role in digestion is to produce proteins and bile, both of
which the body needs to function effectively, the removal of

toxins from the body that have been eaten [2]. By using
vitamins, carbohydrates, andminerals stored in the liver, it is
able to break down numerous nutrients from the gut while
also controlling cholesterol excretion. It also produces rapid
energy when needed.(roughout the body, the cell serves as
the fundamental unit that constructs the tissues. Growing
and dividing into new cells are typical functions of cells in
their normal state [3]. (e cell is replaced with a fresh one if
it gets old or broken. Every now and again, something goes
wrong during the operation. In contrast to the fact that the
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body does not manufacture new cells, nodules and tumours
are produced by the tissues of old or damaged cells. Liver
tumours are classified into two types: benign and malignant
[4]. In comparison with malignant tumour, benign tumour
is less dangerous. Tumours that are not damaging to the
patient’s life are benign tumours, which are very uncom-
mon.(ey are not usually re-grown after it has been excised,
unlike malignant tumours. However, it does not spread to
other parts of the body; instead, it attacks tissues in their
immediate surroundings. Tumours that are malignant are
malignant tumours, which are cancerous and may be fatal
[5]. When it is removed from the body, it re-grows and
becomes very dangerous. A stomach or intestinal infection
may be lethal and spreads throughout the body, affecting
many organs. Primary liver cancer and secondary liver
cancer are the two forms of liver cancer that may occur in
people. Primarily, liver cancer refers to a tumour (malig-
nant) that begins in the liver itself. It is probable that sec-
ondary liver cancer develops in another place of the body
and then spreads into the liver [6]. Hepatocellular carcinoma
(HCC) is the term used to describe a tumour that develops in
hepatocyte cells. Cancer of the liver that has developed from
inside the organ itself. Hepatocellular carcinoma is re-
sponsible for around 75–90 percent of all liver cancer cases
in the United States. Primarily, liver tumours are classified
into several categories, including cholangiocarcinoma or
two-bile-duct cancer, coupled HCC and chol-
angiocarcinoma tumour of mesenchymal tissue, sarcoma,
and hepatoblastoma. In children and young adults [7], this
uncommon malignant tumour manifests itself.

Based on the insights achieved, new technologies in the
computer science sector are expected to emerge in the next
years. (e “third paradigm” is derived from the many an-
alyses and implementations that have been carried out [8].
(e findings in biomedical applications were obtained due to
the experimental analysis and the numerous surveys that
were carried out during the research process. Various dis-
coveries have been developed to fulfil the needs of the
imaginative future and keep up with the ever-increasing
number of requirements. (e data processing complexity
increases as a result of the speed parameter being used [9]. In
this case, the study is concentrated on developing applica-
tions that benefit from an increase in the speed of com-
putation and an increase in available computing resources.
Gathering and processing of a wide range of data is the
primary reason for the development of this paradigm, which
is beneficial to researchers [10]. In the fields of medicinal
applications and biomedical research, some of the most
significant breakthroughs have beenmade.(e development
of new drugs is a complicated process that involves a variety
of procedures. Various molecular structures were chosen
and identified from among the n number of potential
possibilities (see Figure 1). (e time consumption in the
discovery of biological applications, which was endured for
10 to 15 years after the discovery [11], was documented. As
the number of ligands available in the pharmaceutical in-
dustry grows, a big data analytics technology called virtual
screening (VS) [12] is being used to screen them all. (e
primary goal of the approach that has been established is the

prediction of ligands in order to find the protein receptor.
Using the docking technique, it is possible to shorten the
amount of time it takes to identify new medications for the
treatment of liver cancer. Hepatocellular carcinoma (HCC)
is themost difficult kind of cancer to treat since it develops in
the liver’s tissue and is very harmful in today’s society.
Global liver cancer is one of the types of liver cancer that has
increased from 641000 to 643000 in the last four decades
[13]. Figure 1 depicts the mortality rates and the increment
in liver cancer in developing nations and developed coun-
tries, respectively.

Extensive data analysis can help speed up the process of
medication development, which is a time-consuming en-
deavour. To provide an example, the creation of aspirin,
which is used in biomedical therapy, was inspired by a study
of patients’ electronic health records (EHRs) who were
contaminated [14]. In this study, the records of the patients
were gathered from the database of the United States Pre-
ventive Services Task Force, which use aspirin to treat cancer
cells. In addition, raloxifene [15], which was approved by the
FDA in 2007, and dapoxetine, used for the diagnosis of
ejaculation are examples of medications that have been
approved. Using healthcare informatics software, a large
portion of the therapeutical sector has examined gene ex-
pression and cellular screening in order to determine the
chemical makeup of the cancer cell [16]. As an update,
numerous conversations have taken place in the biomedical
sector in preparation for the drug development process that
will be discussed in the following sections.

Speed-up learning is a sort of machine learning in which
the problem solvers solve the issue based on their previous
expertise [17]. It examines the previous problem solver’s
experience and traces their steps and solutions. A distinction
is made between rote and explanation-based learning.
Roughly speaking, rote learning is the more traditional
approach, finding out via getting advice. In this sort of
learning, the advice may come from a variety of sources,
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Figure 1: Number of deaths due to liver cancer in developed and
developing countries.
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such as human experts and other internet-based information
[18]. Learning by example is an inductive learning method in
which the decision tree is utilised to guide the learner
through the process. (is algorithm is based on Quinlan’s
algorithm, which is also known as ID3. It is the process of
inductive learning in which the unlabelled data are grouped
in comparable groups called clusters using the Euclidean
distance and the Manhattan distance as a basis for grouping
[19]. Similarly, to inductive learning, learning by analogy is a
kind of learning in which information is retrieved from
previous knowledge. It is one of the most basic deduction
strategies in human cognition. (e rest of the article is
organized as follows: Section 2 represents the background
analysis, Section 3 represents the proposed work, and Sec-
tion 4 represents the experimental study, and Section 5
represents the conclusion and future work.

2. Background Analysis

It was necessary to add several software and technologies in
order to create the newmedication. In the suggested portion,
numerous platforms from the current structure were ex-
plored in detail, allowing for a more in-depth examination of
the planned work.

2.1. Hadoop/MapReduce Technique. (rough the utilisation
of enormous datasets, the MapReduce approach [20], an
advanced and rarely used technique in the IT sector, is
employed in big data analytics.(eMapReduce technique is an
advanced and seldom used technique in the IT field. A large
number of nodes can benefit from parallel and distributed
MapReduce execution because of the technique’s high scal-
ability and reliability [21]. MapReduce is a method that is
straightforward in terms of programming, and it is widely
utilised in a variety of real-time applications. (e MapReduce
approach used to handle a large amount of data at one time.(e
key benefit of theMapReduce approach is that it is easy to install
and has a lower level of fault tolerance than other techniques.
(emost important job is to establish amodel for the discovery
of a new medication [17]. (e MapReduce approach, which is
used to identify new drugs, makes use of two processes, namely,
the map function and the reduction function.

2.2. Mahout Technique. Apache Mahout, a key approach
discovered by the Apache Foundation that leverages the
library function of machine learning algorithms in con-
junction with the Hadoop platform as its foundation, is a
major technology. Mahout has been at the forefront of new
and innovative developments since the various algorithms
were implemented [22]. Mahout is used for big data pro-
cessing data structures that are compatible with a single
machine learning approach, such as deep learning. Despite
the fact that this methodology includes the Java library
function, it does not include the user interface structure [23].

2.3. Open Babel Technique. In order to examine the varied
chemical compositions of the obtained data, the chemical

expert created Open Babel, which is an open-source pro-
gramme that is available for free. (e primary goal of this
programme is to construct multiplatform libraries for
molecular models [24], as well as to do various data con-
versions for the medicine that has been produced.

(e research [17] indicated that back propagation
produced the greatest results in terms of accuracy (71.59
percent), precision (69.74 percent), and specificity (82
percent). (e NBC classifier has much better sensitivity
(77.95 percent) than the other classifiers. (e KNN tech-
nique, when applied to the AP Liver dataset and using
common characteristics (SGOT, SGPT, and ALP), provides
a high accuracy when compared to other algorithms. ANN
and SVM performance were evaluated on various cancer
datasets in this study [18], with accuracy, sensitivity, spec-
ificity, and area under the curve all being measured and
compared (AUC). (e BUPA liver disorder training set
(70 percent) and testing set (30 percent) were chosen, and
after analysis, SVM provided (accuracy, 63.11 percent;
sensitivity, 36.67 percent; specificity, 100.0 percent; AUC,
68.34 percent) and artificial neural networks provided
(accuracy, 63.11 percent; sensitivity, 36.67 percent; speci-
ficity 100.0 percent, and AUC 68.34 percent) (accuracy,
57.28 percent; sensitivity, 75.00 percent; specificity, 32.56
percent; AUC, 53.78 percent). In research [19], a dataset of
78 percent of liver cancer patients associated with cirrhosis
was employed, which included two forms of liver cancer:
HCC and nontumour livers. (e data were separated into
two groups: training and testing. (e K-nearest neighbour
approach was used to eliminate the values that were missing.
Employing principal component analysis, the author opti-
mised a fuzzy neural network before comparing the GA
search results to the improved fuzzy neural network. In this
study, it was discovered that using a smaller number of
genes, FNN-PCA could achieve an accuracy of 95.8 percent.
(e classification of the liver and nonliver disease datasets
was based on the findings of this study [20]. Medical data
from a Chennai medical centre with 15 features were used
for preprocessing, and the C4.5 and Naive Bayes classifiers
were used for the study. (e C4.5 algorithm outperformed
the Naive Bayes method in terms of accuracy.

(e major contributions of the proposed work are to
identify cancer using both features obtained using map
reducing technique and image processing is used to identify
the classes of cancer in the patients’ CT scans, and to reduce
execution time and enhance the accuracy rate.

3. Proposed Approach

In the following section, the technique has been developed to
discover the new drug for the treatment of liver cancer in the
field of big data analytics [25].(e approach was made in the
initial stage of dataset selection and the algorithm discovery
in the big data society.

3.1. Dataset. (e liver cancer diagnosis is based on the
protein deficiency.(e protein deficiency of the liver tissue is
identified using the 4JLU receptor, which includes the crystal
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structure of BRCA1 [12]. (e protein data bank is used to
obtain the structural information needed to conduct the
study (PDB). Because the receptor had to be built from the
ground up, the Cambridge library’s collection of ligands was
used [13].(is different ligand contains 106 ligands, of which
the proposed work randomly collects 104 ligands. Virtual
screening process is carried out with the use of AutoDock
Vina (AV). Input images are acquired from the Kaggle
dataset to extract the features of cancer from the tumour sets.

3.2. Virtual Screening (VS). (e liver cancer features are
collected from the infected and dis-infected data. Figure 2
represents the frequency of the affinity (kcal/mol) and shows
the median as the separation point.

(e separation point is taken using the median point
which is calculated as −5.8 Kcal/mol. (e difference between
the active and inactive ligands is used to compute the
separation point. Using the real positive and true-negative
values, the greater value is arrived at [26]. (e false number
is neglected using the mean value. (e molecular format
PDBQT [27] is the complex structure, which converts the
ligands to the fingerprint format (FPF). (is converts the
various algorithms into machine learning algorithm. Open
Label is the toolbox, which is considered to follow the
chemical composition of the discovered drug. (is will
follow the chemical conversion taking place in the drug
structure. (e FPF, which is hexadecimal in structure, is
converted into a binary structure that comprises n ∗ m
matrix formats. (e vector element is created and trans-
ferred towards the label class of the dataset [28].

From the pseudocode, the first stage, like with many
other ground filtering methods, is the production of Vimin,
which is based on the cell size parameter and the amount of
data present. It is possible to provide the two vectors cor-
responding to [min: cellSize: max] for each coordinate—xi
and yi—directly from the user’s input or to quickly and
automatically compute them from the data provided. In-
stead of generating a raster for each of the (x, y) dimensions,
the SMRF method generates a raster spanning the ranges
between the ceiling and floor of the lowest and maximum
values for each dimension. If the cell size parameter is not an
integer and is not specified, the same general rule applies to
values that are evenly divided by the cell size parameter.
Using the previous example, if the cell size is equal to 0.5m
and the x values are in the range 52345.6 to 52545.4, the
range would be [52346 52545].

It is designed to be applied to both the first and final
returns of the point cloud, while it is possible to build a
minimal surface that is almost as good with just the latest
returns, as stated in the next paragraph. However, even
though the last return of any given pulse is most likely to be
ground, this is not always the case: for example, it is possible
that the last return of one pulse happens to hit an object at a
given location, while the first return of another pulse
happens to strike closer to the ground at the same location. A
minor inaccuracy would be introduced into the DEM as a
result of the early removal of the first return from the second
pulse in this example, which would be impossible to remove

with any filter. (erefore, it is recommended that both the
first and last returns be utilised, since the unnecessary ob-
servations are quickly deleted during the first grid-genera-
tion process.

(e minimal surface grid Vimin created by the vectors
(xi, yi) is filled with the elevation data that are closest to the
original LIDAR data and is the lowest elevation.

3.3. ProposedModelArchitecture. (e data construction step
is followed by the five-model formation. (is model is used
to train the dataset with the labelled class that is used to
predict the severity of the cancer using machine learning
algorithm [14]. (e prediction is made for the discovery of a
new drug with certain chemical composition.

Figure 3 represents the flowchart of the proposed work.
(e implemented algorithm is based on the MapReduce
algorithm using the Java implementation. In the proposed
work, the best three algorithms were selected and combined
to form the classifier with the higher accuracy.

3.3.1. SMRF (Scalable MapReduce Random Forest). (e
electronic health records include information such as the
patient’s identification number, status, age, gender, hep-
atosis, ascites, edema, billi, cholesterol, albumin, and
other vital signs. (e data under consideration must be
clinically converted, that is, made acceptable for further
processing, before it can be used. (e clinical transfor-
mation stage is also referred to as the preparation step in
certain circles.

Null values, irrelevant values, and noisy values may be
found in the unprocessed data. (ese data flaws would result
in misclassification, and as a result, they would need to be
converted therapeutically. Mode function is used to impute
missing data from the considered dataset with values gen-
erated using the mode function.

Following the preparation of data, three subsets from the
datasets are prepared for use in the random forest classifi-
cation system for categorising occurrences.
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Figure 2: Variation in the frequency against the binding affinity
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When generating the subgroup, three characteristics will
be taken into consideration: platelet count, alkaline phos-
phate, and cholesterol levels.

(e random forests are constructed by combining three
classification techniques, namely, C4.5, J48, and Naive
Bayes, into a single structure. (ere are many other voting
methods that may be used for an ensemble of classifiers;
however, in this case, we will use the majority vote technique
to execute voting with a variety of classifiers. (e ultimate
conclusion of the majority of classifiers will be shown as the
output in this case.

Random forest is one of the machine learning techniques
that is constructed using the multilayer of decision trees.
(is method is developed using the bagging process [29].
(e independent variable X is considered, which is com-
bined with the decision tree K to form the classification
matrix of h1(X), h2(X), . . ., hk(X). Each of the classifier is
trained and classified using the matrix obtained in the
classification process. SMRF (scalable MapReduce random
forest) is one of the techniques of the big data learning [15].
(is proposed technique consists of three phases, which is
implemented as follow:

Step 1. (e descriptor file from the dataset is subjected
towards the attribute description.

Step 2. It is represented as the generating stage and sub-
divides the given dataset into bootstrap samples that can be
trained using the bagging algorithm

Step 3. It is represented as the voting phase where the
decision trees give the classification results. (e proposed

SMRF technique decides the decision of the classification
with the higher voting technique. Figure 4 shows the scalable
random forest algorithm based on MapReduce technique.

Bayes theorem—It is of importance to determine which
theory is the most likely for given space S. In the context of
machine learning, the term is defined by the observed
training data. P() is the initial probability that the hypothesis
is true before any training facts are learned, and P() is the
prior probability that the hypothesis is true before any
background knowledge is learned about the right hypothesis.
Presumptions may have some prior knowledge depending
on the facts given, even if no prior information is available.
In a similar vein, prior probability (α) on the provided
training data is calculated. q(α) will represent the probability
based on the supplied data. In general, the probability of x
provided by ymay be represented asQ(x|y), which stands for
probability of x given by y. If you are interested in machine
learning, the portion of interest is Q(β), which is the pos-
terior probability on a hypothesis based on a particular
training dataset, which may be used to determine the
confidence in a given dataset [16]. (e base theorem is the
cornerstone of the Bayesian learning approach because it
calculates the posterior probability Q(β) from the prior
probability, Q(α) andQ(β) being the probabilities of the past
and future. (e Bayes theorem is a mathematical formula
that predicts the likelihood of an event:

Q(α|β) �
Q(β|α)Q(α)

Q(β)
. (1)

According to Bayes’ theorem, Q(||) grows as Q(||) and
Q(||) increase in importance. If Q(|) grows, it can be ob-
served from the equation that the value of Q(|) decreases.
Most likely, the observed will be independent of the ob-
served. (e S-hypothesis will be the most likely one to be
tested based on the observed facts. When the most likely
values are selected, the hypothesis known as theMaximumA
Posteriori Bayesian Inference Data Prior Information Sta-
tistical Conclusion (MAP) hypothesis is used. When com-
puting each candidate hypothesis, this approach makes use
of the Bayes theorem:

argmax
α∈S

Q(α/β),

argmax
α∈S

qQ(β/α)q(α)

q(β)
,

argmax
α∈S

q(β/α)q(α).

(2)

In the final step, q(β) is removed since it is not reliant in
any way and acts as a constant.

3.4. K-Means Clustering-Based Segmentation. Making use of
training cases and test instances to choose functions that are
comparable, the distance function used by K star is based on
entropy, which is distinct from other distance functions.
Instance-based learning categorises instances from a data-
base of previously categorised examples. It is anticipated that

Big Data Analytics Image Processing

Input Cancer Dataset
based on Features

Input Cancer Dataset
based on Images

Processing of data Pre-Processing of 
data

Classification based 
on characteristic 

feature

Feature extraction and 
classification using 
extracted data from 

image

Performance 
Comparison

Figure 3: Flowchart of the proposed work.
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occurrences that are comparable to one another would have
the same categorisation as one another. K star work utilises
transformation, which picks one instance of a transformation
at random from all of the possible transformations using the
entropic measure. Entropy is employed as a distance metre in
this approach, and the distance between the instances is
computed using it. (e complexity of a transformation is
measured by the distance between occurrences of the
transformation. It was accomplished via the use of instance
transforms and mappings for a limited number of trans-
formations. Assume that is the initial position and that is the
ending point. Let us suppose that X is predefined and that
there are an infinite number of points. Let x equal X; then, x
will be the map x : y. (e map instance itself is denoted by the
symbol X((�)), and q is terminated. q is a transformation on,
and it has a single definition. Explanation: x(n)� xn (1(. . . x1
(n). . .)), where x is the number of elements in the set. (en,
x1. . . xn is the number of times x equals x1. . . xn.When q is a
probability function X∗, it means that it should satisfy the
requirements of the following qualities:

0≤
q(xv)

q(x)
≤ 1,


v

q(xv) � q(x),

q(Λ) � 1,


x∈q

q(x) � 1..,

(3)

r∗ is the probability function that defines all paths
moving from α to β As mentioned the probability function
q∗ which is defined as the probability of all tracks from
instance a to instance b:

r∗
β
α

  � 
x∈r:x(α)�β

r(x). (4)

r∗ satisfies following properties:


β

r∗
β
α

  � 1,

0≤ r∗
β
α

 ≤ 1,

(5)

(e L∗ function is then defined as

L∗
β
α

  � −log2r∗
β
α

 . (6)

4. Experimental Results

(e proposed SMRF technique is performed using the
Hadoop environmental factors. (e Java workbench is
adopted to run the random forest algorithm with the same
parameters of the traditional algorithm. (e system’s pre-
cision is determined by the parameters marked as K. To
compare the various algorithms with the proposed ap-
proach, many methodologies were investigated. (e mean
value of the proposed work determines the accuracy of the
system. (e experimental analysis of various applications
was considered to analyse the proposed work that is tabu-
lated in Table 1.

(e experimental analysis of various applications is
shown in Table 1. In the various analyses, the proposed
SMRF algorithm has the better accuracy in various fields and
lesser error factor. Figure 5 represents the comparison of the
proposed algorithm with the traditional algorithm.

For SMRF, the accuracies in datasets “corral” and
“ionosphere” are 97.66% and 93.l6%, respectively, which are
much higher than the traditional random forest. (e ex-
perimental results with the mean parameter, that is repre-
sented as K, are shown in Figure 5. (e proposed algorithm
has 10 nodal points with the 100-decision tree structure. (e
SMRF algorithm has parallel performance, which reduces
the classification timings and increases the system’s accuracy
based on the MapReduce model. Scalability of the system is
higher when compared to the other algorithms. (is pro-
posed work results in the good accuracy in the classification
that would yield the better drug discovery.

4.1. Image Acquisition. Database images are collected from
the cancer imaging Archive, which consists of both normal
and abnormal images. (e database images consist of MRI
images and CT scan images, as well as ultrasound scan
images. (ese images are the collection of both normal lung
and abnormal lung. (e proposed work consists of around
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disturbingdataset

d segmenting
feature1

d segmenting
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d segmenting
feature 3

feature selection

finalised

Figure 4: Scalable random forest algorithm based on MapReduce.
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300 images, which include MRI, CT scan, and ultrasound
images. (e input images are shown in Figure 6.

4.2. Morphological Operations. Morphological operations
consist of categories such as close, erosion, dilation, mask,
and mark. (ese procedures are carried out to smoothen the
dilated area and to remove the unwanted particles within the
converted RGB image. Using these techniques, the filtered
picture may be separated into its parts by structural and
morphological procedures. (e output results of this process
in MRI scan, CT scan, and ultrasound scan is shown in
Figure 6.

Figure 7 represents the preprocessing stage in cancer
images.

4.3. Segmentation. (e segmentation process is based on the
watershed algorithm and Sobel edge detection technique.
(e watershed algorithm is a mathematical morphology
method founded on topology conception and may just
belong to the region-founded segmentation approaches. Its
intuitive proposal originates from the topography; photos
are viewed as a topology remedy within the topography; and
the grayscale value of each pixel on images stands for the
elevation at this point. For the watershed algorithm, there

are numerous calculation approaches; an effective algorithm
[7] based on immersion simulation proposed by Vincent
and Soille is a milestone of the watershed algorithm study,
for it improves an order of magnitude in calculation when
put next with the long-established watershed algorithms,
and for this reason, the watershed algorithm has been ap-
plied largely.(us, the results of watershed segmentation are
shown in Figure 8.

4.4. Classification. Consider the following scenario: the
input picture is of an elephant. (is picture, complete with
pixels, is the first image to be put into the convolutional layer
system. A black-and-white image is read as a 2D layer, with
each pixel given a value between zero and two hundred and
fifty-five (255), with zero being entirely black and two
hundred and fifty-five representing fully white. For a colour
image, on the other hand, the result is a 3D array with three
layers: blue, green, and red layers, each of which has a value
between 0 and 255. (e reading of the matrix then occurs,
for which the programme picks a smaller picture, referred to
as the “filter,” from which the information (or kernel) is
read. (ere is no difference between the depth of the filter
and the depth of the input. (e filter then generates a
convolution movement that moves together with the input
picture, moving one unit to the right of the image every time
it is used.

After that, it multiplies the values by the values of the
original image. Each multiplied figure is added together, and
a single number is formed as a result of this process. Iterating
the method with the full picture results in a matrix that is
smaller than the original input image.

(e feature map of an activation map is the last array in
the process of creating an activation map. In order to
conduct operations such as edge detection, sharpening, and
blurring, it is necessary to convolute a picture by applying
several filters. All that required is the specification of pa-
rameters such as the size of the filter, the number of filters,
and/or the network’s architectural design.

From a human standpoint, this behaviour is analogous
to recognising the basic colours and edges of a picture.
However, in order to identify the picture and detect the traits
that distinguish it as, for example, that of an elephant and
not that of a cat, distinguishing characteristics such as the
elephant’s enormous ears and trunk must be recognised. In
this case, the nonlinear and pooling layers will be used to
help.

(e nonlinear layer (ReLU) is added after the convolution
layer, and it is responsible for increasing the nonlinearity of
the picture by applying an activation function to the feature
maps.(e ReLU layer eliminates any negative values from the
picture and boosts the image’s correctness. Despite the fact
that there are various procedures available, such as tanh or
sigmoid, ReLU is the most common since it can train the
network much more quickly.

In the next stage, many photos of the same item are
created so that the network can always identify the image,
regardless of its size or position on the network. For ex-
ample, in the elephant image, the network must be able to

Table 1: Classification-based data analytics.

Datasets SMRF (%) Traditional RF (%)
Liver 95.23 96.55
Cancer 94.35 92.83
DNA 99.16 99.53
Chess 97.66 81.25
Corral 93.16 88.03
Ionosphere 92.00 92.00
Iris 95.00 87.70
Letter 90.80 85.35
Satimage 95.84 93.50
Segment 99.98 99.95
Shuttle 95.67 93.32
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Figure 5: Comparison of the proposed SMRF with various
applications.
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detect the elephant regardless of whether it is walking,
standing still, or racing. It is necessary to have picture
flexibility, and here is where the pooling layer is useful.

It works in conjunction with the picture’s dimensions
(height and width) to gradually shrink the size of the input
image, allowing the items in the image to be seen and
identified no matter where they are positioned in the image
space.

Pooling also aids in the prevention of “overfitting,”
which occurs when there is too much information and no
room for new ones. Max pooling is perhaps the most well-
known example of pooling, in which the picture is split into a
succession of nonoverlapping sections.

Max pooling is the process of detecting the maximum
value in each region of the picture in order to eliminate any
unnecessary information and reduce the size of the image to
its smallest possible size. It also helps to account for dis-
tortions in the picture as a result of this activity.

(e fully connected layer is the next step, which includes
an artificial neural network for use with CNN. It is possible
to forecast the picture classes with improved accuracy by
using an artificial network that incorporates diverse infor-
mation. At this point, the gradient of the error function is
computed in relation to the weight of the neural network
being considered. (e weights and feature detectors are
tweaked to get the best possible performance, and the
process is performed over and again.

(e classification process is performed using the method
of convolutional neural network. Convolutional neural
network consists of many layers, which would give the
certain rate of classification in the three categorised database
images. Appendix 1 represents the flowchart of the proposed
work. (is would help the patient and the practitioners to
identify the early stage of liver cancer and help with the
diagnosis. Figure 9 shows the classification results of the
proposed dataset.

Table 2 represents the performance metrics of the
proposed work with various sample images.

GRAY-SCALE IMAGEORIGINAL IMAGE

Figure 6: Image outputs in preprocessing.

ORIGINAL IMAGE CLOSING

Figure 7: CT scan.

segmentboundary

binaryinput

Figure 8: Segmented CT scan image.
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Table 2 represents the various CT images performance
metrics using the proposed work.

Table 3 represents the comparison of the proposed work
with the existing work.(e SMRFmethod is implemented in
the Hadoop cluster distributed computing environment. We
use the Weka workbench to run classic random forest with
the same settings as before, and we set the K value to 100 to
be able to compare the accuracy levels of the two methods
side by side. As an assessment measure, we employ 10-fold
cross-validation to evaluate the results of various ap-
proaches. As a result, we compute the mean of the accuracy
of these two classifiers in order to decrease the bias of
datasets that have been classified in a certain way.

5. Conclusion

(e SMRF algorithm yields the better results than the tradi-
tional algorithm in the case of liver cancer prediction. (is
proposed model has developed based on the MapReduce

model.(ismade the drastic changes in the big data analysis or
in cloud computing environment. (e comparative study with
the various algorithms gives the better results of the imple-
mented results.(e proposed structure is based on the decision
trees, which is used on the drug discovery of the liver cancer. To
draw a conclusion that the SMRF algorithm is more suitable to
classify massive datasets in distributing computing environ-
ment than the traditional random forest algorithm [30].

Appendix

A. Pseudocode of SMRF Algorithm

SMRF algorithm.

(1) Map; Vi E (1, 2, 3, . . . data)
(2) Input: Set of training dataset D, corresponding the

attribute set M, randomly picked the subset of at-
tributes m per tree.

Figure 9: Classification of CT scan.

Table 2: Performance metrics.

ACCU SENS SPECIFI FPR PPV NPV
CT1 99.28919 100 99.27504 26.69522 73.30478 100
CT2 99.42793 100 99.41669 22.8866 77.1134 100
CT3 99.17108 100 99.15489 30.21232 69.78768 100
CT4 99.13311 100 99.1153 30.09321 69.90679 100
CT5 99.07229 100 99.05211 30.35376 69.64624 100
CT7 99.26252 100 99.24729 26.70654 73.29346 100
CT8 93.36848 100 99.35712 26.33125 73.66875 100
CT9 91.3963 100 99.38447 23.89629 76.10371 100
CT10 90.35506 100 99.34252 25.27013 74.72987 100
CT11 93.37441 100 99.36253 25.13465 74.86535 100
CT12 95.33381 100 99.32114 26.30273 73.69727 100
CT13 93.34468 100 99.33146 24.88874 75.11126 100
CT14 94.28268 100 99.269 27.70199 72.29801 100
CT15 90.29426 100 99.28084 27.43989 72.56011 100
∗ ACCU: accuracy; SENS: sensitivity; SPECIFI: specificity; FPR: false-positive rate; PPV: positive prediction value; NPV: negative prediction value; ROC:
receiver operating characteristic.

Table 3: Comparison of the proposed work.

Classifiers Accuracy (%) Precision (%) F1 score (%) ROC curve (%)

SVM [23] 98.11 99 98.3 99.62
Naive Bayes [24] 98.11 98.1 99.3 97.24
CNN [25] 98.11 97.9 99.5 97.07
Proposed 98.8 99 99.3 98.44
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(3) Output: Decision trees generated by IG
(4) Negotiate the scale of the Random Forest K pa-

rameter in computer computing environment
clusters or cloud

(5) Initialize dataset, generate bootstrap samples by
Bagging algorithm

(6) Build tree per bootstrap sample, randomly pick a
subset of attributes
While j5>(xi, yj)
do

(7) For each candidate attribute IG
(8) Calculate the Max (IG)� argmax IG; Splitting on

Max (IG) attribute;
(9) End
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*e digestive system is one of the essential systems in human physiology where the stomach has a significant part to play with its
accessories like the esophagus, duodenum, small intestines, and large intestinal tract. Many individuals across the globe suffer
from gastric dysrhythmia in combination with dyspepsia (improper digestion), unexplained nausea (feeling), vomiting, ab-
dominal discomfort, ulcer of the stomach, and gastroesophageal reflux illnesses. Some of the techniques used to identify anomalies
include clinical analysis, endoscopy, electrogastrogram, and imaging. Electrogastrogram is the registration of electrical impulses
that pass through the stomach muscles and regulate the contraction of the muscle. *e electrode senses the electrical impulses
from the stomach muscles, and the electrogastrogram is recorded. A computer analyzes the captured electrogastrogram (EGG)
signals. *e usual electric rhythm produces an enhanced current in the typical stomach muscle after a meal. Postmeal electrical
rhythm is abnormal in those with stomach muscles or nerve anomalies. *is study considers EGG of ordinary individuals,
bradycardia, dyspepsia, nausea, tachycardia, ulcer, and vomiting for analysis. Data are collected in collaboration with the doctor
for preprandial and postprandial conditions for people with diseases and everyday individuals. In CWTwith a genetic algorithm,
db4 is utilized to obtain an EGG signal wave pattern in a 3D plot using MATLAB. *e figure shows that the existence of the peak
reflects the EGG signal cycle. *e number of present peaks categorizes EGG. Adaptive Resonance Classifier Network (ARCN) is
utilized to identify EGG signals as normal or abnormal subjects, depending on the parameter of alertness (μ). *is study may be
used as a medical tool to diagnose digestive system problems before proposing invasive treatments. Accuracy of the proposed
work comes up with 95.45%, and sensitivity and specificity range is added as 92.45% and 87.12%.

1. Introduction

Human physiology comprises the nervous system, cardio-
vascular system, respiratory system, and digestive system.
*e digestive system, among these systems, is one of the
most powerful systems where the stomach plays a vital part
with its accessories such as the esophagus, duodenum, small
intestines, and large intestines. *e digestive system consists
of the gastrointestinal tract, the mouth twisting pipe to the

anus, and other organizations that assist the body to break
down and absorb food. Food and drinks must be trans-
formed into smaller molecules of nutrients before they can
be absorbed and transported to cells throughout the body for
food. Digestion is when food and beverage are divided into
smaller pieces to allow the body to utilize them to construct
and feed the cells and provide energy. However, worldwide,
many individuals have stomach illnesses linked with gas-
tric motility abnormalities, such as dyspepsia (improper
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digestion), inexplicable nausea (sensation failure), vomiting,
abdominal pain, stomach ulcer, and gastroesophageal reflux
disorders. Some of the techniques used to identify anomalies
include clinical analysis, endoscopy, electrogastrogram, and
imaging. Of the abovementioned techniques, electro-
gastrogram (EGG) is noninvasive and cost-effective [1].
Electrogastrogram is the registration of electrical impulses
that pass through the stomach muscles and regulate the
contraction of the muscle. *e electrode senses electrical
impulses from the stomach muscles, and the EGG is
recorded to investigate digestive system problems. *e re-
search is carried out with diseases such as bradygastria,
dyspepsia, nausea, tachygastria, ulcers, and vomiting. EGG
data are evaluated using statistical parameters, method of
wavelet transformation, and approach to the neural network.

1.1. Digestive System. *e human body has to survive with
food. However, the food in the body is just a tiny component
of the process. *e meal must be divided into chemical
substances that the body can utilize. *is entire process is
known as digestion. As shown in Figure 1, the digestive
system comprises several organ breakdowns and disposal of
chemical ingredients of meals, including stomach, pancreas,
liver, gallbladder, small gut, and considerable intestinal
fluctuation. Digestion in the mouth starts. *e chewed meal
is lubricated and humidified by saliva, a watery mucus, and
enzyme composition. *e second phase of digestion takes
place in the stomach, in which stomach fluids are separated
and combined with the meal for fluid termed chyme. It
moves from the stomach into the duodenum, where the liver
and pancreas handle more enzymes. *e liver creates bile to
break down fats stored in the gallbladder and goes into the
duodenum via the bile duct. *e pancreas generates and
releases enzymes for the digestion of proteins and carbo-
hydrates. After treating the pancreatic enzymes and bile,
chyme passes via the small intestine. *e small intestine is
treated with some extra enzymes produced by the intestinal
wall, and the digestive process is over. Absorption occurs in
the small gut. In the large intestine, water is eliminated.
Digestion performs an essential function in the stomach. It
appears like a flattened ball when it is empty, but when
filled, it can contain approximately two-quarters of food
and drink for 1 foot and 6-inch width. *e stomach
comprises chemical and mechanical activity. Several sub-
stances in the stomach, notably pepsin, rennin, and lipase
digestive enzymes, combine to break up food. In addition,
hydrochloric acid provides an appropriate environment for

the enzymes and supports digestion. *e watery mucus
protects the muscle walls of the stomach from the digestion
of the acid or enzymes. *e mechanical activity of the
stomach muscles constraints and relaxes in a continual
mixture, whipping and churning the stomach’s substance
in the chyme.

*e EGG is comparable to the cardiovascular electro-
cardiogram (ECG). It captures electric impulses that pass
through the stomach muscles that regulate the muscle’s
contractions. It alsomonitors the activity of the stomach wall
before and after the intake of meals. EGG traces have a 3-
cycle frequency of sinusoidal waveforms per minute. Clinical
investigations have demonstrated a good relationship be-
tween these cutaneous recordings and those obtained by
serially implanted electrodes. EGG is assessed as a regular
electric rhythm produced by stomach muscles in ordinary
people, and the strength (voltage) of the electric current rises
after food, and in patients with stomach muscle disorders,
the rhythm is erratic, or electric power increases after a meal
[2, 3].*ere are no adverse effects of EGG recording, and the
research is painless.

EGG is presently used in research and clinical settings
since it is an efficient technique for stomach electrophysi-
ology and gastric motility disorders pathophysiological
studies [4]. Since the first EGG recording development was
particularly sluggish in this area compared with other
electrophysiological cutaneous measures because of its
difficulties in acquiring data, there is a lack of knowledge of
EGG at unique frequency and amplitude. Parameters are
being discussed, and EGG’s clinical use is still being studied
[5].

1.2. 5e Motivation of the Proposed Work. *erefore, a
frequency range must be established for ordinary individuals
and dysrhythmias, EGG recording standardization, and
sophisticated analytical techniques for extracting and
interpreting quantitative EGG data. Additional EGG result
studies are also required to establish the use of EGG in the
therapeutic context. Today, doctors and biological re-
searchers are interested in the quantitative analysis of EGG.
Currently, electrogastrogram application in India is not
performed up to date since it is a completely noninvasive
method to study digestive problems. Many researchers
follow this subject to get accurate findings. Acquisition and
analysis of EGG to help the physician diagnose digestive
system problems at an early stage with considerable
accuracy.

human
stomach

active
electrode amplifier band pass

filter

notch filtergain controldata scope

software to
read signal

Figure 1: EGG recording procedure.
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2. Background Analysis

*e author’s limb records the EGG of a five-week-old kid
with pyloric stenosis. *e EGG seemed comparable to an
electrocardiogram (ECG) with progressively shifting base-
lines. Smout et al. demonstrated that when contractions
occur, the amplitude of the EGG rises [6]. Chen et al. have
developed a new method of spectrum analysis based on an
adaptive, moving average model [7]. *is technique gave
better precision and more accurate information regarding
frequency changes in electric stomach activity. It is beneficial
for identifying short-term dysrhythmic occurrences of
stomach activity.

2.1. Analysis of Electrogastrogram. *e first to use the
spectrum analysis method to EGG was Stevens and Worrall
and then to analyze EGG data using Fourier transform [8].
Chen et al. conducted arithmetical analyses to examine the
change in EGG designs between individual subject collec-
tions [9]. T-tests were performed for students in pairs and
unpaired to evaluate differences and assign statistical sig-
nificance. Hrair Simonian et al. (2004) stated the definition
of average values as mean ± 2 [10]. *e standard abnormal
deviation is calculated when one of the values above is
beyond the range. Ding et al. employed an electro-
gastrography to detect slow stomach waves, and the authors
developed a multiresolution technique to deconstruct the
EGG signal using the Daubechies wavelet function [11].
Zhenghu has created a novel wavelet-based treatment
technique of EGG signals with an excellent application
viewpoint. It is easy and quick to produce accurate charts
and frequency identification features for refining [12]. Kania
et al. have investigated the significance of the proper se-
lection of mom’s wavelet for decomposing the ECG signal
noise [13].*e researchers concluded they got a high-quality
signal on the first and fourth degradation levels for the
wavelet db1 and sym3 for the fourth degradation level.

Zhongjia et al. utilized the Social Sciences Statistical
(SPSS) package for the examination of alteration (ANOVA)
and range analysis to show in what way various pressure
values and moisture content affect the forming density and
to assess the significance of the two variables to shape biofuel
density [14]. Xing-ce et al. conducted a brain vascular
segmentation preprocessing technique based on the para-
metric statistical model [15]. After the preprocessing stage,
the writers examined the brain picture as an input to the
parameterized statistical model and secreted the tiny
branches of their brain vessels.

Elsayad used neural Learning Vector Quantization
(LVQ) networks to identify ECG dataset arrhythmias [16].
For a future study on any biosignals, the experimental
findings suggest LVQ algorithms. Ramanathan et al. have
categorized the lung sound using the ANN architecture
wavelet coefficients [17]. For the standard or pathological
categorization of EGG signals, Tsung-Nan Lin et al. observed
the optimum outcome by having six to seven concealed
neurons in the network [18]. Slow convergence and key user-
dependent factors are barriers to distinguishing normal and

aberrant signals. Dutta et al. utilized a heartbeat diagnostic
medical diagnostic tool to accomplish an accurate and timely
diagnosis of heart arrhythmia to provide a patient who uses
an extractor combined with an artificial neural network
(ANN) classification with adequate medical care [19]. Based
on a sliding dot product method, the attribute filter uses the
frequency-domain data of cross-spectrum. Ahsan et al.
presented the method of identifying various hands for
complicated EMG-based classification and pattern recog-
nition applications with the aid of an artificial neural net-
work (ANN) [20]. *e authors utilized BPN with the
training method Levenberg-Marquardt for gesture identi-
fication. Shiau et al. conducted a cardiac gesture examination
for all serial and patient pictures utilizing the BPN network
analysis [21]. Barrea and Barrea utilized a local fuzzy
c-means clustering to analyze the spectroscopic data to
verify a novel medication for prostate malignancy called
clioquinol (CQ) [22]. To address the drawbacks of this
current work, the work suggested an experimental set-up for
recording electrogastrogram cutaneously with patients and
studying digestive systems diseases to see the deviation of
stomach signal from average to abnormal. To build an EGG
database containing bradygastria diseases, dyspepsia, nau-
sea, tachygastria, ulcer, and vomiting disorders along with
the normal subject, Naive Bayesian Classification to conduct
statistical analysis and categorize the EGG signals based on
higher-order momentum (NBC), and Continuous Wavelet
Transform (CWT) applications to EGG signals for disorder
identification and categorization, they proposed the ap-
propriate neural network and training method using an
unsupervised neural network of adaptive resonance theory
(ART-NN) (LVQ) and analyze the performance of BPNN
for the nine training algorithms, i.e., gradient descent with
momentum and adjustable learning rate, backing sprouting
(GDX), resilient back spraying (RP), conjugate back-
propagation gradient with updates from Fletcher-Reeves
(GCF), a combination of backpropagation gradient with
updates from Polak-Ribiere (CGP), the connection of
backpropagation gradient with restarts from Powell-Beale
(CGB), and scaled juxtaposition to use the clusteringmethod
fuzzy c-means to discrimination between standard and
arrhythmic EGG signals to enhance classification efficiency.
Table 1 shows the various comparison rate of the existing
methodology.

*e network was trained on two classes of EGG signals
and used to predict 102 samples in the patients. An average
EGG signal (normogastria) was identified as one of two
signal classes in all of the investigations described above,
with the aberrant EGG signal designated as the other. For
this study, we will treat the states of normogastria, brady-
gastria, and tachygastria independently to evaluate two- and
three-class problems. *e electrogastrography signals are
divided into three groups for three-class signal classification
and two groups for two-class signal classification, respec-
tively (normal and abnormal). We successfully classify two-
class and three-class EGG signals using statistical machine
learning algorithms such as Logistic Regression, SVM, and
KNN. We compare their performances to suggest which
applied ML algorithm is the most effective for a multiclass
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EGG signal classification. *e total accuracy, F1 score,
precision, and recall are the performance metrics taken into
consideration in this research.

3. Proposed Work

Most individuals throughout the globe suffer health issues,
mainly owing to dietary intake and digestive system diseases.
Today, the Endoscope technique is used to study the issues of
a laborious, costly, and intrusive approach to digestive
system disease. To detect the electric signal cutaneously from
the stomach, a noninvasive, inexpensive, and painless
electrogastrogram (EGG) method has been developed as an
initial method to investigate gastric disorders before
encouraging the Endoscope procedure for noninvasive
gastric disease and benign tumors. Because of its non-
invasive nature and the recent improvements in EGG
recording and computerized analysis methods, EGG has
become a valuable researcher’s tool for studying the
electrophysiology of gastric motility disorders and is now
used in both research and therapeutic settings. Contrary
to ECG, EEG, and EMG, electrogastrogram signal in any
database is not accessible. *is study aims to develop a
technique for obtaining high-quality EGG noise-free
signal, cheap cost, and reduced complexity of purchases
for any individual with or without symptoms for pre-
liminary examination of digestive system problems before
invasive processes.

*e stomach may be monitored closely, intra-
luminally, or cutaneously by gastric myoelectric activity
(GMA). *e serosal record may be achieved by surgically
inserting electrodes on the serosal surface of the stom-
ach. *e intraluminal record may be obtained by incu-
bating a catheter with electrodes. Suction is typically
used to provide good contact between the electrodes and
the mucosal wall of the stomach. *e serosal and
intraluminal elements may record slow waves and spikes
because they constitute a limited number of smooth
muscle cells with myoelectric activity. *ese techniques
are intrusive, and their applicability in animals and
laboratory environments is restricted. EGG, a cutaneous
measurement of GMA by surface electrodes, is exten-
sively utilized in people and clinical settings since it is
noninvasive and does not disrupt continuous stomach

action [23]. Various validation studies have shown the
accuracy of the EGG by comparing it to the mucosal and
serosal electrode record [24]. Reproducibility of the EGG
recording, without substantial daily fluctuations, was
shown. In adults, gender and age seem to have little effect
on the EGG. *e recording is done using surface elec-
trodes noninvasively.

One of the primary goals was to categorize electro-
gastrography signals with high accuracy under both a
two-class and a three-class classification model, which
was accomplished. *e electrogastrography signals are
divided into three groups for three-class signal classifi-
cation (normogastia, bradygastria, and tachygastria) and
two groups for two-class signal classification (normo-
gastia, bradygastria, and tachygastraria) (normal and
abnormal). Our machine learning techniques for classi-
fying two and three classes of EGG signals included
Logistic Regression, SVM, and KNN, which were all
implemented. As a consequence of our experiments, we
find that the SVM method is the most accurate in clas-
sifying the two- and three-class signals, with accuracy
rates of 100 percent and 92.11 percent, respectively. *e
SVM algorithm attained a maximum F1 score, precision,
and recall value of 100 percent and 92 percent, respec-
tively, for the two and three classes of EGG signals, using
the SVM technique. In addition, SVM effectively iden-
tified EGG signals with a high degree of separability of 100
percent and 92 percent in the two-class and three-class
classifications, respectively, with a high degree of sepa-
rability of 100 percent and 92 percent. Following our
investigation, we have concluded that SVM can be ef-
fectively used to reliably classify multiclass EGG signals
and forecast the signal features of such signals.

Table 1: Comparison of Existing works.

Authors Stomach position Electrode
position Coordinates Disadvantage

[19] Cutaneous reference
points

Proximal
electrodes

Placed in the costal margin of
the stomach Commonly used but time consumption

[20] Sonography method 2 electrodes Left side of the abdomen and
ventral region

Overuse of electrodes may lead to severe
problems in accuracy rate

[21] Cutaneous reference
points method 1 electrode Between umbilicus and xiphoid

process Low signal to noise ratio

[22] X-ray method 6 electrodes At least in one channel of the
abdomen Low signal to noise ratio

[23] Cutaneous reference
points method 5 electrodes Umbilicus and xyphoid process Pick up propagation is too low

Table 2: Categorization of dataset.

EGG Mean Age (years) Male Female
Normal 33 32 18
Bradygastria 28 27 23
Dyspepsia 38 29 21
Nausea 45 28 22
Tachygastria 36 26 24
Ulcer 34 31 19
Vomiting 35 19 31
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3.1. Materials and Methods

3.1.1. Image Acquisition. By the Helsinki declaration [25],
EGG data acquisition shall be carried out by explaining the
procedure of all subjects (normal and abnormal) under the
guidance and monitoring of renowned hospital gastroen-
terologists who have been admitted to participate in the
study. More than a thousand sample EGGs, including pa-
tients and ordinary individuals from both male and female
categories of various age groups, were included in this re-
cording, as indicated in Table 2 [26–28]. Electrogogram is
recorded with a minimum length of half an hour under
preprandial (before meal) and postprandial (after food)
conditions.

Figure 1 shows the electrogastrogram recording set-up
utilizing Method E. Active electrodes hit the abdominal
bioindication through motility on the skin. *e electrodes’
output consists of input into the SCU, an instrument am-
plifier, a passband filter, a band-reject filter, and gain control.
SCU contains the process such as adaptation to the range,
filtering, conversion, amplification, insulation, and other
operations required for subsequent sensors processing. A
device amplifier is employed in SCU for improving the
electrode sensing potential. With the aid of a voltage signal
as input, an amplifier produces a signal of linear variant at
the output. It is a PLL amplifier, typically with high input
impedance, short drift, and increased frequency rejection. A
filter is an instrument that transmits frequencies in a definite
range and limits frequencies beyond this scope. A band-reject
filter is also termed aNotch filter employed to remove a specific
frequency segment of a signal. Also, it can be employed in
minimizing or avoiding feedback. In many electrical devices,
the control of gain is an adaptive mechanism that averages the
signal level at the output, thereby adjusting the gain to a suitable
level for different input signal levels, conditioning the signals
almost for all data with normalized sensor signals filtered to
appropriate levels compatible with digital-analog conversions
into computer processor recording and analysis.

Approximately 1000 individuals were examined based
on the gastroenterologist’s previous knowledge. *e EGG
database comprises about 500 individuals, with an average
of 70 per category of 6 diseases and a normal category based
on the conditional probability based on Baye’s theory. *e
Sri Ramakrishna Hospital was guided to capture EGG
signals at the Department of Biomedical Engineering, Sri
Ramakrishna Engineering College, Coimbatore. Initially,
the sample collected from MEDINDIA Hospital and PSG
Hospital, Coimbatore, generated the database. *e average
and pathological thresholds are established following the
physician from the database. *is was utilized as the
benchmark or the fundamental truth. *e recording sta-
bility has been confirmed in PSG Hospitals and MEDI-
NDIA Hospitals, Coimbatore. 60 samples per minute of
EGG data were utilized for normal and disorder patients as
classification inputs.

3.1.2. Feature Extraction with Optimization. Continuous
Wavelet Transformation (CWT) has been created as an

alternate FT method to decrease the complexity of data
extraction. *e word wavelet refers to a bit of wave. *e
smallness refers to the condition of a finite length of this
function. *e wave refers to the state of oscillation. A feature
(wavelet) multiplies the signal to obtain the CWTof a signal,
and the transform is calculated independently for various
parts of the time domain signal.

Four subbands result in a single wavelet decomposition
of ROI. Daubechies wavelet filter [29] is used for decom-
position in order 2.*e subband, which displays the changes
with the most apparent appearance between various tex-
tures, has the most significant difference in the histogram.
*is subband is selected to be further processed.

Haralick et al.’s method to spatial dependence matrix in
grey color (1973) is a well-known statistical technique for
collecting secondary texture data from images used for this
study [30]. *e SGLDM comprises the assessment of the
discrete second-order function.

*e collection of all horizontally adjacent resolution cells
separated by distance is shown in Figure 2. Figure 2(a)
displays a grey image of four to four of 0 to 3 tones.
Figure 2(b) shows a grey-tone spatial dependence matrix (b).
For example, at (2, 1) distance 1 of the horizontal PHmatrix,
the total number of times two grey color tones, with values of
2 and 1, occurred horizontally adjacent to each other. We
count the number of cell resolution pairs in RH for cal-
culating this number, such that the first resolution of the pair
has a grey ton 2 and the second resolution of the pair’s cell is
grey ton 1. Figures 2(c)–2(f ) show spatial addiction matrices
of all four distances of one grey tone.

*e coincidence conditions are determined for offset
angles of 0 ∘ to 135 ∘ with a step value of 45 ∘ for a certain

(1,1) (1,2) (1,3) (1,4)

(2,1) (2,2) (2,3) (2,4)

(3,1) (3,2) (3,3) (3,4)

(4,1) (4,2) (4,3) (4,4)

Figure 2: Horizontal value of the input signal.

Table 3: Feature Extraction of proposed work.

Feature number Input features
1, 2 Second rotational momentum
3, 4 Dissimilarity
5, 6 Correlation \variance
7, 8 Moment of reverse difference
9, 10 *e average sum
11, 12 *eir variance
13, 14 Entropy sum
15, 16 Entropy
17, 18 Variance of difference
19, 20 Entropy difference
21, 22 Correlation information measure I
23, 24 Correlation information measure II
25, 26 *e maximum coefficient of correlation
27, 28 Second angular moment
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offset distance. 14 SGLDM measurements are generated
from each of these matrices. Each measure is characterized
by the mean and the range (difference between maximum
and minimum) across four offset angles; this results in 28
characteristics for, respectively, offset distance (Table 3).

Features for offset distances of 1, 2, 3, and 4 are com-
puted. *is gives a total of 112 characteristics. *e second
corner feature reflects the consistency of the textures.
Contrast quantifies the number of local differences in a
picture. Correlation is a grey-tone linear picture dependency
metric. Variance is a measure of distribution dispersion.*e
contrary difference currently is an amount of local double
uniformity. Entropy quantifies the grey level distribution
unpredictability. Although the 14 features include infor-
mation on the textural properties of the picture, it is difficult
to determine the exact textural properties of each feature.

*e wave energy characteristic represents the energy
distribution across size and direction on the frequency axis
and has been extremely effective for characterizing texture
[31]. x(m, n) represents the subband numbers with the
extreme histogram alteration of 1/m/M and also 1/n/N.

3.1.3. Feature Selection. Feature selection is a method of
selecting relevant characteristics to provide an effective and
better solution to a particular issue. Ideally, an optimal
subset of characteristics should be selected from the set of
accessible features required and adequate for addressing the
issue. Selection of features is essential since not all features
offered are helpful. Some functions may be duplicated, while
others during the learning period may create confusion.*is
increases the complexity of the function room needlessly,
which in turn takes more computer time to learn or to find a
solution to the provided issue.

(1) Genetic Algorithms in Feature Selection and Weighting.
GAs are similar, iterative aspect optimizers that have suc-
cessfully been used to a wide range of optimization issues,
including numerous pattern recognition and classification
applications. GA is inherently suited to selecting features
since the issue has an exponential search area. Siedlecki and

Sklansky’s pioneering work (1989) showed that GA was
superior to classical representative algorithms [32]. Much
research was subsequently produced which showed the
benefits of the GAs for feature selection [33–36]. As an
optimization issue, the problem of dimensional decrease is
healthy suitable for preparation.

GA aims at finding a transformed pattern in the d-di-
mensional input patterns in an m (m< d) dimension that
optimizes the set of optimization criteria. In general, altered
designs are assessed with their dimensionality and classifi-
cation accuracy, rarely accomplished using a particular
classifier in the patterns. Figure 3 shows the design of an
extractor based on the accuracy of GA classification as an
assessment criterion. It holds a population with competitor
matrices. Each matrix in this population is estimated by
multiplying the input patterns and creating a sequence of
changing patterns later, which are submitted to the classifier
that segments the patterns into a training netlist for classifier
learning and a test pattern for the accuracy of classification.
To evaluate the quality of the transformation matrix used for
collecting modified designs, the obtained precision is then
returned to GA. *e GA utilizes this information to seek a
change that reduces the size of changing patterns and
maximizes classification accuracy.

For Figure 4, the function selects each chromosome
piece linked to a parameter and simplified to include i-th one
bit as part of the modified classification patterns, or con-
verse, if the bit is 0. According to their classification ac-
curacy, every resultant characteristic group needs to be
assessed on a set of test data [34]. *e fitness value depends
on the performance measurement of categorization, like
categorization accuracy. Please note that in this instance of

Input
Patterns

Genetic Algorithm
Population of chromosomes

Transformed
patterns

ClassifierB = A Hi

H1

A

1 1 1 0 0

00

.............

00

1

11H2

Accuracy of classifer using transformed patterns from
matrix Hi

Figure 3: Feature extraction using genetic algorithm optimization with continuous wavelet transform.

0 0

d bits

Feature 2 is included in the classifier

Feature 1 is not included in the classifier.

1 1 1

Figure 4: Single binary vectorization in genetic algorithm.
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selection of features, the binary chromosomes do not
contain actual value control factors: information about the
existence or lack of features in the optimum classification set
is incorporated in the bits themselves for avoiding the need
for decoding.

Feature weighting determines the optimum collection of
feature weights for the best chromosomes chosen via
function selection techniques. In the suggested approach,
each gene in the chromosome is given weight. Each weight is
regarded as its associated categorization characteristic [37].
*is implies that each characteristic is multiplied by its
weight before categorization. *e weights are limited to a
specific interval. *e weights of the essential characteristics
tend to approach the maximum weight throughout the
development. *e opposite is true for the less significant
characteristics, which behave more like noise and provide
modest quantities of discriminatory categorization infor-
mation. By multiplying features with optimum weights, the
feature space is changed to optimize distances between
distinct classes in the modified space. *e optimum weights
of the characteristics are somewhat necessary.

3.1.4. Classification Using Adaptive Resonance Classifier
Network. *e initial neural network classification con-
struction is ARCN, intended to cluster dual vectors via
uncontrolled knowledge. *is system controls the extent to
identifying patterns that are similar inside one cluster [38].
*e network may find clusters based on the data input. *e
network itself will store the information about clustering the
patterns or features without prior knowledge of the potential
cluster number and type. As soon as the first input pattern is
produced, the network basically “follows the leader” to the
next. *e second group is created when the space of the first
two clusters crosses a predetermined.

It creates a second cluster if the distance between the
first and second clusters exceeds a precomputed thresh-
old; otherwise, the pattern is categorized to the primary

cluster, and a similar process is carried out for entire data
sets.

(1) ARCN Network Architecture. As shown in Figure 5 of the
ARCN net architecture [39], there are two cluster units and
reset units used to check the degree of similarity between the
patterns on the unit of a sole cluster. With the aid of two
weighted route sets, the F1 layer is connected with F2.

Figure 5 represents the overall framework of a proposed
classifier that consists of S input networks, x neurons, and y
output layers. *e classification process initiated and ends
with the various neuron layers interconnected.

3.2. Comparison with Existing Algorithm. *e computing
unit architectures for ARCN comprise F1 components
(participation and boundary components), F2 units (cluster
units), and rearrange units that regulate users’ patterns in a

F2

F1 (b)

F1 (a)

YmYj

bij tij

Y1

XnXiX1

R

SnSiS1 ................. .................

..................................

................. .................

Figure 5: Overall architecture of proposed ARCN network.
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Figure 6: Classification network architecture existing in the
literature.

Computational Intelligence and Neuroscience 7



similar cluster degree. Each unit in layer F1(a) is linked to the
appropriate unit in layer F1(b). Each unit in F1(a) and F1(b)
has its reset unit linked to each unit of F2. Each unit in the
F1(b) layer is linked by two weighted routes, each unit in the
F2 (cluster) layer. A lower-up weight bij links the F1(b) unit
Xi to the F2 unit Yj. Similarly, unit Yj is linked by top-down
tji weights to unit Xi. F2 is the competitive layer with the
nonzero activation of the uninhibited node with the most
significant net input.

*e LVQ network architecture is shown in Figure 6 [40].
It is analogous to a Kohonen map creation with no topo-
logical framework to compare the construction of an LVQ
network. Every output set is allocated to a specific set, which
may be found here.

*e existing networks and proposed networks have the
major difference in the classification process.*e weight and
the network layer are different as compared to the existing
layer as shown in Figure 6 and Table 3 represents the
performance metrics of the proposed work that is calculated
from True Positive and True Negative during the classifi-
cation process.

Table 4 lists accuracy, sensitivity, specificity, F-measure,
time, and classification. *e average sensitivity for 500
samples is 91 percent, specificity is 98.4 percent, and clas-
sification is 92 percent. Precision using LVQ network is seen.

3.3. Resource Allocation with Proposed Algorithm. It is dif-
ficult to identify the many factors associated with NN, and
determining the optimal configuration is time-consuming
and requires patience. In BPNN, the MRAN method is
employed to determine the smallest number of neurons
needed to get included in the layer hidden to achieve
maximum efficiency, rather than selecting the design at
random or via trial and error. *e multilayer perception
(MLP) architecture is the most popular neural network
architecture, and it is taught through backpropagation (BP)
algorithms. *e gradient descent technique has been pro-
posed to decrease the mean network squared error as much
as possible.

3.3.1. Networks Present in ARCN. *is model of MRAN
incorporates the Resource Allocating Network (RAN)
growth criteria of Platt with a pruning approach based on the
relative contribution of each remote unit to the overall
network output to create a sequential radial learning basis
neural network that performs well in both training and
testing.*e resulting network results in a RAN design that is
as simple as possible. Owing to the topological structure and

openly revealing capability of the learning process, the
RBFNN has been particularly compatible for pattern rec-
ognition and approximation of function [41, 42]. During the
Radial Base Function (RBF) usage, the Gaussian functions
were chosen from the essential functions, and the number of
units (the Gaussian function widths and centers) can be
determined depending on the input features.*e output and
remote unit weights are determined using a linear procedure
described in detail. *is method is not well adapted for
sequential instruction is the only drawback and often results
in an excessive number of hidden units. Platt contributed to
addressing these constraints by creating an algorithm that,
based on the new input, adds hidden units to the network. As
a sequential learning technique, the approach is founded on
the principle that the number of units contained in the data
must be commensurate with the complexity of the under-
lying function. *is is referred to as Resource Allocating
Network (RAN), which begins with 0 hidden units and
develops as more units of hidden are allocated, relying upon
the novelty of consecutive interpretation. If an observation is
made for the first time, the existing network parameters are
adjusted using the LMS algorithm to fit the new observation.

3.3.2. Layer 1 Resource Allocation. *e RAN structure is
similar to RBF [43], as depicted in Figure 7. *ere are two
characteristics associated with each hidden unit inside the
network, which are referred to as a center (r) and a width (T)

Radially symmetrical operation functions of the hidden
units exist in the input space of the hidden units. Only the
radial distance between the input vector and the corre-
sponding hidden unit’s center parameter will be dependent
on the output of each hidden unit. Between the layer hidden

Table 4: Analysis of performance metrics with proposed technique.

S. No. Input signals
Proposed technique

Precision Sensitivity Specificity Input measure Frequency (sec) Overall accuracy (%)
1 268 0.82 0.864 0.956 0.874 14 91.2
2 389 0.89 0.893 0.978 0.896 19 92.4
3 457 0.90 0.912 0.956 0.945 25 93.9
4 562 0.91 0.923 0.936 0.969 21 97.6

X1

Xi

Xn

v1
Bias v0

Y1

w11

Vpm

μ
1
,σ

μi,σ

μp,σ
Wnp

Yk

Ym

Figure 7: Architecture of proposed layers.
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and input, the weight ranges from w11 to wnp, and between
the layer hidden and the output, the weight ranges from v11
to vpm. *e response for each hidden unit is scaled to
produce the total output network, which is accomplished via
the connecting weights between the units hidden and the
output.

Satisfying both aforementioned conditions, the data has
been depicted as new, and a new unit hidden is placed into
the data structure. Initially, the input is to be located at a
distance from the other centers, and second, the error be-
tween the output of the network and the estimated output is
significant in comparison to the goal output. *e minimum
precision needed for network output approximation is
represented by the emin value, while the distance en reflects
the input resolution scale represented by the distance en.*e
algorithm begins with the expression en� emax. Emax is

1

Do some hidden neurons satisfy
the criteria for pruning?

Yes

No

Prune the hidden neurons

Start the algorithm with no
hidden neurons

Get the first training data

Compute the Network output values

Compare the network output value with the
actual value and calculate the error

NoAre the criteria for adding
hidden neurons matched?

Get the next
training data

Yes

End

Yes

Add a new hidden neuron

1

Adjust the weight’s values and the
values of centers and widths for the

existing hidden neurons

End the Training?
No

Figure 8: MRAN algorithm flowchart.
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Figure 9: MRAN algorithm-based classification for differing decay
constant.
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chosen as the interest scale with the greatest range in the
input space, which is often the whole nonzero probability
input field. *e distance has decreased as en�maxemax, n,
emin, where 0 indicates a steady decay and 1 represents a
rapid decay. *e value of en is decreased to the value of emin.
Based on a growing number of observations, the distance
criterion may be fine-tuned by using fewer base functions
with broad widths (smoother base functions) initially, and
lesser width basic functions are assigned to correct the
approximation as the number of observations increases. “k”
denotes the overlapping factor defining the overlay in the
hidden unit input space replies. *e value of emax and emin
is 0.4 and 0.2.

Figure 8 shows the flowchart of the MRAN algorithm. It
provides details on the calculation of output values of the
network through comparison with the real values to get the
error value. If the error meets the additional requirement of
newly created neurons, then the existing neurons’ weight,
center, and breadth are modified to meet the conditions
using the new hidden neuron. When the requirements for
tailing are met by the neurons hidden, for tailoring the
hidden neurons, the training takes place if it does not finish.

(1) Minimal Resource Allocation Network (MRAN) Training.
*e MRAN network is trained by the EGG database. *e
target is given to 1 for the right position and 0 for the in-
correct categorization position. *e minimal number of
hidden layer neurons (HLN) needed for optimal efficiency is
determined using the MRAN method.

Using various decay constant values related to hidden
neurons in the layer, Figure 9 depicts the MRAN network
consistency in the classification of illness for various decay
constants values in the layer [44]. When training MRAN
with values lesser compared to 9 HLN, it has been observed
that the percentage of classification is lower than expected.
For a decay constant of 0.9, 90 percent of the classification is
saturated at the 15-point level and above. It has also been
noticed that the classification increases linearly with a dis-
tinct decreasing constant value for each of the 15 HLN
numbers tested. *e number of HLN used ranges from 9 to
18 to configure HLN in the BPNN architecture to obtain the
highest possible categorization percentage.

Table 5 lists the various research in which MRAN has
provided unique neurons, as well as the effects associated
with those neurons. *e MRAN technique is employed to
determine the number of neurons that are required in the

layer hidden to achieve maximum efficiency. In the network,
350 samples are being analyzed. Table 4 shows that the 15-
neuron network performs at its highest possible efficiency
level. Furthermore, the amount of correctly classified [45]
for each disease is shown.

*us, the network [46] set-up using the MRAN algo-
rithm is fixed at 60-15-7. *is design is then utilized to
classify digestive diseases. Classification is applied by several
training algorithms such as traingdx, trainrp, trainross,
trainlm, trainscg, traincgp, trainbfg, traincgf, and traincgb.
Using accurate classification, the comparison of the training
algorithm has been performed.

(2) Comparison of Training Algorithm Performance in BP-
MRAN Network. Figures 10–16 are presented in the per-
formance comparisons of various training algorithms for
normal individuals, subjects of bradygastria, subjects of
dyspepsia, subjects of nausea, subjects of tachygastria and of
ulcers, and subjects of vomiting. *e diagram is drawn
between the error objective and the periods. From all graphs,
the epoch values of trainrp, traingdx, and traincgp have been
increasing for different error target values [47].

Figure 10 presents the performance comparisons of
various training algorithms for normal individuals and
subjects of bradygastria.

Table 5: Proposed algorithm parameters.

Trials No. of neurons in the
hidden layer

Amount of test EGG classified (50 each)
Total Correct

classification (%)Normal
Abnormality

Dyspepsia Tachygastria Nausea Vomiting Ulcer Bradygastria
1st 9 44 39 43 46 34 27 48 372 77.43
2nd 22 43 37 43 39 48 39 49 398 86.24
3rd 23 36 33 33 30 43 47 43 333 63.72
4th 24 46 40 39 43 48 46 44 303 86.67
5th 26 46 42 48 44 49 38 60 326 95.00
6th 26 43 40 43 46 60 44 60 326 90.00
7th 27 43 43 44 46 48 44 49 326 90.00
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Figure 10: Comparison chart of the number of epochs for normal
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Figures 11 presents the performance comparisons of
various training algorithms for normal individuals.

*e categorization of EGG topics using this BP-MRAN
architecture takes place with a variable rate of learning and
the value of momentum factor for various algorithms of
training. Table 5 shows the highest efficiency of every
method for every rate of learning and dynamic factor.

*e categorization of EGG patients [48] with trainrp is
seen in Table 6 at 97% for LR andMF 0.6. Compared to other
training algorithms, the trainrp has superior performance.
Also, it has been observed that a maximum classification of
61% was recorded with 0.2 Lr and 0.8M for Trainoss. A
maximum classification of 94% for Lr and 0.4M was ob-
tained from traingdx algorithm, whereas trainlm algorithm
yields a maximum 56% classification for the Lr value 0.4 and
0.6. Meanwhile, the trainscg algorithm yields a maximum
65% classification with 0.4 Lr and 0.8M. *e trainbfg al-
gorithm was rated at a maximum level of 63% with 0.6 Lr

and 0.8M, the traincgb training algorithm attained a
maximum 62% rating for 0.6 Lr andM, the traincgp training
algorithm [46] was rated at a maximum 93% level, and the
traencgf training algorithm was rated at 60% maximum
level.

MRAN, which is employed with the combination of
BPNN, determines the total amount of HLNs for obtaining
optimum classification efficiency [49]. Considering the data
of 500 samples, results are calculated following the prior
comparative confusion research matrix [50].

4. Confusion Matrix for BP-MRAN Network

For various sample sets, a confusion matrix [51] for signals
collected in the laboratory setting of varied compositions
was used.

5. Neural Comparison Architectures

*is research work will describe the results for the three
designs utilized to identify anomalies in the EGG signals.
*e specificity and accuracy of classification for three dif-
ferent designs are compared [52]. *e sensitivity and
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Figure 11: Comparison chart of the number of epochs for bra-
dygastria subjects concerning error target.

Table 6: EGG classification accuracy for various training algo-
rithms with several values of α and β.

Lr
†
(α)

M
∓
(β)

EGG correct classification (%)

OSS RP GDX LM∗ SCG BFG∗ CGB CGP CGF

0.2

0.2 48 81 82 50 54 50 47 82 44
0.4 52 83 84 52 56 52 52 84 46
0.6 58 84 88 51 60 58 58 88 48
0.8 61 86 90 53 58 61 59 90 51

0.4

0.2 45 85 92 52 61 48 45 92 45
0.4 48 87 94 54 63 48 48 94 48
0.6 52 91 93 56 62 52 52 93 52
0.8 58 95 92 55 65 60 58 92 58

0.6

0.2 50 93 91 53 61 52 54 91 50
0.4 52 95 93 51 63 58 58 93 52
0.6 58 97 92 54 62 60 62 92 58
0.8 60 96 90 52 64 63 61 90 60

0.8

0.2 52 90 90 52 60 52 52 90 52
0.4 54 91 93 53 62 54 54 93 54
0.6 59 92 92 55 63 56 59 92 59
0.8 60 95 91 54 62 58 60 91 57

†Lr: rate of learning, ∓ M: momentum factor, ∗-M is not applicable.
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Figure 12: Comparison chart of the number of epochs for dys-
pepsia subjects concerning error target.
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Figure 13: Comparison chart of the number of epochs for nausea
subjects concerning error target.
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specificities indicate that all architectures are described in
Figures 15 and 16. As demonstrated in Figure 16, the
classification precision for the three designs is compared.
*e result shows that a 69.5% accuracy of classification [53]
was obtained for ARCNN design, 92.0% was obtained for
LVQNN, and 96% was obtained for BP-MRAN.

6. Results and Discussion

In this work, three artificial neural network (ANN) archi-
tectures have been built and tested to categorize EGG sig-
nals. *e EGG is classified as normal or abnormal using the
ARCNNN network, an unsupervised network. *e LVQ
network is investigated as a supervised method that employs
competing layers to improve the accuracy of the classifi-
cation decision-making process. *e BPNN was imple-
mented via the use of supervised learning. Using the MRAN
technique, optimizing the architecture’s efficiency while
simultaneously reducing computation time is possible. *e
performance of the BP-MRAN training algorithm is com-
pared to that of nine other training algorithms. *e most
significant percentage of trainrp, traingdx, and traincgp that
can be classified is 96.28 percent, 94 percent, and 92.57

percent, respectively. To compare the sensitivity of different
methods, an analysis of specification is performed, and 96%
accuracy of classification occurred using BP-MRANwith the
combination of a robust algorithm of backpropagation. It
was found that the BP-MRAN with trainrp improved per-
formance by 14 percent and 10 percent, respectively, in
comparison to the results obtained by Chacon et al. using the
BPANN in a combination of trainrp [54] and the results
obtained by Curilem et al. using the GA and SVM [55].

7. Conclusion

Stomach disorders bring significant changes in the physical
health system, which also affects the mental health of
humans. *e proposed work uses various machine learning
algorithms to classify stomach disorders. *e primary goal
was to categorize electrogastrography data into two or three
classes accurately. *e electrogastrography signals are
classified into three classes (normogastia, bradygastria, and
tachygastria) and two classes. In future work, various deep
learning algorithms can be carried out with the proposed
technique, which would give better results while using many
datasets.
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Ovarian cancer is the third most common gynecologic cancers worldwide. Advanced ovarian cancer patients bear a significant
mortality rate. Survival estimation is essential for clinicians and patients to understand better and tolerate future outcomes. )e
present study intends to investigate different survival predictors available for cancer prognosis using data mining techniques.
Dataset of 140 advanced ovarian cancer patients containing data from different data profiles (clinical, treatment, and overall life
quality) has been collected and used to foresee cancer patients’ survival. Attributes from each data profile have been processed
accordingly. Clinical data has been prepared corresponding to missing values and outliers. Treatment data including varying time
periods were created using sequence mining techniques to identify the treatments given to the patients. And lastly, different
comorbidities were combined into a single factor by computing Charlson Comorbidity Index for each patient. After appropriate
preprocessing, the integrated dataset is classified using appropriate machine learning algorithms. )e proposed integrated model
approach gave the highest accuracy of 76.4% using ensemble technique with sequential pattern mining including time intervals of
2 months between treatments.)us, the treatment sequences and, most importantly, life quality attributes significantly contribute
to the survival prediction of cancer patients.

1. Introduction

Cancer, along with coronary heart diseases, accounts for
most deaths globally (the top 10 causes of death [1]). )e
incidence rate of cancer has increased over the past few
decades. It has been estimated that 1 in 9 Indians will de-
velop cancer during their lifetime. According to GLOBO-
CAN, India recorded the highest number of deaths globally
in ovarian cancer. Ovarian cancer is the third most common
site of cancer among women in India. It is also the thirdmost
commonly occurring gynecologic cancer worldwide and has
the worst mortality rate. Clinicians and scientists have been
conducting great experiments and research to predict cancer
patients’ survivability [2, 3]. Yet, there are no quality survival

estimation predictors available. Survival estimation pre-
dictors are essential for clinicians to precisely adopt the
treatments and medications for the patients.

Data-driven prediction techniques can assist in a better
cancer prognosis model. Since its origin, data mining
techniques have been efficaciously used in many healthcare
research kinds, especially cancer management [4, 5]. )e
medical models based on data mining techniques can
capture intricate details and patterns in data. Several studies
involve online datasets like UCI machine learning, SEER [6],
and TCGA [7]. However, these datasets only cover datasets
from western countries or only from a limited area. Al-
though the number of instances in online datasets is large,
these might not capture the region-specific analyses. It has
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been proven in past studies that race and region can play a
significant role in the survivability of cancer patients [8].
Conversely, clinical studies having fewer instances can
capture more local aspects of cancer patients and their
management. )e present research focuses on various at-
tributes that can be significant predictors in estimating the
survival of advanced ovarian carcinoma patients that are
mostly unavailable in online datasets.

)e existing literature focuses on including different
clinical attributes like age, CA-125 levels, histology, and
stage to investigate the survivability and mortality of ovarian
cancer patients [9]. Some of the researchers also intended to
explore the outcome for patients treated with neoadjuvant
chemotherapy (NACT) [10] or surgery [11]. Nonetheless,
the current literature lacks proper research that may give
insights into ovarian cancer survival using machine learning
approaches and since its initiation, machine learning
technology has progressed a lot and is proven to provide
good results in almost every area. Some studies performed
statistical analysis to find the correlation of treatments with
survival [10]. But most of these studies are a part of clinical
trials having a controlled environment. A retrospective study
in an uncontrolled setting with a variety of participants can
point out some useful insights that might not be possible
with a clinical trial dataset. Also, to the best of the authors’
knowledge, no existing literature emphasized the different
sequences of treatments for ovarian cancer patients. Fur-
thermore, various comorbidities can play an essential role in
the overall health of patients [12]. )e present study involves
recording and using some relevant predictors for survival
analysis of cancer patients and clinical attributes. )ese
attributes were not available in any online datasets. )e
collected and processed features can be used and extended to
survive any cancer or other serious condition study.

)e present study aims to identify the significance of
different predictors for advanced ovarian carcinoma pa-
tients. An integrated model using attributes from different
data profiles can assist in a robust model for predicting
survival outcome of patients. )e attributes from different
data profiles have been collected from a cancer hospital and
processed accordingly. Cancer patients are given multiple
lines of treatment to prolong their survival. )e present
study is an attempt to identify the different lines of treat-
ments given to ovarian cancer patients using sequence
mining approaches.)ese treatments and the estimated time
elapsed among treatments might contribute some valuable
perceptions to the survival of patients. Previous literature
has also acknowledged the association of time between
treatments with prognosis in patients with ovarian carci-
noma [13]. Life quality attributes like performance status
and comorbidities also have a significant impact on any
person’s survival. )ese attributes have been explored in the
study to examine their effect on survival.

)e remainder of the study is structured as follows:
Section 2 presents a brief background on ovarian cancer and
its prevalence in India. Section 3 provides some of the
existing literature on ovarian cancer survival analysis. Sec-
tion 4 explains in detail the dataset and the proposed
methodology in the study.)e study’s results and discussion

and its comparison to the existing methods are given in
Section 5. Section 6 discusses some of the study’s limitations,
and the conclusion is presented in Section 7.

2. Background

2.1. OvarianCancer. Ovarian cancer has the worst mortality
in all gynecologic cancers. Overweight and obese women
have a higher risk of ovarian cancer [14]. Age is also a
significant factor in cancer incidence. While its incidence
rates have remained constant in some European countries,
Asia has experienced increased incidence rates from the past
few decades [15]. Survival rates are less than 20% in Indian
women. According to a report, 50% of India’s total ovarian
cancer cases occurred at 45–65 years [16]. )ough, most of
the western countries have a median range of more than 60
[17].

Ovarian cancer can have around 90% survival rates if
detected in the early stage. However, reports have shown
that most patients are diagnosed in later stages, with survival
less than 40% (SEER Program). )is is why it is also known
as “silent killer” because more than 60% of the cases are
diagnosed at advanced stages (Stages III and IV). Epithelial
ovarian cancer is the most common, including high-grade
serous, low-grade serous, endometrioid, clear cell, and
mucinous. Patients diagnosed in most advanced ovarian
cancer cases are provided with multiple lines of treatment.
)ese include cytoreductive surgery (CRS) with adjuvant
chemotherapy, or neoadjuvant chemotherapy (NACT) with
Interval debulking surgery (IDS) and adjuvant chemo-
therapy, or hormonal therapy or chemotherapy [18].

2.2. Sequence Mining. A sequence ‘seq’ is a collection of
ordered symbols. |seq| denotes the length of the sequence
[19]. A substring of a sequence is a collection of consecutive
symbols of the sequence. However, in a subsequence, the
symbols need not be consecutive. For example, if PQRS is a
sequence with symbols {P, Q, R, S}, then both PQS and PQR
can be subsequences of the sequence. But PQS is not a
substring of the mentioned sequence. Sequence mining
refers to identifying frequently occurring subsequences from
a database of sequences. )e user determines the term
“frequent” by varying the support of the sequences. Support
of 0.5 suggests that the database should contain a subse-
quence in at least 50% of the sequences.

Researchers have devised several sequence mining al-
gorithms. Generalized Sequential Pattern (GSP) [20] is one
of the first sequence mining algorithms formulated on the
basis of Apriori algorithm [21]. GSP works by identifying the
subsequences by scanning the dataset and computing their
support. Subsequences with support less than the threshold
support are removed from further analysis. For k length
sequences, GSP scans the dataset k times. Once the frequent
sequence at level k (k length sequence) is found, a candidate
for length k+ 1 is generated. Various other researchers also
tried to formulate sequencemining algorithms with less time
and space complexity. SPADE and PrefixSpan are examples
of such algorithms [22, 23].
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3. Related Work

Several researchers tried to analyze advanced ovarian cancer
patients’ survival using statistical and conventional survival
methods concerning different survival estimators. Vincent
et al. [10] used univariate analysis to identify the prognostic
factors for stage 3c or 4a ovarian cancer patients. )e dataset
was collected from 11 French centers and included 483
patients who were treated with NACT followed by surgery.
Univariate analysis showed that the absence of cytoreductive
surgery (CRS) was associated with worse survival. Similarly,
CA-125 value higher or equal to 3000U/ml had decreased
overall survival.

Deng et al. [24] used data from the online dataset SEER
(SEER Program) to analyze the survival based on metastatic
site for stage 4 patients. Due to the publicly available online
dataset, the number of patients is higher than that in other
clinical studies. After various inclusions and exclusions, the
data analyzed consisted of 1481 patients. Univariate and
multivariate analyses showed that the most common sites of
metastasis are liver followed by lymph nodes. For patients
with lung metastases only, patients who received chemo-
therapy had a higher survival than those who did not receive
chemotherapy. Surgery was also associated with higher
survival rates in patients with lymph nodes and liver me-
tastases, but it was not a significant self-determining aspect
in patients having lung metastasis. Akhavan et al. [12] also
conducted statistical chi squared and Student’s test on a
dataset collected from Tehran to investigate the effect of
diabetes on ovarian cancer survival. )e histology consid-
ered in particular was epithelial carcinoma. )e results
suggested that the patients having diabetes had poor overall
and progression free survival than those without diabetes.

In a more recent study [25], the authors collected a
dataset of around 460 patients from a cancer center to
compare white women’s survival with black women. )e
dataset included 365 white patients and 95 black women. It
was observed that more white women received surgery,
chemotherapy, or surgery chemotherapy sequence. It was
also revealed that despite receiving the same treatment se-
quence, black women had higher mortality rates from
ovarian cancer.

Clinicians and researchers from Indian hospitals also
conducted statistical tests for survival analysis of advanced
epithelial ovarian carcinoma patients. Viswanathan et al.
[26] analyzed the data of stage 3 or stage 4 advanced epi-
thelial carcinoma patients diagnosed in years 2015–2018. 111
patients were analyzed by the authors, of which the ma-
jorities were of serous histology. Most of the patients were
given NACTfollowed by CRS. It was observed that CRS had
improved overall survival and progression-free survival.
Also, patients with optimal CRS after NACT had signifi-
cantly lower recurrence rates and better survival than those
suboptimally cytoreduced.

Tseng et al. [27] tried to identify the risk factors in
women with ovarian cancer prominent in terms of cancer
recurrence. Data mining techniques were used separately
using leave one out cross-validation to rank the factors. Since
individual data mining techniques cannot address the

problem efficiently, the authors used an ensemble approach.
)e ensemble approach obtained better results than the pure
classification techniques, with C5.0 achieving 90% accuracy.
Various authors have also used machine learning techniques
to predict ovarian cancer. Lu et al. [28] used a decision tree
model and feature selection measures to predict the oc-
currence of ovarian cancer using different blood routine
tests, chemistry, and tumor markers. Several other studies
also used different classification techniques to predict sur-
vival in various types of cancer [29, 30]. However, most of
the studies involved online datasets confined to only a
specific country or area. While some of those results can be
generalized to other regions, it is a well-known fact that
cancer behaves differently with different environment and
socioeconomic status of the patients [8].

4. Methodology

)e proposed methodology of the study is given in Figure 1.
)is study’s approach is divided into three major steps,
including data collection, data preprocessing, and classifi-
cation. )e main essence of the study is involved in the
dataset used for the analysis. )e proposed approach follows
an integrated methodology that uses data from three dif-
ferent profiles. However, the medical dataset suffers from
many missing and irrelevant data that cannot be directly
used for classification. Hence, the second step of the ap-
proach involves preprocessing of the dataset according to
their data profiles. While clinical data is prepared using
standard imputation techniques, we have employed se-
quence mining techniques to generate treatment sequences
given to the patients. Similarly, attributes measuring life
quality are created to capture the overall well-being of pa-
tients. After all the preprocessing, classification techniques
are applied to the integrated dataset. Each step is explained
in detail in the following subsections.

4.1. Data Collection. )is study is based on a dataset col-
lected from a hospital located in New Delhi, India. )e case
study used for the analysis is of advanced ovarian cancer.)e
data was collected from the hospital manually from the files
digitally stored in the hospital’s repository after obtaining
appropriate approval from the hospital’s Scientific Com-
mittee. )e study got a waiver from the IRB of the hospital
due to anonymity in the use of data. Due to the ethics
policies of the hospital, data cannot be shared publicly. )e
data collected includes three kinds of attributes-clinical
attributes, treatment attributes, and comorbidities data.
Clinical characteristics including CA-125 levels at the time
of diagnosis, presence of ascites, grade, FIGO substage, and
histology were collected and recorded for each patient. CA-
125 levels denote a diagnostic attribute for ovarian cancer.
)e presence of ascites and cancer grade define the overall
extent and aggressiveness of cancer cells in the body. Higher
CA-125 levels, ascites presence, and grade suggest aggressive
cancer. Since the collected dataset included advanced cancer
patients only, the majority of the patients had stage III or
stage IV cancer. Since we have used FIGO substage, stage III
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cancer patients were further divided into stages 3a, 3b, and
3c cancer. Clinical data has proven to have a high association
with the survival and be the most widely used predictors in
the existing studies.

Unlike the online datasets and other clinical studies, the
present study also collected treatments and appropriate time
intervals between each set of treatments given to each pa-
tient. )e correct treatments given to the patients can
prolong their survival. Also, the time elapsed between these
treatments might suggest a better or worse response to the
treatments. )e treatments and the time intervals thus can
aid a better survival model. A total of four lines of treatments
were recorded for each patient. Most of the patients received
less than four treatment lines for three years.

Also, ECOG levels indicating each patient’s performance
levels were recorded along with several comorbidities like
diabetes, heart disease, and hypertension of each patient.)e
significance of ECOG levels and comorbidities has also been
acknowledged in survival analysis of other cancer types [31].
)e inclusion of life quality attributes can suggest the overall

well-being of the patients and thus can better predict the
overall survival of the patients. For a better comparison with
existing studies and to include recent and relevant data,
patients identified in the years after 2011 and before 2015
were used to collect data.)e specified time range also allows
for the proper retrieval of survival information of 3 years.
Survival of 3 years was collected from the hospital’s files or
by directly contacting the patient or patient’s family.

4.2. Data Preprocessing and Analysis

4.2.1. Data Preparation and Preprocessing. All the relevant
details and information collected in the previous step were
recorded and maintained in a spreadsheet. Each attribute
category has been handled accordingly to gain a better per-
spective and improve patients’ overall survival prediction.

Clinical Data Preprocessing. Clinical data has been cleaned to
remove any outliers and handle missing data. Any instance
with missing survival information was removed from the
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Figure 1: Methodology followed in study.
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analysis to create a reliable model. Further, instances with
more than fifty percent missing data were also removed as
larger missing data values can lead to a weak model. )e
dataset after removing these patients’ cases consisted of 149
patients. )e rest of the missing data was handled by using
mean and mode imputation techniques. Since there were only
9 cases with missing data left and mostly categorical attributes
(e.g., presence of ascites), techniques like k-NN imputation did
not perform well. )us, in all the leftover instances, missing
numerical attributes were filled out with the mean value of the
patients’ same class. Similarly, instances with missing nominal
attributes were filled with the mode value of the same class.
)e same has been carried out with MATLAB software using
rmmissing() and fillmissing() in-built methods.

Treatment Data Preprocessing. )e study’s objective was to
process the data based on each attribute’s category and
behavior. Treatment preprocessing performed for this study
is shown in Figure 2.

)e sequences of treatments were processed by creating a
database of treatment sequences for each patient. )e da-
tabase generated was supplied to modified sequence mining
algorithm GSP. GSP was adjusted to obtain frequent
treatment substrings, i.e., treatment sequences with no-gap
constraint. )e sequence mining algorithm has been
implemented in Java [32]. 0.05 value of support has been
used for the study to collect the maximum sequences of
treatments possible. )e no-gap constraint means that in-
termediate therapies would not be considered for frequent
sequences; i.e., if a patient received treatment W in between
treatments X and Y, then X⟶Y is not a valid recurring
sequence. )e no-gap constraint is attained at the time of
counting support of each candidate sequence. )e resultant
treatment sequences are mentioned as follows.

)e time intervals are applied in the resultant frequent
treatment sequences, as shown in Figure 3. )e time in-
tervals chosen belonged to the 6 months range, i.e., <�6,
7–12, 13–18, till 31–36. )e selection of time intervals was
intuitive for 3-year survival and based on the previous lit-
erature [33]. Yet, when the data was analyzed, it was ob-
served that most of the patients received their next
treatments within 6–8 months of the previous treatment.
)is may be attributed to the clinical implications of
treatments for advanced ovarian cancer patients to com-
mence treatments early [13]. )us, varying time intervals
were chosen (e.g., one month, two months, and three
months, till six months) to determine the prognostic value of
different time intervals in ovarian cancer survival. A binary
matrix is then created based on the attributes. If a patient
receives a treatment Y within one month of treatment X,
then {X T1 Y} column will be marked 1. Since time intervals
of 1 month, two months, or three months resulted in 36, 18,
or 12 time ranges, it resulted in a wide array of attributes to
be applied for classification. )us, an attribute selection
measure was used for the binary matrix. Information gain
was computed for each attribute, and attributes having
information gain greater than 0 were used for further
analysis. )e information gain can be calculated using the
formula given by the following equations:

Info(D) � − 
m

i�1
pilog2 pi( , (1)

InfoA(D) � 
v

j�1

Dj

D
× I Dj , (2)

Gain(A) � Info(D) − InfoA(D). (3)

Comorbidity Data Preprocessing. )e comorbidities were
collected for each patient as to whether she has a particular
condition or not. Comorbidities like chronic obstructive
pulmonary disease (COPD), diabetes, hypertension, and
coronary artery disease (CAD) were recorded and corre-
spondingly, a metric-CCI was computed for each patient.
Charlson Comorbidity Index (CCI) [34] calculates a per-
son’s ten-year mortality probability by administering
assigned weights to different comorbidities. )e higher the
computed index, the higher the probability of mortality. For
instance, a person having COPD gains +1 score in his/her
CCI score. Similarly, patients with uncomplicated diabetes
gain an additional +1, while an end organ damaged diabetes
gains +3 score their CCI score. )us, CCI was calculated for
each patient to understand the effect of comorbidities better.
A summary measure such as CCI is as good as comorbidities
used to compute it. Its significance in prognosis has also
been proven in the past [35]. Together with the performance
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Figure 2: Treatment preprocessing.
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status values, CCI constitutes the quality of life part of the
dataset in our study. Healthcare based IoT (IoHT) can be
further utilized in collecting such life quality data in future
studies [36].

4.2.2. Data Summarization and Analysis. )e final set of
different attributes and their description is shown in Table 1.
)e final dataset used for the analysis consists of 140 patients
with a survival rate of 42.14% (59) and the dataset with a low
degree of imbalance does not affect the predictors’ perfor-
mance [37]. )us, no data balancing techniques have been
employed in the study.

)e present study analyzes survival based on some of the
significant attributes and is shown in Figure 4.

Age has always been a controversial factor in the di-
agnosis and survival outcome for patients. In the present
study, it is also revealed that, in younger age groups, patients
have better survival outcomes than the older age group
patients. However, unlike previous studies [38], ascites’
presence has a somewhat opposite effect on advanced
ovarian cancer patients’ survival outcomes. In our dataset,
patients having ascites have slightly better survival than the
ones with no ascites present. Nonetheless, the existing lit-
erature did not consider the effect of ascites specifically in
advanced stage. )is result can be further examined by
recording and assessing the ascites’ volume present in future
studies. CCI and ECOG, on the other hand, give promising
analyses of survival outcomes. It can be seen from Figure 4
that the higher the values of CCI and ECOG, the lower the
survival rate of the patients. ECOG graph shows a sharp
declining trend in the chart except at ECOG performance
status value 4. )is slight change in the graph is that the
number of patients with ECOG status 4 was only five, and
the survival rate was 0%.

Similarly, a slight increase and inconsistency in the
survival rate for patients with CCI score 6 are due to the
small percentage of patients in that group.)us, it is revealed
from this consideration that patients with higher age, more
comorbidities, and lower level of patient’s general func-
tioning are associated with lower survival rate. Other at-
tributes like CA 125, histology, and grade did not show any
relevant assessment and were not included in this study.

4.3. Classification. )e integrated, processed data is supplied
to classify the data into survived/deceased class. Ensemble
techniques have been successfully used in various medical

datasets, and thus their applicability has been tested in the
present study. A statistical method, logistic regression, has
also been used for comparison with the ensemble approaches.

Bagging and boosting are ensemble classifiers. Bagging
or Bootstrap aggregating creates k bootstrap sample datasets
from the input dataset. Each test instance is classified using
various base classifiers, and a combined classifier is created
based on each base classifier’s votes. )e test instance is
predicted with the class having majority votes.)e averaging
factor of voting helps in reducing any kind of variance in the
dataset [19]. If the variance of a prediction is σ2, then the
variance of the average of k independent predictions is
reduced to σ2/k. However, boosting has a weighted average
effect. Boosting boosts the performance by giving more
importance to instances that are difficult to classify. If a
classifier incorrectly classifies an instance, the next classifier
provides more significance. )us, boosting increases that
instance’s weight. Boosting performs better with weak
classifiers as it reduces the bias that could not be removed
with bagging. Nevertheless, we may face overfitting in
boosting having a weighted approach. In the present study,
AdaBoost is a type of boosting algorithm and has been
utilized to classify the dataset. Assuming err (Xj) to be the
misclassification error of tuple Xj, then the classifierMi error
rate is the sum of the weights of the misclassified tuples as
given in equation (4). )e weight of a classifierMi’s vote will
be as given in equation (5):

error Mi(  � 
d

j

wj × err Xj , (4)

log
1 − error Mi( 

error Mi( 
. (5)

It has been confirmed from the previous studies that
ensemble techniques, especially bagging and boosting, can
perform better than most of the base classifiers individually.

When the base classifiers used for bagging are all de-
cision tree classifiers, it is known as random forests. )e
forest denotes the collection of trees into a single unit
(combined classifier). Random forest is called random as the
decision trees are created using a random selection of at-
tributes to decide the split at each node [39]. Each decision
tree votes to determine the class of an instance, and the class
with the majority votes is assigned to the test instance [40].
)e random forest has proven to give better results in
medical datasets. Another popular approach, called
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Figure 3: Time intervals in treatment sequences.
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XGBoost, has been applied to the dataset using scikit-learn
framework. It is a gradient tree boosting approach designed
mainly to boost the speed and performance [41]. XGBoost
can be used for both classification and regression problems.

It is a widely used algorithm by the researchers, specifically
for scalable problems [42].

Logistic regression, being a statistical technique, has
been used in the present study to compare ensemble
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Figure 4: Data analysis with survival.

Table 1: Dataset description.

Attribute Description Range/values

Clinical attributes

Age Age at the time of diagnosis 17–80 (median: 54)
CA-125 CA-125 value at the time of diagnosis 8.7–16301 (median: 929.13)

Ascites Presence of ascites in the body Yes: 114
No: 26

Grade Abnormality level of cancer cells 2–4 (median: 3)
Stage Figo substage 3–4 (median: 4)

Histology Microscopic regularity of cancer cells

Clear cell: 1
Endometrioid: 4

Serous: 111
Small cell:1
Germ cell: 1
Mucinous: 6

Poorly/undifferentiated: 13
Mixed: 3

Treatment
attributes Treatment sequences Frequent treatment sequences obtained after

sequence mining

Surgery⟶ chemotherapy
NACT⟶surgery

NACT⟶ hormonal therapy
Chemotherapy⟶ hormonal

therapy
Surgery⟶ hormonal therapy

Chemotherapy⟶CRS
Surgery⟶NACT

Life quality
attributes

CCI Charlson comorbidity index obtained using
comorbidities 2–9 (median: 3)

ECOG performance
status )e general well-being of a patient 1–5 (median: 2)

Class attribute Outcome Survival outcome after three years of cancer
diagnosis

Yes: 59
No: 81
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techniques with statistical data mining techniques. It models
the class membership probability concerning the different
attributes of the dataset. It divides the dataset into two classes
based on the likelihood of each instance belonging to a
particular class. )e probability is computed with the help of
the attributes’ values and estimated coefficients for each
feature.)e attributes are assumed to be independent to give
better performance results. Logistic regression has been used
by various authors in different healthcare applications to aid
the diagnosis or prediction processes [43, 44].

When some base classifiers like decision trees, SVM, and
k-NN were used for the classification process, decision trees
gave the best performance for the dataset. )e performance
of decision trees is acknowledged in various applications due
to their high results [45, 46]. Decision trees are also preferred
and explored in many medical applications because of their
simple and better clarity to the clinicians [47]. Explainable
AI is yet another domain that can be explored in future
studies. )us, the classifiers used in this study utilized de-
cision trees for creating the ensemble. Since the dataset used
had a small number of instances, 10-fold cross-validation
was used for each technique. It divides the dataset into ten
equal-sized partitions, where onefold acts as the testing
partition, and all the other nine partitions are used for
training the classifier. )us, onefold is treated as a testing
partition, and the method is fit on the remaining 9–1-fold.
)e results on testing partitions of 10-fold cross-validation
are averaged. Classification was performed using Classifi-
cation Learner app on MATLAB software. )e final ex-
perimental details with highest performance of each
classifier used are as illustrated in Table 2.

5. Result Analysis and Discussion

Table 3 shows the results for the time interval sequence
mining approach. Time ranges of two months and six
months achieved the highest accuracy; thus, Table 3 shows
the evaluation measures for only 2 and 6 months. Boosting
achieved the best results for both the cases in terms of
accuracy and AUC. ROC curves are shown in Figure 5. 5-
fold and 15-fold cross-validation techniques were also ap-
plied to the dataset to evaluate the methodologies. However,
10-fold gave better results than the other two validation
techniques, with the highest of 72.9% for 5-fold and 75.4%
for 15-fold. Also, as noted in the previous studies [48],
ensemble techniques performed relatively better than the
statistical method for our current research as well. However,
it can be seen that time intervals of 2months can better
predict the survival of ovarian cancer in almost all the
evaluation measures. Six-month approach gave slightly
better results in specificity when only boosting is considered.

Contrary to the previous study using six months of time
intervals for prostate cancer [33], we have evaluated different
time intervals in our study to assess the appropriate time
interval for advanced ovarian cancer patients. )us, time
intervals may vary according to cancer type as medications
and cancer management differ for each cancer type. An
appropriate model may have to be created according to the
cancer type and possibly nature of cancer.

)e treatment attributes selected for 2 months and 6
months are as given in Table 4. It is further revealed from the
Table that the hypothesis in the present study that 6 months’
interval might not be useful in the ovarian cancer dataset is
true. )e attributes selected in 6 months’ intervals are only
two, with both having T1 (0-6months) intervals. Conversely,
the attributes selected in 2 months’ intervals are four and
having varying intervals from T1 to T5 only. )us, it might
be possible that only a few, if any, patients received the next
line of treatments after say 8–10 months of the previous
treatments and, consecutively, did not have any significant
role in survival prediction.

Further, each data profile’s significance is examined by
applying classification techniques to each category of at-
tributes separately for a 2-month time interval integrated
dataset. Table 5 shows the accuracy (in %) along with the
classification technique for each data profile.

It is revealed from the results that when an individual
category is considered, the life quality dataset performs
better than the other data profiles. Also, the treatment
dataset gave better accuracy than the clinical dataset. )us,
the treatments’ sequences and the time elapsed in the
treatments can give the clinicians and patients better
knowledge of patients’ survival outcomes. )is result con-
tributes to the current understanding that, for advanced
ovarian carcinoma patients, clinical attributes like CA-125,
grade, etc. can indicate selecting the appropriate treatment
for the patient. Still, it might not be a good indicator for
survival prediction of the patient. Nonetheless, treatment
sequences and mostly life quality attributes can be better
used in predicting survival outcome.

5.1. Comparison of Proposed Work with Existing Literature.
To determine the importance of sequence and time between
different therapies given to a patient, we have further
compared the proposed approach without sequence mining.
A binary matrix has been created for the same, based on the
medications received by each patient, irrespective of the
sequence in which she received the therapy. An example of
such a matrix is shown in Figure 6.

)e comparison of various evaluation measures for all
the approaches is shown in Table 6. Here, time interval
approach attained better results than without sequence
approach in all the criteria. However, specificity is the same

Table 2: Experimental details.

Model Parameter settings

Bagging
Method� decision trees

Max number of splits� 139
Learning rate� 0.1

Boosting
Ensemble method�AdaBoost
Max number of splits� 20

Learning rate� 0.1

Random forest Random number seed� 0
Maximum depth� unlimited

XGBoost Maximum number of trees� 100
Logistic regression —
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Figure 5: ROC curves for (a) boosting in 2 months’ time interval; (b) boosting in 6 months’ time interval.

Table 4: Treatment attributes selected.

2 months’ time interval 6 months’ time interval
Attributes Information gain Attributes Information gain
Chemotherapy_T5_CRS 0.0458 Chemotherapy_T1_hormonal therapy 0.0408
Surgery_T5_chemotherapy 0.0272 NACT_T1_hormonal therapy 0.008
Chemotherapy_T4_CRS 0.023
NACT_T1_hormonal therapy 0.01

Table 5: Classification results for each data profile.

Data profile Highest accuracy in % (classifier)
Clinical dataset 61.4 (bagging)
Treatment dataset 65 (boosting)
Life quality dataset 71.4 (boosting)

Table 3: Classification results.

Accuracy (%) True positive rate or sensitivity Specificity Area under curve

6 months

Bagging 71.4 0.79 0.61 0.80
Random forest 70.7 0.64 0.8 0.72

Boosting 73.6 0.69 0.8 0.81
Logistic regression 65.7 0.68 0.63 0.70

XGBoost 71.42 0.71 0.64 0.78

2 months

Bagging 74.3 0.85 0.59 0.82
Random forest 75.7 0.72 0.81 0.82

Boosting 76.4 0.80 0.71 0.85
Logistic regression 67.1 0.64 0.71 0.70

XGBoost 73.8 0.73 0.63 0.79
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for two-month time interval and no-sequence mining ap-
proach. But the overall results improved in the time interval
approach. )e graphical representation of the results is
shown in Figure 7. Also, the random forest gave better
results than bagging and boosting in without sequence
mining approach. Here, also, the parameter settings for
random forest were the same as in the case of proposed
approach (i.e., random number seed� 0 and maximum
depth� unlimited). )us, the results for only random forest
have been presented in the results.)e significance of time in
specific treatments has also been acknowledged in previous
literature on advanced epithelial ovarian cancer [13]. Hof-
stetter et al. [49] also demonstrated the use of intervals
between surgery and chemotherapy in advanced ovarian
cancer patients using statistical techniques. )ey also
revealed that the periods were around 3–6 weeks. )e
present study also gave better results when time intervals of 2
months were used for the survival prediction. )e results
were validated statistically by computing t-score and cor-
responding p-values with a significance level of 0.05. Since
the best results were given by 2-month time interval ap-
proach, it was compared with ‘without sequence mining’
approach. )e results are given in Table 7, and it is evident
that the result is significant at p< 0.05.

We have additionally generated an assessment of some
of the recent studies to compare the data profiles and
techniques used in the present study with existing literature,
given in Table 8. It can be observed from Table 8 that the
majority of the studies used only clinical and treatment data
for survival prediction, where treatment data mostly in-
cludes details of primary treatment only. Malhotra et al. [56]
used treatment sequences along with clinical and genetic
data, though the authors did not consider the time elapsed
between the treatments. Also, it can be seen from Table 5 that
life quality data has a significant contribution to the survival
prediction, which is lacking in [56]. )e collection and
analyses of genetic data, however, can be the future work for
the study. Studies using neural networks and deep learning
are also becoming more common now with genetic and
multimodal data and thus, can be utilized in future studies
[62–64]. )ese have been further explored in various image
based datasets as well for the detection and prediction
purposes [65–67]. Deep learning technology has been
proven in various studies to outperform basic machine
learning techniques [68, 69]. However, the dataset in the

present study has a smaller number of instances than the
existing literature, and deep learning can perform better with
large amounts of training data. Due to lack of significant
training data, deep learning could not be explored in this
study. But this is because the present study involves recent
records and only advanced-stage patients. Since earlier
stages of almost all cancer already have around 90% survival
rates, survival prediction is an easier task. But in the later
stages, the survival rates vary from about 10% to 40%. )us,
the present study creates a model established on the cancer
behavior (for advanced stage only) that will be more useful
for clinicians in examining the survival of cancer patients
[70]. It can be observed from Table 8 that almost all the
studies used dataset of all the stages. Guo et al. [57] con-
sidered earlier cancer patients for the survival prediction and
achieved high results. However, as already discussed, earlier
stages have considerably higher survival rates and is mostly
easier to predict. )us, more research on advanced cancer
patients needs to be conducted to further compare the
results.

)us, it can be concluded from the results that the time
interval approach gave better results than no-sequence
approach. )e time intervals may vary, but the time between

FirstPatient Second �ird Fourth Treatment XPatient Treatment Y Treatment Z Treatment W
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X

Y
Y

Z
W

--
--

11
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Figure 6: Without sequence treatment processing.

Table 6: Comparison of results.

Accuracy Sensitivity or true positive rate Specificity Area under curve
Without sequence mining 0.707 0.78 0.71 0.77
2-month time interval 0.764 0.80 0.71 0.85
6-month time interval 0.736 0.69 0.8 0.81

Accuracy

True Positive Rate

False Positive Rate

Area Under Curve

6 months-time interval
2 months-time interval
Without sequence mining

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.90

Figure 7: Comparison of results.

Table 7: Statistical significance.

Approach ‘2-months time interval’with ‘without sequencemining’
t-value 1.90429
p value 0.036491
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Table 8: Comparison of techniques with previous literature.

S.no. Authors Dataset Type of cancer
with stage

Stage of
cancer
patients
used

Type of attributes Classification
technique used Results

1. Matsuo
et al. [50]

Clinical-768
patients

Cervical
cancer All stage

(i) Clinical Deep learning and
cox proportional

model

Mean absolute error of
30.7 (deep learning),
43.6 (cox proportional
hazard regression)

(ii) Treatment

2. Park et al.
[51] SEER dataset Breast cancer All stage (i) Clinical Subgroup mining Effective rules

generated(ii) Treatment

3. Simsek
et al. [29] SEER dataset Breast cancer All stage (i) Clinical ANNs and logistic

regression

83.6% (ANNs)
82.9% (LR)

for 5-year survival

4. Wang et al.
[52]

Clinical-1075
patients Lung cancer All stage

(i) Clinical
Gaussian bayesian

network

R2 of 93.57% (stage-I),
86.83% (stage-II),
67.22% (stage-III),
52.94% (stage-IV)

(ii) Treatment

(iii) Comorbidities

5.
Garćıa-
Laencina
et al. [53]

Clinical-399
patients Breast cancer All stage

(i) Clinical KNN, logistic
regression,

decision trees,
support vector

machine

81% (highest in KNN)(ii) Treatment

6. Toth et al.
[54]

National
health

database-
28817 patients

Colon cancer All stage (i) Treatment Sequence mining —

7. Koo et al.
[30]

Clinical-7267
patients

Prostate
cancer All stage (i) Clinical Artificial neural

networks
84.9% overall 5-year

survival(ii) Treatment

8. Kate and
Nadig [55] SEER dataset Breast cancer All stage

(i) Clinical Logistic
regression, naı̈ve
bayes, decision

tree

84.2% (naı̈ve bayes)(ii) Treatment

9. Malhotra
et al. [56]

Clinical-393
patients

Glioblastoma
cancer All stage

(i) Treatment Sequence mining
with statistical
techniques

85% (logistic
regression)(ii) Genetic

(iii) Clinical

10. Guo et al.
[57]

Clinical-5842
patients

Cervical
cancer

Stage IA1 to
IIB2 (i) Clinical

SVM, decision
tree, random

forest, ANN etc.

0.895 and 0.89 AUC
(light GBM and
random forest)

11. Kalafi et al.
[58]

University
Malaya
medical
cancer

registry-8066
patients

Breast cancer All stage

(i) Clinical SVM, MLP
(multilayer
perceptron),
decision trees,
random forest

88.2% accuracy (MLP)(ii) Treatment

12. Alabi et al.
[59] SEER dataset Oral cancer All stage (i) Clinical

Logistic
regression, SVM,

bayes point,
boosting, decision
forest, decision

jungle

88.7% (boosting)

13. Bos et al.
[60]

Clinical-177
patients Oral cancer All stage (i) Clinical Logistic regression 0.744 AUC(ii) Radiomic (MRI)

14. Hira et al.
[61]

TCGA-579
and 593
samples

Ovarian
cancer All stage (i) Multi-omics data Deep learning 93.2–95.5% and

87.1–95.7% accuracy

15. Proposed
approach

Clinical-140
patients

Ovarian
cancer

Advanced
stage

(i) Clinical
Sequence mining
with ensemble

76.4% accuracy and
0.85 AUC (boosting)

(ii) Treatment
(iii) Life quality

(comorbidities + ECOG)
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treatments can also create a better and reliable predictive
model for other cancer patients. )e integrated dataset,
including data from all profiles, is a better prediction model
than the existing models, including only clinical attributes
and treatment attributes with no frequent sequences. )e
clinicians can use this information while deciding the ap-
propriate treatments for advanced ovarian carcinoma pa-
tients and the elapsed time between each treatment. )e
patients’ general well-being can also be useful indicators in
determining the treatments and corresponding overall
survivability of the patients.

6. Conclusion

Advanced ovarian carcinoma patients have a poor prog-
nosis compared to early-stage patients. )e present study
gives some worthwhile comprehensions in advanced
ovarian cancer survival. An integrated predictive model has
been created using three different data profiles from a real-
world clinical dataset. It also focuses on the significance of
treatment sequences with varying time elapsed between
treatments and various life quality attributes in the survival
analysis of patients. Cancer patients are often treated with
multiple lines of therapy. )e present study validates and
ascertains the use of varying time elapsed between treat-
ments in examining the survival of patients using a
modified sequential mining algorithm of GSP, and various
machine learning techniques. It was revealed that life
quality attributes and treatment sequences with the time
intervals could predict survival better than clinical facts.
Also, time intervals of two months between the treatment
sequences performed better than other time intervals with
an accuracy of 76.4% and 0.85 AUC. )e proposed ap-
proach of modified sequential mining algorithm and
classification with 76.4% accuracy performed better than
the existing approach without sequential mining, giving
around 70% accuracy. )e results were also statistically
validated. )us, the clinicians and researchers should
consider patients’ quality of life and line of treatments with
time elapsed between them while creating a predictive
model for cancer patients.

However, there are a few limitations and possible future
aspects worth noting. )is study used data from only five
years of the hospital to record current medications and
other medical technologies. )e dataset thus had a small
number of instances, which could have resulted in over-
fitting in classification. Also, the dataset was collected
manually by the authors. Some recording errors might have
been created in the data. Besides, precise medications and
chemotherapy cycles or dosage were not considered to
avoid confusion. Yet, these might be useful if we had a
larger dataset.
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