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)e jet flipped from flip buckets hits the dam’s downstream side as a free jet with an immense amount of energy, leading to bed
erosion. Erosion of river bed materials downstream of dams could affect the performance of dams or power plants by altering the
tailwater depth, rendering proper designs of controlling structures or erosion reduction methods highly indispensable in this
regard. Hence, the hydrodynamic performance of A-Jacks concrete armor units in controlling scour was examined in this study.
A-Jacks armors are applicable as a flexible protection without environmental risks often for bed erosion control. )e desirable
functionality of A-Jacks armors depends on the flow hydrodynamic parameters such as velocity profile variations (U/UB), the
Reynolds stresses (τu′w′ and τv′w′

), and the skin friction coefficient (Cf) created as a consequence of using A-Jacks armors on beds.
)e size of A-Jacks elements can have a role in increasing the flow turbulence to a certain depth so that after the impact of the flow
with A-Jacks armor, the vortices’ intensity as well as the shear stress affecting the bed gradually decreases. )e results of the
numerical model suggest that the surge in the flow turbulence energy dissipation downstream of flip buckets significantly
mitigates the underlying conditions of scouring phenomena, which is evidence of A-Jacks armors’ acceptable performance in
scaling down scour depths.

1. Introduction

Use of A-Jacks concrete armor units represents one of the
simplest and most practical systems protecting erodible
beds.)ese six-legged elements are designed to create a solid
material when the legs are interlocked. Hence, lighter ele-
ments than riprap are required. On the other hand, the
ridges in piers and roughness formation cause the inlet jet
flow to break down into smaller jets, and more importantly,
the roughness leads to an increase in the shear force and
energy dissipation. Furthermore, a part of the original jet
infiltrates the elements and the bed, and it is likely to develop
bed sour. )erefore, the number of layers placed on top of
each other has an effect on scour depth as well [1]. A blend of
A-Jacks armors and riprap could help reduce the scour
dimensions. In such an occasion, the armors and the riprap
will be smaller in size and also more convenient and

economic to implement. Figure 1 illustrates the design of
A-Jacks armors and their use in river engineering and hy-
draulic engineering.

A-Jacks armors have been incorporated in marine
structures such as breakwaters and coast protections. In
addition to the extensive applications of these elements in
marine structures, their use in controlling river bank
erosions has also attracted much attention recently [2]. A
review of the available resources indicates that only a
highly limited number of studies have addressed A-Jacks
armors from structural and hydraulic points of view in
general. )e hydraulic studies available on A-Jacks ele-
ments are very limited and related to protecting sea
coasts, piers, and bridge abutments. One of the most
important studies investigating, from the structural
viewpoint, the elements’ buckling under vertical static
loads was carried out by Mickel [3].
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Latta [4] also conducted other studies on six-legged
concrete elements in hydraulic structures, and these studies
include physical and numerical simulations of the elements,
and analysis of the applied forces as well as the elements'
stability.

As for the other hydrodynamic studies on A-Jacks
armors, the two-step report put forth by the Soil and
Water Conservation Bureau of the United States at Manly
Hydraulics Laboratory could be stated as a study carried
out with the purpose of comparing and assessing six-
legged components against different breakwater com-
ponents experimentally and modifying those designs [1].
In the experiments conducted by )ornton et al. on
bridge pier scour hole control on a sand bed using
A-Jacks armors, the decrease in the scour depth values
after using these elements has been reported to be 70 to
95%, and for gaining more efficiency from these elements,
use of geotextile filters with them has been recommended
[2]. Zolghadr et al. demonstrated that installation of
A-Jacks armors could control scouring at the trapezoidal
crest up to 100%. Extensive research has been undertaken
in Shahid Chamran University in order to examine ap-
plication of six-legged elements for protecting the stilling
basins’ bed, indicating that a proper arrangement of these
elements could reduce the stilling basin at length and the
conjugate depth as well as scour depth downstream of the
basins [5, 6]. Hosein Reza et al. applied the combined
method of utilizing both ripraps and six-legged elements
as direct methods of controlling scour at a rectangular
abutment. As reported in the results of their tests, the
combined implementation of riprap and six-legged ele-
ments had a significant effect [7]. Khalifehei et al. in-
vestigated A-Jack armors’ stability on the erodible bed
downstream of flip buckets and proposed a design for
these armors [8, 9].

In their studies, Nou et al. examined the efficiency of six-
legged concrete elements in controlling scour downstream
of flip bucket spillways by conducting experimental studies.
)eir work addresses sediment scour hole volume reduction
with simultaneous presence of six-legged concrete elements,
under the brand of A-Jack, and riprap downstream of a flip
bucket spillway under different hydraulic conditions of the
flow. )e results suggest that an increase in the tailwater
depth significantly mitigated scouring, and the simultaneous
presence of the concrete element and riprap could cause up
to 100% drop in the maximum scour volume among various

hydraulic conditions in comparison with that in the control
test [10, 11].

A-Jacks advantages, such as their interlocking capability,
their applicability in regions lacking appropriate rocks, and
the possibility of vegetation’s growing between the units, can
help the armor’s stability under certain conditions. On the
other hand, the present study is deemed necessary as there
have been no works available investigating the flow hy-
drodynamic parameters on these armors using numerical
methods so far. Accordingly, this study embarks on simu-
lation of A-Jacks armors implemented downstream of flip
bucket spillways as a method of scouring control as a new
and widely applicable topic in hydraulic engineering.

2. Theoretical Approach

)e Flow3D model is applicable for analyzing unsteady 3D
flows with a free surface and a complex geometry. )e finite
volumemethod is used in this numerical model in an orderly
rectangular cell grid. Two methods have been used in this
numerical model for geometric simulation. )e first method
is Volume of Fluid (VOF), which is incorporated to dem-
onstrate the fluid behavior at the free surface. )e second
method is called Fractional Area/Volume Obstacle Repre-
sentation (FAVOR), which is applied for simulation of
surfaces and rigid volumes such as geometric boundaries
[12–14].

)e equations governing the fluid flow are extracted
from the principles of mass conservation and momentum
conservation and are represented as partial differential
equations. )e main equations for simulating the three-
dimensional flow are three differential equations including
the continuity and momentum equations in x, y, and z
directions. )e flow continuity equation is extracted from
the principle of mass conservation and by writing the bal-
ance relation for a fluid element. )e general continuity
equation is presented as follows:

Vf

zρ
zt

+
z

zx
ρuAx( 􏼁 +

z

zy
ρvAy􏼐 􏼑 +

z

zz
ρwAz( 􏼁 � 0, (1)

where vf is the fraction of volume to flow and ρ is the fluid
density. Velocity components (u, v, w) are in x, y, and z
directions. Ax is the fraction of free surface in x direction,
and Ay and Az are similarly fractions of surface in y and z
directions.

Figure 1: .Geometric shape of six-legged elements and an instance of A-Jacks armors’ interlock.
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)e fluid’s motion equations with velocity components
(u, v, w) in three directions in coordinates, i.e., the
Navier–Stokes equations, are presented as follows:
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where Gx, Gy, andGz denote mass accelerations and
fx, fy, andfz are viscosity accelerations.

)e Flow3D numerical model is used for simulating
transport, erosion, deposition, and static position of the
nonadhesive sediments under the influence of the fluid flow.
)e sediment model of this numerical model uses two
concentration fields: (1) floating nonadhesive sediments and
(2) bed nonadhesive sediments.

Displacement and lifting of floating sediments with the
fluid occur due to variations in the local pressure gradient.
)ese floating nonadhesive sediments could be a result of the
inlet flow containing floating particles or stem from bed
erosion. Since bed sediments are restricted by the adjacent
particles and cannot move easily, they can get in motion if
they are converted into floating load as eroded particles at
the interface between the bed and the fluid, and the floating
load can convert into bed load in case the deposition velocity
is higher than the bed erosion velocity [15, 16]. A part of the
control volume, occupied by solid sediment particles, is
denoted by fS, and the rest made of accumulated fluid is
defined by fL; therefore,

fS + fL � 1. (3)

)e floating load increases the real fluid viscosity. Such
an increase lasts until the volume fraction of the solid
particles reaches the limit of the volume fraction of viscosity.
After that the increase in the floating load does not cause a
higher viscosity but results in the particle’s growing active in
a solid manner. In this case, the average fluid viscosity is
obtained as follows:

μ∗ � μf 1 −
Min fS, fsco( 􏼁

fsCR

􏼠 􏼡, (4)

where μf represents the fluid viscosity and μ∗ is the average
viscosity of the critical fraction of nonadhesive sediments
particles. )e perceived density, ρ , is assumed as a linear
function of the sediments volume, where ρs and ρL are the
apparent densities of the sediment and the fluid [17].

Drift is defined as sediment particles deposition under
the influence of the drift forces affecting the sediment
particle. In the sediment washing model in the Flow3D
numerical model, the sediment particles are assumed
spherical so that they are influenced by the fluid viscosity;
hence, deposition is automatically calculated according to
the following relation:

Df �
d
2
50 × ρs − ρL( 􏼁

18μ
. (5)

)erefore, the deposition velocity is obtained as follows:

udrift � Df × fL

∇P
ρ

�
fL × d

2
50

18μ
∇P
ρ

ρs − ρL( 􏼁,

(6)

where ∇P/ρ is defined as the gradient of mechanical po-
tential or acceleration and is limited to 10 times the particle’s
weight, leading to elimination of numerical fluctuations in
the amount of pressure. Near the fluid free surface, the value
of ∇P/ρ is replaced by g. )e fL coefficient is included in
equation (6) because sedimentation is possible only with the
presence of solid particles (sediment) [18, 19]. )erefore, if
the control volume is filled with sediment, then fL � 0 and
thus udrift � 0. )e shear stress is active at the bed sediment
level, which leads to erosion and displacement of nonad-
hesive sediments at bed surface. )is erosion is a function of
the fluid shear stress at surface, the critical shear stress, and
the fluid and sediment densities. )e critical Shields pa-
rameter represents the minimum shear stress required for
lifting sediment particles from the interface between the
fluid and the active bed.

θcirt �
τcrit

g ρL − ρs( 􏼁d
, (7)

where θcirt is the critical Shields parameter and τcrit denotes
the minimum shear stress required along the bed to lift
sediment particles. Elaborating on and describing this model
is aimed to estimate and predict the amount of sediment
flow eroded over the shared bed. To this end, the shear
velocity parameter is defined for measuring the flow power
in bed erosion [20, 21]. Hence, the rate of sediment lift from
the bed could be presented as follows:

Ulift � αns

������
τ − τcrit

ρ

􏽳

, (8)

where ns is the bed surface normal vector and α represents
the dimensionless parameter which shows the possibility of
sediment particles’ being lifted from the bed, which is usually
less than or equal to unity. In a static fluid, the internal
friction angle of sediment particles determines theminimum
slope at which sediment walls can be stable. A high internal
friction angle of sediments, as in clay, implies stability of the
wall at sharp slopes, and a low internal friction angle, as in
sand, demonstrates a high inclination for slump and forward
motion. At the downstream side of the hole, where sedi-
ments are piled up and make a bulk of sediments, the state of
sediment position creates a horizontal angle which repre-
sents the internal friction angle. In the model, ξ denotes this
angle. )e natural angle of repose for sediments under
different spatial and temporal conditions is calculated as
follows:
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ϕ �
ninterface · g

|g|
, (9)

where ninterface is equal to the surface normal vector and g is
the acceleration of gravity. )e critical shear stress which
occurs at the sloped surface is calculated according to the
following equation for each surface after the occurrence of
scour or floating sediment transport at that surface:

τcrit � τ0crit

��������

1 −
sin2 φ
sin2 ξ

􏽳

. (10)

Based on equation (10), when the natural slope of the
sediment is equal to its internal friction angle (ϕ � ζ), the
critical shear stress will be equal to zero, i.e., the bed surface
undergoes erosion owing to any type of shear stress applied.
In addition, when ϕ> ζ, then τcrit < 0, i.e., the sediments
undergo erosion even when there is no shear stress. )e
above relation also indicates that as large as the sediment
particles’ internal friction angle becomes, the wall slope
(τcrit � 0) must also grow large so that the scour or flushing
hole wall undergoes erosion without the presence of shear
stress (ϕ). Transport of the sediment floating in the system is
stated by the convection-diffusion equation [22, 23].

Uj

zcs

zxj

− ωs
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zz
􏼠 􏼡 �

z
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Γ
zcs

zxj

􏼠 􏼡, (11)

where cs is the sediment concentration, Γ denotes the dif-
fusion coefficient, and ωs is the particles settling velocity as
follows:

ωs � ulift − udrift. (12)

As a result, equation (12) enters the solution according to
the following:

zcs

zt
+ u · ∇cs � Γ∇2cs − ulift · ∇cs − udrift · ∇cs. (13)

)e concentration of the floating sediment at the in-
terface between nonadhesive sediments bed and water prior
to the onset of flushing (t� 0) is obtained as follows:

Cso � fs ∗ ρ. (14)

)e above relations and computational algorithm are
used in the Flow3D numerical model in order to drain bed
sediments. In the following numerical model, the flow hy-
drodynamic parameters will be addressed using the pro-
posed theoretical approach. For geometric simulation, two
strategies were applied in this numerical model. Volume of
Fluid (VOF) is the initial method, which is used to dem-
onstrate fluid dynamics at the free surface. )e second
method, known as FAVOR (Fractional Area/Volume Ob-
stacle Representation), is used to simulate surfaces and rigid
volumes such as geometric bounds.

3. Research Method

In every simulation carried out in this study, the 3D flow
field has been solved using the RNG turbulence model. )e

RNG model was developed using Renormalisation Group
(RNG) methods by Yakhot et al. to renormalise the
Navier–Stokes equations, to account for the effects of smaller
scales of motion. In the standard k-epsilon model, the eddy
viscosity is determined from a single turbulence length scale,
so the calculated turbulent diffusion is that which occurs
only at the specified scale, whereas in reality, all scales of
motion will contribute to the turbulent diffusion. )e RNG
approach, which is a mathematical technique that can be
used to derive a turbulence model similar to the k-epsilon,
results in a modified form of the epsilon equation which
attempts to account for the different scales of motion
through changes to the production term [24, 25]. )e reason
for using this turbulence model can be attributed to its
properties and advantages over models such as k − ε. )is
model has been improved due to having one ε extra term for
analyzing quickly strained flows and the flows over surfaces
with numerous geometric variations and is greatly capable in
transient flow simulations [26]. In addition, relying on the
comparison made between turbulence models over spillways
using Flow3D conducted by Yamini (2018), the RNG tur-
bulence model has had more accurate results than other
turbulence models, and it has therefore been used in the
present work [27, 28]. In this simulation, the flow over ogee
spillways was modeled using real model data, and it was
analytically solved. In addition, the fluid, nonviscous and
incompressible, and the air inlet with a density of 1.24 kg/m3

and a shear stress rate of 0.0731 were taken into
consideration.

It is noteworthy that there are 898,287 computational
cells considered for this simulation. Different boundary
conditions have been assumed per the most appropriate
channel length behind the spill way as 1 meter long water
prior to the ogee spillway and inside the dam reservoir. As
for the size, the elements utilized in the study are categorized
into six classes named A-Jacks 1 to A-Jacks 6, and A-Jacks 1
size is provided in Figure 2. )e other elements have also
been designed and considered in order with 20% larger
dimensions. Further, the boundary conditions of the flow
simulation over ogee spillways are defined in Figure 2.
Different conditions have been considered to apply
boundary conditions to the mesh block (Figure 2). As for the
inflow, the flow rate is applied along with the flow depth (Q).
Outflow conditions (O) are considered in terms of output.
)e wall boundary condition (W) is applied to the lateral
walls. )e boundary condition of the wall (W) is applied on
the bottom of themesh block, and the boundary condition of
symmetry (S) is considered on the roof of the mesh block.
grid as wall and symmetry, the bed and top for computa-
tional cells as, respectively, wall and symmetry.

)e first step in a numerical model is model calibration.
)is means minimizing the effect of external factors and
maintainingmodel conditions more similarly to a real-world
situation. )e present numerical model has been done based
on the experimental model; hence, its calibration and val-
idation have been carried out accordingly. )e calibration of
the numerical model with respect to simulation and
boundary conditions is discussed here. It is necessary to
achieve stable conditions in order to extract accurate values
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from numerical or real-world model data. In the numerical
model under investigation, the proper time for extracting the
results from the model was considered 180 minutes after
examining a number of models. Figure 3 illustrates how the
flow passes over the spillway at different points in time. )e
flow becomes stable over the spillway and the downstream
channel after 40 seconds.

At the onset of calculations for the numerical model
(T � 0.0 sec), the fluid height was introduced in corre-
spondence with the experimental data intended for the
model. With the beginning of calculations by the software
(T �1 sec), the flow passes over a part of the ogee spillway.
At T � 5 sec, the flow is led out from the ogee spillway. At
T �10 sec, the unsteadiness effect of the flow on the
downstream channel is evident. Although the flow seems
steady at T �15–35 sec, more careful attention to the
differences in the fluid fraction contours at the upcoming
times reveals that the flow becomes steady from
T � 40 sec. To ascertain the steadiness and equilibrium of
the flow field over ogee spillways, the diagram on vari-
ations in the rate of flow passing inflow and outflow
boundaries per time is presented, as in Figures 4 and 5,
which indicate flow stability and steadiness after 40

seconds, which in turn confirms simulation stability. All
analyzes of flow hydrodynamic parameters under stable
flow conditions have been performed on a numerical
model.

4. Results and Discussion

To study the effect of A-Jacks element sizes on the flow
hydraulic parameters, 6 element sizes, whose geometric
dimensions were increased by 20%, were placed on the
erodible bed of the channel downstream of the ski-jump.
Data collection stations are shown in Figure 6. )e nu-
merical model was run for each considering a constant flow
rate, and the hydraulic parameters were analyzed. It should
be noted that the hydraulic parameters for 9 downstream
stations were evaluated as relative parameters (X/H).

Investigation of the flow velocity profile gains great
significance in finding the pattern of the flow jet energy
dissipation downstream of flip buckets. )e profile variation
trend from the onset of jet formation to the end of erodible
locations indicates the manner of flow development and
turbulence variations. In this section, after extraction of the
numerical simulation results, a comparison of velocity
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Figure 2: Boundary conditions applied to numerical modeling and geometric dimensions of A-Jacks 1 concrete block.
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Figure 3: Flow development in the Flow3D numerical model.
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profiles nondimensionalized in proportion to the flow ve-
locity in the flip bucket (U/UB) and for different stations
with different sizes of A-Jacks element armors was provided.

As depicted in Figure 7, at station X/L � 0, which
represents the flow jet point of inlet into the tailwater,
variations in A-Jacks dimensions show little effect on
velocity profiles. With the flow passing over the A-Jacks,
the flow turbulence increases due to A-Jacks roughness.
In other words, the roughness stemming from A-Jacks
element’s piers (X/L � 0) causes flow separation from bed
and its return at station (X/L � 1). Presence of A-Jacks
armors on bed generates a positive pressure gradient,
leading to velocity reduction near the bed. Reduction in
velocity gradients is highly evident for A-Jacks with larger
dimensions, which indicates that the bed erodibility
potential as a result of using larger armors could entail
bed scour reduction. After the shear layer, velocity var-
iations become almost constant towards the water sur-
face, as seen in velocity profiles. )is is because the flow

structure at depths closer to the water surface is unaf-
fected by the bed shape. Given that most flow scour holes
occur in the region where the flow jet impacts the
downstream side, using larger elements can strengthen
velocity profiles towards increasing the flow turbulence
and flow energy dissipation and make for more desirable
conditions of the flow in this region. It is important to
note that with the passage of flow into the downstream
region, the elements’ dimensions at regions farther away
from the jet impact will have less effect owing to flow
development and full formation of the boundary layer.

Since the Reynolds stress turbulence parameters have a
number of transport terms and heterogeneous and non-
isotropic diffusions in comparison with other turbulence
parameters, they are more accurate and sensitive in energy
transfer from the mean flow to fluctuating parameters.
Accordingly, after extraction of the numerical simulation’s
results in this section, the Reynolds stresses including τu′w′
and τv′w′ parameters along the flow depth for station X/L �

0.5 are discussed (Figure 8).
In the region near the bedwith A-Jacks armor, the Reynolds

shear stresses τu′w′
and τv′w′

from the channel bed increase.
)en, further away from the bed inY/Yt � 0.5 − 1.5 region, the
Reynolds shear stresses of τu′w′

and τv′w′
reach theirmaximum.

Afterwards, in Y/Yt � 2 − 10 region, the Reynolds shear
stresses τu′w′

and τv′w′
decrease to near-zero values at the water

surface. Near-zero values close to the water surface suggest
highly low shear in this region and the effect of free surface.)is
means that the shear stress is minimum at a layer near the water
surface, and the geometry of A-Jacks armors has not been able
to affect the free water surface at this layer. In other words,
although increasing A-Jacks armors’ dimensions entails an
increase in the Reynolds shear stress parameters, it does not
have much effect along the flow depth. According to the
presented diagram, the maximum Reynolds shear stress values
occurred in a region farther away from the bed, the result of
which is that the shear stress in the vicinity of sediment particles
at the layer beneath the armor is zero; therefore, it can play a
significant part in reducing scour in these regions.
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Figure 4: Flow rate variations at the inflow boundary in proportion to the time of running the numerical model.
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Figure 5: Flow rate variations at the outflow boundary in pro-
portion to the time of running the numerical model.
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Figure 6: Side view of the numerical model and the properties of the stations measuring flow hydrodynamic parameters.
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Figure 7: Continued.
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A-Jacks armors have 6 interlocked piers, which cause great
roughness at bed. Due to creation of roughness at bed, when the
flow is passing over the rough bed, the adhesive drag force
functions as the main inhibitor against the flow [29]. In rough
beds similar to A-Jacks armors, the skin friction coefficient (Cf)
is put forth for measuring resistance against the flow. )e skin
friction coefficient (Cf) along the flow length has been extracted
for 6 modes of A-Jacks armors using the simulations, and it is
shown in Figure 9.

As shown in Figure 9, with the impact of the jet with
A-Jacks armor, skin friction coefficient (Cf) values are

highly varied due to great turbulence resulting from the
impact of the jet with the tailwater. Since the shear stress
values parameters (Cf � 2[u∗/U]2) and the flow velocity
are involved in the skin friction coefficient (u∗) equation,
the shear velocity values could increase along the flow
length and entail an increase in the skin friction coeffi-
cient (Cf) values. )e results of the numerical model
indicate that with an increase in the size of A-Jacks ar-
mors, vortex flows between the piers lead to a decrease in
the resulting flow energy. Along A-Jacks armors, the
elements’ roughness affects both the friction force and the
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Figure 7: Velocity profiles at station (X/L � 0, 0.25, 0.5, 0.75, 1) downstream of the flip bucket with A-Jacks (1 to 6).
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Figure 8: Reynolds shear stress profiles of τu′w′ and τv′w′ for station X/L � 0.5.
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compressive drag force from the fluid on the bed. Under
the same hydraulic conditions, the compressive drag
force increases as much as the elements become larger,
and the overall force imposed on the flow will be larger,
leading to an increase in energy loss. )e parameters of
the flow turbulence energy values and the flow turbulence
energy dissipation extracted from the Flow3D numerical
model are depicted in Figure 10. Increase in flow tur-
bulence energy dissipation downstream of flip buckets
significantly mitigates the conditions of scour occurrence
and confirms the proper performance of A-Jacks armors
in reducing scour depth.

5. Conclusion

Regarding the extensive use of flip buckets in chute
spillways, particularly in major (concrete or embank-
ment) dams, it is regarded important to build and analyze
a bed protection system for this type of dissipater’s
tailwater. Accordingly, this study analyzed the hydro-
dynamic parameters of the A-Jacks bed protective system.
)e bed erosion mechanism downstream of flip buckets is

made analyzable by determining the flow hydrodynamic
parameters. Due to flow jet turbulence, there are vortices
developed in the region near the bed and the region
downstream of the flip bucket jet that can play an im-
portant role in digging, lifting, and transporting sedi-
ments. As the numerical model results indicated, utilizing
A-Jacks armors could entail desirable variations in flow
velocity profiles U/UB, Reynolds stresses τu′w′ and τv′w′ ,
and the skin friction coefficient Cf. )e size of A-Jacks
elements can have a role in increasing the flow turbulence
to a certain depth so that after the impact of the flow with
A-Jacks armor, the vortices’ intensity as well as the shear
stress affecting the bed gradually decreases because first
the water depth values at the tailwater are increased
locally and then the excessive flow energy is dissipated
due to the armor’s roughness. As a result of this process,
the shear stress values and the vortices’ intensity de-
crease. Altogether, the numerical model results suggest
that A-Jacks armors enjoy highly proper geometric
conditions which can improve the flow hydrodynamic
conditions downstream of flip buckets towards reducing
bed erosion to a very significant extent.
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Using steel bars in corrosive conditions imposes a high cost on concrete elements.%is is due to corrosion of steel bars. In order to
eliminate this issue, the use of composite materials in civil engineering practices has become an area of focus because of their
acceptable mechanical behavior, such as high strength, suitable durability in corrosive environmental conditions, and low weight.
However, composite bars show low ductility and brittle fracture in tensile tests. %ese weaknesses act as a stumbling block to the
widespread use of such bars in concrete elements. %erefore, a new generation of hybrid composite bars, fabricated by a
combination of two or more composite fibers, has been proposed to eliminate these downsides. In this research project, six
reinforced concrete beams in three groups, including beams reinforced with basalt-wire hybrid composite bars, carbon-basalt
hybrid composite bars, and steel bars, have been evaluated in statistical 4-point flexural tests. %e test results showed that the
energy absorption rate for beams reinforced with basalt-wire hybrid bars compared to beams reinforced with steel bars was up to
93% in the statistical 4-point flexural test.

1. Introduction

Steel bars have many weaknesses in aggressive environ-
mental conditions due to corrosion [1].%ese weaknesses, in
the long run, cause damages to concrete elements. %e very
epitome of such weaknesses is cracking and loss of concrete
cover and reducing the function of concrete elements [2, 3].
Various methods have been proposed by researchers to
eliminate these weaknesses. One of the proposed methods is
using a hybrid system in which steel bars and composite bars
are used in concrete elements simultaneously [4–7]. Zadeh
and Nanni [8] presented a theoretical method to investigate
the behavior of concrete elements reinforced with composite
glass fiber-reinforced polymer (GFRP) bars under simul-
taneous bending and axial forces. Ferreira et al. [9] showed
that the cross-sectional shape of composite bars plays an
essential role in the behavior of concrete elements.

Almusallam [10] proposed a numerical method for pre-
dicting the bending behavior of beams reinforced with FRP
bars. Toutanji and Deng [11] evaluated the cracks’ width in 6
specimens of concrete beams reinforced with GFRP bars.

Using composite bars instead of using steel ones elim-
inates bars’ corrosion in concrete elements because this type
of bars has acceptable mechanical properties, such as high
environmental durability and high resistance to corrosion
[9, 12]. However, using such bars is limited due to their low
elastic modulus and also their low ductility [13, 14].
%erefore, utilizing hybrid composite bars that are made
from 2 or more fibers is proposed to deal with these
weaknesses. Mirdarsoltany et al. [15] made hybrid composite
bars using steel bars and glass fibers. %is type of bars had an
elastic modulus of 96GPa and tensile strength of about
790MPa. Ma et al. [16] fabricated hybrid composite bars
with steel bars and basalt fibers. %e test results showed that
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hybridization makes an improvement in the elastic modulus
of this type of bars compared to GFRP bars. Cui and Tao [17]
made only one type of hybrid composite bars using carbon,
Twaron, glass, and steel fibers, which were much more
resistant to corrosion than steel bars, and they had an elastic
modulus of 142.11GPa and tensile strength of 628MPa. Two
types of hybrid composite bars using carbon and glass fibers
were made by Liang et al. [18]. In the first type, carbon fibers
were placed in the core of the bar and glass fibers around it,
and in the second type, carbon fibers were distributed ir-
regularly in the cross section of the bar. %ese specimens
were evaluated under a one-way tensile test. Test results
showed a yield point of 1153MPa and tensile strength of
1191MPa with a final strain of 3.5%.

Seo et al. [19] investigated the effect of the hybridization
process on the elastic modulus of composite bars made of glass
fibers, which showed a 270% increase in elastic modulus
compared to GFRP bars. Hwang et al. [20] evaluated two
specimens of hybrid bars with diameters of 13 and 16mm and
the percentage of steel wires with diameters of 0.5, 1, and 2mm
with steel ratios of 10, 30, 50, and 70%. %e results showed an
increase in the elastic modulus of hybrid composite bars from
20 to 190% compared to GFRP bars. Correia et al. [21] built two
types of glass-steel and basalt-steel composite hybrid bars and
compared their tensile behavior results with GFRP bars [22].
%e results of the specimens showed that this process caused
nonlinear behavior in these types of hybrid composite bars [23].
Since few tests have been performed on evaluating the per-
formance of hybrid composite bars in concrete elements, in this
research project, four specimens of concrete beams reinforced
with hybrid composite bars were investigated under statistical
four-point flexural tests [24]. Moreover, results were compared
with 2 specimens of beams reinforced with steel bars.

2. Materials and Methods

Six concrete beams reinforced with hybrid composite bars
and steel bars were evaluated. All the specimens were
subjected to a statistical four-point flexural test, and the test
variables are the type of bars used in the sections.

2.1. Bars. For reinforcing all of 6 specimens, steel bars with a
diameter of 10mm are used as compression bars, and also,
bars with a diameter of 8mm are used as transverse rein-
forcements . For longitudinal bars in the tensile area of the
beam, steel bars with a diameter of 10mm are used as a
control specimen. Six numbers of hybrid bars in 2 types
(basalt-wire bars and carbon-basalt bars) with a length of
950mm and diameter of 10mm were fabricated by a hy-
bridization process and then used as a reinforcement for
concrete beams. In basalt-wire hybrid composite bars, 22%
of the cross-sectional area was made of steel wires with a
diameter of 1.5mm, and 78% of bars’ cross section were
basalt roving [25]. It should be noted that the volume of the
resin was not considered [26]. %e carbon-basalt hybrid
composite bars were made of carbon and basalt composite
fibers. Carbon roving fibers were used in the bar’s core and
basalt roving fibers were placed as the core coating [27]. %e

mechanical properties of materials used in the fabrication of
hybrid composite bars were obtained from tensile tests, and
their results are shown in Table 1. %e mechanical behavior
of bars used for reinforcing concrete specimens is shown in
Table 2. It should be noted that hybrid composite bars were
tested in accordance with ACI 440K standards.

Figures 1 and 2 show the strain-stress diagram of basalt-
carbon and basalt-steel hybrid composite bars obtained from
the tensile tests. Figure 3 shows a tensile test of hybrid
composite bars.

It should be noted that, to increase the adhesion of
hybrid composite bars and the concrete surface, bars’ sur-
faces were covered with a sand coating method to prevent
these bars from slipping during the four-point test. Figure 4
shows the surface of hybrid composite bars.

2.2.&e Concrete. %e compressive strength of concrete was
measured at 41MPa on the day of the test. Figure 5 shows
150∗ 300mm standard cylinder for measuring the com-
pressive strength of concrete on the day of the test.

2.3. Test Specimens. %e concrete beams were 250mm high,
150mm wide, and 1000mm long. %e stirrups used to
prevent shear rupture are placed 100mm apart. %e amount
of concrete cover was 27.5mm for all concrete beam
specimens. All beams are designed based on the rupture of
the longitudinal bars used. Figures 6 and 7 show details of
concrete beam specimens. Specimens of concrete beams
reinforced with basalt-wire, carbon-basalt, and steel hybrid
bars are shown in Table 3.

2.4. Loading Beams. Beams were subjected to the four-point
flexural test by using the Schenck machine. %e capacity of
the device was 600KN, and loading was done using hy-
draulic rams [28]. %ese rams are also based on the speed of
movement as the input [29]. %erefore, after receiving this
speed, the machine records the amount of force applied to
the ram per shift, and finally, the output will be the load-
displacement diagram. %e displacement is related to the
main ram. %e 4-point flexural test is designed in which the
area between two loading rams is subjected to pure bending.
Figure 8 shows the loading of concrete beams. Moreover, it
should be noted that, according to ISIS module 3, all
specimens were designed based on failure of longtitude
reinforcement.

3. Results and Discussion

3.1. Test Results of Concrete Beams. As mentioned in the
previous section, in this research project, six specimens of
concrete beams with specific dimensions were subjected to
the 4-point flexural test. In this test, the force-displacement
diagram of the beam was obtained via using a Schenck
machine.

3.2. Comparison of Force-Displacement Diagrams of Rein-
forced Concrete Beams. As shown in Figure 8, the force-
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displacement diagram of the beams reinforced with basalt
fibers and steel wire shows acceptable energy absorption
and entry into the linear zone. %ese specimens also have a
higher bearing capacity compared to a beam reinforced
with steel bars. Figure 9 shows the cracks created in the
concrete beam reinforced with basalt-wire hybrid com-
posite bars. Unlike the beam reinforced with the hybrid
composite bars made of basalt fibers and steel wire, the
beam reinforced with hybrid composite bars made of
carbon fibers and basalt does not exhibit good ductility
behavior. It should be noted that this specimen has a higher
bearing capacity compared to other beams. Figure 10 shows

the cracks created in the concrete specimen reinforced with
the carbon-basalt hybrid composite bar. Figure 11 shows
the mean value of the force and displacement of concrete
beams.

3.3. &e Amount of Energy Absorbed in Concrete Specimens.
To calculate the energy absorbed by each of the specimens,
the area under the force-ductility diagram of each beam is
calculated, which is shown in Table 4. In order to compare
the ductility of beams, ductility-based methods in beams
reinforced with nonsteel bars are not applicable due to the

Table 1: Mechanical properties of materials used to fabricate hybrid composite bars.

Materials Tensile strength (MPa) Elastic modulus (GPa) Tensile elongation (%)
Carbon T300 fibers 1230–1540 225 1.25–1.5
Basalt fibers 1050–1100 72 2.8–3
Steel wires 1270–1470 200 —
Vinyl ester 901 75 3 4.5–5

Table 2: Mechanical specifications of bars used in concrete beams.

Materials Tensile strength (MPa) Elastic modulus (GPa)
Basalt-wire 1027 55
Carbon-basalt 869 106
Steel 1180–1370 200
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Figure 1: Stress-strain diagram of basalt-carbon hybrid composite bars.
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Figure 2: Stress-strain diagram of basalt-steel hybrid composite bars.
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Figure 3: Tensile test of hybrid composite bars.

Figure 4: %e surface of hybrid composite bars.
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Figure 5: Measuring compressive strength of concrete using standard cylinders.
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Table 3: Specifications of built concrete beams.

Specimen ID f’c (MPa) Af (mm2)
Basalt-wire 41.2 78.5
Carbon-basalt 40.8 78.5
Steel 41.3 78.5
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Figure 8: Four-point flexural loading of concrete beams.

Figure 9: Cracks made in the concrete beam reinforced with the basalt-wire hybrid composite bar.

Figure 10: Cracks created in a specimen of the concrete beam reinforced with the carbon-basalt hybrid bar.
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Figure 11: Results of the 4-point flexural test of reinforced concrete beams.
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lack of a specific yield point of the hybrid composite bars.
In order to evaluate the amount of energy absorbed by the
beam, the area under the load-displacement diagram can
be calculated. %e area below this diagram is equal to
􏽒

du

0 F · dl. In this equation, du is the final rise of the section,
dl is the differential rise, and F is the ram force.

4. Conclusion

In this research project, force-displacement diagrams of 4
concrete beams in two groups, including beams reinforced
with carbon-basalt and beams reinforced with basalt-wire
hybrid composite bars, were compared with the force-
displacement results of beams reinforced with steel bars
under the four-point test. Beams reinforced with basalt-wire
hybrid composite bars showed ductile behavior during
rupture and had about 1.2 times higher bearing capacity
compared to steel bar-reinforced concrete beams. In con-
crete beams reinforced with carbon-basalt hybrid composite
bars, the specimen did not show ductile behavior at rupture,
and the rupture was sudden, but compared to the reinforced
concrete specimen with the steel bar, it had a bearing ca-
pacity of about 1.3 times higher. Compared to concrete
beams reinforced with steel bars, beams reinforced with
basalt-wire and carbon-basalt hybrid composite bars showed
less displacement in the 4-point flexural tests, and this value
was about 21.3mm, 15.7mm, and 8.7mm, respectively.
Comparing the energy absorbed in beams reinforced with
basalt-wire and carbon-basalt hybrid bars, the energy ab-
sorption rate of beams was 95% and 50% of concrete beams
reinforced with steel bars, respectively.
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(e uniform formulation of dynamic vibration analysis of multispan beams is presented by using an efficient domain de-
composition method in this paper. Firstly, the structure is divided into several equal sections based on domain decomposition
method. Next, the artificial spring is used to simulate complex boundaries and continuity condition of multispan beam. Finally,
the admissible displacement functions are expanded through Jacobi orthogonal polynomials, and the free and forced vibration
characteristics of multispan beam structures can be obtained by using Rayleigh–Ritz method. Results for various boundary
conditions, ratios of thickness to length (h/L), numbers, and stiffness of supporting springs are presented. It is clearly shown that
accurate solutions can be obtained by using the proposed method, and this study extends the application range of the Jacobi
polynomials-Ritz method. In addition, the research results of this paper can provide data support for engineers such as bridge
designers to design multispan bridges.

1. Introduction

Multispan beam structure, as a basic component, has been
widely used in areas such as aviation, bridge, ship, and other
infrastructure because of its unique mechanical properties.
(is kind of structure is usually exposed to complex envi-
ronment in the actual engineering application, which leads
to being subjected to various environmental loads. In ad-
dition, the structure composition is relatively complex, and
the traditional method is difficult and inefficient to simulate
arbitrary boundary conditions. (erefore, the accurate
method can be proposed to analyze of vibration charac-
teristics of multispan beam structure has the important
engineering value for guiding its structure design.

(e bending vibration problems of beam structures
mainly include Euler–Bernoulli beam, shear beam, Rayleigh
beam, and Timoshenko beam [1]. Much effort has been
dedicated to investigating the vibration characteristics of
various structures in recent years. (e main research
methods include variational iteration method [2, 3],

differential quadrature method [4, 5], transfer matrix
method [6], Ritz method [7, 8], domain decomposition
method [9–11], finite volume method [12], and finite ele-
ment method [13–15]. In the framework of Euler–Bernoulli
beam theory, Chen et al. [16] put forward an energy finite
element method (EFEM) to solve the high-frequency vi-
bration response of beams with axial force. Considering the
influence of nonuniform cross section, Sinir et al. [17]
carried out the free and forced vibration characteristics of
FGM Euler–Bernoulli beam by employing differential
quadrature method (DQM). According to the Timoshenko
beam theory, Akbas [18] investigated the forced vibration
characteristics of axially functionally graded beams, in which
the effects of material and geometric parameters are con-
sidered. (e free and forced vibration of variable thickness
functionally graded beam were carried out by Xiang and
Yang [19], who developed Lagrange interpolation polyno-
mials to solve the dynamic equation. Wu and Chen [20]
dealt with the free and forced vibration behaviors of lami-
nated composite beams based on higher-order zig-zag
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theory, where the transverse shear stress is introduced into
the equation of motion by using Hamilton’s principle. More
studies corresponding to the vibration characteristics of
single-span beam can be found in [21–25].

With regard to multispan beam, based on the
Euler–Bernoulli beam theory, Johansson et al. [26] deduced
the closed-form dynamical solution of stepped multispan
Bernoulli–Euler beam under concentrated moving loads.
Fakhreddine et al. [27] performed nonlinear free and forced
vibrations of multispan beam by means of single-mode
approach, in which the formula derivation is in the
framework of Hamilton’s principle. Considering the influ-
ences of the boundary condition and damping, Ghannadiasl
and Ajirlou [28] utilized the analytical method to analyze the
forced vibration of multispan Euler–Bernoulli beams
according to dynamic Green function formulation. Based on
the Timoshenko beam theory, Chen et al. [29] demonstrated
the application of the transfer matrix method for free and
forced vibration analysis of multistep beams, where the
forced vibration response was obtained on account of the
modal superposition method. Besides, Lin and Chang [30]
and Liu et al. [31] also employed the transfer matrix method
to investigate the vibration characteristics of multispan
beams. Lee [32] dealt with the free vibration characteristics
of multispan beams for different dimension ratios and
numbers of sections under different boundary conditions by
using the pseudospectral method. In addition, the dynamic
stiffness method was applied to investigate the free and
forced vibration of multiple FGM multispan beams by Lien
et al. [33], who considered the effect of cracks parameters on
vibration characteristics of the FGM beams. Lv et al. [34] put
to use the improved Fourier series approach and Ray-
leigh–Ritz method to analyze the vibration characteristics of
multispan curved Timoshenko beams with general boundary
restraints. Many of the studies in regard to multispan
Timoshenko beam have been well documented in the ex-
cellent reviews of Yesilce [35–37] and his coworkers, who
applied the secant method to study the free and forced
vibration of multispan beam. According to the assumed
mode method, Zhao et al. [38, 39] illustrated the free vi-
bration solutions of multispan Timoshenko beams, where
the vibration mode of the beam was modified by using the
interpolation function, and the equations of motion of the
structure were established by applying Hamilton’s principle.
Without any other assumptions, Lin and Tsai [40] per-
formed the exact solutions of the multispan beam with
multiple spring-mass systems, where the natural frequencies
and corresponding modes were obtained from the differ-
ential equations of motion of the structure. Apart from the
aforementioned beam theories, in order to investigate the
free vibrations of multispan beam, Yesilce [41, 42] con-
ducted numerous studies by using the secant method
according to the Reddy–Bickford beam theory.

From the above analysis, it can be seen that the published
literature has abundant research methods for the free vi-
bration and forced vibration characteristics of single-span
beam structures; however, there is a relative lack of research
on the vibration characteristics of multispan beam struc-
tures, especially for forced vibration characteristics. In

addition, the vibration response law of multispan beam
under complex boundary conditions is not clear yet, and the
semianalytical methods for the vibration characteristics of
multispan beam structures need to be further enriched.
According to this, the study aims at conducting the free and
forced vibration solutions of multispan beam structure
subject to complex boundary restraints.

Previously, the author has conducted the free vibration
characteristics of spherical shell structures [43]; the multi-
segment partitioning, artificial spring technology, and Jacobi
orthogonal polynomials are introduced to ensure the con-
vergence and validity of the present method. According to
the previous publication, several transversal displacement
springs are arranged on the structure to represent the in-
termediate elastic support, and the forced vibration char-
acteristics of the structure are solved by introducing the
work done by the external concentrated load in this study.
Finally, the parametric study of free and forced vibration
characteristics of multispan beams is carried out.

2. Theoretical Formulations

2.1. Description of the Timoshenko Beam. Figure 1 displays
the analytical model of multispan Timoshenko beam; L, b,
and h, respectively, denote the length, width, and thickness
of the structure. (e Timoshenko beam differential equa-
tions of motion consist of two partial differential equations
that can be obtained from literature [44]:

ρAω2
w(x) − κGA

zθ(x)

zx
−

z
2
w(x)

zx
2􏼠 􏼡 � 0,

ρIω2θ(x) − κGA θ(x) −
zw(x)

zx
􏼠 􏼡 + EI

z
2θ(x)

zx
2 � 0,

(1)

where ρ, E, and G are the density, Young’s modulus, and
extension rigidity, accordingly. A and I, respectively, rep-
resent the area of the cross section and the area moment of
inertia, and κ denotes the shear correction factor which is
assumed to be 5/6 during the study [45].

(e bending moment M(x) and transverse shearing
forces V(x) can be can be written as

M(x) � EI
zθ(x)

zx
,

V(x) � −κGA θ(x) −
zw(x)

zx
􏼠 􏼡.

(2)

(e Timoshenko beam boundary restraints can be
expressed as

k0w(x) � −V(x), K0θ(x) � M(x), atx � 0,

kLw(x) � V(x), KLθ(x) � −M(x), atx � L,
(3)

where k0 and kL, respectively, represent the transversal
displacement constraint springs and K0 and KL are the
rotational constraint springs at ends x� 0 and x� L, which
can be shown in Figure 1. It is possible to simulate different
boundary conditions by setting the spring stiffness value. By
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changing the stiffness value of the supporting spring (kt) at
the middle elastic support of the multispan beam structure,
different elastic support conditions of the multispan beam
can be simulated, assuming that there are r supporting
springs. (e boundary conditions are given by

clamped(C): θ � 0, w � 0,

pinned(P): M � 0, w � 0,

free(F): M � 0, V � 0,

sliding(S): θ � 0, V � 0.

(4)

In this paper, a multispan beammodel is presented based
on the domain decompositionmethod, as shown in Figure 2,
assuming that the structure is divided into H segments,
where the ith segment is coupled to i + 1th segment by a
transversal displacement constraint spring (ki,i+1) and a
rotational constraint spring (ki,i+1). In general, the con-
nective spring stiffness is set to infinity to indicate the direct
strong coupling between the two segments.

2.2. Admissible Displacement Functions Based on the Jaco-
bi–Ritz Method. In this study, the admissible displacement
functions are expanded through Jacobi orthogonal poly-
nomials based on the multisegment partitioning technique
[46, 47].(e unified Jacobi orthogonal polynomials are set in
the range of ϕ ∈ [−1, 1], and the Jacobi polynomial can be
transformed into Legendre polynomials (α� β� 0), Che-
byshev polynomials of first kind (α� β� −0.5), and Che-
byshev polynomials of second kind (α� β� 0.5) by setting
the values of two Jacobi parameters α and β. (e recurrence
formulas of Jacobi polynomials are given by

P
(α,β)
0 (ϕ) � 1,

P
(α,β)
1 (ϕ) �

α + β + 2
2

ϕ −
α − β
2

,

P
(α,β)

i (ϕ) �
(α + β + 2i − 1) α2 − β2 + ϕ(α + β + 2i)(α + β + 2i − 2)􏽮 􏽯

2i(α + β + i)(α + β + 2i − 2)
P

(α,β)

i−1 (ϕ)

−
(α + i − 1)(β + i − 1)(α + β + 2i)

i(α + β + i)(α + β + 2i − 2)
P

(α,β)

(i−2)(ϕ),

(5)

where α, β> − 1 and i � 2, 3, . . ..
(erefore, the displacement function components of

multispan beam structure based on Jacobi polynomials are
shown as follows:

w(x) � 􏽘
M

m�0
AmP

(α,β)
m (x)e

iωt
,

θ(x) � 􏽘
M

m�0
BmP

(α,β)
m (x)e

iωt
,

(6)

where Am and Bm signify the Jacobi expansion coefficients
and M is the highest degrees of m.

(e parameters such as velocity and acceleration can be
obtained by deriving the displacement function one by one.
(erefore, the main task of the whole solution process is to
solve for the unknown Jacobi expansion coefficients.

2.3. Solution Procedure Based on the Hamilton Principle.
Firstly, the energy description of the system is performed to
find out the strain energy Ui, kinetic energy Ti, potential
energy V, and work done by external load We for each
partition under this system, respectively, and then the ei-
genvalue equation of multispan beam vibration is obtained
based on Hamilton’s principle.

(e ith segment strain energy can be shown as
follows:

U
i

�
1
2

􏽚
Li

0
EI

zθ(x)

zx
􏼠 􏼡

2

dx +
1
2

􏽚
Li

0
κGA θ −

zw(x)

zx
􏼠 􏼡

2

dx.

(7)

(e ith segment kinetic energy of the structure can be
expressed as

K0 KL

k0 k1 ki kL

L

b

h

Figure 1: Calculation model of multispan beam structure.

Ki–1,i

ki–1,i

Ki,i+1

ki,i+1

Figure 2: Diagram of multispan beam structure partition.

Shock and Vibration 3



T
i

�
1
2
ρAω2

􏽚
Li

0
w(x)

2dx +
1
2
ρIω2

􏽚
Li

0
θ(x)

2dx. (8)

(e structural potential energy is divided into three
parts, including the boundary spring potential energyVb, the

connective spring potential energy Vs, and the supporting
spring potential energy Vc. (e boundary potential energy
for the multispan beam can be expressed as

Vb �
1
2

k0w(x)
2

+ K0
zw(x)

zx
􏼠 􏼡

2

+ K0θ(x)
2⎡⎣ ⎤⎦

x�0
+ kLw(x)

2
+ KL

zw(x)

zx
􏼠 􏼡

2

+ KLθ(x)
2⎡⎣ ⎤⎦

x�L

⎧⎨

⎩

⎫⎬

⎭. (9)

(e potential energy in connective springs (ki,i+1, ki,i+1)
can be expressed as

Vs � 􏽘
n−1

i�1

1
2

ki,i+1 w(x)
i
− w(x)

(i+1)
􏼐 􏼑

2
+ ki,i+1

zw (x)i

zx
−

zw (x)(i+1)

zx
􏼠 􏼡

2

+ ki,i+1 θ(x)
i
− θ(x)

(i+1)
􏼐 􏼑

2⎧⎨

⎩

⎫⎬

⎭. (10)

(e potential energy in supporting springs is shown as
below:

Vc � 􏽘
r

t�1

1
2

ktw(x)
2
. (11)

(erefore, the total potential energy of the constraint
conditions for the multispan beam can be defined as

V � Vb + Vs + Vc. (12)

(e work done by the external concentrated load can be
written as

We � 􏽚
L

0
Fδ x − x0( 􏼁w(x, t) dx, (13)

where δ is the Dirac function (unit impulse function), F is
the amplitude of the external concentrated load, and x0 is the
position of the action point.

(e Lagrangian energy function L can be presented as

L � 􏽘
H

i�1
T

i
− U

i
􏼐 􏼑 − V. (14)

By differentiating the unknown Jacobi expansion coef-
ficients of (14), one can obtain

zL

zϑ
� 0, ϑ � Am, Bm. (15)

(e multispan beam dynamic characteristic equation
can be expressed as

K − ω2M􏼐 􏼑Q � F, (16)

where K,M, and Q denote the stiffness matrix, mass matrix,
and Jacobi coefficients matrix, respectively. (e natural
frequency and vibration modes for the multispan beam can
be obtained by solving equation (16).

(e unknown Jacobi coefficients matrix of the multispan
beam structure under arbitrary circular frequency (ω) ex-
citation can be expressed as

Q � K − ω2M􏼐 􏼑
−1
F. (17)

By substituting the results of the above equation into
equations (14) and (15), the vibration characteristics of the
multispan beam structure can be obtained.

3. Numerical Examples and Discussion

(e general boundary conditions clamped, free, pinned, and
sliding are denoted by first alphabet C, F, P, and S, re-
spectively. Unless otherwise specified, in this study, the
material properties and geometrical dimensions are as fol-
lows: E� 210GPa, ρ� 7800 kg/m3, ]� 0.3, M� 8, α� 0.5,
β� 0.5, H� 4; L� 1m, b� 0.04m, and h� 0.02m. (e
nondimensional frequency is expressed as
Ω �

����������
ωL2

������
ρA/EI

􏽰􏽱
.

3.1. Convergence and Validity Study. In this section, the
fundamental purpose is to check the reliability and the
convergence of the current method. (e parameters of
boundary springs and connective springs decide boundary
constrain condition and continuity condition. As mentioned
above, the domain decomposition technique is utilized in
current method; therefore, the convergence of algorithmic
program is betting on the amount of number of segments
and Jacobi parameters.

Figure 3 exhibits the nondimensional frequency pa-
rameters of multispan beam structure with different
boundary parameters. (e boundary condition and
continuity condition changing from free condition to
clamped condition with the spring stiffness varies from
10−11 to 1011. We can easily get that the stiffness values can
be selected in the range of 108∼1011 for clamped boundary
condition and the stiffness value is obviously to choose
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zero for free boundary condition. Whether it is a
boundary spring or connective spring, it is apparently that
the nondimensional frequency parameter increases rap-
idly with the spring value increasing in the range of
101∼107. As mentioned above, the connective spring
stiffness is generally set to infinity to indicate the strong
coupling between the two segments. (us, all boundary
conditions of multispan beam structure used in this paper
are displayed in Table 1.

Figure 4 displays the variation of nondimensional results
with number of segments. It is evident to see that the great
convergence can be obtained when the number of segments
no less than 3, which means that the high number of seg-
ments is not necessary. (erefore, the number of sections is
chosen as 4 in this paper.

Next, convergence analysis of nondimensional fre-
quency parameters Ω in relation to truncation terms of the

displacement functions is conducted to obtain the optimum
solutions. (e nondimensional frequency parameters Ω of
multispan beam with different truncation are displayed in
Figure 5. (e results converge rapidly with the number of
truncations of the Jacobi polynomial increasing, which is
consistent with the pattern of the number of segments, and
the results are stable when the truncation termsM reaches 4.
If the truncation terms M is large, it will not only lead to an
increase in computation, but also make the matrix patho-
logical, so the polynomial truncation number is taken as 8 in
this paper.

As stated previously, the Jacobi polynomial can be
transformed into Legendre polynomials or Chebyshev
polynomials by setting the values of two Jacobi parameters.
Figure 6 demonstrates the relative percentage error of
multispan beam with different Jacobi parameters, in which
α� β� 0.5 is selected as reference value. It is apparently that
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Figure 3: Frequency parameters Ω of multispan beam with different boundary parameters.
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the maximum relative percentage error is not more than
0.03% regardless of the value of α and β in the current
methodology, and the problem can be solved by any of the
orthogonal polynomials in Jacobi systems, which means that
the choice of polynomial can be various.

3.2. FreeVibrationBehavior of aMultispanBeam. Firstly, the
reliability and accuracy of the present approach is studied in
this section. For this purpose, free vibration solutions of
multispan beam under general boundary restraints are
compared with those from the FEM and literature. Table 2
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Figure 5: Frequency parameters Ω of multispan beam with different truncation.
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Figure 4: Frequency parameters Ω of multispan beam with different number of segments.

Table 1: (e spring stiffness values of the general edge conditions.

Boundary conditions Transverse constraint spring k (N/m) Rotation constraint spring K (Nm/rad)
F 0 0
S 0 1011

P 1011 0
C 1011 1011
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and Figure 7, respectively, exhibit the comparison of fre-
quency and predicted mode shapes for multispan beam. It
can be easily to find that the results of current approach are
in great agreement with those obtained by FEM. (e
comparison of the nondimensional frequency parameters
with published literature [44, 48] in different boundary
condition is displayed in Table 3. It is clear that the present
approach has great accuracy on the grounds of the com-
parison with FEM and published literature; we can get the
conclusion that the present method has accurate precision to
obtain the free vibration solutions of multispan beam.

Next, the influence of transverse constraint spring and
rotation constraint spring on the vibration characteristics of
multispan beam is discussed; the three-dimensional com-
parison graph of nondimensional frequency parametersΩ is
shown in Figure 8. (e multispan beam is fixed at one end
and the transverse constraint spring and rotation constraint
spring are, respectively, changed at the other end, from
which the influence of both on the vibration characteristics
of the multispan beam can be easily judged.(e curvature of
the graph does not change very much when transverse
constraint spring is kept constant and rotation constraint

spring is gradually increasing; on the contrary, the curvature
of the graph changes a lot when rotation constraint spring is
kept constant and transverse constraint spring is gradually
increasing. (erefore, it can be clear to find that the effect of
the transverse constraint spring on the vibration charac-
teristics of the structure is greater than that of the rotation
constraint spring; in other words, the transverse constraint
spring limits the displacement of the structure and has a
greater effect on the stiffness of the structure.

Table 4 and Figure 9 present the nondimensional fre-
quency parameters of multispan beam with different
number of modes under various boundary conditions. It is
apparent to see that the boundary restraints have an obvious
effect on the vibration behaviors of multispan beam; the
nondimensional frequency parameters gradually increase as
the boundary condition is enhanced. In addition, the effect
of the shear correction factor on the vibration characteristics
of the multispan beam structure is also investigated. It is not
hard to find that there is a slight tendency for the frequency
parameter to increase with the shear correction factor in-
crease; however, the effect is not significant. Figure 10
displays the frequency parameters Ω of multispan beam

Table 2: Comparison of frequency for multispan beam with different boundary condition (kt � 1011N/m).

Boundary conditions
Single-span Two-span Four-span

Mode no. FEM Present FEM Present FEM Present

C-C
h� 0.02
b� 0.04

1 106.38 106.38 292.21 292.21 864.87 864.88
2 292.21 292.21 422.12 422.17 1147.60 1148.26
3 570.15 570.17 936.88 936.97 1467.60 1469.73
4 936.88 936.97 1147.60 1148.30 1636.60 1640.14
5 1389.60 1389.85 1924.90 1925.77 3111.90 3120.22

S-S
h� 0.02
b� 0.08

1 47.03 47.02 47.03 47.02 292.21 292.21
2 187.73 187.72 106.38 106.38 311.43 311.46
3 421.00 420.95 421.00 420.95 936.80 936.92
4 745.05 744.91 570.12 570.14 1308.10 1309.00
5 1157.40 1157.08 1157.40 1157.08 1924.60 1925.44
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Figure 6: Relative percentage error of multispan beam with different Jacobi parameters.
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FEM

F1 = 47.03 F2 = 187.73 F3 = 421.00

Present
method

F1 = 47.02 F2 = 187.71 F3 = 420.95

S-S
Single-

span

C-C
Two-
span

FEM

F1 = 292.21 F2 = 422.12 F3 = 936.88

Present
method

F1 = 292.21 F2 = 422.17 F3 = 936.97

Figure 7: Comparison of the FEM and present method of predicted mode shapes for multispan beam.

Table 3: Comparison of the nondimensional frequency parameters with different boundary condition.

Boundary conditions
h/L� 0.02 h/L� 0.05 h/L� 0.1

Mode no. Present Ref [44] Ref [48] Present Ref [44] Ref [48] Present Ref [44] Ref [48]

C-C

1 4.7236 4.7236 4.7235 4.6899 4.6904 4.6899 4.5777 4.5813 4.5796
2 7.8285 7.8285 7.8281 7.7042 7.7052 7.7035 7.3274 7.3365 7.3312
3 10.9352 10.9340 10.9340 10.6430 10.6430 10.6400 9.8530 9.8662 9.8561
4 14.0173 14.0160 14.0150 13.4624 13.4670 13.4610 12.1196 12.1610 12.1450
5 17.0718 17.0700 17.0680 16.1648 16.1690 16.1590 14.2114 14.2540 14.2320
6 20.0941 20.0900 20.0870 18.7432 18.7460 18.7320 16.1259 16.1760 16.1490

P-P

1 3.1405 3.1405 3.1405 3.1349 3.1351 3.1349 3.1150 3.1159 3.1157
2 6.2747 6.2748 6.2747 6.2307 6.2319 6.2314 6.0862 6.0925 6.0907
3 9.3962 9.3966 9.3963 9.2534 9.2570 9.2554 8.8282 8.8456 8.8405
4 12.4989 12.5000 12.4990 12.1741 12.1840 12.1810 11.3043 11.3520 11.3430
5 15.5779 15.5790 15.5780 14.9849 14.9990 14.9930 13.5763 13.6280 13.6130
6 18.6282 18.6300 18.6280 17.6688 17.6910 17.6810 15.6270 15.7000 15.6790
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Figure 8: Comparison of frequency parameters Ω with transverse constraint spring and rotation constraint spring.
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with different number of modes under various shear cor-
rection factors; as shown in Figure 10, the frequency pa-
rameters barely change with the increase of shear correction
factor, and only a slight increasing trend can be seen.

As shown in Table 3, h/L ratio seems to have little effect
on the nondimensional frequency. (erefore, the natural
frequency of single-span beam under general boundary
restraints with different h/L ratio is shown in Table 5 and
Figure 11, where five different kinds of h/L are included. (e
consequence can be drawn that the natural frequency

increases significantly with the increase of h/L ratio; that is,
the increase of the thickness of the structure increases the
structural stiffness to a greater extent.

Tables 6 and 7 and Figures 12 and 13, respectively,
display the nondimensional frequency parameters of mul-
tispan beam subject to general boundary conditions with
different numbers and stiffness of supporting springs. Un-
surprisingly, we can clearly get that the nondimensional
frequency parameters gradually increase with the numbers
and stiffness of supporting springs increasing. (at is to say,

Table 4: Nondimensional frequency parameters of single-span beam with different number of modes under general boundary conditions.

Mode no. FC PC PP CC CS

κ� 4/6

1 1.8747 3.9228 3.1403 4.7221 2.364
2 4.6880 7.05 6.2731 7.8232 5.4884
3 7.8304 10.1587 9.3908 10.9228 8.6071
4 10.9332 13.2424 12.4864 13.9936 11.7043
5 14.0103 16.2955 15.554 17.0315 14.7733
6 17.0555 19.3119 18.5878 20.0302 17.8088

κ� 5/6

1 1.8748 3.9235 3.1405 4.7236 2.3642
2 4.6889 7.0532 6.2747 7.8285 5.4901
3 7.8342 10.1673 9.3962 10.9352 8.6125
4 10.9429 13.2601 12.4989 14.0173 11.7169
5 14.0298 16.327 15.5779 17.0718 14.7973
6 17.0896 19.3623 18.6282 20.0941 17.8495

κ� 1

1 1.8748 3.9239 3.1407 4.7246 2.3643
2 4.6896 7.0553 6.2757 7.8321 5.4912
3 7.8368 10.173 9.3997 10.9436 8.6161
4 10.9494 13.2721 12.5072 14.0335 11.7254
5 14.0429 16.3484 15.5938 17.0989 14.8134
6 17.1125 19.3978 18.6553 20.1357 17.8764

κ� 7/6

1 1.8749 3.9243 3.1408 4.7253 2.3644
2 4.6900 7.0568 6.2765 7.8347 5.4919
3 7.8386 10.1771 9.4023 10.9497 8.6188
4 10.9542 13.2808 12.5132 14.0454 11.7315
5 14.0285 16.364 15.6055 17.119 14.8253
6 17.1541 19.423 18.6766 20.1678 17.8963
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Figure 9: Frequency parameters Ω of multispan beam with different number of modes under various boundary conditions.
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the increase in the numbers and stiffness of supporting
springs leads to an increase in the stiffness of the multispan
beam structure.

3.3. Forced Vibration Behavior of a Multispan Beam. (e
multispan beam may be subjected to external excitation
loads in engineering applications, and this section

conducted forced vibration analysis for the multispan beam.
(e excitation load is a unit concentrated force in the
downward direction, located at the middle of the beam, the
analysis frequency band is 2–1000Hz with the interval being
2Hz.

In order to verify the accuracy of current method-
ology for forced vibration of multispan beam, the com-
parison of the FEM and present approach of forced
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Figure 10: Frequency parameters Ω of multispan beam with different number of modes under various shear correction factor.

Table 5: Natural frequency of single-span beam subject to general boundary conditions with different h/L ratios.

Boundary conditions h/L Mode no.
1 2 3 4 5

F-C

0.01 8.38 52.50 146.89 287.53 474.63
0.02 16.76 104.83 292.63 570.96 938.57
0.03 25.13 156.82 436.23 846.86 1383.26
0.04 33.48 208.28 576.37 1110.92 1798.82
0.05 41.83 259.09 712.53 1362.06 2184.14

P-C

0.01 36.74 118.98 248.00 423.52 645.19
0.02 73.39 237.19 492.89 838.41 1271.13
0.03 109.88 353.94 732.04 1237.71 1863.04
0.04 146.09 468.33 962.11 1613.08 2405.39
0.05 181.97 579.98 1182.11 1963.32 2898.18

P-P

0.01 23.52 94.05 211.43 375.44 585.75
0.02 47.02 187.72 420.95 744.88 1157.42
0.03 70.48 280.63 626.73 1102.85 1701.73
0.04 93.86 372.43 827.15 1444.85 2210.23
0.05 117.14 462.79 1020.84 1767.64 2677.90

C-C

0.01 53.30 146.79 287.43 474.43 707.46
0.02 106.38 292.21 570.17 936.97 1389.85
0.03 159.05 435.09 844.45 1378.74 2029.52
0.04 211.04 573.77 1104.97 1787.17 2604.57
0.05 262.23 707.81 1351.21 2163.57 3120.54

C-S

0.01 13.33 72.01 177.66 329.96 528.66
0.02 26.65 143.71 353.66 654.58 1044.07
0.03 39.94 214.82 526.52 969.26 1535.79
0.04 53.19 285.03 694.60 1269.10 1992.79
0.05 66.38 354.11 856.97 1552.28 2413.41
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vibration response for multispan beam is shown in
Figure 14. It is apparent to find that the current method
agrees well with the FEM results; the curve trend of the
two is basically the same, with only little deviation at the
individual peak. (at is to say, the present method can
effectively analyze the forced vibration characteristics for
multispan beam.

Having validated the correctness of the current method
for forced vibration analysis of multispan beam, parametric
investigations are conducted to analyze the steady-state
vibration behaviors. Firstly, Figure 15 displays the com-
parison of the forced vibration response of multispan beam
with different boundary conditions. (e results reveal that
the boundary conditions have a significant effect on the
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Figure 11: Frequency parameters Ω of single-span beam with different h/L ratios.

Table 6: Nondimensional frequency parameters of multispan beam subject to general boundary conditions with different numbers of
supporting springs.

Boundary conditions Number of supporting springs
Mode no.

1 2 3 4 5

F-C

0 1.8748 4.6889 7.8342 10.9429 14.0298
1 3.1390 7.8330 9.3792 14.0303 15.5353
2 4.6184 10.6594 12.7664 14.0642 19.8544
3 6.1401 13.5133 15.5344 17.5290 18.5285
4 7.6686 16.4144 18.3171 20.4367 22.2501

P-C

0 3.9235 7.0532 10.1673 13.2601 16.3270
1 6.7730 8.8871 13.0061 15.0232 19.1158
2 9.7470 11.7167 13.7094 18.9990 20.9373
3 12.7626 14.4393 16.5925 18.2721 24.9088
4 15.7912 17.2493 19.3532 21.4813 22.9936

P-P

0 3.1405 6.2747 9.3962 12.4989 15.5779
1 6.2747 7.8286 12.4991 14.0177 18.6297
2 9.3962 10.6206 12.8273 18.6279 19.8906
3 12.4991 13.4679 15.5182 17.5560 24.6486
4 15.5781 16.3927 18.2606 20.4574 22.4309

C-C

0 4.7236 7.8285 10.9352 14.0173 17.0718
1 7.8287 9.4098 14.0185 15.5191 20.0975
2 10.6181 12.7926 14.0823 19.8445 21.8922
3 13.4684 15.5188 17.5573 18.5473 25.5818
4 16.3748 18.2761 20.4392 22.2724 23.2536

C-S

0 2.3642 5.4901 8.6125 11.7169 14.7973
1 4.0545 8.3659 10.4255 14.5283 16.5663
2 5.9861 10.9737 13.3968 15.4543 20.1807
3 7.9553 13.7077 15.9991 18.1054 20.3568
4 9.9302 16.5455 18.6778 20.9984 22.8912
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structural forced vibration response; the first peak frequency
of the structural forced response gradually increases with the
enhancement of the boundary stiffness, while the number of
peaks decreases. At the same time, it is not hard to find that
the peak of the forced response corresponds to the natural
frequency of the structure.

Next, the purpose of this section is to explore the in-
fluence of beam structural parameters on forced vibration.
Figure 16 exhibits the comparison of the forced vibration
response of multispan beam with different h/L ratios. (e
results demonstrate that the stiffness increases and the
natural frequency increases as the thickness of the structure

Table 7: Nondimensional frequency parameters of two-span beam subject to general boundary conditions with different stiffness of
supporting springs.

Boundary conditions Stiffness of supporting spring (N/m)
Mode no.

1 2 3 4 5

F-C

0 1.8748 4.6889 7.8343 10.9431 14.0304
102 1.8751 4.6890 7.8343 10.9431 14.0305
105 2.1139 4.7758 7.8343 10.9499 14.0305
108 3.1332 7.8328 9.1911 14.0302 14.5828
1011 3.1390 7.8330 9.3792 14.0303 15.5353

P-C

0 3.9235 7.0533 10.1675 13.2607 16.3281
102 3.9236 7.0533 10.1675 13.2608 16.3281
105 4.0685 7.0574 10.1747 13.2613 16.3298
108 6.7572 8.765 12.8592 14.366 18.2301
1011 6.773 8.8871 13.0061 15.0232 19.1158

P-P

0 3.1405 6.2747 9.3962 12.4991 15.5784
102 3.1408 6.2747 9.3963 12.4991 15.5783
105 3.3946 6.2747 9.407 12.4991 15.5798
108 6.2747 7.7204 12.4991 13.3361 18.0186
1011 6.2747 7.8286 12.4991 14.0177 18.6297

C-C

0 4.7236 7.8287 10.9356 14.0185 17.0735
102 4.7237 7.8287 10.9356 14.0187 17.0736
105 4.8265 7.8287 10.9423 14.0185 17.0753
108 7.8287 9.2265 14.0185 14.5694 19.108
1011 7.8287 9.4098 14.0185 15.5191 20.0975

C-S

0 2.3642 5.4901 8.6126 11.7171 14.7979
102 2.3645 5.4902 8.6126 11.7171 14.7981
105 2.5757 5.5406 8.6146 11.7218 14.7984
108 4.0427 8.3378 10.2199 14.2822 15.7002
1011 4.0545 8.3659 10.4255 14.5283 16.5663
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Figure 12: Frequency parameters Ω of multispan beam with different numbers of supporting springs.
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Figure 13: Frequency parameters Ω of two-span beam with different stiffness of supporting springs.
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Figure 14: Comparison of the FEM and present method of forced vibration response for multispan beam.
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Figure 15: Comparison of the forced vibration response of multispan beam with different boundary conditions.
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increases, the number of forced vibration response peaks
decreases in the low-frequency band, while the magnitude
increases.

Lastly, Figures 17 and 18, respectively, display the
comparison of the forced vibration response of multispan
beam with different numbers and stiffness of supporting

springs. It is indicated that the peak frequency shifts to the
right with the numbers and stiffness of support springs
increases, while the numbers of vibration response peaks
decrease. At the same time, it can also be found that the
response gradually decreases with the spring stiffness
increases.
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Figure 16: Comparison of the forced vibration response of multispan beam with different h/L ratios.
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Figure 17: Comparison of the forced vibration response of multispan beam with different numbers of supporting springs.
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4. Conclusions

(e free and forced vibration response of a multispan
Timoshenko beam with different boundary restraints are
studied by using the Ritz method in this paper. (e domain
decomposition approach is used to divide the structure to
several equal sections, and two groups of springs (transversal
displacement spring and rotational spring) are used to
simulate different boundary restraints and continuity con-
dition of the structure. In addition, several transversal
displacement springs are arranged on the structure to
represent the intermediate elastic support. Finally, the ad-
missible displacement functions are expanded through
Jacobi orthogonal polynomials, and the free and forced
vibration characteristics of multispan beam structures can be
obtained by using the Rayleigh–Ritz method. (e accuracy
of the current approach has been verified by comparing the
results with existing literatures and FEM. (e effects of
transverse constraints spring and rotating constraints spring
on the vibration characteristics of the structure are explored,
which clearly shows that the effect of the transverse con-
straint spring on the vibration characteristics of the structure
is greater than that of the rotation constraint spring. Besides
this, results for various boundary conditions, ratios of h/L,
numbers, and stiffness of supporting springs are presented,
which shows that the geometric dimensions and restraint
conditions have obvious influence on free and forced vi-
bration characteristics of multispan beam. However, the
paper only studies the free vibration and steady vibration of
the continuous beam structure, which lacks the research on
the transient vibration. At the same time, it needs to be
studied for the more complex plate and shell structure,
which will be the focus research of the future directions. In
general, the research in this paper can be used as an extended
application of Jacobi–Ritz method, and the research results
of the paper can provide data support for engineers to
conduct the structural design of infrastructure.
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Viscous dampers are one of the most effective devices in the energy consumption of the buildings. (e passive hybrid system
progressive applications cause each of the dampers to compensate for the weakness of the other system, thus increasing the
efficiency of passive control of the structure. Speed-based viscous dampers will adjust the amount of depreciation force based on
the acceleration and velocity entering the system. On the other hand, displacement-based surge dampers adjust the amount of
depreciation force based on the displacement required. (erefore, considering the different performances of these two dampers,
the effect of using both of them in one structure can be investigated. In this study, by combining these two dampers, the seismic
behavior of concrete structures has been evaluated. To study them, 5- and 10-story structures have been designed using FEmethod
and have been subjected to earthquake records. Historical analysis shows that the use of hybrid dampers reduces the amount of
seismic input force to the structure and also the amount of floor drift is reduced due to the use of dampers and also the capacity of
structures for these structures is increased. (e results of the study show that the presence of dampers in the structure increases
energy absorption and improves performance in the structure.

1. Introduction

In conventional methods, the building demonstrates
earthquake resistance by using a combination of hardness
and ductility as well as energy dissipation. An efficient
method used to improve seismic performance and damage
control in structures is the use of energy consuming systems.
In this method, mechanical energy dissipation tools are
placed in the structure and deplete the energy. As a result,
there is no need to use the high ductility of the structure and
the nonlinear behavior of the main members to deplete the
input energy. One of the most important mechanical tools is
the energy consumption of viscous dampers. (e location of
these tools and the methods of their placement in the
structure have a great impact on their efficiency and

effectiveness. Tsai et al. in 1998 [1], using analytical models,
showed that the combination of speed-dependent and
nonspeed-dependent devices in a structure is a powerful tool
to increase seismic protection. (ey used a combination of a
TPEA metal delivery device (triangular sheet energy ab-
sorbing device) as a hysterical element with a viscoelastic
(VE) damper. Chen et al. in 2002 [2] used a six-span frame
with four floors, and the results proved the strengths of
different devices in counteracting each other’s weaknesses.

Ibrahim et al. in 2009 [3] studied about the elastomeric
damping material formed using VDP devices; the VPD
increases the damping by increasing the displacement of the
tire, and the energy absorption capacity increases as soon as
the steel elements are delivered. (e damper has a
hyperelastic effect when it undergoes large displacement,
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increasing the stiffness by stiffening the structure during
severe seismic events to prevent the structure from col-
lapsing. Murthy in 2000 [4], studied about VHD devices
including concentric steel rims which are connected to the
center of the structural opening using four braces. It is a
multistage device similar to the VPD device, which has a
large capacity for energy loss due to the delivery of steel and
the geometry of the device. Recent research into composites
or composite devices has included the addition of viscous
dampers to a rugged lateral system with metal dampers. (e
goal is to add dampers and small displacements, as well as
reduce nonstructural failure and acceleration. Brunea in
2015 [5], in an analytical study of a degree of freedom, found
that viscous dampers reduce the effect of metal dampers.
(ey also found that class accelerations were likely to in-
crease for systems with small strain stiffness ratios. In 2014,
Amadio et al. [6] analytically and experimentally investi-
gated a hybrid system using PR joints and viscoelastic
dampers. (e advantage of a PR connection is that the
damage is minimal, at least to a frame instrument with a
connection hysteresis cycle. Viscoelastic dampers were used
in conjunction with Chevron braces. (e test results showed
a significant reduction in displacement demand and in-
strument failure. (is type of system is also able to meet the
performance criteria based on the performance.(e analysis
proved that the best performance is obtained with the lowest
cost, with an attenuation ratio of 11% or less.

So far, researchers have reviewed the hybrid passive
control devices mentioned above. (e idea of a combined
HPCD passive control system was first proposed by Justin
Marshall in 2013 [7]. (e original HPCD demonstrated
the phased behavior and energy dissipation of the system,
which has the expected properties and behavior of the
system, and the finite element models demonstrated its
phased behavior and energy dissipation. Seismic structure
and hazard provide an exceptional tool for performance-
based seismic design. Investigation of the performance of
structures under lateral loads, especially earthquake loads,
is of great importance. Earthquake control, conduction,
and energy dissipation can be a great help in the economic
design of structures being designed and built. (erefore,
in a study, the performance of structures in the state with
and without two-level dampers has been investigated. In
this research, three frames 5, 10, and 15 with and without
dampers are examined. (e results of this study show that
the use of two-level dampers in 5-story structures in-
creases the capacity of the structure by 4.7% and in 10-
and 15-story structures, it improves the performance of
the structure by 7.72% and 8.1%, respectively. In fact, the
damper has been able to increase the capacity of the
structure by absorbing lateral forces, and the structure,
while enduring many stresses, also leaves acceptable
displacement [8]. Few studies have been performed on
passive control composite devices, and the combination of
speed-dependent devices due to their ability to reduce

small vibrations with metal or friction devices (dis-
placement-dependent) due to their high energy absorp-
tion capacity has considerable potential for future
research [9].

In this study, four concrete structures in the form
of two-dimensional frames are numerically modeled.
In order to evaluate them under earthquake, the shear
force and drift displacement of the floors have been used,
which can indicate the seismic response of the structure.
Regarding the structural cover diagram, it can be said
that the structural cover diagram with damper is
higher than the structural cover diagram without damper
[10].

2. Material and Methods

In this research, four concrete structures in the form of
two-dimensional frames in the number of 5 and 10 floors
with a floor height of 3.2 meters and a distance of openings
of 6 meters are considered. (e structures are once
equipped with a damper and once equipped with a viscous
damper and a submersible damper. It should be noted that
both dampers are used simultaneously in the concrete
frame [9]. After modelling, the frames are analysed and
designed. Also, the position of the dampers is in the second
and fifth openings, which are specified in the following
figures. (e view of the modeled concrete frames is given in
Figure 1.

Damper-exponential and multilinear plastic nonlinear
elements have been used to model the dampers for
modelling viscous and yield dampers, respectively [11].
(e behavioral model of these elements is shown in
Figure 2. (e models are subject to earthquake records
and dynamic analysis. (e records used are shown in
Table 1.

3. Numerical Simulation

In order to evaluate the samples under earthquake records,
the basic shear and drift parameters of the floors have been
used, which can indicate the seismic response of the
structure. Figures 3–6 show the base section of 5- and 10-
story structures with dampers and without dampers sepa-
rately and the average base section of structures under 7
earthquake records. As can be seen, with the installation of
dampers, the shear base has been significantly reduced in
both height levels.

Figures 7–10 show the maximum drift of classes. To
determine the drift of the floors, the drift history of each
floor is specified and then the maximum drift obtained from
them is selected as the maximum drift. It can be seen that
despite the damper, the maximum drift of the floors has also
decreased.
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Figure 1: View of a 5-story concrete frame without and with dampers.
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Figure 2: Models of nonlinear behavior of viscous and yield dampers.

Table 1: Characteristics of earthquakes.

Input time steps
(s)

Maximum acceleration
(g)

(e magnitude of the
earthquake

Distance from fault
(km) Date Earthquake Row

02/0 59/0 1/7 51/4 25/04/
1992 Ala 1

02/0 59/0 7/6 71/4 17/01/
1994 Bam 2

0.02 46/0 4/7 19 21/06/
1990 Manjil 3

0.02 395/0 7/6 11.4 17/01/
1994 Northridge 4

005/0 339/0 5/6 3/9 6/08/1979 Imperial 5

0.005 0.53 4/7 6/5 17/08/
1999 Tur 6

005/0 452/0 3/7 8/8 15/06/
1994 Kobe 7
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Figure 3: Maximum shear base diagram of a 5-story structure without and with damping. (a) Base shear without damper. (b) Base shear
with damper.
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Figure 5: Maximum shear base diagram of a 10-story structure without and with damping. (a) Base shear without damper. (b) Base shear
with damper.
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Figure 7: Maximum drift diagram of a 5-story structure without and with damping. (a) Drift without damper. (b) Drift with damper.
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4. Conclusion

Regarding the amount of shear base, it can be concluded that
the amount of shear base of 5- and 10-story structures under
the influence of dampers has decreased significantly com-
pared to structures without dampers. According to the
average values of the shear base, it can be concluded that the
amount of shear base in the structure with dampers in the 5-
story structure is about 86% and in the 10-story structure is
about 62% compared to the structure without dampers. (e
maximum drift rate of 5- and 10-story structures under the
influence of dampers has decreased significantly compared
to structures without dampers. According to the average
values of drift, it can be concluded that the maximum drift
rate in the 5-story structure with dampers is about 62% and
in the 10-story structure is about 17% compared to the

structure without dampers. Regarding the structural cover
diagram, it can be said that the structural cover diagram with
damper is higher than the structural cover diagram without
damper. (e presence of dampers in the structure has in-
creased the amount of energy absorption in the 5-story
structure by about 64% and in the 10-story structure by
about 60%, which has increased the data.(erefore, it can be
concluded that the presence of dampers in the structure
increases energy absorption and improves performance in
the structure.

Data Availability

Requests for access to these data should be made to the
corresponding author via e-mail address: nima.marzban@
tabari.ac.ir.
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Figure 9: Diagram of the maximum drift of a 10-story structure without and with damping. (a) Drift without damper. (b) Drift with
damper.
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'e application of FRP composites in recent years has attracted much attention. Lightweight, high strength, and corrosion
resistance are among the properties that make this material available in various forms in construction engineering. 'e present
study analyzed the performance of carbon fiber-reinforced accelerated corrosion-proof box. Nine columns without corrosion and
cross-corrosion reinforcement were tested in laboratory and software. Syntax reinforcement was applied locally to the damaged
area with respect to a transverse and longitudinal layer.'e results of the axial test showed that, due to corrosion, the damaged site
was weakened by the loading and severe resistance decreased, and the range of damage points due to the axial load was highly
deformed compared to the initial state. 'e damage caused on both sides of the steel column had a significant effect on reducing
the hardness and deformation of the steel columns; it is worth noting that the corrosion on both sides of the steel column had the
most variations among the samples. Application of CFRP with 2 layers in the damaged steel columns resulted in increased bearing
capacity and hardness in the affected area due to corrosion so that reinforcement of these columns by carbon fibers improved the
axial strength.

1. Introduction

Today, due to the expansion and importance of oil and
maritime transport activities and attention to mining in the
seabed, construction activities such as the construction of
piers, platforms, and similar structures in coastal and oce-
anic areas have increased significantly. Although concrete is
considered a durable material in the sea environment, many
breakdowns of concrete structures along the coast have been
reported.When designing concrete andmetal structures that
are located in the vicinity of seawater, it is necessary to
consider the effect of destructive environmental factors to
which concrete is exposed during the long years of operation
and it seems that the designs based on the criterion of
strength for such structures are not enough. In addition to
the strength criterion, the durability of concrete in these
areas should also be considered.

FRP composites are relatively new materials that are not
widely used [1]. Today, high-rise buildings are constructed

with steel and concrete structures, and each of the concrete
and steel structural systems has its advantages and disad-
vantages, which cannot be expressed in this article, and
employers, according to their needs, one of the two. 'ey
choose the type of structural system. However, what is less
considered when choosing the structural system of buildings
is their ability to resist accelerated corrosion. In this study,
the focus is on accelerated corrosion in incomplete steel
structures. In general, steel structures, with advantages of
high strength and good ductility, also have disadvantages
that have limited their use in some structures. Steel can be
considered vulnerable in two ways, including its vulnera-
bility to heat and corrosive environmental factors.
Accelerated corrosion is one of the deadliest hazards that
structures may face during their lifetime [2].

In recent years, attention has been paid to the rein-
forcement of damaged structures, seismic improvement, and
increasing the flexural capacity of steel members. Moreover,
to improve and modify traditional methods, new
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reinforcement methods have been replaced in order to fa-
cilitate reinforcement and increase the capacity of structures,
making structural engineers use polymer systems reinforced
with polymer reinforcing fibers. Most research has been
done on reinforcing steel structures with FRP. Reinforce-
ment of steel members with less axial load has been studied.
'erefore, in this research, the compressive load capacity of
a short steel column reinforced with FRP has been inves-
tigated. 'e use of FRP can be used not only to restore the
lost strength of the steel section due to corrosion but also to
increase the bearing capacity of healthy sections, increase the
fatigue life, and prevent the growth of cracks, provided that
conditions such as adhesion resistance are met [3].

Contrary to popular belief, the parameters of load and
strength in the design of structural members are not definite
quantities and are random variables, so it is impossible to
design completely safe structures and using a probabilistic
approach to calculate the performance of structural mem-
bers in design is inevitable. In building corrosion safety
regulations, there is always a classification in terms of
building use, and the level of requirements in each group of
buildings varies depending on their importance. Once the
level of corrosion safety expectations for a building is de-
termined, the designer must use materials with good
properties and behavior against accelerated corrosion.
'erefore, it is necessary for building designers and engi-
neers to provide a classification (or classifications) of the
behavior and characteristics of materials and materials
against corrosion [4].

2. Literature Review

Kitada et al. investigated the behavior of a circular steel
column filled with ordinary concrete and recycled concrete
reinforced with CFRP. Carbon fiber-reinforced circular
columns were studied in the laboratory. 'e use of CFRP
increases the ductility and bearing capacity, and increasing
the number of layers increases the bearing capacity, and to
increase the strength of steel columns, FRP and concrete
jacket methods can be used. 'is study showed that the use
of CFRP materials for reinforcement increases the com-
pressive capacity and loading and the use of these materials
in a semitorsional manner has less axial compressive strain
than a complete torsion [5].

Harries et al. worked on reinforcing steel columns filled
with concrete by CFRP; they tested a number of sections of
steel filled with mortar and reinforced with FRP. For 22
samples, they examined the performance such as rein-
forcement method, concrete type, and cross-sectional shape
and concluded that CFRP screw circumference on solid and
hollow circular columns has a better effect than square-
shaped sections after reinforcement of middle failure [6].
'is article presents a reinforcement method to improve the
vibration resistance of steel in compression, while a FRP
tube filled with mortar is rolled out of the steel member and
wrapped in FRP fabric at the end of the tube. 'rough axial
compression tests in 18 specimens with two-way symmet-
rical cross-section, load-strain expansion and failure modes
were obtained and the bearing capacity and flexibility were

increased. 'e cross-sectional effects of the steel layers
reinforced with the FRP layer wrapped at the end of the
samples were investigated. It was found that after rein-
forcement, the failure modes of midheight steel produced
from the steel member changed to local damage at the end of
the steel due to global bending. As a result, load-bearing
capacity increased by 44 to 215 percent. A segmentation
model was developed for the reinforced specimens, with a
calculated load-bearing capacity consistent with the test
results [7].

Bambak et al. examined the periodic performance of
circles and squares, so-called double-walled hollow columns,
and placed the columns under a fixed load and a reverse
bending load. Column failure was characterized by longi-
tudinal carbon fiber rupture following peripheral fiber
rupture.'e test results showed that increasing the axial load
level of the columns increases the flexural ductility, while
increasing the carbon fiber layers in the outer tube increases
the strength but decreases the flexural ductility of the col-
umn. 'e mechanical model in this article is completed for
HSS split columns. 'e integrated theory is as follows: this
introduces a confidential factor to describe the performance
of a composite steel pipe and aerated concrete.'e predicted
load to deformation ratio was in good agreement with the
test results. 'e theoretical model is used to investigate the
effect of important parameters that determine the final
strength of composite columns. Parametric and experi-
mental studies provide information for the development of
formulas for calculating the ultimate strength and axial load
relative to the axial pressure curves of composite columns
[8].

Jama and Bambak conducted a laboratory study of
stress-strain behavior, final bearing capacity, and fracture
modes of steel section filled with concrete and reinforced
with CFRP fibers transversely. 'ey wrapped the carbon
fibers in strips around the column, taking into account
factors such as the thickness and distance of the strips. As the
distance between the CFRP strips increases, buckling occurs
in the fiber-free part, and the greater the number of layers,
the better the control of axial deformation. Proper spacing
between CFRP strips is essential to delay buckling and in-
crease ultimate bearing capacity and axial strain stress be-
havior. CFSTconcrete pipe members are very popular in the
construction industry, and at the same time, structural aging
and member failure are often reported. Measures such as the
implementation of new materials and reinforcement tech-
niques are necessary to deal with this problem.'is research
aims to investigate the structural progress of CFST sections
with ordinary external concrete bonded with fiber-rein-
forced polymer (FRP) composites. For this study, mildly
pressed mild steel pipes with the main variable having FRP
properties are used. Carbon fiber-reinforced polymer fabrics
(CFRP) are used as horizontal strips (lateral relations) with
several other parameters such as the number of layers and
width and spacing of strips. Among the 30 specimens,
twenty-seven were grafted outside the 50mm wide strip of
CFRP tapes at intervals of 20, 30, and 40mm, and the
remaining three specimens were unbounded. Experiments
were performed before column failure to fully understand
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the impact of FRP parameters on the compressive behavior
of square CFST sections, including their failure mode, axial
stress pressure behavior, and load-carrying capacity. From
the test results, it was found that the external connection of
CFRP strips effectively causes external thrust pressure, ac-
celerates the local delay of the steel pipe, and also increases
the load-carrying capacity. Finally, an analytical model is
proposed to predict the axial load capacity of reinforced
CFST sections under compression [9].

Haedir et al. analyzed the behavior of a concrete steel
bridge reinforced with CFRP sheets; the connection was
made to the bottom and the beams. 'e test results showed
that the strength and stiffness of the steel-concrete com-
posite bridge increased up to 45% compared to the main
strength of the beam. 'e use of advanced composite ma-
terials to rehabilitate declining infrastructure is accepted
worldwide. Conventional techniques for reinforcing un-
suitable bridges are costly, time-consuming, and labor-in-
tensive. Many new techniques use lightweight, high strength,
and corrosion resistance polymers reinforced with FRP
laminate for repairs and application completion. 'e load-
carrying capacity of a composite steel box is significantly
wrapped with carbon fiber-reinforced polymers laminate to
its tension flange. In this article, the results of a study on the
behavior of reinforced concrete steel composite columns
with CFRP sheets under static loading are presented. A total
of three large composite columns made of steel sheet with a
thickness of 75mm have been prepared and tested with
910mm concrete. Constant CFRP leaf thickness and a
number of other layers 1, 3, and 5 were used in the samples.
'e test results showed that the CFRP epoxy bond sheet
increased the final bearing capacity of steel composite
channels and the behavior can be predicted by traditional
methods [10].

By examining the failure of thin-walled steel columns at
the pier, Kalavakunta et al. determined that most of the
failures were of the local buckling type, which reduced the
load-bearing capacity and increased the deformation. 'is
article describes (1) some computer programs for the
analysis of fixed plastic/dynamic elastoplastic displacement
used in the design of steel bridges; (2) final strength and
design methods for steel sheets, sheets, and columns made of
compression-resistant steel; (3) seismic design and com-
pletion methods for new and existing postearthquake
Hyogo-Ken Nambu bridges; (4) friction-type joints and
tension-type joints with strong bolts and nuts and devel-
opment of high-performance fins in Japan. 'ese are the
topics that the authors discuss: the new technologies of steel
bridges under development in Japan are as follows: the
development of high-performance steel, new fiber materials,
new types of bridges, performance-based design methods,
seismic design methods against Level 2 earthquakes like the
Hyogo-Ken Nambu earthquake, and the bridge manage-
ment system [11].

Hadianfard et al. showed that the use of CFRP to re-
inforce short canned steel sections under axial impact
showed that the use of these materials increases energy
absorption and strength. Moreover, studies on steel sections
showed failure energy and cross-section strength. Steel-short

boxes depend on the type of steel and the ratio of CFRP
thickness to CFRP width. 'e use of CFRP increases the
ultimate bearing capacity and specific energy; the rein-
forcement of CFRP structures has increased, traditionally in
use with concrete structures, and more recently in appli-
cations with steel structures. 'is article presents experi-
ments and analyzes of the mechanism of plastic square
hollow square reinforced steel using CFRP external bonding
reinforcement by deformation in axis-symmetric collapse
mode under large static-like axial compression. 'e process
of forming the empty column delay was such that the flat
sides formed the known structure of the roof. 'e collapse
was done gradually by folding around the hinged lines and
producing four corners. 'e expression for the plastic axial
load of a falling plastic is obtained by equating the total
energy absorbed in the bending and the external work done
during the deformation of the composite pipe. It has been
shown that the loaded values and loads of the predicted loads
are instantaneously well compared with the test results [12].

Liu et al. evaluated the effect of transverse and longi-
tudinal reinforcement with CFRP in ten short columns in
the laboratory. 'is article presents the design and experi-
mental design of CFRP external carbon fiber-reinforced
polymer sheets for the reinforcement of short circular tu-
bular columns. In addition to ease of handling due to being
lightweight, a high-strength CFRP sheet box is somehow
limited for thin steel wall retardation. Ten circular hollow
columns composed of cold steel with external CFRP col-
umns (adjacent outer and longitudinal rectangles) were
tested under compressive pressure. Laboratory results show
that fiber-reinforced steel pipe reinforcement increases the
capacity of the axial section. 'e design variables considered
to evaluate the reinforcement efficiency are the strength of
the steel performance, the modulus of elasticity of the carrot
fiber, and the amount and configuration of the fiber rein-
forcement.'e results indicate the ease of using such a curve
in FRP reinforcement or redesign of tubular columns to
increase section capacity [13].

Teng et al. studied the CFRP-reinforced edged canal
column under axial load. 'ey studied the channel-shaped
column in two ways: gluing the fibers to the whole column
and gluing to the core in the laboratory and found that the
bearing capacity increased up to 16.75% in the reinforced
channel section and up to 10.26% in the reinforced sample.
Due to the layering and separation of CFRP, our capacity
reduction and sudden failure were considered and the use of
CFRP increased the bearing capacity. It was concluded that
surface and temperature preparation are two important
factors to achieve proper adhesion between steel and fibers;
carbon fiber-reinforced polymer composites (CFRP) are of
high performance and potential for use in reinforcement,
completion, and reconstruction of parts. In this article,
design methods for the axial load capacity of cold steel
reinforced steel column reinforced polymer with carbon
fiber-reinforced polyester (CFRP) are proposed. For vali-
dation purposes, the results are based on a proposed design
criterion of North American specifications for the design of
steel and euro-shaped steel structures for cold members, and
the sheet is compared with experimental test data. 'e test
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results showed that the capacity of the columns is close to the
theoretical values predicted by the regulations. Some of the
samples tested had reduced capacity and premature failure
due to peeling and depletion of CFRP from steel. Various
experimental studies have been proposed to carry out future
work to validate and update the design equations. From
experimental studies, it has been seen that there is a sig-
nificant increase in strength due to the enhancement of
CFRP [14, 15]. Tanabandeh and Gardoni used probabilistic
capacity models for estimating the fragility of structural
components [16].

3. Materials and Methods

In order to investigate corrosion or structural defects on the
capacity of steel columns, a number of laboratory samples
are first made and placed under axial load. 'e results of
these experiments, including the displacement curve of the
column tip and the axial force created in the column, will be
quantitatively evaluated along with the shape and mode of
failure of the members. 'e results of this study, including
the material and its mechanical properties, support condi-
tions, and loading methods, will be used to simulate the
finite elements of the samples and calibrate the parameters
used. After extracting the simulation results and validating
them with the values obtained from the laboratory, the
calibrated parameters are used to make more samples with
more diverse variables. Due to the application of the finite
element method along with laboratory studies in the analysis
of models used in research, the obtained information will be
presented and studied in the form of graphs and tables. In
this research, the first samples of incomplete steel columns (9
samples) are designed and after construction, according to
the research requirements in the laboratory, they are sub-
jected to accelerated corrosion. 'en, according to the re-
sults obtained from experimental samples, computer models
are simulated and calibrated and the same number of
samples will be prepared and studied for parametric study.
'erefore, the method used in this research will be the
laboratory method along with computer analysis methods
(finite element method).

4. Finite Element Model

Before any research, to ensure the validity of the software
used, we must model an example of past research by the
software. For this purpose, the results of a laboratory sample,
conducted by Bombach et al. [17] according to Figure 1, have
been studied and modeled. In this experiment, a box-shaped
member with dimensions of 2×100×100mm, a height of
300mm with a modulus of elasticity of 200GPa, a Poisson
coefficient of 0.3, CFRP fibers with a modulus of elasticity of
230GPa, and final strength of 3790MPa has been used.
According to Figures 2(a) and 2(b), the degree of adaptation
of the force-displacement curve in the sample is modeled
and compared with the laboratory sample being very ac-
curate, which indicates the correct choice of grid size, ap-
plication of optimal boundary conditions, and appropriate
analysis and modeling. It was a software example. As it is

known, for simple and reinforced columns, mesh size with a
score of 10.5 is the best case in validation [18]. Moreover,
with this mesh score, we were faced with the best answer and
the lowest percentage difference compared to the laboratory
sample. Table 1 compares the results of steel box member
analysis with the number of different FRP layers, the critical
load, and the percentage difference of the final load in the
sample. In Figures 2(a) and 2(b), F0 means no reinforce-
ment, F1 means coating with one layer of CFRP, and F2
means coating with two layers of CFRP. NUmeans modeled
sample and EX means laboratory sample. All modeled el-
ements were considered solid and modeled using FEM
according to Figure 3.

5. Mechanical Properties

In this study, the reinforced specimens were reinforced in
two layers (longitudinal and transverse) with a twist at the
injury site and a 20mm overlap (Table 2).

'e steel used in this research has a final strength of
336MPa and a final strain of 12%, which is modeled
nonlinearly in the software, with an elasticity of 200GB and
a Poisson’s ratio of 0.3. In this research, in order to
strengthen and improve the performance of the defective
box steel column, carbon fibers have been used to achieve the
initial performance of the compression member. 'e
method of using carbon fibers was twisted in the defect area.
'e adhesive used in this study was used to enhance the
performance of box columns with CFRP carbon fibers
(Tables 3 and 4).

Compression-loaded box steel columns have nine
specimens, including one intact specimen, four specimens
with (horizontal) defects, and four specimens reinforced
with CFRP carbon layers. To name the steel column columns
with horizontal defects, a horizontal defect in the center has
been applied as follows. 'e horizontal parameters were H,
the lateral S, the middle M, and the defect D.

Dimensions of the defect: the length and width of the
defect are equal to 40 ∗ 40mm, respectively [20, 21].
Moreover, the number 2 indicates the number of defects; it
should be noted that the length of the defect on both sides
decreases to 20mm on both sides (Table 5). 'e first word M
indicates a defect in the middle of the surface of the steel
column (Middle). Second word S indicates a defect with a
side position (Side); third word H indicates that the defect is
horizontal (Horizontal). 'e fourth word D indicates the
word defect (Defect).

FEM provides extensive capabilities for simulation in
linear and nonlinear applications. Problems with multiple
components and different materials can be simulated by
defining the geometry of each component, assigning its
constituent materials, and then defining the interaction
between these components [22, 23].'e present study shows
the high capability of FEM that the simulation of the samples
provided the ability to examine structures with a suitable
graphical environment. 'e selection of the appropriate
element and mesh size and the specifications of the studied
materials were expressed in this chapter. Examination of the
results of the modeled samples showed defects in the steel
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Figure 2: Validation results of modeling. (a) Retrofitting sample. (b) Nonretrofitting sample [17].

Table 1: Comparison of results obtained from laboratory samples and numerical modeling.

Number Cross-section
dimensions (mm)

Height
(mm)

Layers of
CFRP

Critical load from the
laboratory (kN)

Critical load from numerical
modeling (kN)

Percentage
error

1 2 ∗ 100 ∗ 100 300 0 238.2 239.59 0.5
2 2 ∗ 100 ∗ 100 300 1 338 337.1 0.27
3 2 ∗ 100 ∗ 100 300 2 425 427.31 0.55

Figure 1: Laboratory sample of Bombach et al. [17].
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columns under axial load, reduced loads, stiffness, and in-
creased deformation in the area of damage. Defects in steel
columns will increase the rate of deformation and drop in
strength. High-strength CFRP fibers increased the stiffness
of the injured limbs, and the placement of the CFRP fibers
transversely and longitudinally helped repair the damaged
element.

6. Examination of Laboratory Samples

6.1. Laboratory Results. In this section, the results of ex-
periments performed on 9 samples are reviewed. Figure 4
shows the force-displacement diagram of the laboratory
samples. It can be seen that the control sample has sur-
rendered due to the force of 158 kN and its maximum
displacement at the yield point was 8.8mm [24].

6.2. Comparison of Modeling and Laboratory Results.
Figure 3 shows the force-displacement diagram of laboratory
andmodeled specimens. It can be seen that in Figure 5, in terms
of sample MHD2-40∗ 40, the two diagrams are in good
agreement with each other. It is also clear from the laboratory
diagram that the maximum bearing capacity occurred up to
112kN. We were in the plastic range and the maximum dis-
placement continued up to 4.9mm [25].

Figure 6 shows that in the SHD2-40∗40 sample, the two
diagrams fit well together. It is also clear from the laboratory
diagram that the maximum bearing capacity occurred up to
95 kN.'en, we saw the displacement behavior in the plastic
range and the maximum displacement continued up to
7.5mm [26].

It can be seen that in Figure 4 and in the SHD40∗40
sample, up to a force of 128 kN, the two diagrams are in good
agreement with each other. 'en, we saw the displacement
behavior in the plastic range and the maximum displace-
ment continued up to 6.5mm.

It can be seen that in Figure 7 and in the sample
MSHD2-40∗40, the two diagrams were in good agreement

with each other. It is also clear from the laboratory di-
agram that the maximum load capacity occurred up to
107 kN. 'e displacement behavior was in the plastic
range and the maximum displacement continued up to
6.9 mm. In Figure 8 and in the sample MHD2-40 40
-1T1L, the two diagrams are in good agreement with each
other [28, 29].

It can be seen that, in Figure 9 and in the sample SHD2-
4∗40 -1T1L, the two diagrams are in good agreement with
each other. It is also clear from the laboratory diagram that
the maximum load capacity occurred up to 129 kN. We saw
the displacement behavior in the plastic range and the
maximum displacement continued up to 6.8mm. It can be
seen that in Figure 10 and in the SHD40∗40-1T1L sample,
the two diagrams fit well with each other. 'e maximum
carrying capacity occurred up to 140 kN. On the other hand,
this sample witnessed the displacement behavior in the
plastic range, and the maximum displacement continued up
to 8.2mm [30].

In Figure 11, it can be seen that in the sample MSHD2-
40∗40-1T1L, the two diagrams are in good agreement with
each other. It is also clear from the laboratory diagram
that the maximum load capacity occurred up to the limit
of 125 kN. 'e displacement behavior was in the plastic
range and the maximum displacement continued up to
11.1 mm.

It can be seen that in Figure 12 and in the control sample,
the two diagrams are in good agreement with each other. It is
also clear from the laboratory diagram that the maximum
load capacity occurred up to 158 kN. 'is was in the plastic
range and the maximum displacement continued up to
8.8mm (Table 6).

6.3. Investigation of Rupture Modes. To study the fracture
modes of canned steel columns, we first examine the
column with horizontal defects. As can be seen from
Figure 13, specimens with a horizontal defect created in
the steel column wall experienced local buckling during
loading. 'e location of the defects caused by loading
underwent axial deformation of the local buckling type,
and the damaged areas reduced the axial strength in the
samples [32].

As it is clear from the injury sites, the concentration of
stress and the reduction of stiffness occurred in the de-
fective areas.'e position of the carbon fiber reinforcement
proved that these fibers increased the hardness and duc-
tility by completely covering the steel column. According to
the samples reinforced with two layers of carbon fibers, it
was determined that these fibers, by completely sur-
rounding the damaged area, delayed the rupture around the
defect.

Figures 13 and 14 show the final deformations of short steel
columns with defects in two walls. Axial failure on these
members was investigated until complete failure because the
axial load of the column without carbon layer on the side sides
suffered local buckling and complete failure. CFRP composites,
as suitable materials for strengthening steel columns, played an
effective role in improving the compression member so that

Y

XZ

Figure 3: Sample validation modeling of Bombach et al. [17].
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these fibers, by covering the entire length of the column with
two transverse and longitudinal layers, increase the stiffness and
strength of the samples.. Moreover, the effect of using these
fibers has been very effective in controlling buckling. Figures 15
and 16 show the effect of using CFRP fibers.

As investigated, the effect of carbon layers on box steel
columns is very good and strengthening these members with
two layers of CFRP will help to control axial rupture and in-
crease ductility and energy absorption. Examination of the
deformations obtained from the laboratory and its adaptation to

Table 2: Dimensions and characteristics of box steel column [17].

Specifications of box steel column
Modulus of elasticity

(GPa)

Tensions (MPa) Strain (%)
Length ∗ width
(mm)

'ickness
(mm)

Height
(mm)

Cross-section
(mm)

Cross tension
Fy

Final
tension

Final
strain

70 ∗ 70 2 300 2.7 200 250 336 12

Table 3: CFRP carbon fiber [17].

'ickness (mm) Density (g/cm3) Tensile strength (MPa) Modulus of elasticity (MPa) Final strain
0.17 1.76 3790 230000 1.2

Table 4: Properties of epoxy resin [17].

Tensile strength (MPa) Modulus of elasticity (MPa) Final strain (%)
75 3 3-4.5

Table 5: Bearing capacity of the models modeled in ABAQUS program.

Carrying capacity (kN) Sample name Number
139 Control 1
98 MHD2-40× 40 2
84 SHD2-40× 40 3
115 SHD-40× 40 4
98 MSHD2-40× 40 5
112 MHD2-40× 40-1T1L 6
115 SHD2-40× 40-1T1L 7
127 SHD-40× 40-1T1L 8
119 MSHD2-40× 40-1T1L 9
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Figure 4: Force-displacement diagram of model and laboratory sample [27].

Shock and Vibration 7



1 2 3 4 5 60
Axial displacement (mm)

0

20

40

60

80

100

120

Fo
rc

e (
kN

)

EX-MHD2-40 ∗ 40
UN-MHD2-40 ∗ 40

Figure 5: Force-displacement diagram of model and laboratory sample.

0

20

40

60

80

100

120

Fo
rc

e (
kN

)

1 2 3 4 5 6 7 80
Axial displacement (mm)

NU-SHD2-40 ∗ 40
EX-SHD2-40 ∗ 40

Figure 6: Force-displacement diagram of model and laboratory sample.

Chart title

2 4 6 80
Axial displacement (mm)

0

20

40

60

80

100

120

Fo
rc

e (
kN

)

NU-MSHD2-40 ∗ 40
EX-MSHD + 40 ∗ 40

Figure 7: Force-displacement diagram of model and laboratory sample [27].

8 Shock and Vibration



0

20

40

60

80

100

120

140

Fo
rc

e (
kN

)

1 2 3 4 5 60
Axial displacement (mm)

UN-MHD2-40 ∗ 40-1T1L
EX-MHD2-40 ∗ 40-1T1L

Figure 8: Force-displacement diagram of model and laboratory sample.
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Figure 9: Force-displacement diagram of a modeled and laboratory sample.
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Figure 10: Force-displacement diagram of model and laboratory sample.
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Figure 12: Comparison of force-displacement diagram of laboratory samples.

Table 6: Specifications of laboratory samples and modeling [31].

Percentage difference Laboratory bearing capacity (kN) Carrying capacity modeling (kN) Sample name Number
12.03 158 139 Control 1
12.5 112 98 MHD2-40× 40 2
13.02 84 95 SHD2-40× 40 3
10.21 128 115 SHD-40× 40 4
8.32 107 98 MSHD2-40× 40 5
7.12 121 112 MHD2-40× 40-1T1L 6
10.25 129 115 SHD2-40× 40-1T1L 7
9.28 140 127 SHD-40× 40-1T1L 8
5.35 125 119 MSHD2-40× 40-1T1L 9
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Figure 13: Comparison of a defective sample in two adjacent walls of a short steel column.
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Figure 14: Comparison of a sample with defects in two walls in front of a short steel column [33].
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Figure 15: Comparison of the reinforcement of a defective sample in two adjacent walls of a short steel column.
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the modeling indicated that FEM will have a high ability to
simulate sections under axial load [17].

7. Conclusion

Damage to short steel columns increased deformation
and rupture in the defect area during axial loading. In-
creasing the longitudinal dimensions of the defect
showed that due to the compressive load, the resistance
would decrease and the lateral deformations increase. 'e
effect of corrosion (defect) on the two sides was much
greater than the other samples and the deformation in
this sample occurred significantly. A horizontal defect
created on one side of the center of the box steel column
reduced the bearing capacity to 128 kN. Also, this re-
duction in bearing capacity with two layers of CFRP up to
140 kN equal to 8.57% led to compensation. 'e hori-
zontal defect created on both sides of the steel column

reduced the bearing capacity to 95 kN, and this reduction
in bearing capacity with the two layers of CFRP increased
to 129 kN. Longitudinal and transverse dimensions of the
corrosion site in box steel columns have reduced the
stiffness of the axial member. 'e use of two layers of
CFRP sheet strengthened the metal column damaged by
corrosion due to axial load. 'e stress distribution in all
software models, in the place of force application and in
the place of failure, was consistent with laboratory
samples. 'e results of software and laboratory analysis
were well matched and different from each other. Among
the defects created in the reinforced sample, the highest
resistance is related to sample No. 8 of Table 7, with a
length and width of the defect of 4mm, which increased
the bearing capacity to 140 kN. 'e use of CFRP carbon
fibers to increase the stiffness of the steel column has
controlled local buckling and reduced rupture in the
defective area.
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Figure 16: Comparison of the reinforcement of a defective sample on the two sides of a box steel column.

Table 7: Bearing capacity of laboratory samples.

Carrying capacity (kN) Sample name Number
158 Control 1
112 MHD2-40× 40 2
95 SHD2-40× 40 3
128 SHD-40× 40 4
107 MSHD2-40× 40 5
121 MHD2-40× 40-1T1L 6
129 SHD2-40× 40-1T1L 7
140 SHD-40× 40-1T1L 8
125 MSHD2-40× 40-1T1L 9
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)is is the first attempt to combine the Multiobjective Billiards-Inspired Optimization Algorithm (MOBOA) with groundwater
modelling to determine pumping rates within a well-distributed range of Pareto options. In this study, in order to determine an
optimum solution for groundwater drawdown, pumping rates were selected accompanied by three minimization objectives:
minimizing shortage influenced by inability to supply, adjusted shortage index, and minimizing the degree of drawdown within
predefined areas. To optimize hydraulic conductivity and specific yield parameters of a modular three-dimensional finite-dif-
ference (MODFLOW) groundwater model, the Harris Hawks optimization algorithm was used to minimize the sum of absolute
deviation between observed and simulated water-table levels. MOBOAwas then utilized to optimize pumping rate variables for an
Iranian arid to semiarid groundwater environment using these parameters. As the study results, when the maximum and
minimum aquifer drawdown was specified in the range of −40 to +40 cm/year, the Pareto parameter sets produced satisfactory
results. Overall, the “Simulation-Optimization-Modelling” protocol was able to generate a series of optimal solutions that were
shown on a Pareto front. )e study concluded to an optimum approach that provides policy makers in the Iranian water stressed
zones with safe groundwater management alternatives.

1. Introduction

Groundwater behaviour modelling is one of the critical
mechanisms that hydrogeologists have been attempting to
measure since long time ago in order to solve evolving
groundwater issues [1]. Due to the dynamic and multi-
objective nature of the groundwater system, simulation of
the groundwater system is challenging, especially in arid to
semiarid zones. In the issue of rising groundwater demand,
new models are desperately needed to develop novel deci-
sion-making tools and improve aquifer system drawdown
[2]. Groundwater simulations have traditionally been con-
ducted with the use of simulation/optimization algorithms
[3, 4]. )ese models have been used to address construction
and process issues of groundwater hydraulic control, water
supply, and remediation [5, 6]. Professional experience with
groundwater mechanism calibration shows which the sin-
gle-objective functions are often insufficient to accurately

quantify all dimensions and features of a groundwater
system. Since sustainability managing is inherently a mul-
tiobjective issue, no optimum solutions can be determined in
the conventional context, and policy makers can articulate
their favourites through a collection of nondominated so-
lutions [7].

To consider the multiobjective existence of groundwater
systems, one approach is to specify multiple optimization
objective functions that quantify different characteristics of
system action. )ey employ a multiobjective optimization
tool to find a collection of nondominated solutions named as
Pareto best approaches [8, 9]. )e Pareto solutions reflect
trade-offs among various incomputable and often com-
peting goals, with the property that switching from one
solution to another improves one while deteriorating one or
more others [10]. In groundwater research, there are many
literature studies relating to the use of either deterministic or
stochastic optimization approaches. Linear programming,
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nonlinear programming, and dynamic programming are
examples of deterministic optimization approaches. Several
academics have followed these approaches [11, 12]. )e
standard part of optimization techniques, known as meta-
heuristic algorithms, comprises genetic algorithms (GA),
particle swarm optimization (PSO), simulating annealing,
and others. )ese approaches were applied to extremely
nonlinear or multimodal issues with a variety of dynamic
constraints in order to improve groundwater characteristics
in various regions [13].

Many attempts have been made in the literature to
address multiobjective optimization of groundwater man-
agement issues. Park and Aral [14] proposed a multi-
objective optimization method for determining coastal well
positions that enhances pumping rates while minimizing the
distance between the sensitive stagnation point and the
reference coastline position. Reed et al. [15] developed a
multiobjective strategy to cost-effective long-term ground-
water monitoring using an Elitist nondominated sorted GA.
In Italy, Giustolisi and Simeone [5] devised a method for
assessing the complicated relationship between precipitation
and water level in shallow unconfined aquifers. Siegfried
et al. [16] proposed a multiobjective algorithm for opti-
mizing pumping facility positioning and operation over
time.

Saafan et al. [17] optimized pumping rates in Egypt’s El-
Farafra oasis by combining a multiobjective genetic algo-
rithm optimization model with MODFLOW. )ey forecast
maximum pumping rate and minimum operation costs, as
well as potential improvements in both variables. )e above
algorithms have concentrated on using a single genetic al-
gorithm technique to calculate groundwater properties,
which cannot be appropriate for large-scale groundwater
systems. While working with a large-scale and complex
structure, multiple competing priorities can occur, resulting
in a rapid increase in the number of decision variables based
on the problem scale. In such cases, single-objective ap-
proaches can produce unsatisfactory results for decision
makers, necessitating the search for multiple optimization
solutions. Many optimization domains include multidi-
mensional problems that can only be solved concurrently by
constructing different optimization algorithms.

El-Ghandour and Elsaid [12] suggested a steady-state
analytical solution in a homogeneous unconfined aquifer
using the particle swarm optimization (PSO) method to
optimize and solve the groundwater management problem.
)ey tested the proposed model on a popular hypothetical
example to maximize the total pumping rate from located
well system at steady-state condition.)e results showed the
superiority of the proposed model to obtain the maximum
pumping rate compared with other methods of previous
work.

It is the first research to combine a new multiobjective
optimization algorithm called as Multiobjective Billiards-
Inspired Optimization Algorithm (MOBOA) developed
by Kaveh et al. [18] with MODFLOW to optimize
pumping rates within a well-distributed range of Pareto
approaches. )e aim of the study was to determine the
optimum approaches to meet the highest demand for arid

to semiarid groundwater managing. )ree minimization
objectives were employed to optimize the pumping rates:
minimizing the amount of drawdown within predefined
Pareto zones, decreasing the shortage caused by an in-
ability to supply, and decreasing the Modified Shortage
Index (MSI).

Sadeghi-Tabas et al. [19] tried to link the multialgorithm
genetically adaptive search method (AMALGAM) with a
groundwater model to define pumping rates within a well-
distributed set of Pareto solutions. )e pumping rates along
with threeminimization objectives, i.e., minimizing shortage
affected by the failure to supply, modified shortage index,
andminimization of extent of drawdownwithin prespecified
regions, were chosen to define an optimal solution for
groundwater drawdown and subsidence in an arid
groundwater system, Iran. )e result was that the “Mod-
eling-Optimization-Simulation” procedure was capable to
compute a set of optimal solutions displayed on a Pareto
front. In addition, the proposed optimal solution provides
sustainable groundwater management alternatives to deci-
sion makers in arid region.

In addition, combination of MODFLOW with an ad-
vanced swarm-intelligence-based algorithm as the Harris
Hawks optimization algorithm (HHO) developed by Abdel-
Basset et al. [20] to calculate aquifer hydrodynamic pa-
rameters using an automated search process was the first
innovation issue of this study. )erefore, )e HHO
approach’s capability resulted in more reliable calculations
in error variance. In addition, it assisted in characterizing
groundwater processes at each zone. )erefore, the aquifer
properties were optimized in a highly parameterized model
by developing the HHO approach within the groundwater
numerical model.

)e second aspect of innovation developed in this re-
search (i.e., as the second step) was to identify optimal Pareto
solutions for groundwater drawdown using a novel multi-
objective algorithms named as the Billiards-Inspired Mul-
tiobjective Optimization Algorithm (MOBOA) model.

)e recent optimization algorithm application guaran-
teed the groundwater control over an arid to semiarid area in
Northeast of Iran.

In Figure 1, the procedure used in this research is il-
lustrated graphically.

2. Material and Methods

2.1. Geographical Location of the Research Field. )e Gorgan
Plain is located in the arid to semiarid zone of Golestan
Province, Iran.)e Gorgan Plain aquifer system is located in
the latitude and longitude of 36° W 37′ to 37° W 27′ North
and 53°W 51′ to 54°W 51′ East (Figure 2). It encompasses an
area of around 4393 km2. )e Gorgan Plain is categorized as
an arid to semiarid zone by the DoMarton climatic classi-
fication, with mean annual rainfall and temperature of 254
millimeters and 19°C, respectively. According to the mean
sea level, the maximum and minimum elevations are 150
and −26 meters, respectively. )e plain’s slope is steep in the
south and mild in the north [21] Figure 1 illustrates the
Gorgan Plain aquifer’s geographical location.
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)e aquifer’s bedrock is mainly hard rock in the south
and saline water in the middle and northern parts. )e
majority of the land in the north is young alluvial fans, and
clay flat stretches from the south to the north.)e study area
is mountainous in the south, and deserts and fine Caspian
Sea sediments cover the western and northern regions.
Agriculture tends to have the largest demand for water from
March to July, with a subsequent decrease in demand.
Furthermore, throughout the summer, drinking demand
increases moderately, while industrial demand remains
nearly steady during the year.

2.2. Groundwater Modelling. )e mathematical solution of
the groundwater model solves the math form of the mass
balance equation in one area and generates a generally
continuous approach to the surrounds. Every parameter
value in terms of surface, volume, or time is represented by a
distinct portion of the mass balance equation. In summary, a
groundwater simulation mathematical model consists of a
set of numeric value for different indicators in the balance
equation. In other words, the balance equation is con-
structed for a specific aquifer zone, but it is generalized to the
entire field [21]. Moreover, the results of groundwater
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Yes Yes

MODFLOW

Initial population of
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Figure 1: )e flowchart of research methodology.
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modelling can be influenced by numerous mistakes, such as
those caused by the groundwater conceptual model, the
estimated solution of groundwater factors, and unexplained
interactions between numerous factors and features. In fact,
establishing a groundwater computational model necessi-
tates the collection of various parameters such as hydraulic
conductivity (k), transmissivity, and storage coefficient (or
specific yield (Sy)). Groundwater modelling can produce a
range of errors and misfits due to the scarcity of hydro-
geology data (particularly in groundwater stressed regions),
the heterogeneity of parameters in space and time, inac-
curate configuration of aquifer characteristics (location,
type, number of layers, distribution, etc.), and the scaling
impact of variables. Since the numerical model is based on a
conceptual model, therefore, the groundwater conceptual
models frequently simplify real-world hydrogeology settings
improperly [22]. Physical stability in groundwater mass and
energy flows, which is a continuity mechanism, is usually
described to allow predictions at discrete time points. All of
these variables and complexity contribute to simulation bias
and error, posing a challenge to modelling the groundwater
problems, especially in arid to semiarid regions as the most
groundwater stressed areas.

2.3. Governing Flow Equations of Groundwater Modelling.
In groundwater simulation, the governing equation takes the
following general form [22]:
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In which, kx, ky, and kz are hydraulic conductivity tensors
and h, Ss, and R are pressure head, specific storage, and
recharge or discharge (positive and negative) aquifer ele-
ments, respectively.)e thickness of the saturated layer of an
unconfined aquifer correlates with groundwater level.
Dupuit [22] considered that the horizontal flow should be
governed in the whole aquifer as well as proportionality of
the hydraulic gradient to the slope of the free surface [23].
)e equation is based on Dupuit’s assumption if the flow is

two-dimensional and transient, and the continuity equation
is as follows [24]:
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In which Sy represents the specific yield. )e MOD-
FLOW software was introduced in 1984 and has since been
updated and improved to simulate in both steady and un-
steady circumstances. A distributed hydrogeology model
was developed in this study through using numerical data
needed for simulating a functional relationship between
prediction and observation data in order to model steady
and unsteady-state conditions in the Gorgan Plain aquifer
under various drawdown and control conditions.

2.3.1. Mathematical Representation of Aquifer Models.
Izady et al. [24] suggested the method applied to construct
the groundwater mathematical model in this analysis. )e
groundwater model, according to their approach, consists of
the six following phases:

(a) Acquiring all possible data;
(b) Verifying and configuring control observations;
(c) Identifying the geometry of the aquifer;
(d) Primary estimate of the hydrodynamic parameters of

the aquifer;
(e) Description of the recharge and discharge values of

the aquifer; and
(f) Integrating the effects of previous phases producing

the final conceptual model.

A one-layered unconfined aquifer with thicknesses
ranging from 5m to 55m was examined as a conceptual
groundwater model for the Gorgan Plain groundwater
modelling. Surface elevation data, well logs, well locations
and measurements, a geology map, hydrography, and re-
charge data were used to build the groundwater model. To
identify the plain boundary situation, topography and ge-
ology maps were first used. )e single optimization ap-
proach was then used to approximate the spatially
distributed hydrodynamic characteristics. )e temporal
discharge difference was calculated in this analysis by
pumping 33999 wells located inside the aquifer boundary
(Figure 3). In Figure 3, the pumping well drilled in and
distributed on Gorgan Plain aquifer has been shown. It
should be noticed that this pumping well discharges the
aforementioned aquifer.

In this analysis, seven data coverages were integrated
into the MODFLOW model to create a groundwater nu-
merical model, consisting of aquifer boundary circum-
stances, piezometers, pumping wells, surface recharges,
drainage data, hydraulic conductivity, and specific yield.
MODFLOW’s boundary conditions are determined by using
a constant head boundary, a head based flux (river, drain,
and general-head boundaries), and a known flux (recharge,
evapotranspiration, wells, and stream). Because of the dif-
ferential hydraulic gradients across multiple areas, the

Figure 2: )e Gorgan Plain aquifer’s geographical location.
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Gorgan Plain aquifer functions as a transient aquifer. In
addition, this aquifer is recharged/discharged at inflow/
outflow limits by adjacent aquifers, resulting in conditional
and temporary results. In this research, water front entry
cells or grids were used to identify recharge and discharge
sites at inflow and outflow boundaries. For all of those
borders, a specific-head-boundary state was considered to
remain constant at each cell number in the model. As il-
lustrated in Figure 3, only 281 of the 1340 observational wells
with validated data, as monthly observed water-table level
data, were utilized for calibration (Figure 4).

)e number of pumping wells was 33999 pumping wells
that consists of agricultural, drinking water, and industrial
pumping wells. Furthermore, the aquifer contains 2764
springs and 336 Qantas, which entered in the MODFLOW.
MODFLOW was originally simulated in steady state to
describe homogeneous zones before being used to construct
the aquifer model. )e aquifer was separated into 30 ho-
mogeneous zones to determine hydraulic conductivity and
specific yield values. In order to develop and construct a

groundwater model, numerous settings were given, in-
cluding model network architecture, stress cycle and time
step selection, determination of starting position, boundary
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Figure 3: Pumping well drilled and distributed on Gorgan Plain aquifer and discharging it.
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condition, and shape and number of saturated zones. To
solve partial differential equation, the aquifer was separated
into 7208 cells or grids due to geological heterogeneity. )e
plain’s gridding was constructed with 60 rows and 140
columns such that each layer cell is squared to 250m× 250m
(Figure 5).

Cells outside of the aquifer boundary were then given a
zero code, indicating that they have no influence on the
simulation analysis. While individual model cell features
may be set, combining cells with the same attributes into
homogeneous zones significantly enhanced and simplified
the modelling procedure. Figure 4 shows the modelled
structure of the Gorgan Plain aquifer used by the MOD-
FLOW model.

In this research, the modelling of groundwater flow in
the Gorgan Plain was carried out over a one-year cycle, from
October 2018 to September 2019 as the calibration period
and from October 2019 to September 2020 as the validation
period. 12-month tension cycles with a ten-day time phase
were defined and used in the modelling methodology (i.e.,
for each stress cycle, three time measures were taken into
account). To complete the numerical model, absolute values
of bed rock depths, topography, and beginning water level
data were interpolated by using the Kriging method and
assigned to the network’s cells.

2.4. Harris Hawks Optimization Algorithm as the Single-
Objective Optimization Approach. Modeling the Harris
Hawks hunting technique yielded the Harris Hawks opti-
mization (HHO) algorithm [25], a novel nature-inspired
method. )e algorithm’s operative and exploratory stages
involve looking for prey, making a sudden pounce, and
attacking in a variety of ways. )e hunt is conducted at
random using two exploring approaches. In the first way,
Harris Hawks perch on a position that takes into account the
positions of other family members and prey, whereas in the
second way, the hawks wait on selected tall trees. Both
strategies may be represented with the same probability of q
as follows [20]:

x(t + 1) �
xr(t) − x1 xr(t) − 2r2x(t)

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌q≥ 0.5,

xrabbit(t) − xmean(t) − r3 Lb + r4(Ub − Lb)( 􏼁q< 0.5,

⎧⎨

⎩

(3)

where x(t) and x(t + 1) imply hawks’ position vectors in the
present and subsequent iteration, respectively. xr(t) is
mentioned to a random hawk picked from the population.
xrabbit(t) is the rabbit position. q, r1, r2, r3, and r4 are the
numbers that was arbitrarily produced. Ub and Lb are higher
and lesser bounds to generate accidental positions of the
hawks’ habitat. xmean(t) implies the average position of
hawks in the population which can be capable of being
computed as follows [20]:

xmean(t) �
1
h

􏽘

h

i�1
xi(t), (4)

where xi(t) implies the i-th position vector of each hawk at t-
th iteration and i� 1, . . ., h. h is mentioned as the number of

Harris Hawks’ population. According to escape energy E or
fleeing of the rabbit, the algorithm’s transition from ex-
ploring to operation is possible as follows [20]:

E � 2E0 1 −
t

Max_iter
􏼠 􏼡, (5)

where E0 denotes the primary rabbit energy randomly
generated in [−1, 1]. Max iter specifies the maximum
number of iterations. When E≥ 1, hawks look for more
regions to explore the rabbit’s locations as the exploration
phase; otherwise, the exploitation phase is activated. )e
description of the failure (p< 0.5) or success (p≥ 0.5) of the
rabbit escape is accomplished in the algorithm, when the
probability p is the same. Furthermore, a forceful (E< 0.5) or
gentle (E≥ 0.5) besiege will be accomplished by hawks
according to the rabbit energy. )e gentle besiege can be
expressed as follows [20]:

x(t + 1) � Δx(t) − E|J × xrabbit(t) − x(t),

Δx(t) � xrabbit(t) − x(t),

J � 2(1 − rand),

(6)

where Δx(t) implies the dissimilarity between hawk and the
rabbit positions, and the draw of the accidental strength of
rabbit jump J is completed by employing an arbitrary
amount of rand.)e definition of the forceful besiege, on the
other hand, is as follows [19]:

x(t + 1) � x(t) − E|Δx(t)|. (7)

If (p< 0.5) and (E≥ 0.5) and as the rabbit can effectively
flee, gentle besiege with advance rapid dives is done.)e best
possible dive can be selected by the hawks.

2.5.MultiobjectiveBilliards-InspiredOptimizationAlgorithm.
)is section provides an explanation of the basic principle of
this novel physics-based metaheuristic. )e mechanism of
the Billiards-Inspired Multiobjective Optimization Algo-
rithm is then outlined in the following section. )e physics’
natural laws and the Billiards game embedded in the clash of
balls are the major genesis of the BOA. Vector algebra and
conservation laws govern when the balls collide with other
balls. )e kinetic energies of balls are preserved during
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Figure 5: Gorgan Plain aquifer modelled by MODFLOW.
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collisions in perfectly elastic collisions, in addition to the sum
of all angular velocity. )erefore, the following ultimate ve-
locities of balls after crash in perpendicular and parallel di-
rections to the impact line will be calculated as follows [18]:

v1′
→

� v
1. e

→′ + v
→

1.⊥,

v2′
→

� v
2. e

→′ + v
→

2.⊥,

v1.
′ �

m1 − m2

m1 + m2
v1.‖ +

2m2

m1 + m2
v2.‖,

v2.
′ �

2m1

m1 + m2
v1.‖ +

m2 − m1

m1 + m2
v2.‖,

(8)

where v1 and v2 are the velocities of the first and 2nd balls
during the collision and v’1 and v’2 are their velocities after the
colliding. In addition, the symbols ║ and ┴ symbolize
parallel and perpendicular elements, respectively. )e
masses of the balls are represented by the parametersm1 and
m2. )e linking vector’s unit vector is often denoted by e

→║.
It is worth noting that the velocities’ perpendicular com-
ponents stay constant, so the forces are merely directed to
the collision axis, resulting in the perpendicular components
of the angular velocities being preserved for balls. )erefore,
the aforementioned equations indicate that if the masses of
the balls are identical, the balls just transfer the parallel
component of their velocities. )e balls’ velocity compo-
nents during the crash are shown in Figure 6 [18]:

v1.‖
′ � v2.‖,

v2.‖
′ � v1.‖.

(9)

)e final positions of bodies defined in this algorithm
using the equations of kinematics in the event of continuous
accelerating are as follows [18]:

x(t) � x0 + v0t +
1
2

at
2
,

|v|
2

� v0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

+ 2|a| x − x0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌.

(10)

2.6.Billiards-InspiredMultiobjectiveOptimizationAlgorithm.
All of the solution approaches that comprise multiple de-
cision variables are modelled as the multidimensional balls
in this algorithm. )ese balls are the MOBOA’s searching
factors, and every dimension indicates a variable. In sum-
mary, the procedure begins with a random distribution of
balls, and after that, it transfers nondominated strategies into
an outside archive. Any members of the archive are chosen
as pockets in each iteration. Following that, the balls are split
into two collections: regular and cue balls. Every cue ball
strikes its targeted ball, causing it to travel into a pocket.
Whenever cue balls collide with each other, collision rules
and vector algebra take over determining the movement
of collided balls as well as their final status. MOBOA’s
phases are illustrated below, and its pseudocode is shown in
Figure 7 [18].

2.6.1. Phase 1: Initialization. In the search space, the initial
population of multidimensional balls is generated at random
as follows [18]:

x
0
i � xmin + rand[0,1] xmax − xmin( 􏼁 , i � 1, 2, 3, . . . , 2N.

(11)

In which, x0
i is the ith ball initial value. )e vectors of

variables xmax and xmin represent the maximum and min-
imum permissible values. rand[0,1] is an arbitrary variable,
ranged by [0, 1], as well as the population number is defined
by 2N.

2.6.2. Phase 2: Evaluation of Population. )e objective
functions each ball [f (x)� f1(x), f2(x), . . ., fk(x)] T should be
evaluated [18].

v′2.⊥

v′1.⊥ v1

v2.⊥

v’2.||

v1.||

v′1.||

v′1.⊥v′1

v2.||

v2

v′ 2

Impact line

→

Figure 6: Velocity components of the balls during the crash [18].

2N = number of balls;
M = number of pockets;

Initialize 2N random bodies by equation (11);
Evaluate all balls according to objective functions;
Find the non-dominated solutions and create the repository;
Select M pockets from repository using roulette-wheel selection;
while (iter < Maximum number of iterations)

ET = escaping threshold;
iter = 0;

iter = iter + 1;
Sort the population based on maximum fitness values;
Create ordinary ball and cue ball groups;
for each pair ball

for each pocket

end

End

if (rand < ET)

end

end

Calculate shot score by equation (14);

Regenerate a random dimension of current pair ball by
equation (20);

Return the repository as the optimal Pareto front.

Evaluate all the bodies according to the objective functions;
Extract non-dominated solutions and Update the repository;
Update the pockets using roulette-wheel selection;

Regenerae the violated dimensions of the cue ball;

Assign the best pocket to current pair ball;
Update the position of current ordinary ball by equation (16);
Regenerate the violated dimensions of the ordinary ball;
Calculate the velocities of current pair ball by equations (17) and (18);
Update the position of current cue ball by equation (19);

Set

Figure 7: )e MOBOA pseudocode [18].
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2.6.3. Phase 3: Use an External Archive. )e archive’s first
mission is to save the best nondominated approaches dis-
covered till now. All existing nondominated solutions are
added to the archive in each iteration, whereas dominated
solutions are deleted. To keep the archive size limit, a
gridding process is being contemplated, which divides the
objective space into hypercubes. When the archive capacity
exceeds the maximum size limit, certain approaches in the
packed hypercube are removed and some new solutions are
added. )is procedure broadens the range of the estimated
Pareto front. )e repository’s 2nd job is to include any
candidates that deserve to be pockets [18].

2.6.4. Phase 4: Identifying the Pockets. Any representatives
of the archive are chosen as pockets by means of the roulette-
wheel selection approach. Equation (12) defines the sug-
gested chance for selecting a hypercube to randomly draw a
pocket [18]:

Pi �
e

− βni

􏽐 j
e

−βnj
, (12)

where β is the greater-than-zero selection pressure and ni
defines the amount of solutions in the ith hypercube. As a
result, staying in a less populated region enhances the
chances of getting a hypercube. It should be noted that the
user determines the amount of pockets, and these pockets
increase the algorithm’s exploiting potential.

2.6.5. Phase 5: Arranging the Balls. In each iteration, the
solution candidates are ordered in ascending order using the
maximum strategy. An approach having a lower maximum
value of fitness is more suitable because it is found in sparse
regions. For the jth solution, the maximum fitness value is
determined as follows [18]:

fitnessj � max min fk xi( 􏼁􏼈 −fk xi( 􏼁􏼉,􏼈 k � 1, 2, . . . , k􏼉, i � 1, 2, . . . , 2Ni≠ j. (13)

Following that, the ordered population is split into two
equivalent classes (N pairs): (1) the upper and (2) the lower
half as the regular and cue balls, respectively. Every cue ball
corresponds to its pair in the regular balls category. )is
clustering approach creates the ideal situation for cue balls to
exploit good-positioning regular balls.

2.6.6. Phase 6: Assigning Pockets to Balls. )e lengths and cut
angles between the balls and the pockets are used to assign
the pockets to each pair of balls. )ese factors are taken into
account while calculating the regarded shot score, which is
calculated as follows [18]:

Shotmi �
cos θ

x(i+N)
�����→

xi
→

xiPm

����→, i � 1, 2, 3, . . . , N, m � 1, 2, . . . , M.

(14)

)e shot score between the ith pair of balls and themth bag
is defined by Shotmi . xi

→ and x(i+N)
�����→ are the ith regular ball and

ith cue ball positions, correspondingly. In addition, Pm denotes
the location of the mth bag, and M denotes the number of
pockets. And the cosine of the cut angle is determined by cos θ,
and it is measured using the following equation:

cos θ �
x(i+N)
�����→

xi
→

· xiPm

����→

x(i+N)
�����→

xi
→

xiPm

����→ . (15)

In which the dot product is denoted by the symbol “.”;
based on the measured scores, all pair of balls is assigned to
the highest scoring pocket. Another choice is to use the
roulette-wheel selection method to calculate the pockets for
every pair of balls [18].

2.6.7. Phase 7: Population Updating. Finally, a collision
occurs between cue balls and regular balls. Regular balls are
then driven into pockets by cue balls. As indicated by the
equations below [18], the new locations of regular balls
following collisions are near their pockets:

x
new
i,j � P

i
m,j + rand[−EROR,EROR] x

old
i,j − P

i
m,j􏼐 􏼑,

EROR � 1 −
iter

itermax
.

(16)

In which xnew
i,j and xold

i,j are the new and old values of the
ith regular ball’s jth vector, respectively. )e Pi

m,j vector is
the jth variable of themth pocket belonging to the ith pair of
balls. )e error rate is denoted by EROR; in addition, the
iteration number and maximum iteration number are
denoted by iterand itermax, respectively. rand[−EROR,
EROR] is an arbitrary number between [−EROR, EROR]
[18]. Determining the ultimate location of cue balls fol-
lowing a collision is dependent on certain prerequisites, such
as calculating the velocity of regular and cue balls. )e
velocity of the regular balls following the impact is shown as
follows [18]:

vi′
→

�

�����������������

2a · x
old
i,j x

new
i,j

��������→
􏽤

x
old
i,j x

new
i,j

􏽲

. (17)

In which vi′
→

is the velocity of the ith normal body fol-

lowing the crash, and x
old
i,j x

new
i,j

��������→
is the ith body’s displacement

vector. It is worth noting that the symbol “̂” denotes a
corresponding unit vector. )e acceleration rate is defined
by the parameter a, which is set to one. Cue ball velocities are
calculated as follows [18]:
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v(i+N)
�����→

�
vi
′

→

􏽤
x
old
i x

new
i ·

􏽤
x
old
(i+N)x

old
i

􏽤
x
old
(i+N)x

old
i ,

v(i+N)
′

�����→
� v(i+N)

�����→
− vi
′

→
.

(18)

In which v(i+N)
′

�����→
and v(i+N)

�����→ are the ith cue ball’s velocities
during the crash, correspondingly. In conclusion, the
changed positions of the cue balls are calculated as follows
[18]:

x
New
(i+N)

�����→
� x

old
i

��→
+ ω

v(i+N)
′

�����→

2a
v(i+N)
′

�����→
. (19)

In which the factor ω determines a reducing variable that
controls the movement of cue balls and has an initial value in
the range [0, 1]. Figure 8 depicts the ball updating process.

2.6.8. Phase 8: Breaking Free from Local Optima. An escape
limit, such as EL inside (0, 1), is known to avoid trapping in
local optima. EL is compared to rand for each updated ball
that is an arbitrary number regularly spread within (0, 1). If
rand EL, the updated ball’s random dimension is regen-
erated as [18]

xi,j � xmin ,j + rand xmax ,j − xmin ,j􏼐 􏼑, i � 1, 2, 3, . . . , 2N.

(20)

2.6.9. Phase 9: Evaluate the Boundary Restrictions. )e ul-
timate location of balls may be put outside of the permissible
ranges during the method of updating the location of balls.
)e dimensions of the balls that have been violated must be
regenerated in this situation [18].

2.6.10. Phase 10: Evaluating the Termination Criteria.
After a certain number of iterations, the search process will
be terminated. If the condition is not met, the procedure is
restarted at phase 2 [18]. )is study used 5,000 function
evaluations of 50 population sizes for optimization reasons.
)en, to provide a reliable and computationally effective
method to multiobjective optimization problems, 12
monthly discharge parameters were employed. After about
3,000 simulation cycles, the model met the convergence
criterion. Pumping rates, as well as three minimization
objectives, namely, minimizing shortages caused by a failure
to supply, MSI, and minimizing the drawdown amount
within predefined areas, were afterward selected to identify
the best result for groundwater drawdown.

2.7. Developing the MODFLOW-HHO-MOBOA Structure.
)e MODFLOW-HHO-MOBOA framework is established.
A simulator-optimizer model in the MATLAB software was
used to evaluate and calculate aquifers’ properties. )e
simulator model (i.e., MODFLOW) and the optimizer al-
gorithms (HHO-MOBOA) should be coupled in order to
calibrate the aquifer’s hydrodynamic parameters and

calculate pumping rates, and therefore, simulator model and
the optimizer algorithms were linked by developing the
interface subfunction in MATLAB that contributes to the
simulator-optimizer model. In this research, )eo Ols-
thoorn’s [26] MODFLOW simulator model was used
throughout the MATLAB platform (mfLab program). )e
MF2005NWT (MODFLOW-2005, Newton-Raphson for-
mulation) software, which includes the Newton-Raphson
solver to improve the outcome of unconfined groundwater-
flow problems, as well as the Upstream Weighting Package
(UPW), was also employed in this investigation for nu-
merical solutions. UPW was used to determine aquifers’
features governing flow movement between cells in the MF
20005-NWT and MF-OWHM (MODFLOW-2005, One
Water Hydrologic Flow Model) methods.

)e MOBOA algorithmic was run by introducing an
initial population and setting the algorithm parameters. )is
population is spread through a set of calculation nodes,
which run the simulation model and calculate the objective
function of the points obtained. )e optimization process
will be accomplished according to the flowchart proposed
until the stopping criteria are encountered (Figure 1).

2.8. Evaluation of Model Results. Mean error (ME), mean
absolute error (MAE), root mean square error (RMSE), and
normalized root mean square error (NRMSE; nondimen-
sional variants of the RMSE) were all utilized as criteria
throughout the calibration procedure. ME, MAE, and
RMSE/NRMSE all indicate error in the units (or squared
units) of the constituent of interest, which aids in data in-
terpretation [27, 28, 29]. )e following equations (equations
(21)–(24)) were used to estimate error:

ME �
􏽐

m
t�1 􏽐

m
i�1 h

t
oi − h

t
si􏼐 􏼑

n∗m
, (21)

MAE �
􏽐

m
t�1 􏽐

m
i�1 h

t
oi − h

t
si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

n∗m
, (22)

RMSE �

�����������������

􏽐
m
t�1 􏽐

m
i�1 ht

oi − ht
si( 􏼁

2

n∗m

􏽳

, (23)

NRMSE �

������������������

􏽐
m
t�1 􏽐

m
i�1 ht

oi − ht
si( 􏼁

2

􏽐
m
t�1 􏽐

m
i�1 ht

oi − ho􏼒 􏼓
2.

􏽶
􏽴

(24)

In which ht
oi, ht

si, and ho denote the observed head,
simulated head, and mean value for observed head, re-
spectively, n denotes the number of observational wells, and
m denotes the number of monthly time stages (i ranges from
1 to 11 months, while t ranges from 1 to 12 months). )e
optimization model’s decision variables are dependent on
the number of the aquifer discharge volumes (33999 wells)
over 12 months. )e three objective functions employed in
this analysis are mentioned below. Minimizing the amount
of shortage was considered as the first objective function
[30]:
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MIN shortage � 􏽘

n

i�1
TDt − TWt( 􏼁

⎧⎨

⎩

⎫⎬

⎭. (25)

In which, TWt denotes the aquifer discharge volume in
the time span t (MCM), TDt denotes the demand volume in
the time period t (MCM), and n determines the cumulative
number months. An MSI (equation (26)) was selected as the
second objective function because it simply minimizes the
total of shortages over time and avoids the spread of
shortages over time. )is index is critical for developing
economic and social strategies [31]:

MIN MSI �
100
n

􏽘

n

t�1

TSt

TDt

􏼠 􏼡

2⎧⎨

⎩

⎫⎬

⎭. (26)

In which, TSt and TDt represent the amount of shortage
and demand in period t, respectively. In addition, n indicates
the total number months. It is worth noting that drinking
demand is calculated by subtracting the shortfall volume of
other needs (such as agricultural and industrial) from dis-
charge values. Finally, the third objective function was to
minimize the drawdown of water-table level [32]:

MIN Drawdown � H0 − Hend􏼈 􏼉, (27)

In which, H0 and Hend are the mean aquifer water levels
(meters) at the start and end of the simulation time,
correspondingly.

3. Discussion and Results

3.1. Optimizing Parameters Using the HHO Algorithm.
Over 5,000 simulation runs, the HHOmodel was optimized,
with the model achieving the convergence condition after
around 3,000 iterations. For each zone, the specific yield and
hydraulic conductivity of groundwater were then optimized.
Figures 9 and 10 depict optimal hydraulic conductivity (k)
and specific yield (Sy) values for geological units. )e
aquifer’s hydraulic conductivity and specific yield varies
significantly, indicating a geologically nonhomogeneous
groundwater system. )e corresponding hydraulic con-
ductivity field is greatest in blue-coloured zone and lowest in
red-coloured one (Figure 11). It means that the central to the
north western parts of the aquifer have the lowest hydraulic
conductivity. Only two spots (i.e., blue spots) have the

highest amount of hydraulic conductivity. In other words,
the eastern parts of the Gorgan Plain aquifer have higher
amount of hydraulic conductivity. As a matter of fact, this is
due to the heterogeneity spread all over the aquifer. Al-
though, due to the sever nonhomogeneity of the Gorgan
Plain aquifer, the interpretation of hydraulic conductivity all
over the study area is difficult, discussion about the specific
yield can be more convenient. As it is obvious from Figure 9,
the specific yield amount reduces to the northwest and
northeast. Its highest amount located in the south with the
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Figure 9: Specific yield pattern resulted in MODFLOWmodelling.
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blue colour as the blue spot. It means that the spreading
pattern of specific yield would be concordant to the aquifer’s
hydraulic conductivity except for the blue and green spots
toward the east. )erefore, the before mentioned hetero-
geneities can be the main cause of this variation pattern.

High hydraulic conductivity regions can be permanently
limited to the groundwater regime to modify aquifer
properties. Considering the broad range of variations in both
parameters across the entire aquifer, it seems that the
aquifer’s hydraulic reaction to recharging and pumping
operations is extremely volatile. To put it another way, there
cannot be a steady-state pattern in the groundwater regime.
)e vertical range of the aquifer can be further disrupted by
variations in hydraulic conductivity (hydraulic conductivity
multiplied by saturated aquifer thickness). Hydraulic
characteristics or other elements that have a significant
positive or negative influence on groundwater modelling are
of higher importance in the modelling [8]. )e specific yield
ranges between 0.02 and 0.2. In general, variations in specific
yields can cause fluctuations in the aquifer’s hydraulic re-
sponse to transient stress. )is instability represents the
groundwater regime’s extremely nonlinear characteristics.

After simulating each time, the mfLab software was
slightly changed to display the volumetric specific yield. )e
specific yield values were separated by the research area to
get equal water thicknesses. A variety of MATLAB com-
mands were developed in this study to facilitate algorithmic
runs and produce MODFLOW input files. All of the tests
were performed on a PC using an Intel Core i7, 7700HQ
CPU running at 2.8GHz to 2.81GHz and 12GB of RAM.
Depending on the algorithm setup, the overall running time
was about 37 minutes that was much faster than using the
internal optimization method supplied in MODFLOW
software (i.e., Newton-Raphson optimization subfunction).

3.2. HHO Calibration and Validation Results. During the
calibration process, aquifer water-table level was simulated
across 30 zones, as seen in Figures 9 and 10. Using 12-month
tension data from October 2019 to September 2020, the
model was validated by predicting observed water-table level

(each cycle includes three ten-day time scales). )e con-
tribution of different locations within the model domain to
the estimated value of the particular parameter being
measured is represented by the estimated values in distinct
zones for a specific groundwater parameter. Table 1 shows
and reports the error indices for simulated and observed
head values. )e error calculation indicates that the model is
well calibrated. )e calculated error is also low during the
validation process, suggesting a good calibration. )e
MODFLOW simulation’s validity and the HHO’s efficiency
in computing groundwater properties are also verified by the
model calibration and validation results. Any ambiguity,
such as measurement error, specified initial and boundary
conditions, or the overall conceptual model, has a significant
influence on modelling. Although Hamraz et al. [3] ex-
amined the parameter uncertainty associated in identifying
the recharging ground water parameters; the emphasis of
our study is on optimization approaches (by reducing error
and misfit). According to the error indices, the HHO sig-
nificantly decreased error and misfit by indicating the lowest
error throughout the calibration and validation phases as
well as reducing the CPU time. )e HHO algorithm yielded
RMSE and NRMSE in the ranges of 0.7–0.9m and
0.02–0.025, respectively (Table 1).

)e HHO approach discussed here will afford modellers
with a simple technique that can be applied to complicated
activities. As shown in Figures 10 and 12, the groundwater
water-table levels were calculated at the start and end of the
simulation phase for the whole aquifer.

)e head values reveal a distinct pattern when com-
paring groundwater water-table levels. )e effects of local
pumping operations (drinking or agricultural wells) at the
start of the simulation phase (which starts in October) and
the subsequent restoration of flow can be used to explain this
phenomenon (mostly by neighbouring aquifers). )ese
aggressive pumping operations might smooth out the design
of the simulated head curve at the aquifer’s centre. In other
words, the values at the cell or grid’s centre are reflected in
the simulated groundwater level, and piezometers are fre-
quently found there. )e aquifer’s groundwater level de-
creased from south to north and northwest, as seen in
Figures 12 and 13, indicating that groundwater flow is
largely in the same route. We can see from Figures 12 and 13
that if present withdrawals continue, groundwater levels in
the west would almost certainly decline. In addition, the
groundwater gradient decreases from south to north (and
east to west in the eastern parts). )is is due to the flow
direction which is concordant to the groundwater gradient.

3.3. Pumping Rate Optimization. )e optimized parameters
collected by the HHO optimization algorithm were used to
optimize predefined objective functions in MOBOA (5,000
iterations). )ree policy analysis possibilities are examined
to analyze the influence of different fundamental assump-
tions on the results. Scenario A: under this situation, the
highest pumping rate is considered with reducing the sum of
shortages while having the aquifer water-table drops max-
imally. Scenario B: in this situation, pumping rates are
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Figure 11: Groundwater water-table levels at the start of the
simulation phase.
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permitted to supply demand with no drop in aquifer water-
table level and no volatility in the aquifer water table at the
start and end of the year (October to September). Scenario C:
pumping rates are expected to be the minimum values in
order to minimize drawdown and raise the aquifer water
level at the start and end of the period. )erefore, the
MOBOA was optimized using 12-month discharge values as
decision parameters according to the predetermined ob-
jective functions (Scenarios A, B, and C) as the alternative
optimum approaches situated in separate areas of the Pareto
solutions.

So, the MODFLOW framework is used to simulate and
explain optimum solutions. Figure 13 depicts the Pareto-
optimal solution using the three predefined objective
functions values (i.e., drawdown, shortage, and MSI). As the
distribution of shortages in different months is defined by
MSI values, it (i.e., MSI) is considered to decline while
shortage amounts reduce, and the drawdown amounts in-
crease. )erefore, as drawdown increases, the shortage
amount decreases, until all needs are supplied with no
shortage when drawdown reaches 0.4 meter. Furthermore,
2D Pareto fronts (two objective functions) were evaluated to
a better explanation and to analyze the best solutions
(Figure 14). Drawdown and shortage are inversely related;
because of the decreasing trend in the aquifer, discharge
causes a drop in drawdown, as seen in Figure 14(a). )e
relation between shortage and drawdown is nearly linear,
and it might be explained by the same amount for aquifer
hydrodynamic characteristics at different flow depths. MSI
has a straight association with shortage. As a result, MSI is
projected to be inversely proportional to drawdown
amounts (Figure 14(b)).

)e total of optimum discharge amounts across the
simulation time is shown as the decision variables for the
three samples of optimum solution from various regions of
the Pareto front.)erefore, the black, green, and blue dots in
Figures 13 and 14, respectively, show the solutions A, B, and
C.

According to Figures 13 and 14, if the first scenario (A) is
considered, the total amount of shortages will be reduced
and the aquifer will experience high values of drawdown. It
will be accompanied by the total amount of MSI reduction as
the highest pumping rate applied to the aquifer. It is well-
known if Scenario C is considered, the aquifer water level
rises upward due to declination in drawdown amount. )is
situation will not be obtained unless the aquifer pumping
rates are expected to be at the minimum values.

Based on Scenario B, there will be no drop and instability
in aquifer water level due to permitting the pumping rates to
supply demands at the start and end of the year.

Figure 14 determines the solutions A and C that express
zero, and 27.3 MCM shortages are decided to supply the first
and third objective functions so as to minimize the sum of
shortages and drawdown, respectively. )e best solution
would be one that all three objective functions contribute
equally to the optimization procedure. )e ideal solution is
represented by the green point as solution B, when shortage
and MSI are nearly zero. According to Figure 14, when
drawdown is near 0.4m, the aquifer can meet all demands.
Moreover, in Scenario B, the pumping rate at existing wells is
allowed to fluctuate over time (but not the water-table depth
at the start and end of the period), resulting in a more
arrangement that can respond to possible changes such as
water needs or periodic recharges. Every value in the
nondominated collections acquired for all options repre-
sents a distinct strategy that must be weighed against the
others when making management choices. )ese options
contrast from groundwater management viewpoints, which
hold that no improvement can be made to one goal without
decreasing satisfaction with the others. Figure 15 shows the
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Figure 13: Pareto-optimum solution using the three objective
functions values (i.e., drawdown, shortage, and MSI).

Table 1: Performance criteria of the HHO algorithm in calibration/
validation phases.

Phase MAE RMSE ME NRMSE
Calibration 0.49 0.71 0.18 0.019
Validation 0.65 0.85 0.33 0.024
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Figure 12: Groundwater levels at the end of the simulation phase.
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amount of water-table level variations for the three chosen
solutions across the simulation period. During February,
these three best solutions are fairly near, but they are far
apart in September.

February is an appropriate month since demand and
drawdown are almost equal or have minimal variations.
Although, throughout the spring and summer, once the
aquifer water level drops steadily according to numerous
pumping operations, the aquifer recovers significantly from
October to February. )e aquifer’s water-table level ranges
from 32.6 to 32.8 meters in February but drops to 30.5
meters in September as the aquifer maximum discharge.
During various options, the minimum and maximum limits
of groundwater levels were 30.5m and 32.9m, respectively,
according to the evaluation of all optimum solutions (Fig-
ure 15). As decision makers have three ideal alternatives for

the Gorgan Plain aquifer based on the findings, they can
choose any (drawdown) option that is within the ideal range
of −40 to +40 cm/year. During maximum and minimum
drawdown amounts over the aquifer, there are considerable
changes in water-table levels. If one of the optimum man-
agement strategies, A, B, or C, is selected, it should be as-
sured that the area’s maximum needs are satisfied. However,
the challenge of deciding the best option stays open and may
vary over time, based on management policies. It is worth
noting that optimum solution B, as a transitional scenario,
performed well in terms of decreasing the objective func-
tions under consideration in this research. It demonstrates
that the created technique was able to converge on an in-
termediate solution for the case study. Furthermore, optimal
solution B couldmeet the supplying demand fairly while also
reducing decline in the aquifer system.
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Figure 14: Mutual relationships of Pareto fronts in a two-dimensional model. (a) Drawdown (m) versus shortage (MCM); (b) drawdown
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Figure 15: Groundwater level variations for all scenarios across the simulation period.
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)e Pareto front’s optimal solution performances sug-
gest that the assistances of the 281 wells might meet the
requirements and quality standards. )e best contributions
produced the highest (+40 centimetres) and lowest (−40
centimetres) drawdown in the 281 wells at the end of the
optimization phase. Figure 16 determines that the agricul-
tural demand for water is the primary cause of water level
fluctuations in the Gorgan Plain aquifer. In addition, the
summer agricultural demand for water has been highlighted
as the main discharge water.

It should be mentioned that the results of this research
are in line with the Sadeghi-Tabas et al. [19] research. In
other words, the results obtained in this study are similar to
their study results.

4. Conclusion

In this research, the HHO method was used to optimize the
estimation of MODFLOW hydrodynamic parameters, and
the optimized parameters were then utilized in the MOBOA
multiobjective algorithm to construct Pareto-optimum ap-
proaches and groundwater-managing scenarios. )e sug-
gested multiobjective problem design included reducing the
shortage caused by a supply failure, MSI, and reducing the
amount of drawdown within predefined zones within three
alternatives as Scenarios A, B, and C. Under Scenario A, the
total amount of shortages will be reduced and the aquifer will
experience high values of drawdown. In addition, it will be
accompanied by the total amount of MSI reduction as the
highest pumping rate applied to the aquifer. However, if
Scenario C is considered, the aquifer water level rises upward
due to declination in drawdown amount. )is situation will
not be obtained unless the aquifer pumping rates are ex-
pected to be at the minimum values. Moreover, in Scenario
B, there will be no drop and instability in aquifer water level
due to permitting the pumping rates to supply demands at

the start and end of the year. )e results determined that
considering the Scenarios A and C expresses zero and 27.3
MCM shortages, in order to supply the first and third ob-
jective functions so as to minimize the sum of shortages and
drawdown, respectively. And the best solution would be one
that all three objective functions contribute equally to the
optimization procedure. However, the ideal solution is
represented by Scenario B, when shortage and MSI are
nearly zero. It is worth noting that, when drawdown is near
0.4m, the aquifer can meet all demands. Moreover, in
Scenario B, the pumping rate at existing wells is allowed to
fluctuate over time (but not the water-table depth at the start
and end of the period), resulting in a more arrangement that
can respond to possible changes such as water needs or
periodic recharges. In addition, the groundwater level
variations for the three scenarios across the simulation
period indicated that during February, these three best
solutions are fairly near, but they are far apart in September.
)e aquifer’s water-table level also ranges from 32.6 to 32.8
meters in February but drops to 30.5 meters in September as
the aquifer maximum discharge. During various options, the
minimum and maximum limits of groundwater levels were
30.5m and 32.9m, respectively, according to the evaluation
of all optimum solutions. When two separate algorithms
were combined with the MODFLOW model, it was dis-
covered that the created method could produce a set of
optimum approaches for the groundwater system repre-
sented on a Pareto front. It should be noted that using the
HHO algorithm as a new optimizationmethod instead of the
traditional optimization method supplied in the MOD-
FLOW model makes the MODFLOW software more ap-
plicable and much faster in groundwater modelling by
shortening the CPU time of the computers up to 37 minutes
running time. )erefore, this research calculated optimal
solutions for the whole aquifer of the Gorgan Plain, eval-
uating those approaches for each groundwater zone might
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give important data for the groundwater-managing policies.
Although both the HHO and MOBOA algorithms are ef-
fective in quantifying groundwater features, the computa-
tion time for a broader aquifer system may grow
considerably as the number of cells and stress periods rise.
)erefore, the idea of fuzzy set theory [33] or using mul-
tiprocessor computers [34] can also be utilized to evaluate
each of the efficient approaches to optimize objective
functions depending on objective conditions. )e HHO-
MOBOA method described in this research can be regarded
as an optimum solution producer, and its connection to the
MODFLOW framework allows for the simulation of opti-
mum groundwater scenarios that can be readily combined
with the other conceptual models such as hydrology and
water quality models. )e integration of the optimization
capabilities of HHO and MOBOA to the MODFLOW en-
vironment created a more applicable looping “Simulation-
Optimization-Modelling” method valuable for decision
makers dealing with groundwater management issues in the
arid to semiarid regions.
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