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)e combination of 5G technology and the industrial Internet of things (IIoT) makes it possible to realize the interconnection of
all things. Still, it also increases the risk of attacks such as large-scale DDoS attacks and IP spoofing attacks. )reat intelligence is a
collection of information causing potential and nonpotential harm to the industrial Internet. Extracting network security entities
and their relationships from threat intelligence text and constructing structured threat intelligence information are particularly
important for IIoT security protection. However, threat intelligence is mostly text reports, which means the value information
needs to be extracted manually by security analysts, and it is highly dependent on personnel experience. )erefore, this study
proposes an IIoT threat intelligence analysis method based on feature weighting and BERT-BiGRU. In this method, BERT-BiGRU
is used to classify attack behavior and attack strategy. )en, the attack behavior is weighted to make the classified result more
accurate according to the relationship between attack strategy and attack behavior in ATT&CK for ICS knowledge. Finally, the
possibility of attack and the harm degree of attack are calculated to form the threat value of the attack. )e security analysts can
judge the emergency response sequence by the threat value to improve the accuracy and efficiency of emergency response. )e
results indicate that the proposed method in this study is more accurate than the other standard methods and is more suitable for
the unstructured threat intelligence analysis of IIoT.

1. Introduction

)e developing application of 5G technology [1] improved
the communication quality and made it possible to enable
the perception and interconnection of infrastructure, per-
sonnel, and their environment. However, the interconnec-
tion between the network and external devices brought new
threats in various angles and forms. Not only does the
“threat surface” of external attacks become more extensive,
but also the probability of equipment failures, software
defects, and user errors increases, all of these will have a
tremendous negative impact on the operation of the system.
)e blackout caused by the BlackEnergy Malware in the
Ukrainian power grid [2] and the large-scale blackout in
Venezuela [3] are two notable examples. According to the
US Securities and Exchange Commission report and Eu-
ropean financial report, the loss caused by an industrial
infection in 2017 is as high as 1 billion dollars.

Facing the increasingly severe security situation, a new
network security defense mechanism driven by threat in-
telligence has emerged. In 2013, Gartner proposed the
concept of threat intelligence (TI) [4], which includes sce-
narios, tools, indicators, inferences, and feasible suggestions.
It is evidence-based knowledge about the existing or
emerging threats faced by assets, providing a decision-
making basis for threat response [5]. Based on what was
mentioned above, the threat intelligence contains detailed
information about current or upcoming network security
threats, which can help enterprises mine and analyze the
attack behavior [6] and implement active network defense
against network security threats.

At present, most of the threat intelligence in the in-
dustrial field provided by security companies [7, 8] is in an
unstructured format, so it is difficult for security analysts and
organizations to obtain standardized and structured threat
information. Moreover, the extracted attack information
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does not include a threat value, so it is difficult to provide
accurate and effective emergency response countermeasures
for IIoT security situational awareness systems or other
defense mechanisms. )erefore, effective extraction of the
valuable information of threat intelligence and converting it
into a standardized and structured form are essential and
significant for practical applications and fundamental re-
search on the security of IIoT.

To solve the problems above, this study proposes a threat
intelligence analysis method based on feature weighting and
BERT-BiGRU for IIoT. Firstly, according to the matrix
knowledge of ATT&CK for ICS, a large amount of threat
intelligence was collected and standardized [9]. Secondly, a
multilabel classification model was built based on the BERT-
BiGRU model to identify the attack behavior of threat in-
telligence.)en, all the attack behaviors were weighted based
on the dependence between strategy labels and behavior
labels so that more accurate results of attack behavior
identification were obtained. Finally, the attack behavior risk
index was measured to form the attack behavior threat value.

)rough this method, the attack behavior extraction of
the threat intelligence of the IIoT is realized. By sorting the
threat degree of the attack behavior, it provides a reference
for emergency response and disposal, improving the security
of the IIoT.

)is study is organized as follows: in Section 2, the
relevant research works are introduced. In Section 3, we
describe the proposed method based on feature weighting
and BERT-BiGRU in detail. In Section 4, the experiments are
conducted, and the results are analyzed. Finally, we conclude
the work and give the prospects for future research.

2. Related Work

2.1. %reat Intelligence Analysis. )reat intelligence analysis
extracts unstructured data such as security warning notifi-
cation, vulnerability notification, and threat notification
from threat intelligence using natural language processing
technology and helps the attacked analyze the behavior and
vulnerabilities exploited by the attackers so that the attacked
can make emergency defense decisions promptly.

Gao and Fan [10] used a graph database to analyze threat
intelligence, indicated their properties and association re-
lationship of industrial Internet security vulnerability data
effectively and intuitively, and realized in-depth analysis and
evaluation of vulnerability data. Wu et al. [11] proposed
group tracer to automatically extract the TTP curve, to dig
out behind the complex attack and potential attackers
through the combination of network attack behavior threat
intelligence knowledge. Liu et al. [12] analyzed the attack
behavior events through threat intelligence and correlated
the similar behavior according to the direction of the attack
events to investigate the attack stage and protect it. Zhang
et al. [13] proposed the EX-Action framework for extracting
threat behavior from CTI reports. Ex-Action could detect
threat actions using natural language processing (NLP)
technology and identify threat actions using a multimodal
learning algorithm. Zhang et al. [14] proposed a prediction
method SIoT account malicious behavior based on threat

intelligence. It used SVMs to obtain the threat intelligence
related to the target account’s negative behavior. It analyzed
the contextual data in the threat intelligence to predict the
behavior of the malicious version. Preuveneers et al. [15]
proposed the security enhancement framework of TATIS to
timely respond to new vulnerabilities and attack forms in
network attacks via threat intelligence analysis. Hinne [16]
established a joint analysis model in network attack events
and threat intelligence to analyze the attacker’s motive and
exploit the vulnerability, steps, and specific actions. In the
process of event response, the attacker status is updated in
real time, and decision analysis is provided.

However, the above methods do not provide compre-
hensive guidance to security analysts. In the face of an attack,
it is difficult for security analysts to determine the emergency
response sequence, resulting in heavy losses.

2.2.Multilabel Classification Analysis. A noticeable problem
exists to automatically extract threat behavior from cyber
threat intelligence reports in threat intelligence analysis. )e
threat intelligence contains various categories of data, such
as threat behavior and attack stage.)us, the threat behavior
extraction problem can be abstracted into a multilabel
classification problem.

Multilabel classification refers to separately analyzing the
task text data with multiple labels. )e calculation of
multilabel classification tasks is more complicated than that
of traditional classification tasks. It is mainly reflected in that
the text features of a sample need to be associated with
multiple labels, which require more advanced feature ex-
traction and correct mapping to the corresponding labels.
However, due to the complexity of data expression and the
exponentiality of the label output space, the research on
multilabel classification is still limited.

)e current research mainly focuses on problem con-
version (considering the labels are independent, converting
the problem into two (multiple)) and algorithm adaptation
(adapting the learning model to cope with the multilabel
classification task) of these two aspects. Bernhard et al. [17]
proposed a chain binary classification model to model the
high-order association between labels. Yen et al. [18] pro-
posed PDSparse to learn a separate linear classifier for each
label. In the training process, all the positive labels and a
small amount of active negative labels of each training
sample can be distinguished by classifier via optimizing the
label distribution. Yang et al. [19] proposed a labeled implicit
Dirichlet model based on subdividing the data to reduce the
time complexity of the multilabel classification algorithm.
Tan and Liu [20] used the K-nearest neighbor graph to
segment the relationship before the text label as a weakly
supervised method. )en, the maximized posterior proba-
bility of the label value was utilized to construct a multilabel
classification model, resulting in predicting the new label.
Prabhu and Varma [21] optimized the nDCG algorithm to
learn the structure pattern of the tree in the feature space
dimension, then trained a binary classifier for each internal
node, and, finally, predicted the label distribution of a given
instance. Literature [22] used CNN and RNN to capture the
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inner relationship of local and global semantic feature
modeling labels. Xiao et al. [23] designed the LSANmodel to
determine the semantic connection between labels and
documents using label semantic information. )e self-at-
tention mechanism is used to capture label data, and a label-
specific document feature representation is constructed.
Wehrmann et al. [24] proposed a multilayer output neural
network model for multilabel classification; this structure
has an output layer at each hierarchical level and provides a
global output layer for the entire network to track the label
dependency in the hierarchy as a whole by optimizing the
sum of the global and each level of a loss function.

3. Threat Intelligence Analysis Method for IIoT
Based on Feature

3.1. Weighting and BERT-BiGRU

3.1.1. Basic Notions

(1) %reat Intelligence. )reat intelligence [4] is a collection
of information that can cause potential and non-potential
harm to an enterprise. )reat intelligence describes attack
events and attack behavior.

(2) Attack Event. IIoT attack event refers to a security threat
event causing potential harm to the system or damage to
system assets through various technical means. Usually,
attackers use configuration defects, protocol defects, pro-
gram defects, or violent attacks to attack the IIoT.

(3) Attack Behavior. Attack behavior refers to an action
performed by an attacker to achieve a goal or gain some
resources. Any attack event on the IIoT is composed of a
series of attack behavior, based on which the whole process
of an attack event can be depicted entirely. For example, the
attacker can obtain the target system’s TCP/IP subnet mask
information by “network connection enumeration,” and the
“network connection enumeration” is recognized as an at-
tack behavior.

(4) ATT&CK for ICS. ATT&CK for ICS [9] is a model and
knowledge base reflecting the attack behavior of the in-
dustrial control system in each attack life cycle. It consists of
three parts: strategy, technology, and process. )e design
represents what the attacker tries to achieve. Technology and
process represent the behavior performed by the attacker to
achieve the goal. At present, ATT&CK for ICS covers 11
attack strategies and 81 attack behaviors.

3.1.2. Overview of the Method. )is study proposed a threat
intelligence analysis method of IIoT based on feature
weighting and BERT-BiGRU.)e overview of the method is
shown in Figure 1. Firstly, the threat intelligence data of IIoT
on the open-source threat intelligence platform are col-
lected, and the data preprocessing operations such as
cleaning and denoising are completed; secondly, word
segmentation and BERT sentence vector acquisition are

carried out on the preprocessed data, and a multilabel clas-
sification model based on BERT-BiGRU is constructed. )e
attack strategy and attack behavior of the threat intelligence
are classified and identified. Based on the recognition result,
all the behavior labels were weighted based on the dependence
of the strategy label and its internal behavior labels to obtain
more accurate attack behavior recognition results. Finally, the
attack risk indicators were measured to obtain the attack
behavior threat value. )e threat value of attack behavior
represents the harm degree of attack behavior, providing a
reference for emergency response and disposal.

3.1.3. %reat Intelligence Analysis Method

(1) %reat Intelligence Data Preprocessing. )ere are usually
multiple data sources during the threat intelligence data
collection of IIoT, including homogeneous or heterogeneous
databases, file systems, and service interfaces. Different data
sources generally have complementarity and difference in
data integrity, accuracy, and representation format. Dif-
ferent data sources are generally complementary and dif-
ferent in data integrity, accuracy, and presentation format
and are vulnerable to noise data, missing data values, data
conflicts, etc. )erefore, the collected data sets need to be
preprocessed to ensure the accuracy, consistency, and high
quality of the data analysis results.

It can be found from Figure 2 that the threat intelligence
data preprocessing in this study is divided into three stages:
standardization, cleaning, and reduction in threat intelli-
gence data:

Standardization: the obtained data may have multiple
structures and types. By the threat intelligence stan-
dard, we standardize the presentation of threat intel-
ligence data from different sources. )e concrete
operation includes word root processing and mor-
pheme processing. )is process contributes to trans-
forming these complex data into a single or manageable
structure to achieve the goal of rapid analysis and
processing.
Cleaning: not all data in attack events are valuable.
)ere are some negligible data or even some data that
are completely wrong distractions. )erefore, it is
necessary to use various verificationmethods to remove
inaccurate data (word abbreviations, unusual spacing,
nonword characters, and any non-computer-related
terms) that hinder classification. )is study uses the
filtering method to extract valuable data and label the
information with confidence.
Reduction: this process is tomerge the threat intelligence
data. Feature reduction technology can reduce and
simplify the size of the data set without compromising
the accuracy of analysis results, which contributes to
increasing the value density of the threat intelligence
data. )e feature reduction formulas are shown in

where α and β are, respectively, the set of measured values of
two different types of features. n1 and n2 are the corre-
sponding sample numbers. SE(α − β) is the variance of the
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feature. )e conflict of the feature is used to normalize the
mean of the feature. )e TEST function is built for com-
parison. As the deviation increases severely, the importance
of this feature enhances. Otherwise, the importance of this
feature decreases.

SE(α − β) �

�������������
var(α)

n1
+
var(β)

n2

􏽳

, (1)

TEST:
|mean(α) − mean(β)|

SE(α − β)
> theshold value, (2)

3.1.4. Attack Behavior Identification and Classification

(1) Identification of Attack Behavior and Attack Strategy.)is
study designed a multilabel classification model based on
feature weighting and BERT-BiGRU for attack recognition,
as shown in Figure 3. )e classification model consists of the
BERTmodel and the BiGRUmodel. )e BERTmodel is only
used to extract a sentence representation, whereas the
BiGRU model is used to classify attack behavior and attack
strategy in threat intelligence. Firstly, the preprocessed
threat intelligence content is input into the BERTmodel, and
the vector representation is performed after two pretraining
tasks of the model. Subsequently, the vector representation
fused with the full-text semantic information is output.
)en, the output of the BERTmodel is input into the BIGRU
model. )e BIGRU model extracts the abstract features of
threat intelligence through the fully connected (FC) layer by
word vector mapping. It facilitates feature extraction by
adding an attention mechanism before the FC layer to give a
higher weight to essential attributes. To complete the
multilabel classification task of attack behavior and attack
strategy in threat intelligence, an FC layer and softmax need
to be connected to the model to classify the deep semantic
features of the threat intelligence text.

(2) Feature Weighting of Attack Behavior. According to the
ATT&CK for ICS knowledge, an attack strategy connects
many different attack behaviors, and there exists a depen-
dency between attack strategy and attack behavior. For

example, when the probability of an attack strategy in-
creases, the probability of an attack behavior within the
strategy will rise accordingly. )e current attack threat can
be dealt with more accurately by analyzing and extracting
the relationship between attack strategy and attack behavior.
As a result, based on the relationship between attack strategy
and attack behavior, the attack behavior feature weighting
method is designed in this study, and the critical steps of this
method are shown in the following formulas:

z �
1

EXP
Labeled − TactΦ( 􏼁∗ (−1)( 􏼁∗

1
10

􏼒 􏼓􏼒 􏼓, (3)

Labeled − TechΔ � Labeled − TechΔ ∗ (1 + z). (4)

When a specific attack behavior occurs, its associated
attack strategy must also exist. Analyzing attack strategy is
more accessible than analyzing attack behavior, and the
attack strategy analysis result is more accurate. )e result of
attack strategy identification is processed exponentially to
optimize the analysis effect of attack behavior. z is the value
of attack strategy identification result Labele d − Tact

processed in exponential form. Labele d − Tech is the fea-
ture weighting attack behavior identification result.

Based on what is mentioned above, the in-depth analysis
of the threat intelligence data is successfully realized, which
can output the structured attack behavior labels and the
corresponding probability value with high accuracy and
readability.

3.1.5. Generation of Attack Behavior %reat Value. Based on
the method above, the identification of the attack behavior in
the threat intelligence is realized. However, it is difficult to
judge the threat degree of the attack behavior, resulting in
difficulty in priority warning to the attack with a higher harm
degree. )erefore, it is necessary to consider the threat of
attack behavior and quantify such important risk indicators,
including the possibility of attack behavior and the harmful
degree of attack behavior. Based on the data of Common
Attack Pattern Enumeration and Classification (CAPEC)
[25] published byMITRE, the possibility and harm degree of
the attack behavior were calculated in this study, and the
threat value of attack behavior was formed.
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CAPEC is an enumeration and classification data set of
attack types established by the United States Department of
Homeland Security in 2007, a widely accepted and recog-
nized public standard for attack modes, as shown in Table 1.
CAPEC comprises two indicators of “likelihood of attack”
and “typical severity.” Both were classified into five levels,
including “very low,” “low,” “medium,” “high,” and “very
high.”)e “likelihood of attack” represents the probability of
successful attack behavior. It considers relevant factors,
including attack prerequisites, required attacker resources,
and possible countermeasures. )e “typical severity” aims to
reveal the severity degree of the consequences of successful
attack behavior.

)e attack behavior labels in CAPEC and ATT&CK for
ICS are the same. When we calculate the threat value of
attack behavior, we firstly map the attack behavior in
ATT&CK for ICS to the CAPEC, as shown in formula (5).
Secondly, we quantify the unstructured CAPEC level labels
to 1–5, as shown in formulas (6) and (7). Since the “typical
severity” indicator is more valuable for attack defense, it is
given a higher weight, as shown in formula (8). )en, the
CAPEC indicator score and the attack behavior label clas-
sification result are combined to form the threat score of
each attack behavior, as shown in formula (9).

Techi,Tacti⟵ analysisCAPECtext, (5)

x| x � 1, 2, 3, 4, 5{ }⟵ LikelihoodScore, (6)

y| y � 1, 2, 3, 4, 5􏼈 􏼉⟵ SeverityScore, (7)

Sc(CAPEC) � LikelihoodScore + EXP(SeverityScore),
(8)

Sc TechΔ( 􏼁 � Labeled − TechΔ ∗ Sc(CAPEC)Δ. (9)

)e threat value of each attack behavior can be obtained
based on the above steps. Security personnel can determine
the corresponding emergency response sequence according
to the threat value of the attack behavior.

4. Experiments and Analysis

4.1. Experiment 1: Demonstration of the Results of Proposed
Method. )e analysis of the Industroyer attack [26] is
taken as an example. It is shown in Figure 4. Industroyer
is a malicious program that could destroy the critical
assets of the industrial control system. It invaded and
attacked the Ukrainian power grid in 2016, causing a
significant impact. It has been one of the biggest threats to
the industrial control system since the “earthquake
network virus” appeared, bringing about a large-scale
power outage and property loss. Figure 4 shows an
Industroyer attack event text on the IBM security plat-
form, and Figure 5 shows the identification results ob-
tained using the proposed method in this study. To
enhance the readability of the identification results, the
truth map was constructed using the Neo4j technology, as
shown in Figure 6. After matching with the detailed list of
Industroyer attacks provided by the MITRE platform and
widely identified by security experts [27], the accuracy
and recall values of the identification results using the
present method are as high as 89.87% and 87.1%, which
are much higher than those obtained using other
methods.

4.2. Experiment 2: Comparative Experiment with Other
Methods. In this section, we conduct three groups of
comparative experiments, which are, respectively, as follows:
1. comparison between the present method and the BERT-
BiGRU method without feature weighting; 2. comparison
between the present method and the KNN and random

Adversaries may brute force I/O addresses on a device and attempt
to exhausti ely perform an action.  By enumerating the full range
of I/O addresses. an adversary may manipulate a process function
without  having  to  target  specific  I/O  interfaces. More than one
process function manipulation and enumeration pass may occur on
the targeted I/O range in a brute force attempt.

brute force address device address adversary manipulate
process function interface process function manipulation
enumeration target brute

Adversar may brute force I/O address  on a device  and attempt
to exhaustive  perform an  action.  By  enumerat  the full  range
 of  I/O  address ,  an  adversary  may  manipulate  a  process
function  without  hav  to  target  specific  I/O interface .  More
than one process function manipulation and enumeration pass
may occur on the  target  I/O range in a brute force attempt.

non-word character 

non-computer terms

words abbreviations

unusual spacing

Word root and affix processing

Figure 2: )reat intelligence data preprocessing.
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Figure 3: BERT-BiGRU model.

Table 1: Some attack types of CAPEC.

Attack Likelihood of
attack

Typical
severity Resources required

CAPEC-94: man-in-
the-middle attack High Very high Two components are communicating with each other. )e communication

occurs in clear (not encrypted) or with insufficient and deceivable encryption.

CAPEC-125: flooding High Medium A script or program capable of generating more requests than the target can
handle, or a network or cluster of objects can make simultaneous requests.

CAPEC-163: spear
phishing High High

An adversary must have the ability to communicate their phishing scheme to the
victims (via email and instant message), as well as a website or other platforms

for victims to enter personal information into.
... ... ... ... ... ... ... ...

Figure 4: )reat intelligence of Industroyer attack.
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forest; and 3. comparison between the present method and
the SyntaxNet method. )e results are analyzed and dis-
cussed from two aspects of accuracy and recall.

)e Python platform was used to train the model. We
collected more than 4000 threat intelligence of industrial
control systems from the open-source threat platform,

Figure 5: Identification results by the proposed method.
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Table 2: Accuracy and recall of the two methods.

No feature weighting added Feature weighting added (the present method) (%)
Accuracy rate 86.69% 89.87
Recall rate 83.6% 87.1
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Figure 7: Accuracy of the proposed method, KNN, random forest, and bagging.
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forming the training set. In addition, we randomly selected
100 threat intelligence of more than ten mainstream attacks
faced by the current industrial control system, including
Industroyer, WannaCry, and Stuxnet, forming the test data
set of the present experiment.

To verify the value of “feature weighting operation” in
improving attack analysis capability, we compared the
methods with feature weighting and without feature
weighting. )e results are shown in Table 2. )e accuracy
and recall of the method without feature weighting are
86.69% and 83.6%, respectively, whereas they are signifi-
cantly improved with feature weighing, which can be as high
as 89.87% and 87.1%. )e performance of the method with
feature weighing appears much better.

Many researchers have carried out text analysis in
recent years and achieved good results using SVM [28],
bagging algorithm, KNN classification algorithm, deci-
sion tree algorithm, random forest algorithm, neural
network model, and other methods.)erefore, we selected
four typical methods of SVM, bagging algorithm,
K-nearest neighbor classification algorithm, and random
forest algorithm to compare and analyze the attack be-
havior identification results with the method proposed in
this study to verify the effectiveness of the current method.
It can be seen from Figures 7 and 8 that the accuracy and
recall rate can be significantly improved with the iterative
training of the amount of a large sample. As shown in
Table 3, the accuracy rate of the present method, SVM,
K-nearest neighbor classification algorithm (KNN),

bagging algorithm, and random forest algorithm is
89.87%, 71.67%, 61.4%, 67.81%, and 64.8%; the recall rate
of the present method is 87.1%, 62.14%, 50.78%, 56.12%,
and 58.4% [29].

)e results indicate that the proposed method in this
study is ideal with higher accuracy and a better recall. )e
result of the SVM model is slightly better than other
methods, but the accuracy is much lower than that of this
method. KNN classification method needs no training, and
it is time-saving, but it possesses the disadvantages of
common computing capability. )e accuracy of the bagging
method is high. Still, all the predicted variables are con-
sidered during training, and the more robust predicted
variables are placed at the top split point of the method.
Hence, the reliability of this method is relatively low. )e
random forest method uses the decision tree as the primary
classifier, improving the overall recall rate. However, due to
the high number of iterations, it is time-wasting and ac-
cessible to overfitting.

4.3. Experiment 3: Usefulness Verification of Attack Behavior
%reat Value. We hired four safety experts to carry out the
experiments with us. By comparing the experimental results
of the proposed method in this study with the evaluation
results of security experts, the rationality of the attack threat
value generation method proposed in this study is verified.

In the experiment, “man-in-the-middle attack,” “flooding,”
“spear phishing,” and “code inclusion” are selected to simulate
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Figure 8: Recall rate of the proposed method, KNN, random forest, and bagging.

Table 3: Accuracy and recall of each method.

)e present method (%) SVM (%) KNN (%) Bagging (%) Random forest (%)
Accuracy rate 89.87 71.67 61.4 67.81 64.8
Recall rate 87.1 62.14 50.78 56.12 58.4
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the attack on the industrial control system.)e present method
and security experts in this study analyze and evaluate the threat
degree of different attacks, respectively. Among them, the
evaluation score is in the range of 0–1, and the threat degree of
attack behavior is directly proportional to the score. )e
evaluation results are shown in Table 4.

It can be seen from Table 4 that the evaluation results
of the method proposed in this study are consistent with
the evaluation opinions given by security experts. )e
threat of attack behavior is flooding >man-in-the-middle
attack > spear phishing > code inclusion. Experiments
show that the attack behavior threat value generation
method proposed in this study can effectively analyze the
threat degree of attack behavior and early warning re-
sponse. According to the threat score of attack behavior,
the information security analysts of IIoT can take cor-
responding precautions to ensure the safe operation of
IIoT.

By comparing the experiments and the current classical text
analysis and attack behavior evaluation methods, the IIoT
threat intelligence analysis method based on feature weighting
andBERT-BiGRUproposed in this study possess advantages in
accuracy and recall. In addition, it is more effective in eval-
uating threat behavior score, which is much closer to the score
assessed by experts, resulting in more practical.

5. Conclusions

)is study presents a threat intelligence analysis method
of IIoT based on feature weighting and BERT-BiGRU.
)is method can automatically identify and classify the
attacks in threat intelligence and calculate the threat value
of each attack behavior. )e threat value can provide a
reference for the judgment of emergency response se-
quence and improve the accuracy and efficiency of
emergency response, resulting in adequate security pro-
tection for 5G-oriented IIoT. )e experiments show that
the proposed method is more accurate than the other
common methods and is more suitable for the unstruc-
tured threat intelligence analysis of IIoT.

In the future, we will complete an affair map based on
threat intelligence to improve our emergency response ca-
pabilities to attack further.

Data Availability

)e raw/processed data required to reproduce these findings
cannot be shared at this time as the data also form part of an
ongoing study.
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With the advancement of the 5G network, the Internet of Vehicles (IoV) is becoming more and more attractive for academic
researchers and industrial. A main challenge of IoV is to guarantee the authenticity of messages and protect drivers’ privacy
simultaneously. *e majority of privacy-preserving authentication schemes for IoV adopt pseudonyms or group signatures to
achieve a balance between security and privacy. However, defending the Sybil attacks in these schemes is challenging. In this work,
we propose a novel privacy-preserving authentication scheme for announcement messages, which utilizes the trajectories of
vehicles as their identities. When an authenticated message is verified, the verifier is convinced that the message is generated by a
vehicle that has a unique masked trajectory. Meanwhile, the real trajectories of vehicles are kept private. In particular, our scheme
achieves Sybil attack resistance without the limitation of trajectory length even when the attacker is allowed to use cloud services.

1. Introduction

Internet of Vehicles (IoV) is made possible with the ad-
vancement of 5G network, which achieves lower latency and
supports higher mobility [1, 2]. As a special type of Internet of
*ings (IoT) [3], IoV allows vehicles to communicate with
surrounding vehicles, Road Side Units (RSUs), and infra-
structures. By providing road condition warnings, coopera-
tive perception, and driving assistant services, IoV can
improve traffic efficiency and road safety [4]. However, ve-
hicle-to-vehicle communications in IoV do not adopt any
security mechanism in the network layer [5, 6]. For privacy
concerns, the IP address of each vehicle is also dynamically
changed. Without a security mechanism, a malicious vehicle
in IoV may send false data or misleading messages to other
vehicles and infrastructures. For instance, a vehicle may claim
a fake traffic jam by broadcasting an announcement message
to achieve a better driving condition for himself. Hence, it is
necessary to authenticate the messages broadcast in IoV.

Adopting signature schemes is a commonly used way to
guarantee the authenticity of messages in IoV [7]. If a

signature is verified, a vehicle is convinced that the message
is sent by the claimed sender and not tempered in trans-
mission. However, due to the openness of wireless com-
munication, an attacker can violate vehicle privacy by simply
collecting messages broadcast in IoV [8]. Pseudonym
mechanism is a classical way to achieve a trade-off between
security and privacy in IoV. Under the pseudonym mech-
anism, each vehicle will generate multiple certified identities
(i.e., public/private key pairs). A vehicle needs to use a fresh
identity for each message to keep its identity private. *is
will bring the vehicle extra storage cost. Besides, the pseu-
donym mechanism is vulnerable to Sybil attacks. A vehicle
can use multiple identities simultaneously to pretend to be
multiple vehicles.

One approach to overcome the drawback of the pseu-
donymmechanism is employing the group signature instead
of traditional signatures. In group signatures, any group
member is allowed to generate signatures on behalf of the
group.*is way, vehicles’ identities will not be leaked during
message authentication. To defend Sybil attacks, the re-
searchers also propose a new primitive named message
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linkable group signature [9]. If an attacker broadcasts the
samemessage twice, this behavior can be efficiently detected.
It is obvious that themessage linking technique is useful only
when the attacker simply sends the same message repeatedly
in launching a Sybil attack. If an attacker tries to send
different messages with the same semantic, this Sybil attack
defense technique will fail.

Several works have been proposed to deal with the Sybil
attacks, launched with different messages. One solution is to
use the cryptographic puzzle to prevent a vehicle from
impersonating multiple vehicles since the computational
resource of each vehicle is limited [10]. However, if a vehicle
is allowed to outsource the puzzle to the cloud, this solution
will not work. Later, Baza et al. [11] proposed to consider
both the locations (trajectories) [12] and cryptographic
puzzles in detecting Sybil attacks. In [11], only vehicles
proved to have traversed some RSUs are regarded as valid
vehicles. In contrast, their work does not consider the sit-
uation where vehicles may collude with each other. Fur-
thermore, when the vehicle is allowed to use cloud service,
the Sybil attack can only be efficiently detected if the tra-
jectory length is long enough.

1.1. Contribution. To cope with the above-mentioned
problems. We propose to use trajectory as an identity of a
vehicle to achieve privacy-preserving and Sybil-resistant
authentication for IoV.

In the proposed scheme, when a vehicle needs to
broadcast an announcement message, it will sign the mes-
sage with a freshly generated identity. *en, the signed
message is broadcast together with the vehicle’s trajectory.
*e trajectory can be viewed as a certificate of the freshly
generated identity. When an announcement message is
verified, it is established that the message is signed by the
vehicle, confirmed to have a valid trajectory in IoV. Besides,
as the identities of RSUs are masked, the real trajectory of
vehicles will not be revealed, and hence, the privacy of
vehicles is preserved.

In particular, when the vehicle is allowed to use cloud
services, our proposal is also secure against Sybil attacks
without the trajectory length limitation. A vehicle in IoV
needs to solve a series of computational puzzles before it can
send a valid trajectory request to the RSU. Since the com-
putational puzzles are bound with the secret keys of vehicles,
rational vehicles will not choose to outsource the secret key
and hence the computational puzzles. Besides benefits from
the sequential aggregate signatures used in the scheme, the
scheme also achieves efficient RSU verification.

1.2. Related Work. Existing privacy protection authentica-
tion schemes for IoV can generally be categorized into two
types: pseudonym-based ones and group signature-based
ones. In the pseudonym-based authentication scheme, each
vehicle can hold multiple pseudonymous identities [13]. *e
vehicle can use a new pseudonymous identity to send
messages at regular intervals or after sending several mes-
sages according to its own privacy needs. No entity except
for a trusted authority can distinguish whether any two

pseudonymous identities belong to the same vehicle.
However, the anonymity of these schemes is achieved at the
cost of frequently changing pseudonymous identities [14].
Under the traditional Public Key Infrastructure (PKI) ar-
chitecture [15], the trusted authority needs to issue a cer-
tificate for each pseudonymous public key, so the vehicle
needs to store a large number of pseudonymous certificates
and their corresponding keys in advance. *is brings extra
storage costs to vehicles.

In order to reduce the cost of storage and communi-
cation of vehicles caused by pseudonym management,
privacy-preserving authentication schemes based on group
signature are proposed [16, 17]. In these schemes, when the
vehicle needs to change its pseudonym, the vehicle can use
its group private key to issue a certificate to the new
pseudonym, so there is no need to store a large number of
pseudonyms. Later, Hao et al. [18] also proposed a dis-
tributed group model [19] for group signature-based au-
thentication schemes in IoV. Under this model, an RSU acts
as a group administrator to manage the group and distribute
certificates and keys to vehicles entering its area. When the
vehicle leaves the communication range of the current RSU
and enters the next RSU, the vehicle will be automatically
revoked. Recently, Lin et al. [20] and Mollah et al. [21] also
proposed to use blockchain and smart contracts in realizing
identity management and improve existing privacy pro-
tection authentication schemes. However, traditional group
signature-based solutions are not secure against Sybil
attacks.

In order to defend Sybil attacks, Wu et al. [9] proposed
the concept of message linkable group signature. In the
message linkable group signature-based schemes, if a vehicle
generates more than two signatures for the same message, it
can be efficiently detected. Chen et al. [22] also proposed to
use direct anonymous authentication schemes and one-time
anonymous signatures to realize message linkability, which
is similar to the effect of [9]. However, the message linking
techniques are only useful for event-driven announcement
messages in IoV. For the announcement messages that allow
the vehicle to send different messages with the same se-
mantics, message linking techniques will not play the role of
defending Sybil attacks.

Another method to realize Sybil detection is anonymous
trajectory-based authentication. In [12], each vehicle needs
to request a trajectory from the RSU when it passes through.
Compared with the message linkable solutions, this method
may prevent an attacker from sending Sybil messages with
the same semantics. At the same time, in order to achieve
anonymity, RSU needs to use a zero-knowledge signature
that can be linked in a short time to protect the privacy of the
vehicle’s location. However, the vehicle may generate
multiple false trajectories and send them to the RSU to
achieve a denial-of-service (DOS) attack. Hence, Liu et al.
[10] proposed to use cryptographic puzzles to resist DOS and
Sybil attacks in the IoV. Recently, Baza et al. [11] combined
the idea of the cryptographic puzzle with the trajectory proof
method in [12] and proposed a solution to detect Sybil
attacks. However, this work does not consider the situation
where vehicles may collude with each other. When the
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vehicle is allowed to use cloud service, the Sybil attack can
only be efficiently detected if the trajectory length is long
enough.

1.3. Organization. *e rest of the paper is organized as
follows: we describe the system architecture and design goals
in Section 2. Section 3 gives some of the cryptographic
primitives used in our scheme. We present our scheme in
Section 4 and analyze its security and efficiency in Section 5.
Finally, we conclude the paper in Section 6.

2. System Architecture and Design Goals

In this section, we describe the system models and design
goals of this work.

2.1. System Architecture. As shown in Figure 1, the IoV
scenario considered in this work consists of the following
entities:

(i) Road side units (RSUs): RSUs in the system are
equipped with computation and communication
modules. *ey are responsible for issuing partial
authenticated trajectories for vehicles.

(ii) Vehicles: vehicles in the system can communicate
with surrounding vehicles and RSUs. When they
encounter an event (e.g., traffic accident), they can
send an announcement message to the announce-
ment manager. We note that the vehicles might be
malicious. *ey may send fake messages or launch
Sybil attacks.

(iii) Trusted authority (TA): the trusted authority can be
the Department of Motor Vehicles (DMV). It is
responsible for issuing certificates for vehicles and
initializing the system.

(iv) Announcement manager: the announcement
manager is an authority that collects and verifies the
announcement messages sent by the vehicles. It is
supposed to be a semihonest authority; that is, it will
perform all steps of the scheme honestly. However,
it is curious about the privacy of vehicles.

2.2. Design Goals. A privacy-preserving Sybil-resistant an-
nouncement scheme for IoV should achieve the following
security and efficiency requirements.

(i) Privacy-preserving authentication: it is required
that all announcement messages should be au-
thenticated. Besides, the real trajectories of vehicles
should be kept private.

(ii) Sybil attack resistance: if a vehicle tries to launch a
Sybil attack, that is, pretending to be multiple ve-
hicles, it can be efficiently detected. In particular, the
scheme should be secure, even if the vehicle is
allowed to use cloud service to launch such an
attack.

(iii) Resisting RSU compromise: in the system, the au-
thenticity of messages should be kept even if some
RSUs are compromised by the attacker.

(iv) Efficient RSU verification: the RSU is responsible for
verifying the trajectory requests. *e request veri-
fication should be efficiently processed. Besides, the
RSU should also be able to handle the trajectory
requests efficiently even under Denial-of-Service
(DoS) attacks.

3. Preliminary

*is section describes several cryptographic primitives used
in our proposed scheme.

3.1. Sequential Aggregate Signature. Sequential aggregate
signature (SeqAS) allows a signer to add his signature on a
different message to the current signature sequentially. *e
aggregated signature has the same size as the previous sig-
nature. A signature will be able to pass the verification if and
only if all the aggregated signatures are generated correctly.

Definition 1. (sequential aggregate signature). A sequential
aggregate signature (SeqAS) scheme consists of four algo-
rithms, AggSetup, AggKeyGen, AggSign, and AggVerify,
defined as follows:

(i) AggSetup: the setup algorithm takes as input a
security parameter and outputs public parameters

(ii) AggKeyGen: the key generation algorithm takes as
input a security parameter and outputs a public key
PK and a private key SK

(iii) AggSignSK(α′, M; M): the aggregate signing algo-
rithm takes as input an aggregate-so-far α′ on
messages M� (tr1, . . . Mk), a message M, and a
private key SK; it outputs a new aggregated signa-
ture α

(iv) AggVerify(α, M; PK): the aggregate verification
algorithm takes as input an aggregate signature α on
messagesM� (tr1, . . . , Ml); it outputs ⊤ or ⊥ which
indicates the signature is valid or not

In this paper, we adopt the SeqAS signature scheme
proposed by Lee et al. [23].

3.2. 1reshold Signatures without a Trusted Dealer. A
threshold signature is a distributed multiparty signature
protocol. In a (θ, n)-threshold signature, a valid signature
will be reconstructed only when no less than θ signers sign
on the same message.

Definition 2. (threshold signature without a trusted dealer).
A (θ, n)-threshold signature scheme without trusted dealer
consists of the following algorithms:

(i) T Setup : this can be an interactive algorithm run by
the players P1, P2, . . . , Pn. *e algorithm outputs a
public key PK. *e private output of each player Pi
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is xi such that (x1, . . . , xn)⟶ SK, where SK is the
secret key corresponding to PK.

(ii) T Sign: this algorithm generates the signature
share. A player Pi takes a message m and its private
key xi as input and outputs a signature share σi.

(iii) Reconstruct : this algorithm takes as a collection of
θ signature shares. If all signature shares are valid, it
outputs a message signature pair (m, σ); else, it
outputs ⊥.

(iv) T Verify: this algorithm takes a message signature
pair as input and outputs ⊤/⊥, which indicates the
signature is valid or not.

It is easy to construct a secure threshold signature al-
gorithm using BLS short signature [24] and the distributed
key generation algorithm for discrete-log-based cryptosys-
tems [25].

3.3.MessageAuthenticationCode. Amessage authentication
code (MAC) is a cryptographic primitive that can prevent an
adversary frommodifying the messages sent from one entity
to another.

Definition 3. (message authentication code). A message
authentication code consists of the following three
algorithms:

(i) Gen: it outputs a uniformly distributed key k

(ii) MAC: it takes a message m and the secret key k as
input and outputs a tag t

(iii) Vrfy: it takes a message m and the secret key k and
a tag t as input and outputs⊤/⊥, which indicates the
MAC is valid or not

For every secret key k, it holds that Vrfyk(m,MACk

(m)) � ⊤.

3.4. Computational Puzzle. A computational puzzle is a
computational problem, which is used to verify if an entity has
an estimated computational power. *e hardness of a com-
putational puzzle can be adjusted by a hardness parameter. A
specific computational puzzle is usually represented by a
random seed. To solve a computational puzzle, an entity needs
to consume some computational resources. However, given a
solution, it should be easy to verify the correctness of the

RSU

RSU

Internet

Trusted Authority Announcement Manager

RSU

Figure 1: System architecture.
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solution. *e hash-based puzzle is one of the famous com-
putational puzzles used in the proof of work mechanism.

4. Privacy-Preserving and Sybil Attack
Resistant Announcement

In this section, we describe the proposed privacy-preserving
and Sybil attack resistant announcement scheme. We first
give a high-level description of our scheme.*en, we explain
the scheme in detail.

4.1. High-Level Description. In the scheme, we use the tra-
jectory as the vehicle’s identity to achieve privacy-preserving
authentication of announcement messages. *e trajectory of
a vehicle contains a number of RSUs and timestamps pairs,
which indicate that the vehicle encounters an RSU at a
specific time. For privacy concerns, the identity of each RSU
is masked as a time-varying tag. To get the trajectory au-
thenticated by an RSU, a vehicle needs to solve a series of
computational puzzles generated by one of its neighboring
RSUs. *is is the first line of defending a vehicle from
generating multiple trajectories. Besides, considering that a
vehicle may use cloud service to bypass this computational
puzzle defense line, a vehicle is required to sign on the
intermediate computational puzzle results. When a vehicle
obtains a verified trajectory, it is able to send an authenti-
cated announcement message. Finally, before accepting an
announcement message, we also adopt a Sybil detection
method to prevent vehicles from colluding with each other
to launch a Sybil attack. *e details of our scheme are de-
scribed in the following subsections.

4.2. SystemInitialization. In this stage, RSUs run the T Setup
algorithm of the (θ, n)-threshold signature scheme without a
trusted dealer. At the end of this algorithm, it generates a
public key PK. Each RSU Rk holds a secret key xk. Besides,
each vehicle holds the public keys corresponding to the
secret key shares of the neighboring RSUs.

Besides, TA runs the Gen algorithm of message authen-
tication code to generate the secret keyMK and the AggSetup

algorithm of the sequential aggregate signature (SeqAS) to
generate the public parameters. MK is distributed to all the
RSUs in the system. Each vehicle vi generates an initial public/
private key pairs (PKvi

1 , SKvi

1 ) using the AggKeyGen algo-
rithm of SeqAS and obtains certificates for the public key from
the TA so that vehicles can anonymously authenticate to the
RSUs. Getting these certificates from the TA can be done
during the annual vehicle registration at the DMV.

4.3. Trajectory Requests. In this section, we explain the
trajectory requests stage by an example illustrated in Figure 2
where a vehicle travels along 4 RSUs. It is assumed that the
threshold θ of the signature scheme is set to be 3. *e vehicle
vi requests a trajectory proof as follows:

When vi encounters the first RSU R1, vi interacts with R1
as follows:

(1) It computes a signature αvi

1 � AggsignSKvi
1
(t0), where

t0 is the timestamp, then sends the request:

Ticket0 ≔ t0 αvi

1

����
����CTA PKvi

1( 􏼁, (1)

to Rk, where CTA(PKvi

1 ) is a certificate of vehicle vi

which was generated by the TA.
On receiving the request from vi, R1 verifies the
signature αvi

1 . If αvi

1 is valid, it computes
Tag1 � MACMK(IDR1

‖t1), where MK is the shared
secret key among all RSUs, IDR1

is the identity of
RSU R1, t1 is the current timestamp. Let tr1 �

(PKv1
1 ‖t1‖Tag1); it then computes σR1

(tr1) � T

SignskR1
(tr1) and sends back

TR1
≔ tr1 σR1

����� tr1( 􏼁. (2)

(2) When vi receives TR1
and travels from R1 to R2, it

generates a new public/private key pairs (PKvi

2 , SKvi

2 )

as its fresh pseudonym. It needs to solve a series of
the computational puzzle before submitting a tra-
jectory request. In detail, let N0 � TR1

, αvi

0 ≔ TR1
,

and j � 1. It performs the following operations re-
peatedly until it arrives at the communication radius
of R2:

(a) Find a nonceNj such thatH(Nj‖PK
vi

2 ‖Nj−1)<
β

(b) Compute a signature using theAggSign
algorithm: αvi

j � AggSignSKvi
2
(αvi

j−1,Nj)

(c) j � j + 1

Suppose j � j∗; when vi arrives at the range of R1, it
sends the ticket to R2:

Ticket1 ≔ TR1 ,N
R1
1 , . . . ,N

R1
j∗ , α

vi,R1
1 , . . . , αvi,R1

j∗􏼐 􏼑. (3)

When R2 receives the ticket, R2 verifies the ticket as
follows:

(a) Compute 􏽢j � t∗ − t1/Δ, where t∗ is the current
timestamp and Δ is the estimated time for a
vehicle to solve one computational puzzle. If
j∗ ≥ 􏽢j, go to the next step; otherwise, return ⊥.
*e estimated number of puzzles vi can solve
when traveling from R1 to R2,

(b) If H(Nj‖PK
vi

2 ‖αvi

j−1)<T holds for all
j ∈ 1, . . . , j∗, go to the next step; otherwise,
return ⊥.

(c) If AggVerify(αvi

j∗ ,N0, . . . ,Nj∗ ;PK
vi

2 ) � 1, go to
the next step; otherwise, return ⊥.

(d) If TVerify(tr1, σR1
(tr1)) � ⊤, and Tag1 �

MACMK(IDR1
‖‖t1); otherwise, return ⊥.

If the ticket is valid, it sends back the partial
trajectory:

TR2
≔ tr2 σR2

tr2( 􏼁
�����

�����σR2
tr1( 􏼁, (4)

where
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tr2 � PKvi

2 t2
����

����Tag2 t1
����

����Tag1􏼐 􏼑, (5)

and Tag2 � MACMK(IDR2
‖t2).

(3) When the vehicle vi moves on and reaches the
communication radius of R3, it computes the new
ticket:

Ticket2 ≔ TR2 ,N
R2
1 , . . . ,N

R2
j∗ , α

vi,R2
1 , . . . , αvi,R2

j∗􏼐 􏼑, (6)

similar to the procedure when traveling from R1 to
R2. When R3 receives the ticket, it verifies the ticket.
If the ticket is valid, it sends back the partial
trajectory:

TR3
≔ tr3 σR3

tr3( 􏼁
�����

�����σR3
tr2( 􏼁‖σ tr1( 􏼁, (7)

where

tr3 � PKvi

3 t3
����

����Tag3 t2
����

����Tag2 t1
����

����Tag1􏼐 􏼑, (8)

and Tag3 � MACMK(IDR3

����t3).

We note that, to compute σ(tr1), R3 needs to compute
σR3

(tr1) and then perform the Reconstruct algorithm of the
threshold signature scheme described in Section 3.2.

4.4. Message Announcement and Trajectory Update.
When a vehicle encounters at least θ RSUs, a vehicle can
generate/update a trajectory and send an announcement
message with its secret key.

When considering the example that θ � 3, after vi re-
ceives TR3

, it is able to retrieve the signature σ(tr1) on
message tr1 � (PKvi

1 ‖t1‖Tag1). *is message signature pair
indicates that the vehicle with public key PKvi

1 reaches a RSU
(masked as Tag1) at time t1. Hence, tr1, σ(tr1) is an au-
thenticated trajectory, vi can compute the signature
αvi (M) � AggSign(M) and broadcast the announcement
message:

Annou ≔ M, αvi (M); tr1, σ tr1( 􏼁;􏽢t( 􏼁, (9)

where 􏽢t is the timestamp.
When vi reaches R4, it can obtain

TR4
≔ tr4 σR4

tr4( 􏼁
�����

�����σR4
tr3( 􏼁‖σ‖ tr2( 􏼁 (10)

and hence retrieve tr2, σ(tr2) as its new authenticated tra-
jectory, which indicates that the vehicle with public key PKvi

2
reaches a RSU (masked as Tag1) at time t1 and another RSU
(masked as Tag2 at time t2).

We note that if a vehicle keeps extending one trajectory,
it is possible for the announcement manager to distinguish

R1

R2

R3

R4

vi computes
α1

vi = Aggsign SK1
vi(t0)

Verify CTA (PK1
vi) and σ1

vi

Compute MACMK (IDR1||t1)
Compute σR1 (tr1) = TSign skR1 (tr1)

Ticket0: =t0||α1
vi||CTA(PK1

vi)
−−−−−−−−−−−−−−−−−−−−−−→

←−−−−−−−−−−−−−−−
TR1 := tr1||σR1(tr1)

vi finds puzzle solutions
N1

R1,...,Nj*
R1;

vi generates (PK2
vi,SK2

vi)
and signs puzzle solutions with

SK2
vi

Ticket1 := (TR1, N1
R1,..., Nj*

R1, α1
vi,R1 ,..., αj*

vi,R1)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

←−−−−−−−−−−−−−−−−−−−−−−−
TR2 := tr2||σR2(tr2)||σR2(tr1)

Verify puzzle solutions;
Verify signatures;

Verify TR1;

Sign tr2 and tr1 to generate
(σR2(tr2), σR2(tr1))

vi finds puzzle solutions
N1

R2,...,Nj*
R2;

vi generates (PK3
vi,SK3

vi)
and signs puzzle solutions with

SK3
vi

Ticket2 := (TR2, N1
R2,..., Nj*

R2, α1
vi,R2 ,..., αj*

vi,R2)

TR3 := tr3||σR3(tr3)||σR3(tr2)||σ(tr1)

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Verify puzzle solutions;
Verify signatures;

Verify TR2;

Sign tr3,tr2 and tr1 to generate
(σR3(tr3), σR3(tr2), σR3(tr1));

Reconstruct σ(tr1)

vi finds puzzle solutions
N1

R3,...,Nj*
R3;

vi generates (PK4
vi,SK4

vi)
and signs puzzle solutions with

SK4
vi

TR4 := tr4||σR4(tr4)||σR4(tr3)||σ(tr2)

Ticket3 := (TR3, N1
R3,..., Nj*

R3, α1
vi,R3,..., αj*

vi,R3)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Verify puzzle solutions;
Verify signatures;

Verify TR3;

Sign tr4,tr3 and tr2 to generate
(σR4(tr4), σR4(tr3), σR4(tr2));

Reconstruct σ(tr2)

Figure 2: Example of trajectory requests with 4 RSUs.
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whether two announcement messages are generated by the
same vehicle or not. If a vehicle does not wish to link two
messages, it just needs to drop the old trajectory and start the
trajectory request from scratch.

4.5. Announcement Verification and Sybil Attacks Detection.
On receiving an announcement message
Annou ≔ (M, αvi (M); trk, σ(trk);􏽢t), the announcement
manager verifies the message as follows:

(a) If TVerify(trk, σ(trk)) � 1, go to the next step;
otherwise, return ⊥

(b) If AggVerify(M, αvi (M)), return ⊤; otherwise,
return ⊥

If an announcement message passes the above verifi-
cation, the announcement manager will search all existing
trajectories to finish the Sybil attack detection. Similar to the
method in [12], the following two types of trajectories will be
regarded as Sybil trajectories:

(a) Small windows size trajectories: since it is impossible
for a vehicle to travel from one RSU to another in a
time much shorter than an estimated time, any
trajectory containing a window size shorter than a
certain time will be regarded as a Sybil trajectory

(b) Long trajectories within a time period: since a vehicle
cannot encounter a large number of RSUs within a
fixed time, any trajectory that is longer than an
estimated length will be regarded as a Sybil trajectory

If a trajectory survives the Sybil attack detection and the
signature verification, this announcement message will be
accepted by the announcement manager.

5. Analysis and Evaluation

5.1. Security Analysis. We show that our scheme achieves
privacy-preserving authentication and Sybil attack resis-
tance via the following two theorems.

Theorem 1. Our scheme achieves privacy-preserving au-
thentication property defined in Section 2.2.

Proof. We show our scheme achieves privacy-preserving
authentication in the following two aspects.

Firstly, a message will be accepted by the announcement
manager if and only if both (mk, σ(mk)) and M, αvi (M) are
valid message signature pairs. *e first signature guarantees
that the trajectorymk is signed by at least θ RSUs.*e second
signature guarantees that the announcement message is
signed by the vehicle with public key PKvi

k that is the owner
of the trajectory mk. Combining the unforgeability of SeqAS
signatures and threshold signatures, we have that the an-
nouncement messages are authenticated.

Secondly, the real trajectories of vehicles are hidden to
both eavesdroppers and curious announcement managers.
Since vehicles will generate a fresh pseudonym when they
travel from one RSU to another, it is not possible to link
different pseudonyms for both eavesdroppers and

announcement manager. Since all the identities of RSUs are
masked as a time-varying tag, it is not possible to link two
vehicles that passed by the same location at different times.
Hence, it is not possible for vehicles to reveal the real tra-
jectories of vehicles.

Overall, we have that our scheme achieves privacy-
preserving authentication. □ □

Theorem 2. Our scheme achieves the Sybil attack resistant
property defined in Section 2.2.

Proof. Firstly, it is difficult for a vehicle to generate two valid
trajectory requests to a specific RSU. When a vehicle travels
from one RSU to another, it has to solve a series of com-
putational puzzles. Due to the security of the hash functions,
the computational hash puzzle cannot be solved with less
than an estimated time. Besides, since the initial random
seed of the puzzle, that is, N0 ≔ TR1

is generated by the
previous RSU, the hash puzzle cannot be precomputed.
Furthermore, all the subsequent random seeds depend on
solutions to previous hash puzzles. Hence, the hash puzzle
should be computed sequentially. *is guarantees that it is
difficult for a vehicle to generate two valid trajectory requests
to a specific RSU.

Secondly, a rational attacker will not choose to outsource
the computational puzzle. Every solution to a computational
puzzle should be signed before it proceeds to the next
computational puzzle. Hence, if a vehicle chooses to out-
source the computational puzzle to the cloud service, it has
to provide its secret key to the cloud. Otherwise, the vehicle
has to communicate frequently with the cloud service, and
the communication delaymight be even longer than the time
to solve one computational puzzle.

Overall, the proposed scheme is secure against Sybil
attacks. □

In the following, we briefly argue that our scheme also
satisfies the property of resisting RSU compromise and
efficient RSU verification. □

5.1.1. Resisting RSU Compromise. *e security of the
threshold signature scheme guarantees that the signature is
unforgeable even if the adversary has θ − 1 secret keys.
Hence, even if θ − 1 RSUs are compromised by an attacker, it
is not possible to generate a forged trajectory.

5.1.2. Efficient RSU Verification. When verifying the validity
of a trajectory request, the RSU needs to verify the cor-
rectness of the solution to the hash puzzle and the inter-
mediate signatures. It is obvious that the puzzle verification
is fast since only hash computation is required. Hence, the
computational puzzle also guarantees the efficiency of RSU
verification even under the DoS attacks. Besides, since the
aggregate signature is adopted in our scheme, multiple
signatures generated by the same vehicle can be verified
efficiently.
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5.2. 1eoretical Comparison. In Table 1, we compare the
efficiency and security of the proposed scheme with the
result of Wu et al. [9] and Baza et al. [11]. For efficiency, we
compare the signature size and computational cost of
message announcement and verification. TExp and TPairing
refer to the running time of exponential computation in G1
and pairing computation. From the benchmark result, the
running time of TPairing is around 10 times that of TExp. *e
signature size and signature generation cost of our scheme
are comparable with related works. When verifying multiple
signatures, the computational cost of our proposal is lower
than that of [9, 11]. Besides, compared with the existing
result, our scheme achieves Sybil attack resistance without
requiring long enough trajectories.

5.3. Efficiency Evaluation. To evaluate the efficiency of our
scheme, we first perform a simulation to evaluate the
computational cost of signature generation and verification.
Besides, we compare the signature verification cost of our
proposal with that of Wu et al. [9] and Baza et al. [11]. *e
simulations were run on a Linux machine with an Intel Core
i7-4790 processor @ 3.6GHz. *e bilinear group is imple-
mented by a BN Curve with a 128-bit security level. We use
the MIRACL library to implement the cryptographic al-
gorithms of our scheme. We simulate the stages where a

vehicle requests a trajectory, and the RSU verifies the sig-
nature of vehicles. In the trajectory request generation phase,
we only evaluate the signature generation time since the time
for solving a puzzle is almost fixed.

Figure 3(a) shows the computational cost of generating
and verifying signatures of our scheme.When the number of
puzzles a vehicle that needs to solve varies from 1 to 31, the
signature generation time grows from 0.45 milliseconds to
14 milliseconds. Meanwhile, the cost of signature verifica-
tion grows much slower than the signature generation time.
When the number of puzzles grows from 1 to 31, the sig-
nature verification time for RSU grows from 18.6ms to
26.3ms. Figure 3(b) compares the computation cost for
verifying n signatures of our proposal with that of Wu et al.
[9] and Baza et al. [11]. It is shown that when the number of
signatures is larger than 10, our proposal has a lower
computational cost than the result of [9, 11].

We then use MOSAIC to simulate the communication
delay of the proposed scheme and compare our result with
that of [9, 11]. *e road scenario is shown in Figure 4(a),
which is an area of 5 × 10 km2 in Shanghai, China. *e
average speed of vehicles grows from 10m/s to 40m/s. *e
number of vehicles is set to be 100. *e time for each
simulation is 400 s. Similar to [9], the communication delay
is computed as the average delay of each message for each
vehicle. Figure 4(b) shows the simulation result. At the cost

Table 1: *eoretical comparison.

Signature Sign Verify n signatures PPA† Sybil RSU compromise
[9] 160 bytes 6TExp 3nTPairing ✔ 7 7

[11] 35 bytes TExp nTPairing ✔ ✔‡ 7

*is work 96 bytes 4TExp 2(n − 1)TExp + 5TPairing ✔ ✔ ✔
†PPA: privacy-preserving authentication; Sybil: Sybil attack resistance; RSU Compromise: security against RSU compromise attacks. ‡It achieves Sybil attack
resistance with the restriction of long enough trajectories.
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of realizing a stronger security guarantee, the communi-
cation delay of our proposal is slightly higher than [11].
However, the highest delay of our proposal in the simulation
is less than 4ms.

6. Conclusion

Privacy-preserving authentication and Sybil attack defense
are major challenges in IoV. In this work, we propose to use
verified trajectories as the identities of vehicles to achieve
privacy-preserving authentication and Sybil attack resis-
tance. Since all the trajectories are masked, the privacy of
vehicles is preserved. Furthermore, with the help of tra-
jectories, Sybil attacks can be efficiently detected. Benefitting
from our proposed puzzle chains, our scheme is secure
against Sybil attacks in the presence of cloud service assistant
attackers. Finally, the efficient evaluation shows that the
computational overhead of our scheme is acceptable.
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Lightweight authenticated ciphers are specially designed as authenticated encryption (AE) schemes for resource-constrained
devices. Permutation-based lightweight authenticated ciphers have gained more attention in recent years. However, almost all of
permutation-based lightweight AE schemes only ensure conventional security, i.e., about c/2-bit security, where c is the capacity of
the permutation. -is may be vulnerable for an insufficiently large capacity. -is paper focuses on the stronger security guarantee
and the better efficiency optimization of permutation-based lightweight AE schemes. On the basis of APE series (APE, APERI,
APEOW, and APECA), we propose a new improved permutation-based lightweight online AE mode APE+ which supports beyond
conventional security and concurrent absorption. -en, we derive a simple security proof and prove that APE+ enjoys at most
about min r, c{ }-bit security, where r is the rate of the permutation. Finally, we discuss the properties of APE+ on the
hardware implementation.

1. Introduction

With the widespread rise of the big data, Internet of -ings
(IoT), and fifth generation (5G) and beyond 5G (B5G)
networks, leaks of sensitive data from wireless sensor devices
and network platforms have become more serious and more
common. -e collection of sensitive data has become one of
the important targets of cyberattacks by hackers. How can
we protect the security of our sensitive data? Cryptography is
an important method to protect the security of sensitive
data.

Lightweight cryptography focuses on the symmetric-key
cryptography, whose goal is to settle the data security of
resource-constrained devices in the embedded systems,
sensor networks, RFID, and low-cost environments. -e
feature of the lightweight cryptography is that the imple-
mentation costs of hardware devices (such as areas, foot-
prints, latency, and throughput) are as low as possible and
the implementation efficiency (rate) is as high as possible,
without sacrificing security guarantee.

-e research of the lightweight cryptography began in
2004 and has been going on for more than a decade. -e

lightweight cryptography mainly includes the lightweight
cipher and its modes of operation. Lightweight ciphers are
designed to protect the privacy (confidentiality) of sensitive
data on lightweight devices. Up to now, a large number of
lightweight ciphers have been proposed, analyzed, and
implemented [1–9]. Lightweight authenticated encryption
(AE) modes of operation, also called lightweight authenti-
cated ciphers, achieve both the privacy protection of sen-
sitive data and the integrity verification of all data on
lightweight devices. Competition for Authenticated En-
cryption: Security, Applicability, and Robustness (CAESAR)
held in 2013 greatly contributed to the vigorous develop-
ment of lightweight AEmodes and produced many excellent
schemes, such as Ascon [10] and ACORN [10]. From the
perspective of the design method, lightweight AE modes
include block-cipher-based lightweight AE modes [11–14],
stream-cipher-based lightweight AE modes [15, 16], per-
mutation-based lightweight AE modes [17–20], and hash-
based lightweight AE modes [19, 20]. Moreover, permuta-
tion-based lightweight AE modes have more advantages and
attractions than others due to its simple structure, conve-
nient lookup table, and fast running speed.
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Authenticated permutation-based encryption (APE) is
the first permutation-based lightweight AE mode with
nonce-misuse resistance designed by Andreeva et al. [17].
-e idea is inspired from Sponge. -e encryption algorithm
of APE is online (i.e., the i-th block of ciphertext only de-
pends on the first i blocks of plaintext), while the decryption
algorithm is inverse-online (i.e., the online decryption of the
ciphertext blocks is in reverse order). APE is proven up to
the conventional security under the random permutation
model (RPM), i.e., APE guarantees at most about c/2-bit
security, where c is the capacity of the permutation.

However, there exist several drawbacks for APE, such as
relatively big bandwidth, large hardware footprint, and high
computational complexity. To overcome these drawbacks of
APE, Sasaki and Yasuda focused on the implementation
costs and the proper using of a nonce on resource-con-
strained devices [18]. On the basis of APE, they described
three new online permutation-based lightweight AE modes,
called APERI, APEOW, and APECA, to meet the requirements
of less bandwidths, smaller hardware footprints, and lower
computational complexity. -ey proved that these three
lightweight AE schemes also enjoy the conventional security.

Almost all of the previous permutation-based light-
weight AE schemes, including APE, APERI, APEOW, and
APECA, only ensure at most about c/2-bit security. To ensure
enough security, one tends to choose a permutation with a
big capacity c. Table 1 shows security levels of some per-
mutation-based AE modes using recommended parameters.

However, in some special environments, such as an
insufficiently large capacity of the permutation or the partial
information leakage of permutation by side channel attacks,
this security bound is not enough. Moreover, the associated
data and the message were handled separately in APE,
APERI, APEOW, and APECA, which is not highly efficient.
Whether can we construct an efficient lightweight AE mode
with beyond c/2-bit security?

-is paper is devoted to solving the above problem and
gives a positive response. On the basis of the current APE,
APERI, APEOW, and APECA, we propose a novel improved
permutation-based lightweight online AE mode APE+.
APE+ supports strong security guarantee and high efficiency
implementation. -e concrete contributions include the
following:

(1) In order to achieve higher efficiency, we consider to
put some good factors into APE+, such as inverse-
free, stream-cipher encryption, concurrent absorp-
tion, and pure permutation. APE+ is inverse-free, i.e.,
the decryption algorithm of APE+ does not invoke
the inverse of permutation. Besides, it is a stream-
cipher encryption mode. For the associated data and
the message, APE+ utilizes the method of concurrent
absorption to process them, which makes the
number of invoking the underlying permutation as
few as possible. In particular, in view of the per-
formance of APE+ on the hardware implementation,
APE+ is built by the cascade method and has no
backward feedback.-erefore, it can be fully pipeline
implemented on the hardware. Moreover, APE+ just

requires the forward permutation circuit for the
encryption and decryption circuits. -erefore, the
area of the hardware device and the number of the
hardware footprints are minimized. APE+ utilizes
the concurrent absorption method, which greatly
reduces the computational complexity on the
hardware devices.

(2) In order to achieve stronger security, the encryption
and authentication parts are considered separately.
For the encryption part, we utilize the iterated
Even–Mansour cipher with a short key [21] to
generate the ciphertext while avoiding the defeat that
the current plaintext is XOR-ed with the previous
ciphertext. For the authentication part, the authen-
tication tag is generated by the XOR of the rate and
the capacity of the last permutation to resist forgery
attacks. In this paper, we derive a simple security
proof by using a modular proof approach and prove
that APE+ enjoys at most about min r, c{ }-bit AE
security under the RPM assumption, where r and c

are, respectively, the rate and the capacity of the
permutation. Specifically, given a permutation with
parameters b � 256, r � 96, and c � 160 (or
b � 256, r � 128, and c � 128), APE+ enjoys at most
about 96-bit (or 128-bit) AE security, which is shown
in Table 1.

-e rest of this paper is organized as follows. Notations
and some preliminaries are presented in Section 2. Section 3
describes the security model of lightweight AE schemes.
Section 4 provides a new permutation-based lightweight AE
mode with beyond conventional security and derives a se-
curity proof. Section 5 shows some discussions for APE+.
Finally, Section 6 ends up with a conclusion.

2. Preliminaries

Notations. Let 0, 1{ }∗ denote the set containing all finite bit
strings (including the empty string). Let b be an integer and
0, 1{ }b be the set of all strings whose lengths are b bits. For a
finite string x, |x| stands for its bit-length. For two finite

Table 1: Security levels of permutation-based AE modes using
recommended parameters (b, r, c), where b is the permutation size,
r is the rate of the permutation, c is the capacity of the permutation,
and b � r + c.

Scheme b r c Security
Ascon [10] 320 128 192 96

320 64 256 128
APE [17] 256 96 160 80
APERI [18] 256 96 160 80
APEOW [18] 256 96 160 80
APECA [18] 256 96 160 80
Bettle [20] 144 64 80 64

256 128 128 121
APE+ 256 96 160 96
256 256 128 128 128
Ascon includes two versions with four configurations (three with 128-bit
security and one with 96-bit security). In this table, we just list two of them.
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strings x and y, let x
����y or xy denote their concatenation and

let x⊕y denote their bitwise XOR operation from the least

bit to the most bit. If X is a set, let x←$ X stand for that x is
uniformly sampled from the finite set X. If a is a decimal, let
⌈a⌉ be the smallest integer greater than or equal to a. Let
Pr[A|B] be the conditional probability that event A occurs,
giving event B.

Strong Pseudorandom Permutation (SPRP). One of the most
important security concepts in symmetric ciphers is SPRP.
What is SPRP? In a nutshell, if a symmetric cipher is in-
distinguishable from an ideal random permutation under
chosen ciphertext attacks, then this symmetric cipher is an
SPRP. -e detailed definition is shown as follows.

Let E: K × 0, 1{ }b⟶ 0, 1{ }b be a symmetric cipher,
whereK is a nonempty key set. -en, for any K ∈K, EK(·)

is a permutation on b bits and E− 1
K (·) is the inverse of EK(·).

Let Perm(b) be the set of all permutations on b bits. Let P be
a primitive utilized in E. LetA be an adversary with access to
encryption, decryption, and the primitive and its inverse
oracles, i.e., (E ±K , P±). Let AO⇒1 be the event that an
adversary A outputs 1 after interacting with the oracle O.

Let K←$ K, π←$ Perm(b), then the SPRP advantage of A
against E is defined as

AdvsprpE (A) � Pr A
E ±

K
,P±⇒1􏽨 􏽩 − Pr A

π±,P±⇒1􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

� Δ E
±

K , P
±
; π±, P

±
( 􏼁.

(1)

If the advantage AdvsprpE (A) is negligible, the cipher EK

is a secure strong pseudorandom permutation (SPRP).
If the resources (such as the overall running time t, the

number of querying the encryption and decryption oracles q,
the total query complexity of the construction σ, and the
number of querying the primitive and its inverse oracles p)
used by adversaries are limited, we define the maximum
advantage as

AdvsprpE (t, q, σ, p) � maxAAdv
sprp
E (A). (2)

Even–Mansour Cipher with a Short Key [21]. Let P be a
public random b-bit permutation, c be the capacity of P, r be
the rate of P, and b � r + c. LetK � 0, 1{ }k be a k-bit key set.
To minimize the key material of the Even–Mansour cipher
and achieve beyond conventional security bound, the
Even–Mansour cipher with a short key is presented. -e
Even–Mansour cipher with a short key is a function E: K ×

0, 1{ }b⟶ 0, 1{ }b that inputs a key K ∈K and a plaintext
x∈ 0,1{ }b and produces a ciphertext y � EK(x) � E(K,x) �

P(x⊕0r‖K)⊕0r‖K, where k≤c.

3. Security Model

Syntax of Authenticated Encryption (AE). Let K, N, H, M,
C, and T be, respectively, the sets of the keys, nonce, as-
sociated data, plaintexts, ciphertexts, and authentication
tags. A nonce-based AE with associated data scheme Π �

(E,D) consists of an encryption algorithm E: K × N ×

H × M⟶ C × T and a decryption algorithm D:

K × N × H × C × T⟶M∪ ⊥{ }, where the symbol ⊥
indicates the failure of the decryption oracle. Let K ∈K be a
key, N ∈N be a nonce, A ∈H be an associated data,
M ∈M be a plaintext, C ∈ C be a ciphertext, and T ∈ T be
an authentication tag, then the syntax is formalized as
follows:

(C, T)←EK(N, A, M),

M

⊥
←DK(N, A, C, T),

(3)

where EK(N, A, M) � (C, T) if and only if
DK(N, A, C, T) � M. A secure AE scheme returns ⊥ if it
receives an error (N, A, C, T) pair.

-e nonce-based AE with associated data scheme Π �

(E,D) is called as an online AE scheme (or authenticated
online cipher) if and only if the j-th ciphertext block Cj only
depends on the first j plaintext blocks M1, . . . , Mj, where
j � 1, . . . , m � ⌈|M/r|⌉. -at is to say, for any fixed key K,
nonce N, and associated data A, if two plaintexts M and M′
share an l-block common prefix, where 0≤ l≤m − 1, then
their encrypted ciphertexts C and C′ also share an l-block
common prefix. -erefore, a secure authenticated online
cipher requires that ciphertexts do not reveal any further
information about plaintexts than its length and the longest
common prefix with previous plaintexts.

Ideal Online Function and Ideal Authenticated Online Ci-
pher. Let fj be a function randomly chosen from
N × H × 0, 1{ }(j− 1)r × 0, 1{ }s⟶ 0, 1{ }s, where 1≤ j≤m �

⌈|M|/r⌉ and 1≤ s≤ r. We define an ideal online function
g: N × H × M⟶ C as follows:

C � g(N,A,M) �
m
‖j�1f

j
N,A,M1‖ · · · ‖Mj− 1,Mj􏼐 􏼑,

Cj � f
j

N,A,M1‖ · · · ‖Mj− 1,Mj􏼐 􏼑,

C � C1‖ · · · ‖Cm.

(4)

Let t be a tag-generation function randomly chosen from
N × H × M⟶ T, and we define an ideal authenticated
online cipher $: N × H × M⟶ C × T as follows:

(C, T) � $(N, A, M), (5)

where C � g(N, A, M) and T � t(N, A, M).

AE Security Model. -e security model of AE schemes in-
cludes the conventional security model (privacy and au-
thenticity) [11, 17] and all-in-one AE security model
[18, 22–24]. In fact, all-in-one AE security model covers the
conventional privacy and authenticity security models.
-erefore, we consider all-in-one AE security model. Let
Π � (E,D) be an AE scheme. -e all-in-one AE security
model is defined as follows.

Definition 1 (AE security [24]). Let P be a public random
permutation, K be a key, andΠ[P] be a P-based AE scheme.
Let q, σ, p> 0. -en, the AE security advantage of the ad-
versary is
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AdvaeΠ[P](q, σ, p) � Pr A
EK,DK,P±

� 1􏽨 􏽩 − Pr A
$,⊥,P±

� 1􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

� Δ EK,DK, P
±
; $,⊥, P

±
( 􏼁,

(6)

where q is the number of querying the encryption oracle E
or the decryption oracleD, generating at most σ blocks, p is
the number of querying the permutation P or its inverse P− 1,
$ is an ideal authenticated online cipher, and⊥ stands for the
failure of the decryption oracles.

4. APE+: Authenticated Permutation-Based
Encryption Scheme with Beyond
Conventional Security for
Lightweight Applications

In this section, we provide a new pure permutation-based
lightweight online AE mode APE+ which enjoys beyond
conventional security. Section 4.1 describes the specifica-
tion of APE+. Section 4.2 derives the security proofs of
APE+.

4.1. APE+: Pure Permutation-Based Lightweight Authenti-
cated Online Cipher. Let P be a public b-bit random per-
mutation and b � r + c. Let K ∈K be a key with k-bit,
N ∈N be a nonce, and A ∈H be an associated data. Let
M � M1

����M2‖ · · · ‖Mm ∈M be a plaintext, C � C1
����C2‖ · · ·

‖Cm ∈ C be the corresponding ciphertext, and T ∈ T be the
corresponding authentication tag, where m � ⌈|M|/r⌉ is the
block length of the plaintext. Let τ be the bit-length of the tag
and τ � k � c.

To design a lightweight online AE mode with beyond
conventional security, we utilize the iterated Even–Mansour
cipher with a short key [21] to generate the ciphertext for the
encryption part and invoke the Even–Mansour cipher with a
short key [21] to generate the authentication tag for the
authentication part. Moreover, to prevent forgery attacks,
the rate of the last permutation is XOR-ed to the capacity of
the last permutation with the short key to realize the au-
thentication tag with a random mask. To make the number
of invoking the underlying permutation as few as possible,
we utilize the concurrent absorption method [25] to process
the associated data and the message.-e overview of APE+ is
shown in Figure 1.

APE+ consists of an encryption algorithm E and a de-
cryption algorithm D. -e encryption algorithm E takes as
input a key K, a nonce N, an associated data A, and a
plaintext M and returns a ciphertext C and a tag T. -e
decryption algorithm D takes K, N, A, C, and T as inputs
and returns either M or ⊥. -e encryption and decryption
algorithms are depicted in Algorithms 1 and 2.

4.2. Beyond Conventional Security of APE+. APE, APERI,
APEOW, and APECA only ensure at most about 2c/2 adver-
sarial queries (i.e., c/2-bit security). APE+ is a pure per-
mutation-based lightweight AE scheme with beyond

conventional security. Besides, APE+ is also an authenticated
online cipher. In this section, we prove that APE+ enjoys at
most about min r, c{ }-bit AE security. Let Π[P] � (E,D)

stand for our APE+ scheme with a permutation P.

Theorem 1. Let P←$ Perm(b) be a public b-bit random
permutation and b � r + c. 9en,

AdvaeΠ[P](q, σ, p)≤
����
epσ
2b

􏽲

+
1.5(σ + q)

2

2b
+
2σ
2r +

q

2c, (7)

where e � 2.71828182845 . . . is the base of the natural
logarithm.

Proof. We utilize the modular proof approach. First, our
scheme can be described as a scheme based on an Even-
–Mansour cipher with a short key EK, i.e., Π[P] can be
represented as Π[EK], where K is the secret key. -en, we
replace the Even–Mansour modular structure of our
scheme by the random permutation Q and rename the new
scheme as Π[Q]. -ere exists a nontrivial gap for this
replacement. According to the definition of the AE security,
we have

AdvaeΠ[P](q, σ, p) � Δ EK,DK, P; $,⊥,P( 􏼁

� Δ E EK􏼂 􏼃,D EK􏼂 􏼃, P; $,⊥,P( 􏼁

≤Δ E EK􏼂 􏼃,D EK􏼂 􏼃, P;E[Q],D[Q], P( 􏼁

+ Δ(E[Q],D[Q], P; $,⊥, P)

≤Advsprp
E (q, σ, p) + Advae

Π[Q](q, σ, p).

(8)

It follows that we need to calculate the upper bounds of
AdvsprpE (q, σ, p) and AdvaeΠ[Q](q, σ, p). First, according to the
advantage of the Even–Mansour cipher with a short key [21],
we have

AdvsprpE (q,σ,p) �Δ E EK􏼂 􏼃,D EK􏼂 􏼃,P;E[Q],D[Q],P( 􏼁 ≤
μp

2c ,

(9)

where μ is the maximal multiplicity. Now, we consider the
rationality of μ. -e probability that the multiplicity exceeds

μ is upper bounded by σ
μ􏼒 􏼓(1/2r)μ− 1, which is very close to

zero. By Stirling’s approximation, this probability is also
bounded by 2r(eσ/μ2r)μ, where e � 2.71828182845 . . . .
Assume that eσ/μ2r � (epσ/2r+c)1/2 and 16epσ/2r+c≪ 1, and
we have μ � (eσ · 2c/p · 2r)1/2. It follows that

AdvsprpE (q, σ, p)≤
epσ
2b

􏼒 􏼓
1/2

. (10)

-en, we need to compute the following advantage:

A dv
ae
Π[Q](q, σ, p) � Δ(E[Q],D[Q], P; $,⊥,P). (11)
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Now, we replace the random permutationQ by the random
functionf and rename the new scheme asΠ[f]. According the
hybrid argument and the RP/RF switch lemma, we have
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…

…

…

…

T

T
N
K

N
K

Figure 1: APE+: permutation-based lightweight AE mode with beyond conventional security and concurrent absorption for a-block
associated data and m-block plaintext (upper: a≤m; lower: a>m).

Input: a key K, a nonce N, an associated data A,
and a plaintext M

Output: a ciphertext C and a tag T

(1) Partition M into M1‖ · · · ‖Mm, |M| � r, 1≤ i≤m

(2) Partition A intoA1‖ · · · ‖Aa, |Aj| � c, 1≤ j≤ a

(3) C0 � N, V0 � K

(4) if a≤m then
(5) for 0≤ i≤ a − 1 do
(6) (Ki+1, Wi+1) � P(Ci, Vi)

(7) Ci+1 � Ki+1 ⊕Mi+1
(8) Vi+1 � Wi+1 ⊕Ai+1
(9) end for
(10) for a≤ i≤m − 1 do
(11) (Ki+1, Wi+1) � P(Ci, Vi)

(12) Ci+1 � Ki+1 ⊕Mi+1
(13) Vi+1 � Wi+1
(14) end for
(15) (Km+1, Wm+1) � P(Cm, Vm ⊕ 1)

(16) T � Wm+1 ⊕K⊕Km+1
(17) else
(18) for 0≤ i≤m − 1 do
(19) (Ki+1, Wi+1) � P(Ci, Vi)

(20) Ci+1 � Ki+1 ⊕Mi+1
(21) Vi+1 � Wi+1 ⊕Ai+1
(22) end for
(23) for m≤ i≤ a − 1 do
(24) (Ki+1, Wi+1)P(Ci, Vi)

(25) Ci+1 � Ki+1
(26) Vi+1 � Wi+1 ⊕Ai+1
(27) end for
(28) (Ka+1, Wa+1) � P(Ca, Va ⊕ 1)

(29) T � Wa+1 ⊕K⊕Ka+1
(30) end if
(31) return (C � C1

����C2‖ · · · ‖Cm− 1
����Cm, T)

ALGORITHM 1: Encryption algorithm: EK(N, A, M).

Input: a key K, a nonce N, an associated data A,
a ciphertext C, and a tag T

Output: a plaintext M or ⊥
(1) Partition C into C1‖ · · · ‖Cm, |Ci| � r, 1≤ i≤m

(2) Partition A into A1‖ · · · ‖Aa, |Aj| � c, 1≤ j≤ a

(3) C0 � N, V0 � K

(4) if a≤m then
(5) for 0≤ i≤ a − 1 do
(6) (Ki+1, Wi+1) � P(Ci, Vi)

(7) Mi+1 � Ki+1 ⊕Ci+1
(8) Vi+1 � Wi+1 ⊕Ai+1
(9) end for
(10) for a≤ i≤m − 1 do
(11) (Ki+1, Wi+1) � P(Ci, Vi)

(12) Mi+1 � Ki+1 ⊕Ci+1
(13) Vi+1 � Wi+1
(14) end for
(15) (Km+1, Wm+1) � P(Cm, Vm ⊕ 1)

(16) T′ � Wm+1 ⊕K⊕Km+1
(17) else
(18) for 0≤ i≤m − 1 do
(19) (Ki+1, Wi+1) � P(Ci, Vi)

(20) Mi+1 � Ki+1 ⊕Ci+1
(21) Vi+1 � Wi+1 ⊕Ai+1
(22) end for
(23) for m≤ i≤ a − 1 do
(24) (Ki+1, Wi+1) � P(Ci, Vi)

(25) Ci+1 � Ki+1
(26) Vi+1 � Wi+1 ⊕Ai+1
(27) end for
(28) (Ka+1, Wa+1) � P(Ca, Va ⊕ 1)

(29) T′ � Wa+1 ⊕K⊕Ka+1
(30) end if
(31) if T′ � T then
(32) return M � M1‖M2‖ · · · ‖Mm− 1‖Mm

(33) else
(34) return ⊥ (INVALID)
(35) end if

ALGORITHM 2: Decryption algorithm: DK(N, A, C, T).
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AdvaeΠ[Q](q, σ, p) � Δ(E[Q],D[Q], P; $,⊥,P)

≤Δ(E[Q],D[Q], P;E[f],D[f], P)

+ Δ(E[f],D[f], P; $,⊥, P)

≤
(σ + q)

2

2b+1 + Δ(E[f],D[f], P; $,⊥, P).

(12)

Next, we need to evaluate Δ(E[f],D[f], P; $,⊥,P).
According to the definitions of privacy and authenticity [17],
we have

Δ(Ε[f],D[f], P; $,⊥, P)

≤Δ(Ε[f],D[f], P;Ε[f],⊥, P) + Δ(Ε[f],⊥, P; $,⊥, P)

� Δ(Ε[f],D[f], P;Ε[f],⊥, P) + Δ(Ε[f], P; $, P)

� AdvauthΠ[f](q, σ, p) + AdvprivΠ[f](q, σ, p),

(13)

where

AdvauthΠ[f](q, σ, p) � Δ(E[f],D[f], P;E[f],⊥, P),

AdvprivΠ[f](q, σ, p) � Δ(E[f], P; $, P).
(14)

In the first step, we calculate the PRIV advantage
AdvprivΠ[f](q, σ, p). Assume that the adversary queries
(N1, A1, M1), . . . , ((Nq, Aq, Mq) to the encryption oracle
E[f] and gains the corresponding responses (C1, T1), . . . ,

(Cq, Tq). Here, the adversary is deterministic and adaptive,
i.e., each query of the adversary (Nw+1, Aw+1, Mw+1) is
completely determined by the previous query-response pairs
(N1, A1, M1, C1, T1), . . . , (Nw, Aw, Mw, Cw, Tw)􏼈 􏼉, where
1≤w≤ q − 1 and (N1, A1, M1), . . . , (Nq, Aq, Mq) are
distinct.

Let us define some symbols for the i-th encryption
query-response pair (Ni, Ai, Mi, Ci, Ti), where 1≤ i≤ q. Let

ai � 􏼆
􏼌􏼌􏼌􏼌Ai|/c􏼇 and mi � 􏼆

􏼌􏼌􏼌􏼌Mi|/r􏼇 be, respectively, the block
lengths of the associated data Ai and the plaintext Mi. -en,
Ai � Ai

1

����Ai
2‖ · · · ‖Ai

ai and Mi � Mi
1

����Mi
2‖ · · · ‖Mi

mi . Here, we
assume that the block length of the associated data is always
less than or equal to the block length of the plaintext. Let Ii

0 �

(Ni,0), Ii
1 � (Ci

1,V
i
1), . . . , Ii

ai � (Ci
ai ,V

i
ai ), . . . , Ii

mi � (Ci
mi ,

Vi
mi ⊕1) and Oi

1�(Ki
1,W

i
1),...,O

i
ai �(Ki

ai ,W
i
ai ), Oi

ai+1�

(Ki
ai+1,V

i
ai+1),...,O

i
mi �(Ki

mi ,V
i
mi ),O

i
mi+1�(Ki

mi+1,T
i⊕Ki

mi+1)

be the inputs and outputs of the random function f, where
Ci

s�Ki
s⊕Mi

s for 1≤s≤mi and Vi
t�Wi

t⊕Ai
t for 1≤t≤ai.

We define an event Coll that stands for a collision be-
tween the inputs of the random function f. For an au-
thenticated online cipher, we consider that any two distinct
queries (Ni, Ai, Mi)≠ (Nj, Aj, Mj) share a common prefix,
where 1≤ i≠ j≤ q. -e adversary is nonce-misuse; therefore,
Ni � Nj � N is a common prefix.We consider the following
cases:

Case 1: if Ai � Aj � A is fully common, then
Mi ≠Mj. Assume that Mi and Mj have an α-longest
common prefix, i.e., Mi

1‖ · · · ‖Mi
α � M

j
1‖ · · · ‖M

j
α and

Mi
α+1 ≠M

j
α+1, where α≥ 0 (α � 0 means Mi

1 ≠M
j
1).

-erefore, Ii
0‖ · · · ‖Ii

α � I
j
0‖ · · · ‖I

j
α and Ii

α+1 ≠ I
j
α+1.-e

event Coll occurs if one of the following collisions
happens:

(1) Ii
α+1 � I

j
t for t≠α + 1, where 1≤ i≠j≤ q.

(2) Ii
s � I

j
t for α + 2≤ s≤mi, 1≤ t≤mj, where 1≤ i≠j≤ q.

(3) Ii
s � Ii

t for 1≤ s≠t≤mi, where 1≤ i≤ q.
(4) Ii

s � Ii
0 � I

j
0 � (Ni, 0) for 1≤ s≤mi, where

1≤ i≠j≤ q.
Let l be the maximum block length of the plaintext,
i.e., mi ≤ l andmj ≤ l, and let σ � ql. -erefore, after
removing the duplicate conditions, the probability
that the event Coll occurs is

Pr[Coll] � 􏽘
1≤i≠ j≤ q

􏽘
t≠α+1

1
2b

+ 􏽘
1≤ i≠j≤ q

􏽘
α+2≤ s≤mi

􏽘
1≤ t≤mj

1
2b

+ 􏽘

q

i�1
􏽘

1≤ s≠t≤mi

1
2b

+ 􏽘

q

i�1
􏽘

mi

s�1

1
2r

≤ 􏽘
1≤ i≠j≤ q

(l − 1) + l(l − 2)

2b
+ 􏽘

q

i�1

l(l − 1)/2
2b

+ 􏽘

q

i�1
􏽘

l

s�1

1
2r As I

i
s− 1 � ∗ , T

i
􏼐 􏼑􏼐 􏼑≤

(q + σ)
2

2b+1 +
σ
2r.

(15)

Case 2: if Ai ≠Aj but Ai and Aj have an α-longest
common prefix, then Ai

1‖ · · · ‖Ai
α � A

j
1‖ · · · ‖A

j
α and

Ai
α+1 ≠A

j
α+1, where α≥ 0.We assume that Mi and Mj

have a β-longest common prefix, where β≥ 0. -en,
Mi

1‖ · · · ‖Mi
β � M

j
1‖ · · · ‖M

j

β and Mi
β+1 ≠M

j

β+1.
Case 2.1: if β≥ α, then (Ai

α+1, Mi
α+1)≠ (A

j
α+1, M

j
α+1).

-erefore, Ii
0‖ · · · ‖Ii

α � I
j
0‖ · · · ‖I

j
α and Ii

α+1 ≠ I
j
α+1.-e

probability that the event Coll occurs is the same
with Case 1.

Case 2.2: if β< α, then (Ai
β+1, Mi

β+1)≠ (A
j

β+1, M
j

β+1).
-erefore, Ii

0‖ · · · ‖Ii
β � I

j
0‖ · · · ‖I

j

β and Ii
β+1 ≠ I

j

β+1. -e
event Coll occurs if one of the following collisions
happens:

(1) Ii
β+1 � I

j
t for t≠β + 1, where 1≤ i≠j≤ q.

(2) Ii
s � I

j
t for β + 2≤ s≤mi and 1≤ t≤mj, where

1≤ i≠j≤ q.
(3) Ii

s � Ii
t for 1≤ s≠t≤mi, where 1≤ i≤ q.
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(4) Ii
s � Ii

0 � I
j
0 � (Ni, 0) for 1≤ s≤mi, where

1≤ i≠j≤ q.
It follows that, in Case 2.2, the probability that the event

Coll occurs is

Pr[Coll] � 􏽘
1≤ i≠j≤ q

􏽘
t≠β+1

1
2b

+ 􏽘
1≤ i≠j≤ q

􏽘
β+2≤ s≤mi

􏽘
1≤ t≤mj

1
2b

+ 􏽘

q

i�1
􏽘

1≤ s≠t≤mi

1
2b

+ 􏽘

q

i�1
􏽘

mi

s�1

1
2r

≤ 􏽘
1≤ i≠j≤ q

(l − 1) + l(l − 2)

2b
+ 􏽘

q

i�1

l(l − 1)/2
2b

+ 􏽘

q

i�1
􏽘

l

s�1

1
2r As I

i
s− 1 � ∗ , T

i
􏼐 􏼑􏼐 􏼑≤

(q + σ)
2

2b+1 +
σ
2r.

(16)

Summarizing the above mutually exclusive cases, the
probability that the event Coll occurs is

Pr[Coll]≤
(q + σ)

2

2b+1 +
σ
2r. (17)

If the event Coll does not occur, all inputs of f are fresh,
except that the inputs from the common prefix are equal.
-erefore, E[f] is indistinguishable from $. In the nonce-
misuse setting, we have

AdvprivΠ[f](q, σ, p)≤Pr[Coll]≤
(q + σ)

2

2b+1 +
σ
2r. (18)

In the second step, we evaluate the AUTH advantage
AdvauthΠ[f](q, σ, p). Assume that the adversary makes qd

nontrivial forgery attempts (N′
1
, A′

1
, C′

1
, T′

1
), . . . ,

(N′
qd , A′

qd , C′
qd , T′

qd ) to the decryption oracle D[f] after
querying qe encryption oracles, where (N′

1
, A′′

1
,

C′
1
, T′

1
), . . . , (N′

qd , A′
qd , C′

qd , T′
qd ) ∉ (N1, A1, C1, T1), . . . ,􏼈

(Nqe , Aqe , Cqe , Tqe )} and q � qe + qd. Here, we define an
event Forge that some decryption queries among qd forgery
attempts do not return ⊥. If the event Forge does not occur,
the responses of querying (E[f],D[f]) and ($,⊥) are
identical. -erefore, by the total probability formula, we
have

AdvauthΠ[f](q, σ, p)≤ Pr[Forge]

� Pr[Forge|Coll]Pr[Coll]

+ Pr[Forge|¬Coll]Pr[¬Coll]

≤ Pr[Coll] + Pr[Forge|¬Coll].

(19)

-e probability that the event Coll happens is similar to
the PRIV advantage except that we need to consider an extra
query complexity—the decryption query complexity under
the forgery attempts, i.e., Pr[Coll]≤ (q + σ)2/2b+1 + σ/2r,
where σ is the total query complexity of the encryption and
decryption queries.

To compute the probability Pr[Forge|¬Coll], we con-
sider the following cases:

Case 1: T′
i is new, i.e., T′

i ∉ T1, . . . , Tqe􏼈 􏼉, where
1≤ i≤ qd. For each forgery attempt, the probability of
correctly guessing the image of a new point for the
adversary is at most 1/(2c − qe).

Case 2: T′
i is old, but (N′

i
, A′

i
, C′

i
) is new. We further

analyze this case as follows.
Case 2.1: N′

i is new, i.e., N′
i ∉ N1, . . . , Nqe􏼈 􏼉. -e image

of this new point under a new random function is uni-
form, random, and independent. -erefore, the proba-
bility for correctly guessing the tag T′

i is at most 1/2c.
Case 2.2: N′

i is old, but (A′
i
, C′

i
) is new. Under the

condition of the event ¬Coll, the input of the last
random function f is new. -e outputs of f with
distinct inputs are random and independent.-erefore,
the probability for correctly guessing the same tag is at
most 1/2c.

Summarizing the above two cases, the successful
probability of qd forgery attempts is upper bounded by
qd/(2c − qe).

-erefore, according the sugar water inequality
a/b≤ a + m/b + m, where b> a> 0 and m≥ 0, and
q � qe + qd, we have

AdvauthΠ[f](q, σ, p)≤Pr[Forge]

≤Pr[Coll] + Pr[Forge|¬Coll]

≤
(q + σ)

2

2b+1 +
σ
2r +

q

2c.

(20)

-erefore, combining (1)–(6), we can obtain the result of
-eorem 1.

According to -eorem 1, the AE security of APE+ is up
to 2min b/2,r,c{ } � 2min r,c{ } adversarial queries against nonce-
misusing adversaries. In other words, APE+ ensures at most
about min r, c{ }-bit AE security, which is a beyond con-
ventional (c/2-bit) security. □

5. Discussions

-e original intention of designing our APE+ scheme is to
achieve higher efficiency, better performance, and stronger
security on the lightweight devices. APE+ is an improved
version of APE series (including APE, APERI, APEOW, and
APECA). -erefore, APE+ inherits most of the advantages of
APE series. Besides, it has the following advantages in the
hardware implementation:

(1) APE+ is a pure permutation-based lightweight online
AE mode with concurrent absorption. -e rate of
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processing the associated data and the message is
faster on hardware devices.

(2) APE+ is inverse-free, i.e., its decryption circuit does
not invoke the inverse of permutation. Moreover, it
is a stream-cipher encryption mode.

(3) APE+ is built by the cascade method and has no
backward feedback.-erefore, it can be fully pipeline
implemented.

(4) To the best of our knowledge, APE+ is the first AE
mode which supports beyond conventional security
against blockwise adaptive adversaries in the light-
weight devices.

(5) APE series and APE+ are designed and have proven
security against nonce-misusing adversaries up to
common prefix. Jovanovic et al. showed an attack on
APE with a complexity of about 2c/2 in the nonce-
respecting setting (here, “nonce-respecting” means
that the nonce is never repeated in the encryption
queries) according to the defect Mi ⊕Ci− 1 [26]. If
there exists k such that Mk ⊕Ck− 1 � M1 � 0, the
adversary breaks the privacy with a complexity of
about 2c/2 in the nonce-respecting setting. In fact,
this attack also works for APE series. -is defect
exists in APERI, APEOW, and APECA, while it does
not exist in APE+. -erefore, APE+ is robust against
this kind of attack.

Table 2 shows the comparison of permutation-based
lightweight AE modes. From the perspective of hardware
implementation costs, APE+ just needs the permutation
circuit on hardware devices as its encryption and decryption
algorithms only call the permutation P. -erefore, the area of
the hardware device and the number of hardware footprints
are minimized. From the perspective of the efficiency, the
bandwidth of implementing is |N|| + |A| + |M| + c. More-
over, the computational costs of the encryption and de-
cryption algorithms are 1 + max ⌈|A|/r⌉, ⌈|M|/r⌉{ } as we
utilize the method of concurrent absorption to process the
associated data and the message. -erefore, the computa-
tional complexity is obviously reduced. From the perspective
of the security, APE+ enjoys at most about min r, c{ }-bit AE
security, which is a great contribution of this paper. Fixing a
permutation with recommended parameters b � 256, r � 96,
and c � 160, APE series ensure at most about 80-bit security
while APE+ enjoys at most about 96-bit security. Security

levels of permutation-based AE modes using recommended
parameters are shown in Table 1.

-is paper just focuses on the single-key security of
APE+. Recently, the multikey or multiuser security and
related-key security are also very hot research topics of
lightweight ciphers. -e implementation of APE+ on the
hardware circuit and the security under the multikey or
multiuser and related-key settings are our next important
works.

6. Conclusions

Most of the devices widely used in smart home and Internet
of -ings are resource constrained. -e privacy security
and authenticity security of data from these devices are
crucial in the process of data transmission. -e lightweight
AE modes designed by permutations have more advantages
and attractions for the protection of data security due to its
simple structure, convenient lookup table, and fast running
speed. However, almost all of permutation-based light-
weight AE modes enjoy conventional security. In this
paper, we discuss the problem of whether can we design an
efficient lightweight AE mode to achieve beyond conven-
tional security bound for permutation-based lightweight
ciphers. We propose a new permutation-based lightweight
AE mode APE+ with beyond conventional security, derive
its security proof, and discuss the properties of APE+. APE+

has proven AE security up to about 2min r,c{ } adversarial
queries and it is robust, where r and c are, respectively, the
rate and the capacity of the permutation. APE+ is an im-
proved version of APE series and inherits most of the
advantages of APE series. It is well suited for the protection
of the data security in some special environments, such as
an insufficiently large capacity of the permutation or the
partial information leakage of permutation by side channel
attacks.
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Table 2: Comparison of permutation-based AE modes. Let X � |A| + |M|, n � ⌈|N|/r⌉, a � ⌈|A|/c⌉, m � ⌈|M|/r⌉, and
m′ � ⌈|M| − (c/2)/r⌉.

Scheme APE APERI APEOW APECA Bettle APE+

Bandwidth |N| + X + c |N| + X + c X + b |N| + X + c/2 |N| + X + b |N| + X + c

Encryption P P P P P P

Decryption P, P− 1 P− 1 P− 1 P− 1 P P

Encryption cost n + a + m n + a + m n + a + m n + a + m′ 1 + a + m 1 + max a, m{ }

Decryption cost n + a + m n + a + m n + a + m n + a + m′ 1 + a + m 1 + max a, m{ }

Security c/2 c/2 min r, c/2{ } c/2 min b/2, c − log r, r􏼈 􏼉 min r, c{ }

Nonce-misuse Yes Yes Yes Yes No Yes
Reference [17] [18] [18] [18] [20] -is paper
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