
Scienti	c Programming

Novel Tools for the Management,
Representation, and Exploitation of
Textual Information

Lead Guest Editor: David Ruano-Ordás
Guest Editors: José R. Méndez, Vitor Fernandes, and Guillermo Suárez-Tangil

 



Novel Tools for the Management,
Representation, and Exploitation of Textual
Information



Scientific Programming

Novel Tools for the Management,
Representation, and Exploitation of
Textual Information

Lead Guest Editor: David Ruano-Ordás
Guest Editors: José R. Méndez, Vitor Fernandes,
and Guillermo Suárez-Tangil



Copyright © 2021 Hindawi Limited. All rights reserved.

is is a special issue published in “Scientific Programming.” All articles are open access articles distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.



Chief Editor
Emiliano Tramontana, Italy

Editorial Board

Manuel E. Acacio Sanchez, Spain
Marco Aldinucci, Italy
Sikandar Ali, China
Davide Ancona, Italy
Daniela Briola, Italy
Mu-Chen Chen, Taiwan
Ferruccio Damiani, Italy
Sergio Di Martino, Italy
Bai Yuan Ding, China
Basilio B. Fraguela, Spain
Jianping Gou, China
Ligang He, United Kingdom
Jiwei Huang, China
Chin-Yu Huang, Taiwan
Shujuan Jiang, China
Christoph Kessler, Sweden
José E. Labra, Spain
Maurizio Leotta, Italy
Zhihan Liu, China
Piotr Luszczek, USA
Tomàs Margalef, Spain
Cristian Mateos, Argentina
Roberto Natella, Italy
Shah Nazir, Pakistan
Francisco Ortin, Spain
Can Özturan, Turkey
Zhaoqing Pan, China
Antonio J. Peña, Spain
Danilo Pianini, Italy
Jiangbo Qian, China
Fabrizio Riguzzi, Italy
Michele Risi, Italy
Sebastiano Fabio Schifano, Italy
Ahmet Soylu, Norway
Autilia Vitiello, Italy
Pengwei Wang, China
Jan Weglarz, Poland
hong wenxing, China
Qianchuan Zhao, China



Contents

Novel Tools for the Management, Representation, and Exploitation of Textual Information
David Ruano-Ordás  , Jose R. Méndez  , Vítor Basto Fernandes  , and Guillermo Suárez-Tangil 

Editorial (3 pages), Article ID 9781923, Volume 2021 (2021)

A Web Service Clustering Method Based on Semantic Similarity and Multidimensional Scaling
Analysis
Chuang Shan   and Yugen Du 

Research Article (12 pages), Article ID 6661035, Volume 2021 (2021)

A Hotspot Information Extraction Hybrid Solution of Online Posts’ Textual Data
HuiRu Cao, Xiaomin Li  , Songyao Lian, and Choujun Zhan
Research Article (11 pages), Article ID 6619712, Volume 2021 (2021)

HPM: A Hybrid Model for User’s Behavior Prediction Based on N-Gram Parsing and Access Logs
Sonia Setia  , Verma Jyoti  , and Neelam Duhan 

Research Article (18 pages), Article ID 8897244, Volume 2020 (2020)

Named Entity Recognition in Chinese Medical Literature Using Pretraining Models
Yu Wang, Yining Sun  , Zuchang Ma, Lisheng Gao, and Yang Xu
Research Article (9 pages), Article ID 8812754, Volume 2020 (2020)

https://orcid.org/0000-0002-6050-373X
https://orcid.org/0000-0002-1935-4760
https://orcid.org/0000-0003-4269-5114
https://orcid.org/0000-0002-0455-2553
https://orcid.org/0000-0001-5351-9832
https://orcid.org/0000-0002-4485-5292
https://orcid.org/0000-0001-7587-0543
https://orcid.org/0000-0003-1573-1386
https://orcid.org/0000-0002-6271-3001
https://orcid.org/0000-0002-2174-707X
https://orcid.org/0000-0001-9851-7611


Editorial
Novel Tools for the Management, Representation, and
Exploitation of Textual Information

David Ruano-Ordás ,1,2,3 Jose R. Méndez ,1,2,3 Vı́tor Basto Fernandes ,4

and Guillermo Suárez-Tangil 5,6
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Over the last decade, the explosive growth of social media
and instant message applications together with the im-
provement of computer performance, networking infra-
structures, and storage capabilities have led to the advent of
the information age. Particularly, most people in industri-
alized countries have permanent and unlimited access to the
Internet via mobile devices (smartphones, tablets, etc.). #is
infrastructure allows users to generate and sendmassive data
to Internet servers from everywhere [1].

As long as human communications are made through
language, most of the information gathered from mobile
devices is textual. Common examples are instant messages,
e-mails sent/received, updates sent to microblogs and/or
social networks, opinions on products/apps, etc. #is sce-
nario has propitiated the massive dissemination and col-
lection of massive and diverse textual information from
multiple (and almost unlimited) data sources. However, the
deluge of raw text data is neither meaningful nor useful
without the use of proper methodologies to detect and
extract valuable knowledge. To this end, we have selected
some works that clearly contribute by providing relevant
ideas, methodologies, and models on the topic of this special
issue. A summary of these works and their specific findings
are included below.

Knowing relevant information about Internet users in
the current digital era is a crucial competitive advantage for
industries. Consequently, several works have been developed
and introduced in recent years focusing on the management,
representation, and exploitation of the knowledge available
from textual sources. One of the most interesting works in
this line is the profiling and clustering of users using in-
formation shared through social networks [2]. Concretely,
they propose a data collection framework to obtain specific
data on individuals to explore user profiles and identify
segments based on these profiles. #is information is par-
ticularly relevant in the customization of user-oriented
websites (advertisements, news referrals, etc.). Next, the
work presented in [3] addresses the age prediction problem
by combining social media-specific metadata and language-
related features. To accomplish this task, the authors
combine (i) part-of-speech N-gram features, (ii) stylometry
features (average sentence length, average word length, etc.),
and (iii) features from lexicons that correlate words/phrases
with specific age and sentiment scores together using deep
learning schemes via Keras (available at https://keras.io)
framework achieving a good performance.

Another interesting area which is also related with social
media textual data exploitation is the detection of breaking
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news and trending histories in social networks to avoid
spreading rumours (unverified stories or statements) or fake
news (misleading information presented as news). #ese
kinds of situations produce serious damage in different areas
such as personal or professional life, corporate image of a
company, or even a stock market turmoil. #e work de-
scribed in [4] extracts word-embedding features from social
networks to train a deep learning model (recurrent neural
network) to automatically identify rumours and mitigate
topic shift issues. Concerning the fake news detection, we
can highlight the works described in [5, 6]. #e former
proposes a fake news detector (FNDNET) based on the
usage of a deep convolutional neural network (CNN).
Achieved results applied over the Kaggle fake news dataset
show that FNDNet clearly outperforms the results gathered
by other well-known alternatives. #e latter explores dif-
ferent textual properties (useful to distinguish between fake
and real contents) to train a combination of different ma-
chine learning algorithms using various ensemble methods.
Experimental evaluation carried out over four different real-
world datasets confirms the superior performance of the
proposed ensemble in comparison to individual learners.

From a medical perspective, textual information posted
in social networks could be an important thermometer to
both detect and suggest medical diseases/treatments and
measure the quality of healthcare services. Particularly, in
[7], natural language processing (NLP) and sentiment
analysis are used to analyse patient experiences shared
through the Internet to assess healthcare performance.
Moreover, the work described in [8] presents how latent
Dirichlet allocation (LDA) and random forests (RF) were
adequately combined to find latent topics of healthcare and
show the utility of social media forums to automatically
detect healthcare issues in patients.

Another important area lies in the automatic identifi-
cation, detection of interpersonal and gender-based vio-
lence. In this sense, the work of [9] proposed a methodology
to detect and associate fake profiles on Twitter used for
defamatory purposes based on analysing the content of the
comments generated by troll and victim profiles. In their
methodology, they used text, time of publication, language,
and geolocation as features. #ey compared different ma-
chine learning (ML) classifiers including random forests,
J48, K-nearest neighbour (KNN), and sequential minimal
optimization (SMO) for assessing the probability of a user
being the author of a tweet. #e experimentation carried out
used the false-positive/false-negative ratio and area under
receiver operating characteristic (AUC) curves to demon-
strate the suitability of the proposal.

Finally, the identification of influencers in social net-
works has also been addressed [10]. Identifying hot blogs
and opinion leaders allows marketers to determine if the
opinions shared are favourable to sell their products. #e
work of Li and Du introduces a framework to identify
opinion leaders using the information retrieved from blog
content, authors, readers, and their relationships. Blog
contents are used to automatically learn an ontology. #is
ontology is used to measure expertise, find readers, and
assess relationships between readers and blog authors. #is

data is used to find hot blogs and assess the influence of
bloggers.

#is special issue brings together several papers showing
different utilities of text mining and NLPA. It comprises four
high-quality works submitted by researchers from China
and India, which were selected from the submitted ones. In
general, published studies address the following problems:
(i) clustering web services, (ii) identification of hotspots
(current hot topics), (iii) prediction of user behaviour for the
early fetch of interesting web pages, and (iv) the application
of named entity recognition (NER) in medical documents
written in Chinese.

#e first study included in the special issue authored by
C. Shan and Y. Du [11] presents a method to automatically
group similar web services. Web services are usually Rep-
resentational State Transfer (REST) Application Program-
mers Interfaces (API) and provide a collection of tags that
are used for clustering. To this end, the authors propose two
algorithms. #e former is in charge of computing the se-
mantic similarity between the tags of different online
available APIs by using the WordNet lexicon database. #e
latter one is responsible for grouping the APIs according to
the values previously computed. To analyse the performance
of the proposal, the authors grouped the services available in
ProgrammableWeb (available at https://www.
programmableweb.com) and measured the performance
using recall, precision, and F-score. #e proposal outper-
forms the other five popular and classical clustering
approaches.

#e work presented by H.R. Cao et al. [12] proposes a
hybrid solution for identifying online hotspots, assessing
their importance, and enabling their monitoring. #ey in-
tegrate different mechanisms for filtering invalid user posts
and replies and design an algorithm to extract keywords
from hotspots. Experimental evaluation showed that the
method could effectively filter out invalid data, improve the
representation of datasets, and reflect changes in hotspot
trends.

#e proposal included by S. Setia et al. [13] introduced a
methodology to accurately model the behaviour of web
users. To this end, web browsers can fetch web pages in the
background before the user explicitly demands them to
improve the experience. #e model used to predict the
behaviour uses N-gram parsing and the click-counter of
queries to improve the prediction of web pages. Experi-
mental results have shown that the proposed strategy can
significantly reduce the fetching time.

Finally, the work by Y. Wang et al. [14] present a new
method for data augmentation based on Masked Language
Model (MLM). #ey compare the performance of NER in
the Chinese medical literature using the data augmentation
method, pretraining models (such as Bidirectional Encoder
Representations from Transformers (BERT), ERNIE
(available at https://github.com/PaddlePaddle/ERNIE), or
RoBERTa [15]), common deep learning models (such as
Bidirectional Long Short-Term Memory (BiLSTM) [16]),
and downstream models with different structures (FC, CRF,
LSTM-CRF, and BiLSTM-CRF). #eir experiments showed
the utility of their data augmentation method to improve the
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performance of entity recognition, which can also be used to
increase the performance of pretraining models.

Despite the abovementioned works in the context of the
management, representation, and exploitation of textual
information, this field of computer science includes major
challenges that have yet to be resolved. We sincerely hope
that readers enjoy the special issue and find it worthy for
understanding the real value of textual information com-
piled worldwide.
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Clustering web services is an effective method to solving service computing problems. *e key insight behind it is to extract the
vectors based on the service description documents. However, the brevity of natural language service description documents
typically complicates the vector construction process. To circumvent the difficulty, we propose a novel web service clustering
method to vectorize documents based on the semantic similarity, which can be calculated via WordNet and multidimensional
scaling (WMS) analysis. We utilize the dataset from the ProgrammableWeb to conduct extensive experiments and achieve
prominent advances in precision, recall, and F-measure.

1. Introduction

*rough the rapid development of Internet technology [1],
clustering web services has become an effective method to
solving service discovery [2–4], service composition [5, 6],
and service recommendation [7]. Firstly, there are increasing
enterprises and institutions that encapsulate software
functions or data into web services and publish them to the
network. For instance, the number of services in Pro-
grammableWeb has grown from fewer than 3,000 in 2011 to
more than 20,000 by 2020, which remarkably increases the
difficulty of managing web services. Secondly, when users
query the web services they need, the service discovery
system generally searches all related web services and returns
ordered ones, where the ranking index is mainly based on
the relevance to the query. However, it is intractable to
search through the entire whole web services space and
obtain accurate results. According to the work made by
Zhang et al., clustering web services can improve the per-
formance of service discovery by reducing the search space
[2]. *irdly, service composition is proposed to select ap-
propriate web services from the repository to build func-
tional web services. However, the scale of the repository will

influence the efficiency of finding and sorting multiple web
services with various functions. Clustering web services that
matches the clusters to the requirements of developers can
successfully alleviate this dilemma in the light of the research
results of Xia et al. [5].

*e premise of clustering web services is to extract
vectors corresponding to service description documents,
which are mainly constructed based on keyword or semantic
features. Unfortunately, despite the effectiveness of clus-
tering web services towards a variety of web service tasks, its
applicability is hindered by extracting vectors from natural
language service description documents. *e service de-
scription document is an important basis for clustering web
service, which is commonly implemented by Web Services
Description Language (WSDL) document or natural lan-
guage web service description document. *ough WSDL
document written in Extensible Markup Language (XML)
can offer plentiful convenient functions such as describing
the service in combination with Web Ontology Language
(OWL), its construction procedure is quite complex.
*erefore, some companies and institutions, such as Pro-
grammableWeb, leverage natural language to describe web
services to generate succinct service description documents,
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where each keyword appears almost once. However, the
brevity of these documents leads to extra problems when
clustering web services extracts’ two types of target features.
Specifically, extraction of keyword features highly depends
on the frequency of keyword occurrence. Similarly, the
corpus of service description documents can hardly establish
so that the corresponding probabilistic topic model is dif-
ficult to construct to extract the semantic features that refers
to the probability distribution of a document on different
topics.

*is paper proposes a novel approach that constructs
vectors via differences between documents instead of doc-
ument features. We mainly cluster the web services de-
scribed in natural language. *e operation object is the
natural language service description document, and the
dataset is from ProgrammableWeb. *e main contributions
of this paper are based on (1) designing of an algorithm to
calculate the similarity between documents, (2) proposing a
methodology to convert similarity data into distance data,
which is an important prerequisite for multidimensional
scaling analysis, and (3) the implementing principal com-
ponent analysis (PCA) methods on the vectors corre-
sponding to the service documents to determine the
appropriate clustering algorithm.

*e rest of our work is structured as follows. Section 2
compares existing work. Section 3 introduces the study
materials. We explain the study methods in detail in Section
4. We explain the experimental process in detail in Section 5.
Finally, Section 6 summarizes the main conclusions and
highlights future work.

2. Related Work

In this section, we will separately introduce the related works
on WSDL service description document clustering and
natural language service description document clustering.

2.1. WSDL Service Description Document. In the early days,
there were many web services described using WSDL
documents, so many scholars paid attention to the clus-
tering of such web services. Paik and Kumara et al. used
the ontology model in service clustering [8, 9], which
greatly improved the service clustering effect. Some
scholars used WordNet to calculate the semantic simi-
larity [8, 10], but the algorithm they proposed is not
suitable for natural language documents. We proposed an
algorithm for calculating the semantic similarity between
natural language documents using WordNet. In addition,
some scholars also used context-aware methods to im-
prove service clustering [9, 11]. Liang et al. used tag in-
formation in WSDL document clustering to improve the
clustering effect [12]. Considering the sparse semantics of
WSDL documents, Gu et al. used open data to increase
semantic information before clustering [13]. Because of
the too much useless information of WSDL documents,
Agarwal et al. used a probability model to filter useless
information before clustering [14]. Sun et al. added neural
networks to service clustering [4]. In general, these

methods have a common limitation, and they are not
suitable for processing service documents described in
natural language. For example, in literature [8], separate
ontology is constructed for different “element” data, and
the “element” includes <definitions>, <types>, <mes-
sages>, and <portType>. However, in natural language
documents, there is no “element,” so it is very difficult to
construct ontology.

2.2. Natural Language Service Description Document.
Because WSDL documents are too complex to construct,
some companies and organizations now use natural
language to describe web services. Some scholars focus on
the clustering of natural language service description
documents. Muth and Inkpen used the term frequency-
inverse document frequency (TF-IDF) to extract key-
words and then clustered web services according to
keywords [15]. However, the service description docu-
ments are too short to extract keywords. Some scholars
used the latent Dirichlet allocation (LDA) to build a
probabilistic topic model and calculated the probability
distribution of each service description document on each
topic so as to achieve document vectorization and then
clustered the vectors [2, 16]. *e premise of LDA is to
construct the unigram model. However, the corpus of
service description document is too few, and the con-
structed unigram model is weak. Some scholars used the
Word2Vec training external corpus to expand service
documents to improve the effect of LDA training [17, 18].
However, the size and type of the corpus seriously affect
the degree of improvement. Lizarralde used deep varia-
tional autoencoders in this work to solve this problem [3].
Cao et al. used the Doc2Vec model to train the service
document dataset, converted each document into a vector,
and then clustered the vectors [19]. However, there is no
reference basis for the selection of vector dimensions,
which increases the uncertainty of the results. Zou et al.
first trained the WE-LDA model to obtain the probability-
topic distribution of each document, then trained the
recurrent convolutional neural network (RCNN) to ob-
tain a fitting model from each service document to the
probability-topic distribution, and finally clustered the
document-feature vectors [20, 21]. However, the structure
of RCNN is very complicated, the training effect of RCNN
depends on adjusting the parameters, and the training
results of the LDA model greatly increase the uncertainty
of RCNN. So, it is very difficult to get a suitable model by
adjusting parameters. In short, the problem of these
methods comes from the uncertainty caused by mining
service document features. We noticed that it is difficult to
extract features from short documents, but it is easier to
compare the differences between short documents, so we
use WordNet to quantify document differences and then
use multidimensional scaling analysis to construct vectors
corresponding to the documents and finally cluster the
vectors. In our method, only very few parameters need to
be adjusted and our work on adjusting parameters has a
theoretical and experimental basis.
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3. Study Materials

*e experimental data in this paper come from the Pro-
grammableWeb website. *is article uses the WordNet
database to calculate semantic similarity, and we will in-
troduce them in detail below.

3.1. ProgrammableWeb. ProgrammableWeb is an infor-
mation and news source about the Web as a programmable
platform. It is a subsidiary of MuleSoft and has offices in San
Francisco, CA. *e website publishes a repository of web
APIs, mashups, and applications and has documented over
22000 open web APIs and thousands of applications in
October 2020. It has been called the “journal of the API
economy” by TechCrunch [22]. *e data in Pro-
grammableWeb mainly include category, description doc-
ument, tag, and calling method (see website https://www.
programmableweb.com/) (see Figure 1). *is paper uses
description documents as the main body for service clus-
tering. “Tag” is the auxiliary information given by web
service developers, which helps us to preprocess service
documents. “Category” is the classification given by web
service developers, and we use it as the evaluation index of
clustering.

3.2.WordNet. WordNet is an English dictionary established
and maintained by the Cognitive Science Laboratory of
Princeton University [23]. Because it contains semantic
information, it is different from a dictionary in the usual
sense. WordNet groups the entries according to their
meanings. Each group of entries with the same meaning is
called a Synset. WordNet provides a short, summary defi-
nition for each Synset and records the semantic relationship
between different Synsets. A word may have multiple
meanings, which are in different Synsets (see Table 1).

Synset contains a variety of semantic relations, such as
upper and lower relation, antisense relation, and whole and
part relation (see Figure 2). Based on these relationships, the
semantic similarity between Synsets can be calculated. A
word may have multiple semantics and parts of speech
corresponding to different Synsets. *erefore, the two words
have different semantic similarities in different Synsets (see
Table 2). We have to choose one of them as the semantic
similarity between two words. Some of the existing methods
choose the maximum value [24, 25]. *is is the basis for
calculating the semantic similarity between documents.

4. Study Methods

*is section consists of three parts. Section 4.1 introduces the
method of calculating the semantic similarity between two
service documents. Section 4.2 introduces the method of
using semantic similarity to calculate the vector corre-
sponding to the service document. Section 4.3 introduces
how to select the appropriate algorithm to cluster the
vectors.

*e main study methods of this paper are based on (1)
obtaining preprocessed documents (PD) through tags and

WordNet, (2) calculating the semantic similarity between
PDs and then obtaining the semantic distance matrix, (3)
using the multidimensional scaling to analyze the semantic
distance matrix to obtain the semantic distance vector
(SDV) corresponding to each web service, and (4) using the
K-means algorithm to cluster the SDVs to achieve clus-
tering of web services (see Figure 3). *e multidimensional
scaling is used to translate “information about the pairwise
“distances” among a set of n objects or individuals” into a
configuration of n points mapped into an abstract Cartesian
space [26].

4.1. Calculate Semantic Similarity. *e basis of calculating
document semantic similarity is to calculate the semantic
similarity between words. We enumerate all the semantic
similarities of two words in different Synsets and select the
largest as the semantic similarity of the words [24, 25].

Before calculating the semantic similarity of docu-
ments, preprocessing is required. General preprocessing
methods include removing punctuation and stop words.
*is paper considers the particularity of Web service de-
scription documents. Except for stop words, there are many
words that have nothing to do with document semantics.
“Tag” is the auxiliary information given by web service
developers according to the research results of Jingli et al.
In [27], using tags can filter out the words that are not
related to the topic; according to the research results of Shi
et al. [28], the more tags two web services have duplicates,
the more likely they are to belong to the same category.
*erefore, in the process of document preprocessing, we
keep words that are semantically similar to tags, thereby
removing words that have nothing to do with the subject of
the document. We use D to represent the service de-
scription document, T to represent the document tag
collection, and PD to represent the preprocessed document
(see Algorithm 1).

Regarding the threshold α, since the semantic similarity
calculation result of WordNet is between 0 and 1, we adopt
an intermediate value strategy and take α as 0.5.

*e semantic similarity between the two PDs is deter-
mined by the words in the PD (see Figure 4). We can
calculate the maximum semantic similarity between each
word and all the words on the opposite side. *e semantic
similarity between two PDs is divided by the sum of length
after the similarity is accumulated, which can ensure the
symmetry (see Algorithm 2).

*e semantic similarity calculated by WordNet is be-
tween 0 and 1.

0<Wordnet.similary Ai, Bj􏼐 􏼑< 1,

SUM(PD1) � 􏽘

m

i�1
Max Wordnet.similary Ai, Bj􏼐 􏼑􏼐 􏼑 (1< j< n),

SUM(PD2) � 􏽘
n

j�1
Max Wordnet.similary Bj, Ai􏼐 􏼑􏼐 􏼑 (1< i<m).

(1)

So, we can get
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0< SUM(PD1)<m,

0< SUM(PD2)< n,

0< sim(PD1, PD2) �
SUM(PD1) + SUM(PD2)

m + n
< 1.

(2)

We assume that the number of web service description
documents is n. *rough this algorithm, we can get a

Localist is an online calendar, event management and event
promotion service. �e Localist API is a simple HTTP interface that
returns JSON formatted responses. Developers may access this readonly
API in order to retrieve geographic information, data on events,
recent activity, user-submitted reviews and photos, organization &
group information, and more. Currently there are no defined usage
limitations for the Localist API. �e Localist REST API is included as a
part of the enterprise-level Localist so�ware package. All requests
require OAuth signature for use.

Description document

Tag

Choose calling method

Localist rest API 

3D; enterprise; events; location; marketing; planning
project management; software-as-a-service

Figure 1: A web service with the category “Calendars” on ProgrammableWeb [40].

Table 1: Different meanings in different Synsets of the word “people.”

Synset Meaning
people.n.01 (Plural) any group of human beings (men or women or children) collectively
people.n.02 *e body of citizens of a state or country facilities for research and teaching
people.n.03 Members of a family line
People.n.04 *e common people generally

plant.n.2

tree.n.1 flower.n.1

poplar.n.2 lotus.n.2

(a)

rich.n.1 poor.n.1

(b)

body.n.1

hand.n.1

foot.n.1

(c)

Figure 2: *ree relationships between Synset: (a) upper and lower relation; (b) antisense relation; (c) whole and part relation.

Table 2: Semantic similarity between “people” and “citizenry” in
different Synsets.

citizenry.n.01
people.n.01 0.33333
people.n.02 1
people.n.03 0.1250
People.n.04 0.33333
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semantic similarity matrix called SIM � (simij)n×n. *e
matrix elements are between 0 and 1, the larger the element
value, the higher the semantic similarity. *e simij repre-
sents the semantic similarity between the i-th and j-th
documents. Obviously, all diagonal elements are 1.

4.2. Multidimensional Scaling Analysis. *e problem solved
by the multidimensional scaling method is as follows. When
the similarity (or distance) of each pair of n objects is given,
the representation of these objects in multidimensional
space is determined, and the original similarity (or distance)
is expressed as much as possible. In other words, two se-
mantic similar web services are represented by two points
close to each other in multidimensional space, which creates
conditions for clustering [29]. We first introduce data
concepts related to multidimensional scaling.

4.2.1. Similar Data and Distance Data

Similar Data. *is is the data representing the similarity of
two objects. *e larger the value is, the higher the similarity

is. “Semantic similarity” in the previous article is the similar
data.

Distance Data. *is is contrary to similar data.*e larger the
value is, the lower the similarity is.

Only the distance data can be directly used for multi-
dimensional scaling analysis [29].

4.2.2. Distance Matrix. A matrix DIS� (disij)n×n of order
n× n, disij is the distance between the i-th object and the j-th
object if the following condition is met:

DIS � DIST
,

disij ≥ 0, disii � 0, i, j � 1, 2, 3, . . . , n.
(3)

*en, the matrix DIS is a distance matrix.
If there is a positive integer r and there are n points in Rr,

X1, X2, . . ., Xn, such that

dis2ij � Xi − Xj􏼐 􏼑
T

Xi − Xj􏼐 􏼑, (4)

then DIS is called the Euclidean distance matrix [30]. In fact,
there is a simpler way to determine whether the distance
matrix is a Euclidean distance matrix, which we will in-
troduce in later chapters.

4.2.3. Similarity Coefficient Matrix. A matrix C � (cij)n×n of
order n× n, cij is the similarity coefficient between the i-th
object and the j-th object if the following condition is met:

C � C
T
,

cij ≤ cii, i, j � 1, 2, 3, . . . , n.
(5)

*en, matrix C is a similarity coefficient matrix.
If the data are not a distance matrix, it must be trans-

formed into a distance matrix by a certain method in order
to carry out multidimensional scaling analysis.

*erefore, the semantic similarity matrix SIM is not
suitable for multidimensional scaling analysis. We need to
translate semantic similarity into “semantic distance”
through inversion. We define “semantic distance” as a value
from two service description documents, between 0 and 1.

Web service
description
documents

Semantic
distance
matrix SDVs

Web services cluster

.......

WordNet K-means

Multidimensional
scaling analysis 

PDs

Tags and wordnet

Figure 3: *e framework of our web services clustering method.

A1

A2

Am

.

.

.

B1

B2

Bn

.

.

.

PD1 PD2

Figure 4:*e semantic similarity between two PDs.*e length ism
and n, respectively.
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*e smaller the semantic distance value, the higher the
semantic similarity. *e semantic distance matrix is
DIS � (disij)n×n. We need to use appropriate functions to
reverse the semantic similarity. *ere is a classic transfor-
mation function (see equation (6)) [31–33]. However, from
the experimental point of view, the effect of this function is
not satisfactory.

disij � cii + cjj − 2cij􏼐 􏼑
1/2

. (6)

*e sigmoid function is a commonly used activation
function in neural networks [34].*is function expression is
shown in the following equation:

S(x) �
1

1 + e
− x. (7)

*e sigmoid function is an increasing function, and it
cannot activate the data between 0 and 1, so we need to
deform it. We use this function (see equation (8)) to reverse
the data.

NS(x) �
1

1 + e
σ(x− μ)

. (8)

μ and σ are adjustment coefficients. To ensure that NS is
a minus function, μ and σ should be positive real numbers.
We adjust μ and σ for many times through experiments and
determine that when σ � 20 and μ� 0.3, we can get better
results.

So, we can calculate DIS by the following equation:

disij �
NS simij􏼐 􏼑, i≠ j

0, i � j

⎧⎨

⎩ (9)

Let n points in r-dimensional space be expressed as
X1, X2, . . . , Xn and expressed by matrix as
X � (X1, X2, . . . , Xn)T. If the corresponding point of the i-
th web service description document is Xi, then the coor-
dinate of Xi is marked as follows:

Xi � Xi1, Xi2, . . . , Xir( 􏼁 � SDVi. (10)

*e purpose of multidimensional scaling analysis is to
calculate X. We call X a fitting composition of the semantic
distance matrix DIS.

Let B � (bij)n×n, where B is called the central inner
product matrix of X, and the construction of matrix B is the
premise of multidimensional scaling analysis [29]. Let us
first construct matrix A � (aij)n×n according to the following
equation:

aij � −
1
2
dis2ij. (11)

Next, the matrix H � (hij)n×n is constructed according to
equation (12). In equation (12), In is an identity matrix of
order n, En is a square matrix of order n, and any element of
matrix En is 1.

H � In −
1
n

En. (12)

Finally, matrix B is constructed as follows:

B � HAH. (13)

We calculate the n eigenvalues of B and arrange them to
obtain

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λn. (14)

*e eigenvectors corresponding to the n eigenvalues are

e1, e2, e3, . . . , en. (15)

*e sufficient and necessary condition for the semantic
distance matrix DIS to be Euclidean distancematrix is |B|≥ 0
[29]. We will discuss two cases of |B|.

(1) When |B|≥ 0, DIS is a Euclidean distancematrix, and
all eigenvalues are nonnegative:

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λn ≥ 0. (16)

*e dimension of coordinate Xi is r. We need to
construct X by using the eigenvector corresponding
to r maximum eigenvalues λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λr. r
can be determined by accumulating the eigenvalues
and calculating the proportion of the accumulated
sum to the sum of all eigenvalues.

λ1 + λ2 + λ3 + . . . + λr

λ1 + λ2 + λ3 + . . . + λn

≥ α. (17)

α is the threshold given in advance, generally 80%
[29]. *en, e1, e2, e3, . . . , er are selected to construct
X.

(2) When |B|< 0, DIS is a non-Euclidean distance ma-
trix. And there are negative eigenvalues.

λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λs ≥ 0> λs+1 ≥ . . . ≥ λn. (18)

r can be determined by accumulating the eigenvalues
and calculating the proportion of the accumulated
sum to the sum of absolute values of all eigenvalues.

λ1 + λ2 + λ3 + . . . + λr

λ1|

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + λ2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + λ3

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 + . . . + λn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
≥ α. (19)

α is the threshold given in advance, generally 80%.
*en, e1, e2, e3, . . . , er are selected to construct X.
Next, X is calculated as follows:

X �

��

λ1
􏽱

e1,

��

λ2
􏽱

e2, . . . ,

��

λr

􏽱

er􏼒 􏼓 � xij􏼐 􏼑
n×r

. (20)

Each line in X corresponds to a web service de-
scription document, and the i-th line is Xi. Next, we
need to cluster Xi(1≤ i≤ n).

4.3. Clustering Algorithm. *e existing clustering methods
are mainly divided into: layering, partitioning, density-
based, model-based, grid-based, and soft computing
methods [35]. We project the SDV into a two-dimensional
space through PCA [36]. We analyzed the distribution of
SDV projections and believed that the partitioning
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clustering method [37] is suitable for processing our data.
We compared each partitioning clustering method through
experiments and chose the K-means algorithm. *e K-
means algorithm is a classic unsupervised learning clustering
method, which is used in this paper for service clustering.
[38, 39].

At this point, our research methods are all introduced.

5. Experimental Results and Analyses

5.1. Experimental Data. Our experimental data are real data
crawled from the ProgrammableWeb. As of October 3, 2020,
there were 21956 web services on ProgrammableWeb, to-
taling 425 categories [40]. *e number of web services
covered by different topics varies greatly. For example, there
are 1020 web services in the category Financial and only one
web service in the category IDE. *e number is too un-
balanced, which seriously affects the clustering effect. For
this experiment, we select the categories that contain more
than 400 web services. *ere are 11 categories
(CG � CG1,CG2, . . . ,CG11􏼈 􏼉), including 6533 web services
(see Table 3). *ese classifications are completed by the
developers who publish these web services and are generally
considered to be accurate.

5.2. Evaluating Indicator. We use three indexes to evaluate
the clustering effect, which are precision, recall, and
F-measure. We cluster 6533 web services into 11 clusters,
which are expressed as NG � NG1,NG2, . . . ,NG11􏼈 􏼉. *e
three indexes are defined as follows:

precision NGi( 􏼁 �
CGi ∩

​ NGi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

NGi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

,

recall NGi( 􏼁 �
CGi ∩

​ NGi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

CGi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

,

F − measure NGi( 􏼁 �
2∗Precision NGi( 􏼁∗Recall NGi( 􏼁

Precision NGi( 􏼁 + Recall NGi( 􏼁
.

(21)

5.3. Comparison Method. Our method is compared with
these five methods. *e introduction is as follows:

(1) TF-IDF+K [15]. Keywords are extracted by word
frequency and inverse document word frequency,
and document-keyword vectors are constructed with
keywords. K-means is used to cluster the document-
keyword vectors.

(2) LDA+K [16]. We use latent Dirichlet allocation to
model the documents and then get the topic-word
matrix and document-topic vectors. K-means is used
to cluster document-topic vectors.

(3) Doc2Vec +K [19]. We use the Doc2Vec model to
train the documents and convert the documents into
vectors. K-means is used to cluster document
vectors.

(4) RCNN+LDA+K [20]. First train the LDA model to
obtain the probability-topic distribution of each
document and then train the RCNN network to
obtain a fitting model from each service document to
the probability-topic distribution. In this process, the
feature vector of each service document can be
obtained. Finally, cluster the document-feature
vectors by K-means.

(5) CMD+CT+K. *e classical transformation func-
tion is used to process similar data, and then mul-
tidimensional scaling analysis is carried out (see
equation (6)). Finally, K-means clustering is used.
We want to demonstrate the effectiveness of our new
transformation method through this experiment.

(6) WMS. *e new method proposed in this paper.

In order to compare the performance of the methods
more objectively, we use Algorithm 1 to preprocess docu-
ments for all six methods, .

5.4. Comparison of Experimental Results.

(1) Algorithm implementation.
*e distance matrix DIS with a dimension of 6533
can be obtained by processing the experimental data
using the method designed above. We need to de-
termine if the DIS is a Euclidean distance matrix. We
calculated the eigenvalues and eigenvectors of the
DIS and got 6533 eigenvalues (see Figure 5):
A total of 2032 eigenvalues are negative, so DIS is a
non-Euclidean distance matrix. Let us take α� 80%,
and when r� 50, equation (19) is satisfied, so we take
the vector dimension as 50.

(2) Precision comparison of 6 methods on 5 categories
(see Figure 6).

(3) Recall comparison of 6 methods on 5 categories (see
Figure 7).

(4) F-measure comparison of 6 methods on 5 categories
(see Figure 8).

(5) *e average precision, recall, and F-measure of the 6
methods on 11 categories (see Table 4).

5.5. Result Analysis. From the experimental results, the TF-
IDF +K method is the worst because the service description
document is too short to extract keywords although the
clustering effect is improved by adding context information.
It should be noted that the LDA+K method, the
Doc2Vec +K method, and the RCNN+LDA+K method
contain a large number of random processes, resulting in
different operation results in each operation. In contrast, the
WMS method proposed in this paper not only has stable
results but also has the best clustering effect. From the re-
sults, the clustering effect of the Doc2Vec +K method and
the RCNN+LDA+Kmethod is poor. We believe that these
two methods rely on the continuity of the document, but our
preprocessing (see Algorithm 1) destroys the continuity of
the document. In contrast, the LDA+K method and the
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Input: D, T, α
Output: PD (PD is initialized to empty)
Begin:
FOR each tag in T do:
flag⟵ 0;
FOR each word in D do:
IF WordNet.similarity (tag, word) >α do:
PD.add (word);
flag⟵ 1;

ENDIF
ENDFOR
IF flag� 0 do:
PD.add (tag);

ENDIF
ENDFOR
RETURN PD;
END

ALGORITHM 1: Preprocessing of a service description document.
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Figure 5: 6533 eigenvalues of distance matrix DIS.
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Figure 6: Precision of 6 methods on top 5 categories.
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Figure 7: Recall of 6 methods on 5 categories.
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Figure 8: F-measure of 6 methods on 5 categories.
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WMS method do not have any requirements for document
continuity, so the clustering effect is better. And we im-
proved the method of transposing data in multidimensional
scaling analysis. Experiments prove that our improvement is
effective.

5.6. Selection of Clustering Algorithm. We project the SDV
into a two-dimensional space through PCA (see Figure 9).

We can see from Figure 9 that the clusters of SDV data
are roughly distributed around a certain center in an el-
liptical shape, and some clusters are more fused. *e par-
titioning clustering method is suitable for processing such
data [39]. And our data belong to numerical type data.*ere
are three typical partitioning clustering methods suitable for
processing numerical type data: K-means, K-medoids [41],
and Clustering for Large Application (CLARA) [42]. We
compared the average precision, average recall, and average
F-measure of the three methods (see Table 5). It is finally
determined that K-means has the best clustering effect.

5.7. Supplementary Notes. Here, we show how to determine
μ� 0.3 and σ � 20 in equation (8). *e symmetry center of
sigmoid function is (μ, 0), so μ plays the role of data seg-
mentation. We count the distribution of elements in the
matrix SIM (see Figure 10).

Input: PD1 (the length is m), PD2 (the length is n)
Output: sim (the semantic similarity between two PDs)
Begin:
SUM⟵ 0;
FOR i⟵ 1 to m do:
MAX⟵ 0;
FOR j⟵ 1 to n do:

IF WordNet.similarity (Ai, Bj) >MAX do:
MAX⟵WordNet.similarity (Ai, Bj);

ENDIF
ENDFOR
SUM⟵ SUM+MAX;

ENDFOR
FOR j⟵ 1 to n do:
MAX⟵ 0;
FOR i⟵ 1 to m do:

IF WordNet.similarity (Ai, Bj) >MAX do:
MAX⟵WordNet.similarity (Ai, Bj);

ENDIF
ENDFOR
SUM⟵ SUM+MAX;

ENDFOR
sim⟵ SUM/(m+ n);
RETURN sim;
END

ALGORITHM 2: *e process of calculating the semantic similarity between two PDs.
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Figure 9: SDVs projection in two-dimensional space.
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It can be found that 0.3 is the segmentation point of
frequency, so μ� 0.3. After that, determine μ� 0.3 and re-
cord the changes of average F-measure by adjusting σ in
equation (8) (see Figure 11).

As can be seen from Figure 11, when σ � 20, the average
F-measure has good result.

6. Conclusions

In this paper, we propose a web service clustering method
based on semantic similarity and multidimensional scaling
analysis. We first used WordNet to calculate the semantic
similarity between documents and then obtained the se-
mantic distance matrix. *en, we used multidimensional
scaling analysis to get the SDVs. Finally, we used the K-
means algorithm to cluster the SDVs. Most of the existing
methods vectorize documents by extracting document
features. We have proposed a new idea to vectorize docu-
ments by comparing the differences between documents.
*e improvement of the vectorization method leads to the
improvement of the clustering effect. Multidimensional
scaling analysis is the core of our method. *e experimental
results show that our method is better than existing methods
in precision, recall, and F-measure. And our method is more
deterministic than the method based on deep neural net-
work and LDA. And we improved the method of trans-
posing data in multidimensional scaling analysis.
Experiments prove that our improvement is effective.

We believe that our method has a major flaw; our al-
gorithm relies on tags and is less robust. For future work, we
will improve Algorithm 2 to get rid of the dependence on
tags. In addition, service clustering cannot be directly useful
to users. For future work, we will use the service clustering
method in this article as a basis to improve service com-
position, service discovery, and other web service tasks.
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Table 3: *e distribution of web services in top 18 categories.

Category Number
Financial 1020
Tools 856
Payments 657
Messaging 650
E-commerce 627
Enterprise 508
Social 497
Mapping 470
Science 434
Government 412
Security 402
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Figure 10: *e distribution of elements in the matrix SIM.
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Figure 11: *e changes of average F-measure by adjusting σ

Table 4: Comparison of average precision, recall, and F-measure of
six methods.

Method Precision Recall F-measure
TF-IDF+K 0.1936 0.2010 0.1986
LDA+K 0.5827 0.6461 0.5994
Doc2Vec +K 0.3502 0.3096 0.3203
RCNN+LDA+K 0.5231 0.5763 0.5496
CMD+CT+K 0.7816 0.8311 0.7967
WMS 0.8935 0.8734 0.8795

Table 5: Comparison of average precision, recall, and F-measure of
three methods.

Method Precision Recall F-measure
K-medoids 0.8087 0.8650 0.8206
CLARA 0.8138 0.8705 0.8269
K-means 0.8935 0.8734 0.8795
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Online posts have gradually become amajor carrier of network public opinion in social media, and the social network hotspots are
the important basis for the study of network public opinion. ,erefore, it is significant to extract hotspots for monitoring Internet
public opinion from online posts textual big data. However, the current hotspot extraction methods are focused on the users’
features that are based on textual big data with spam and low-quality content. Meanwhile, these methods seldomly consider the
time span of posts and the popularity of users. Accordingly, this article presents a hotspots information extraction hybrid solution
of online posts’ textual data. Firstly, a filtering strategy to obtain more high-quality textual data is designed. Secondly, the topic hot
degree is presented by considering the average number of replies and the popularity of the participant. ,irdly, an improved co-
word analysis technology is used to search the same topic posts and Bisecting k-means clustering algorithm using repliers’
popularity and key posts are designed for studying and monitoring the hotspots of online posts in a valid big data environment.
Finally, the proposed algorithms are verified in experiments by extracting the hotspots of online posts from the dataset.,e results
show that the data filtering strategy can help to obtain more valuable information and decrease the computing time. ,e results
also demonstrate that the proposed solution can help to obtain hotspots comparing the traditional methods, and the hot degree
can reflect the trend of the online post by comparing the traditional methods.

1. Introduction

With the rapid development of mobile communications and
networks, the Internet increasingly integrates into our life. It
is reported that there are now more than 4 billion Internet
users around the world. Most Internet users spend an av-
erage of six hours surfing the Internet, and 3 billion people
now use social media, such as Twitter, blogs, Bulletin Board
System (BBS), and podcasts [1, 2]. It is known that online
posts have gradually become an important tool in social
media for the exchange of information. An increasing
amount of public opinion is now spread by social media,
especially through BBS [3–5]. Since hotspots directly reflect

public opinion, studying and monitoring the hotspots of
social media becomes more important for public affairs.

Social media has become one of the most important and
popular carriers and distributors of the current online public
opinion [6, 7]. Compared to the traditional public opinion
channels, online posts have some unique features, such as a
wider audience range, greater influence, faster propagation
speed, and large amount of data [8–10]. For obtaining and
monitoring public opinion hotspots, an increased number of
studies focus on this field fromdifferent perspectives. In general,
the current studies mainly use natural language processing, data
mining technologies, machine learning, and other methods to
monitor hotspots and explore propagation [11–14].
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Currently, text data is still an important medium for
information dissemination on social networks [15, 16]. To
study complex dynamics in social networks, the extraction of
hotspots from massive textual data becomes one of the im-
portant steps. On the one hand, the current hotspots’ ex-
traction methods are simple to collect the user-related feature
and mostly based on textual big data with spam, irrelevant,
and low-quality content. In social media, there aremany spam
information [17–19], such as paid posters and fake replies, as
shown in Figure 1. Advertising posts and replies are a good
example in BBS. Such corresponding users’ featured infor-
mation based on invalid or incomplete data can be very
different from real one, especially for hotspots and public
opinions. On the other hand, themainmethods seldomly take
into account the time span of posts and popularity of repliers.
Firstly, time span of posts is a significant factor in hotspots
extraction, as hotspots of social networks are the collective
action of users in a short time (for example, a collective
response to an event in BBS). Secondly, it is reported that
popularity users (repliers and main posters) play a significant
role in Internet public opinion [20]. However, few studies
address these problems. Due to the complexity and features of
social media such as BBS, monitoring of public opinion
hotspots still faces the following challenges:

(1) How to obtain more valuable data by filtering a large
amount of spam textual data

(2) How to find the key posts according to the associ-
ation among multiple posts for the same topic

(3) How to search real hotspots by considering the
valuable repliers and key posts

Accordingly, for solving the problems, a hotspots’ infor-
mation extraction hybrid solution of online posts’ textual data
is proposed based on the feature of users in social networks.
,e solution contains three main steps. Firstly, a textual data
filtering strategy is used to obtain a more valid dataset. An
improved co-word analysis technology is used to search the
same topic posts. Secondly, bisecting k-means clustering al-
gorithm based on poster popularity and key posts are proposed
to obtain the hotspots of online posts. ,en, the hot degree is
proposed to search the real hotspots. ,e proposed methods
are implemented in a real experiment, where the results
demonstrate the effectiveness of the solution.

,e rest of the paper is structured as follows. Section 2
discusses related studies on the Internet public opinion and
current challenges. Section 3 introduces hotspot monitoring
and public opinion communication characteristics. Section 4
introduces the cluster hotspot monitoring based on PR
values and bisecting k-mean algorithms. Section 4 presents
the results of an experiment using the proposed methods
and our dataset. Section 5 concludes and discusses the paper.

2. Related Work

In this section, we present existing studies on the public
opinion analysis of BBS andmonitoring hotspots.,ese studies
are used as a basis for our work. We review related research
from two aspects: network public opinion and hotspots.

2.1. Public Opinion. In [21], the natural language processing
and machine learning techniques are used to interpret
sentimental tendencies related to users’ opinions and predict
real events. In [22], a public opinion dynamics model for an
online-offline social network context is provided and con-
ditions to form a consensus in the proposed model are
analyzed. In [23], the authors propose a method to recognize
network public opinion leaders by using Markov logic
networks, and a recognition system is designed and
implemented. In [24], a cross-network public opinion
spreading model is created in a combined social network
environment. Two network nodes are assumed in this paper.
In [25], the author constructs a dictionary monitoring
sentiment computing model using text words and labels as
the input parameters. In [26], a new method is provided for
sentiment computing for news and events by constructing a
word emotion association network. ,e authors provide a
word emotion computation method to obtain initial words.
,ese studies mostly focus on public opinion based on the
assumption that the dataset is always valid.

2.2. Hotspots. Zhao et al. [27] present a Social Sentiment
Sensor (SSS) system on Sina Weibo to detect daily hotspots
and analyze sentiment distributions related to these topics.
Clusters of topics that describe the same issue are formed
and ranked based on popularity to exploit the resulting
hotspots. In [28], the authors use a clustering method to
obtain candidate topics on BBS and the evolution theory to
calculate the heat of candidate topics and obtain hotspots
based on it. Hao and Hu [29] propose a method based on a
baseline model to solve the topic drift problem of network
BBS. Liu and Li [30] adopt text mining approaches based on
a vector space model and k-means clustering to group In-
ternet public opinion hotspots. Li [31] uses an emotion
analysis technology to analyze the emotional polarity of
network BBS Chinese texts and a k-means algorithm and the
SVM to cluster the contents of posts considering each class
as a hot topic. Chen et al. [32] design a similarity analysis
algorithm of Internet public opinion based on information
entropy, which can cluster and identify hotspots and crisis
events.

,e above studies provide a useful basis for this study,
but there are some gaps that need to be filled, especially
regarding the public opinion analysis of online posts. ,e
unresolved issues are related to the validity and usefulness of
data and the popularity of posters when used in the clus-
tering of hotspots. Based on the above research, a data fil-
tering strategy is introduced to improve the quality of data.
Improved co-word analysis and Bisecting k-means clus-
tering algorithms are designed using time spans and pop-
ularity to obtain more accurate results.

3. Mathematical Model of Online Post

In this section, we first build a mathematical model of online
posts based on their characteristics and then use it to study
hotspots.
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Let Sall be the set of all posts at time t. Let Svalid and
Sinvalidbe the set of valid and invalid posts during period t. So,
Sall can be represented as follows:

Sall � Svalid + Sinvalid. (1)

Assume that there are m valid posts, so Svalid can be
expressed as Svalid � svalid1 , svalid2 , . . . , svalidm􏼈 􏼉... For any postsi,
the post usually contains the first replies set
F(si) � f

si

1 , f
si

2 , . . .􏼈 􏼉. Each f
si

j has its replying content
text(f

si

j ), replying time time(f
si

j ), and the second reply
number num(f

si

j ). ,e details are shown in Figure 2.
For time period t, the all topic set is

Tall � T + Tsimilar,

T � T1, T2, . . . , Tn􏼈 􏼉,
(2)

where n is the size of the valid topics set T and Tsimilaris
similar to T on the topic set in period t. In other words,
Tsimilarand T have similar keywords.

It is known that all posts (Sall) during a period have
multiple topics; therefore, getting the post relevant to the one
topic is the basement for extracting the hotspots. Each topic
Ti ∈ Tcorresponds to the keywords set(Xall(Ti)), which
contains similar keywords’ set (Xall(Ti) � X(Ti)+

Xsimilar(Ti)). ,e valid keywords set has nivalid keywords,
and we can assume that its keyword set is
X(Ti) � x1(Ti), x2(Ti), . . . , xni

(Ti)􏽮 􏽯 ((xi(Ti) ∈ X(Ti),

1≤ i≤ n)).
We use the notation sTito indicate that post s(s ∈ Sall) is

relevant to Ti.,at is, s contains the keywords of Ti. We can
use the following equation to define this relationship be-
tween a post and a topic:

f s, Ti( 􏼁 �
1, sTi,

0, otherwise.
􏼨 (3)

According to (3), the relevant posts are the post contents
that contain the keywords of the one topic.,erefore, we can
obtain the relevant posts set Sall(Ti) of topic Ti as

Sall Ti( 􏼁 � sall Ti( 􏼁|f s, Ti( 􏼁 � 1􏼈 􏼉. (4)

Definition 1. Post lifespan t(s) is

t(s) � day timefend
− timef0

􏼐 􏼑, (5)

where timef0
and timefend

represent the time of the first and
last reply of post s during a certain time, respectively, and
day(·) is the number of days disregarding hours and
minutes.

Definition 2. 5e reply number (the total number of replies
of one post) is equal to

TR(s) � 􏽘

|F|

j�1
num f

s
j􏼐 􏼑 +|F|, (6)

where TR(s)is the total number of replies of post s and|F|is
the total number of the first replies.

Definition 3. Post participants (p) are the post creator and
repliers. Let P(si) be the participant’s participation number:

P si( 􏼁 � Pfirst si( 􏼁 + Psecond si( 􏼁, (7)

where Pfirst(si) and Psecond(si) are the first repliers and
second repliers, respectively.

Definition 4. (degree of participation (DoP)). ,e degree of
participation of post si is the ratio of the reply number and
participant reply number

δi �
P si( 􏼁

TR si( 􏼁
. (8)

Definition 5. (minimum number of replies (MNR)). ,e
MNR is the least reply limitation of the post si. Let εi be the
MNR of the post si. MNR aims to simplify the valid post
dataset without considering the posts with no replies and few
replies.

It is clear that different posters and repliers have different
influences. To calculate such influence, we use the popularity
of a participant as the value. ,e popularity of a participant
mostly depends on two factors: the frequency and the

Post 

Main post

Reply
Valuable replyReply

Paid reply

Reply

Valuable
Reply

Reply

Topic 

Direct 

Indirect 

Paid
Reply

Paid post

Paid reply

Paid reply

Figure 1: ,e structure of BBS post.
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popularity of replies. ,e frequency can be expressed as the
average number of participants in posts, and the popularity
can be expressed as the number of replies per day or per post.
Accordingly, the post participant p’s popularity (forces(p))
can be expressed as

forces(p) � a · fr + b ·
1
N

· TSP, (9)

where fr is the frequency of the posts of participant p,N is the
total number of the discussion posts of p, TSP is the total
number of repliers to all discussion posts of p, and a and b
are the coefficients corresponding to the frequency and the
total number of repliers, respectively.

We use different values to denote different post values
for a topic. ,e value of a post is mainly determined by two
criteria: the average number of replies and the popularity of
the participant. Accordingly, the following formula is used
to calculate the value:

weight(s) � α · TR(s) + β · 􏽘 forces(p(s)), (10)

where α and β are the coefficients corresponding to the
average number of replies and popularity, respectively.

Based on the above discussion, we can calculate the topic
hot degree (HD)hot(T)as

hot(T) � ϑ · |S(T)| + θ · 􏽘
m

i�1
weight si( 􏼁, (11)

where S(T) is the valid post set about topic Tand ϑ, θ are the
coefficients of the total number of posts and post values,
respectively.

Definition 6. Hotspot is the topic that gets the maximum
value of the hot degree. For the topic set T � T1, T2, . . .􏼈 􏼉, the
problem of hotspot search becomes

argmax hot Ti( 􏼁( 􏼁,

Subject To : si ∈ S Ti( 􏼁,

Ti ∈ T,

X Ti( 􏼁 ∈ Xall Ti( 􏼁,

(12)

where S(Ti) is the valid post set of topic Ti and the constraint
conditions in equation (12) are restricted vales scope of the
post, topic, and keywords, respectively.

Definition 7. Hot post is the post with the maximum value
of a post. And, the hot post smaxof topic Ti can be expressed
as follows:

smax Ti( 􏼁 � argmax weight si( 􏼁( 􏼁,

Subject To : si ∈ S Ti( 􏼁.
(13)

It is clear that the main problem related to formulas (12)
and (13) is to obtain valid posts, replies, and keywords.

4. Spam Data Filtering Mechanism and
Improved Cluster Hotspot
Monitoring Algorithm

To determine the hotspots of BBS, we use a filtering
mechanism to obtain more valuable data and an improved
cluster hotspot monitoring algorithm to find hotspots. We
focus on text data filtering, extracting keywords, con-
structing the common word matrix, and searching the
hotspots and hotspots.

,e main process involves the following steps: the
identification of postspamming and fake replies to increase
the post and reply values, the application of a text rank-based
keyword extraction algorithm to calculate the PageRank
Value of the candidate keywords and obtain their PR values,
the determination of the keywords based on posts’ PR
(PageRank) values, and the construction of the co-word
matrix for these keywords, as shown in Figure 3. As a result,
we determine the hotspots by sorting the above results.

4.1. Post Filtering. Paid posts and invalid replies are well-
known phenomena in BBS networks. However, they affect
the results of hotspot and hot postsearch. Accordingly, we
must filter out invalid data. We adopt the following rules.

Rule 1(degree of participation): if the degree of par-
ticipation (DoP) is above a predefined constant, we
consider the post as a paid post or spam post. And, we
delete the post from the post set. ,e DoP is the ratio of

The second reply

Reply content::text (fj
si)

Reply time::time (fj
si)

Second reply number::num (fj
si)

Replying information of fj
si

Reply: f1
si

Reply: fj
si

First reply set
Structure of post

(a)

Main
post

First
reply

First replyFirst
reply

Paid reply

Second reply Second reply

Second reply

(b)

Figure 2: ,e framework of a post or BBS.
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the participant’s reply number and the total reply
number of the post. Rule 1 can be formulated as
follows:

S �
Sall\ si􏼈 􏼉, if δi > δ,

Sall, otherwise,
􏼨 (14)

where δ is the DoP constant.
Rule 2 (MNR): if the MMR of the post is less than a
predefined constant, we consider the post as an invalid
post or spam post. And, we delete the post from the
post set. ,e MNR is the ratio of the total reply number
and the participant’s number of the post. Rule 2 can be
formulated as follows:

S �
Sall\ si􏼈 􏼉, if εi < ε,

Sall, otherwise,
􏼨 (15)

whereε is the MNR constant.
We use Rule 1 and 2 to filter out paid or spam posts. It is
known that, in a real BBS, there are many fake replies,
which are not related to the topic, such as advertising.
Such replies must be deleted from the post set as well.
Rule 3(lexical filtering): the predefined vocabulary set is
denoted as A � a1, a2, . . .􏼈 􏼉for topic Ti. If a reply text
(Textreply(fij)) does not contain an element ofA, it is
considered invalid and gets deleted from the replies set.
,e rule for getting a valid reply can be described as
follows:

F � S �
Fall\ fij􏽮 􏽯, if Textreply fij􏼐 􏼑⊳A,

Fall, otherwise,

⎧⎨

⎩

⎧⎨

⎩ (16)

where Textreply(fij)⊳A means the reply text contains a
predefined vocabulary element of A, Fall is all reply for
the topic Ti, and fij is the jth reply text of topic Ti.
Algorithm 1 shows the details of the post-text filtering
for the topic Ti. In algorithm 1, the text data filtering
can be mainly divided into the following steps. Firstly,
the relevant post set of Ti can be obtained with
equations (3) and (4). ,en, according to Rule 1 and 2,
the degree of participation and the minimum number

replies are employed for deleting the invalid posts
which are beyond the constraints of (14) and (15).
Moreover, using Rule 3, the invalid replies are selected
and removed from the reply set Fall. Finally, the valid
post and replying sets (S, F) are returned.

4.2. TextRank-Based Keyword Extraction Algorithm.
Based on Section 4.1, we can obtain valid posts and replies by
adopting the filtering mechanism. In this section, we further
extract keywords based on their text ranks. ,e main steps
are as follows.

Step 1: we divide the text of a reply into a word list.
,en, we order the words in the list. Namely,
list(V) � [v1, v2, . . .].
Step 2: after filtering the element of list(V) according to
the following rules, we obtain the list of candidate
keywords.
Step 3: we use the following synonym processing rule to
build candidate keywords.
Rule 4 (synonym processing): let C be the synonym
keywords set:

C � C1 c1(main), C1(syn)􏼂 􏼃, C2 c2(main), C2(syn)􏼂 􏼃, . . .􏼈 􏼉

(17)

where ci(main) and Ci(syn)are the main word and its
synonym set, respectively. If a word is a synonym, we
use the main keyword to replace it and then merge the
same words and build candidate keywords (list(X)).
Step 4 (build candidate keyword map): the candidate
keyword map G�(i, list(i)), where i is the candidate
keyword, list (i) is the set of words co-existing with i in
the window, and, for the word j in list (i), the co-
occurrence number between i and j is denoted as weight
wij.
Step 5 (iterate operation): we set the number of iter-
ations (L), according to the page rank algorithm
[33, 34], we can calculate the page rank value (PR value)
of each word and then construct a sequence according
to the reverse order of PR values. ,e formula for the
PR value is

Degree of participation

Reply to participation

Lexical filtering

Common
word

matrix

Hotspots’
results

BSS text
dataset

Text data filtering Keyword extraction
Candidate keywords

Synonym processing

Build candidate
keyword map

Iterate operation

Figure 3: ,e main steps of the proposal strategy.
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PR(i) � (1 − d) + d
∗

􏽘
j∈list(i)

ωij

􏽐l∈list(j)ωjl

PR(j), (18)

where PR(i) refers to the PR value of keyword i, j denotes
the keywords co-existing with i, l denotes the keywords
co-existing with j, and d is the damping coefficient.

4.3. Common Word Matrix for Obtaining the Same Hotspots
and Hot Posts. Common word matrix: n keywords are
selected according to their PR values (Section 4.2). ,e
keyword set is W � w1, w2, . . . , wn􏼈 􏼉. ,e position of the co-
word matrix corresponds to the semantic distance between
two keywords. ,e formula for the semantic distance
dist(wi, wj) between two keywords (wi, wj) is

dist wi, wj􏼐 􏼑 �
1

count wi, wj􏼐 􏼑 + 1
, (19)

where count(wi, wj) represents the number of co-
occurrence events between keywords (wi, wj). ,e smaller
the semantic distance between two keywords is, the more
likely the two keywords belong to the same hotspot.
,erefore, the common word matrix (CA) can be repre-
sented as

CA �

dist11 . . . dist1n

⋮ ⋱ ⋮

distn1 · · · distnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (20)

Searching the hotspots and hot posts: the common word
matrix CA is transformed into a point set. ,en, all the

points are treated as the first cluster, and the first cluster is
divided into two parts. Select each cluster that can minimize
the SSE (sum of squared errors) value and divide it into two
new clusters. ,is loop continues until the number of
clusters equals the predefined number K.

,e hotspots and keywords are obtained based on the
above steps. ,en, we can obtain the hot post using equation
(10). By using the strategy explaining in equation (11), we
can get the topic hot degree for every topic. Also, the hotspot
and hot post by sorting can be identified.

5. Experimental Results

Experiments were conducted to evaluate the performance of
the proposed algorithm using a real dataset. ,e results of the
experiment are used to analyze the proposed approach. ,is
section covers the simulation parameters, setup, and results.

5.1. Dataset and Experiment Setup. Dataset: the dataset is
gathered from three online post websites (W1 (Baidu Tieba
post): https://tieba.baidu.com; W2: https://bbs.tianya.cn;
W3: http://www.xici.net). ,e three websites are the most
famous online BBS platforms in China, which have more
than 150 million active users in 2020. ,e post textual data
was collected from these BBS and covers the whole year of
2018. Figure 4 shows a screenshot of the online post of W1,
which is a classical online community post based on textual
data.

To test the proposed strategies, we select three typical
subjects (“Computer game” (S1), “Exam” (S2), and

Input: Sall, ε, A,δ
Output: S(Ti), F(Ti)
Initialization S � S(Ti)←Sall(Ti), F � F(Ti)←Fall(Ti), Sall(Ti)←Sall
Computing the relevant post set Sall(Ti)of Ti//According to equations (3) and (4)
for i� 1: |S|//Degree of participation filtering
Calculate P(si)

δi←P(si)/TR(si)

if δi > δ
S←S/si

end if
end for
for i� 1: |S|//MNR filtering
Calculate TR(si)

εi←TR(si)

if εi < ε
S←S/si

end if
end for

for i� 1: |S|
for j� 1: |F|//Lexical filtering
ifTextreply(fij)⊳A

F←F/fi

end if
end for

end for
Return S(Ti), F(Ti)

ALGORITHM 1: ,e post-text filtering.
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“Nanfang College” (S3)) from the above BBS websites. ,e
data was obtained using a crawler. Meanwhile, data visu-
alization software was designed for analyzing these textual
data of BBS, and the data filtering algorithm was used in the
software, as shown in Figure 5. ,e dataset obtained has
16,373 posts and 100,197 replies from January 1, 2018, to
December 31, 2018. ,e parameters of the experiment are
shown in Table 1.

5.2. Results’ Analysis. Valid posts and replies: the proposed
data filtering mechanism is used to obtain valid data from
the dataset. Figure 6 shows the results of the valid posts and
replies of the above three subjects (S1, S2, S3). It is a well-
known fact that, by using filtering strategies, we can effec-
tively delete spam posts and replies. Figure 6(a) provides the
comparison of the results of our filtering rules and the raw
data in some different subjects for different subject posts.
Our mechanism can decrease the number of posts by 109
and 513 by using Rules 1 and 2, respectively, compared to the
raw data that was not filtered in S1. Accordingly, by using
our filtering rules, more than 13% of the invalid post is
obtained. Figure 6(b) shows the results of the filtering of
online post repliers based on the proposed methods in
different subjects by using rule 3. Similarly, the methods can
effectively filter out invalid replies. Particularly, Rule 3 can
filter more than 30% invalid replies.

,e results demonstrate that the proposed filtering
mechanisms can decrease the number of invalid posts and
replies. Also, the filter can reduce datasets and improve the
efficiency of searching for hotspots. Furthermore, the results
show that the proposed data filtering algorithm has different
post and replies effects on a different subject. In other words,
the larger the scope of the subject, the bigger the post and
replies. Topics with a wide scope of topics are more likely to
have spam posts and replies.

Precision: for verifying the data filtering algorithm
performance of precision, the part raw data (10%) of the
subject of S3 is selected. ,en, these BBS data are filtered by
the manual and the proposed data filtering algorithm, re-
spectively. Figure 7 shows the precision percentage results of
posts and replies of subject S3 by using the proposed method
in different BBS websites. From the results, it is easy to get
that the precision of filtering posts is more than 92%, and the
precision of filtering replies is large than 85%. ,e results

demonstrate that the proposed data filtering algorithm has a
good effect on the precision of spam posts and replies.

Computing time: computing time is an important metric
to evaluate the performance of the data filtering algorithm.
,erefore, the computing time results to collect the number
of users in different subjects is given in raw and filtered data,
as shown in Figure 8. It is easy to get that the S1 spends the
most computing time in three subjects. And, the proposed
filtering can decrease more than 15% computing time. In
other words, the filtered data used less time to search the
number of users than the raw dataset in all subjects. ,e
results show that the presented strategy can save more
computing time by using a data filtering algorithm.

Hot degrees: we use hot degrees to search for hotspots
and posts. When the hot degree of a post reaches 3, we
consider it a hotspot. After calculating hot degrees and
searching for hotspots, five hotspots were selected based on
their hot degrees. Hot degrees of different topics can be
obtained using the hot degree calculation method. Mean-
while, the same five hotspots of the maximum number of
post and repliers are calculated in the same dataset. ,e
results of different metrics are shown in Figure 9. Figure 9(a)
provides the hot degrees of different topics from the 90th to
105th days.,e values of the hot degrees of the five topics are
3.6, 5.6, 5.6, 11.75, and 5.08. It is noticeable that topic 4 is the
hottest topic during this period. Figures 9(b) and 9(c) show
the total numbers of post and repliers in the same time
period. It can be seen that topic T1 is the hotspot using the
different degree, and it has the highest values of the three
metrics. Namely, the hot degree can reflect the hotspots of
online posts.

,e values of hot degrees on subject S1are obtained in
different datasets from different websites. Figure 10 shows
the hot degree results from the 5th to 235th days related to
topic 1. From Figure 7, it can be seen that topic 1 has three

Second replier

First replying text

First replier

Second reply time

First reply time

Second reply text

Figure 4: ,e screenshot of a Baidu Tieba post.

Figure 5: ,e data visualization software screenshot of BBS.
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peaks at the 60th, 120th, and 190th days, and the hot degree
of three websites has the same trend in different online post
websites during the monitored period. ,e proposed hot
degree can directly reflect fluctuation trends. Specifically, a

hot degree can demonstrate the trend in terms of repliers
and users, as in our strategies we merge post users and
replies. In summary, the proposed method can effectively
solve the social media hotspot problem.

Table 1: ,e experiment parameters.

Parameters Values Descriptions
A 0.7 ,e coefficients of the frequency of repliers
b 0.3 ,e coefficients of the total number of repliers
α 0.9 ,e coefficients of the average number of replies
β 0.1 ,e coefficients of the popularity of replier
ϑ 0.1 ,e coefficients of the total number of posts
θ 0.9 ,e coefficients of the post value
δ 0.5 ,e DoP constant value
window 5 ,e number of accommodated keywords
L 100 ,e number of iterations
d 0.85 ,e damping coefficient
K 3 ,e number of cluster centers
ε 5 ,e minimum number of replies constant value
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6. Conclusion

,e online posts have become public platforms for
expressing personal opinion, so their monitoring and online
hot topic search gained more significance. Considering the
weight of different users, the extraction of hotspots from
massive textual data with spam data become one of the
important bases for study the public opinion of the social
network. By collecting and analyzing text information on
online posts, current hotspots can be obtained. ,is article
adopts a data filtering mechanism, common words, and
clustering technology for online hotspots search, using a
time span, poster popularity, and PR values. ,en, hot
degree is used to evaluate the hotspots of online posts based
on the number of replies and the popularity of the partic-
ipant. ,e proposed methods are implemented and applied
to a BBS dataset. ,e results show that the proposed method
can effectively filter out invalid data, compress datasets, save
more computing time, and improve performance. At the
same time, the results demonstrate that the proposed
method and hot degree can also reflect changes in the trend
of the hotspots of online posts.
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(e continuous growth of the World Wide Web has led to the problem of long access delays. To reduce this delay, prefetching
techniques have been used to predict the users’ browsing behavior to fetch the web pages before the user explicitly demands that
web page. To make near accurate predictions for users’ search behavior is a complex task faced by researchers for many years. For
this, various web mining techniques have been used. However, it is observed that either of the methods has its own set of
drawbacks. In this paper, a novel approach has been proposed tomake a hybrid predictionmodel that integrates usage mining and
content mining techniques to tackle the individual challenges of both these approaches. (e proposed method uses N-gram
parsing along with the click count of the queries to capture more contextual information as an effort to improve the prediction of
web pages. Evaluation of the proposed hybrid approach has been done by using AOL search logs, which shows a 26% increase in
precision of prediction and a 10% increase in hit ratio on average as compared to other mining techniques.

1. Introduction

(e World Wide Web (WWW) has become an important
place for people to share information. (e amount of in-
formation available on the web is enormous and is growing
day by day. As a result, it is the need of the hour to develop
new techniques to access the information very quickly and
efficiently. For fast delivery of media-rich web content, la-
tency tolerant techniques are highly needed, and several
methods have been developed in the past decade in this
regard. Among these techniques, the two most prevalent
techniques are caching and prefetching. However, caching
benefits are limited due to the lack of sufficient degrees of
temporal locality in the web references of individual clients
[1]. (e potential for caching of the requested files is even
declining over the past years [2]. On the other side, pre-
fetching is defined as “to fetch the web pages in advance
before a request for those web pages” [3]. (e usefulness of
prefetching the web pages depends upon how accurately the

prediction for those web pages has been made. A good
prediction model can find various applications, of which the
most prominent ones are website restructuring and reor-
ganization, web page recommendation, determining the
most appropriate place for advertisements, web caching and
prefetching, etc. In recent years, due to the wide scale of
applications, the prediction process has gained more im-
portance. To make predictions, several web mining tech-
niques have been used in the past several years. Web mining
[4] can be divided into three distinct areas:

(i) Web usage mining: it involves analyzing user access
patterns collected from web servers better to predict
the users’ needs [5–7]

(ii) Web content mining: it involves extracting useful
information from websites to serve the users’
needs

(iii) Web structure mining: it is the study of the inter-
linked structure of web pages
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Traditional prefetching systems make predictions based
on the usage information present in access logs. (ey
typically employ the data mining approaches like associ-
ation rule mining on the access logs to find the frequent
access patterns, match the user’s navigational behavior with
the antecedent of the rules, and then prefetch the conse-
quent of the rules. However, this approach’s problem is that
a relevant page that might be of user’s interest can be
exempted from the prediction list if it is new or it was not
frequently visited before; therefore, it does not appear in
frequent rules.

On the other side, predictions based on content infor-
mation present in web pages such as title, anchor text, etc.
resolve these problems, but they have their own set of
drawbacks. (ey lack the user’s intent of the search, and web
content alone is insufficient to make accurate predictions.

In this paper, instead of focusing only on the content,
i.e., anchor texts associated with URLs (Uniform Resource
Locator), the queries submitted by users recorded in web
access logs have also been crucial for actual user’s interest.
(erefore, a hybrid prediction model (HPM) has been
proposed, which incorporates both the history of the users’
browsing behavior and the information content inherent in
the users’ queries. It is based on the Query-URL click-
graph, a bipartite graph G between queries Q and URLs U,
which are extracted from the access logs. Edges E in the
diagram indicate the presence of clicks between queries and
URLs. Weight Cq,u is assigned to each edge, representing
the aggregated clicks between query q and URL u. N-gram
parsing of queries has also been used for better results as
compared to unigrams. An N-gram [8] is an N-word se-
quence. An N-gram of size 1 is referred to as a unigram, 2-
gram as a two-word sequence, also called bigrams, and size
3, i.e., 3-grammeaning a three-word sequence, trigram. For
example, parsing the query “college savings plan,” we get
three unigrams (“college,” “savings,” “plan”), two bigrams
(“college_savings,” “savings_plan”), and one trigram
(“college_savings_plan”). (e reason to use the N-gram
approach is that grams can capture more contextual in-
formation, which can help us to predict the frequency of
such kinds of keywords.

(e advantages of this prediction framework mainly lie
in three aspects:

(i) First, query terms are used through the Query-URL
click-graph to understand users’ behavior more
accurately rather than using noisy and ambiguous
web page content

(ii) Second, it captures information from both usage
logs and content knowledge, which increases the
accuracy of prediction

(iii) (ird, this framework further considers the N-gram
parsing of queries, which also improves the pre-
diction results

(e paper has been organized as follows. Section 2
highlights the detailed literature review on prefetching. (e
proposed approach is presented in Section 3, which dis-
cusses the following:

(i) (e architecture of the hybrid prediction model
(ii) (e workflow of both phases, i.e., online phase and

offline phase
(iii) Detailed pseudocode for the proposed method

Further, Section 4 discusses an example of the proposed
work. Experimental evaluation and comparison of the
proposed work with the existing approaches are provided in
Section 5. Section 6 finally concludes this work with future
enhancement.

2. Related Work

Web prediction is a classification problem to predict the next
web page that a user may visit based on its browsing history.
Several researchers have been trying to improve the pre-
diction of users’ browsing experience in the past decade to
achieve the following research objectives:

(i) To improve the accuracy of prediction
(ii) To remove the scalability problem
(iii) To improve prediction time

(is section talks about various techniques and methods
used to develop web page predictions categorized under
usage mining, content mining, and structure mining.

2.1. Prefetching Techniques Using Usage Mining. Markov
model is a mathematical tool for statistical modeling, one of
the popular methods used for prefetching. Generally, the
Markov model’s basic concept is to predict the next action,
which depends on the results of previous actions. Several
researchers have used this technique successfully in various
literature studies to train and test user actions or predict
their future behavior.

Deshpande and Karypis [9] and Kim et al. [10] inves-
tigated that high accuracy in the prediction of the next web
page can also be achieved by using higher-order Markov
models. Still, higher-order Markov models have high space
complexity, whereas lower-order Markov models cannot
capture the users’ browsing behavior accurately. To solve this
problem, Verma et al. [11] proposed a novel approach for
web page prediction using the k-order Markov model, where
the value of “k” has been chosen dynamically. In addition to
this work, Oguducu and Ozsu [12] and Lu et al. [13] worked
upon user sessions. User sessions were clustered and rep-
resented by clickstream trees for making predictions. But it
raises a scalability problem. Further, Awad and Khalil [14]
analyzed the Markov model and all-Kth Markov model to
solve the web prediction problem to remove scalability
problem. (e proposed framework by [14] improved the
prediction time without compromising prediction accuracy.

Zou et al. [15] found that more accurate prediction
models are required; therefore, more complex prediction
tasks must run. In this paper, the authors proposed the
intentionality-related long short-term memory (Ir-LSTM)
model, which is based on the time-series characteristics of
browsing records. Further, Joo and Lee [16] proposed a
framework for user-web interaction called WebProfiler.
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Basically, it predicts the user’s future access based on user
interaction data collected by this profiler. (e authors
claimed that overall prediction performance using the
proposed model had been improved by 13.7% on average.

Martinez-Sugastti et al. [17] presented a prediction
model based on history-based prefetching approach. (is
model considers the cost of prediction in terms of cache hits
and cache misses of the forecast to train the prediction
model so that more accurate results can be achieved based on
the previous cache hits. (e authors claimed that, by using
this model, the precision of prediction had been improved,
and latency has been reduced. Veena and Pai [18] proposed
the “DensityWeighted Fuzzy CMeans” clustering algorithm
to cluster similar user’s access patterns. (is algorithm can
be used for the recommendation system as well as the
prefetching system.

2.2. Prefetching Techniques Using Content Mining.
Keeping content at the epicenter of the research approach,
Venkatesh [19] proposed a prefetching technique that used
hyperlinks and associated anchor texts present in the web
page for predictions. (e probability of each link was
computed by applying Näıve Bayes classifier on the anchor
text concerning keywords of the user’s interest. (e con-
nections with higher chances were chosen for prefetching.
Further, Setia et al. [20] extended this work by considering
the semantic preferences of the keywords present in the
anchor text associated with the hyperlinks.

Researchers [21–23] proposed a semantically enhanced
method for a more accurate prediction that integrated the
website’s domain knowledge and web usage data.

Authors [24, 25] found that only the user’s access pat-
terns are insufficient to predict the user’s behavior. (e
authors [24] worked upon an individual user’s behavior.
Authors [25] analyzed that web pages’ content should also be
taken into account to capture the user’s interest.

2.3.PrefetchingTechniquesUsingStructureMining. Web link
analysis [26] proved to be an important factor in per-
forming a good quality web search. It can also calculate how
the web pages are related to each other. Link analysis
approaches are divided into two types: “explicit link
analysis” and “implicit link analysis.” Hyperlinks present
on the web page are called explicit links. It has been proved
by Davison [27] that hyperlink information can help a lot in
web search. Web designers design the structure of the links
and embed the links in the website. (erefore, in the case of
the “explicit link analysis” technique, the user follows the
design that the website designer was responsible for making
any web page important, e.g., Kleinberg’s HITS [28].
However, in the “implicit link analysis” technique, the
importance of a web page is not determined by the web
page designer, but it is done by the users who are accessing
that web page.(e higher the number of users accessing the
web page, the more influential the page is. Whenever a user
accesses a web page, an implicit link is developed between
the user and the corresponding web page. Further, pages
are visited by the user in a sequential manner, forming

implicit associations one after another. So, in the latter case,
the web page is essential from the user’s point of view. An
example of the implicit link analysis approach is DirectHit
[29]. Researchers [26] used both techniques, i.e., “explicit
link analysis” and “implicit link analysis,” and further
improved the search accuracy by 11.8% and 25.3%,
respectively.

Authors [30–32] found that the poor structure of the
website may degrade the performance of any algorithm
which works upon the structure of the website for user
navigation. Sheshasaayee and Vidyapriya [30] proposed a
framework to reorganize the website using splay trees, a self-
balancing data structure. Further, (ulase and Raju [32]
extended this approach by using concept-based clustering.
Vadeyar and Yogish [31] developed farthest first clustering-
based technique to reorganize the website.

Table 1 describes in brief different methods for pre-
fetching technique with appropriate justification in the
context of research work.

A critical look at the above table highlights the fact that
each of the existing prefetching techniques proposed by
researchers has its drawbacks. Either these techniques are
lacking in making the right set of prediction or the choice of
parameters is not sufficient or the cost involved in making
such predictions is very high.

2.4. Problem Statement. A precarious look at the literature
highlights the following areas of improvements:

(i) Most of the techniques utilize the browsing history
of users stored in client logs, proxy logs, or server
logs in the literature. (e information found in any
type of access logs varies according to the format of
the records. Administrators select the log data in
their way. But due to insufficient information
present in logs, inaccurate predictions are derived,
rendering the prefetching approaches to work in-
efficiently. (ese techniques cannot predict those
web pages which are newly created or never visited
before.

(ii) Web pages’ content information has also been
widely used for predictions as a solution to the
above-said problem. (ese techniques use the
content information such as titles, anchor text, etc.
which do not provide sufficient details of the user’s
interest and thus cannot be considered alone for
prediction algorithms to work.

(iii) Structure mining-based prediction techniques de-
pend only upon how website structure has been
designed. (e reorganization of the website structure
for user navigation increases computational cost.

It leads to the following main problems of prediction:

(i) Less accurate prediction results and, therefore, less
precision

(ii) Low hit ratio of predicted pages and, therefore, more
consumption of network bandwidth
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To improve the prediction technique, a hybrid predic-
tion model is proposed in this work, which utilizes the best
of both the information, i.e., the usage information and the
content information of the web pages. (e poor structure of
a website may degrade the performance of such kind of
techniques. (erefore, we are not considering structure
mining for our proposed approach.

3. Proposed Hybrid Model

(is work uses the Query-URL click-graph concept, which
enables incorporating crucial contextual information in the
prediction algorithm. In general, the workflow of our
proposed approach (shown in Figure 1) is carried out in two
phases, which is discussed as follows:

(i) Offline phase: the offline phase works at the backend
and runs periodically to update the logs. Since it is a
hybrid model, the input to this phase is the access logs
and the content information of the web pages. (e
combined data from both sources is then put to use by
using various intermediary steps to make a relevant
prediction of users’ behavior.(e output of this phase
is the weighted logs (WL) that contain the weighted
N-grams corresponding to the respective URLs.

(ii) Online phase: the online phase involves both the
proxy and the client. While users interact with the
system, the system predicts users’ behavior
according to the user’s information. (is informa-
tion is matched with the information collected from
the logs in the offline phase.

Table 1: Prefetching technique with various methods and their justification.

Sr.
No. Method used Literature

reference Description Justification in the context of research work

1. Markov model [9–13]

It is a well-known approach for pattern
recognition. It determines the next state from
the current state based on the orders of the

Markov chain

(e main problem is lack of prediction
accuracy with lower-order chain, while high
complexity with the higher-order chain.
However, this approach does not suit the

current research context

2. Prediction by
partial match [15, 16, 33] (e PPMmodel uses a set of previous objects

to predict the next item in a particular stream

It is a restricted version of Markov chain that
provides prediction based on the only selected
set of objects and selection of a right set of

objects is a very challenging task, so this kind of
vision is not also; it limits the result as it does
not cover all the objects, thereby ruling it out of

the scope of current work

3. Cost function [14, 17]
Prediction of future requests has been made
based upon certain factors like the popularity

and lifetime of web objects

A very less popular approach for pattern
determination as the cost functions vary from
time to time, thereby reducing the contribution
in making the right set of prediction. So this
approach is also not suitable in the context of

the proposed research

4. Data mining [18]
It is also one of the most popular approaches
in the modern era for pattern recognition of

structured objects

(e data mining approach consists of many
techniques which are ideal for pattern

generation task. But the proposed research is
not working upon pattern generation task

5. Keyword based [19, 20, 24, 25]
Prediction is made by retrieving confidential
information present in the contents of web

documents

To work upon only this category is not much
beneficial since it does not deal with multiple

user transactions

6.
Integration of

domain
knowledge

[21–23]
It works by the integration of domain
knowledge with other methods of

prefetching; semantics are taken into account

It gives useful information based on semantics
but increases prediction time as well as extra

overhead

7. Implicit link
analysis [26, 29–32]

In the “implicit link analysis” technique, the
importance of a web page is determined by

the users who navigate the web page

It is a significantly less popular approach for
pattern determination. Extra work is required
to reorganize the structure of the website as per

user navigation

8. Explicit link
analysis [26–28]

In the “explicit link analysis” technique, the
importance has been given to the design that
has been structured by the designer who

makes any web page more important or less
important

It gives useful information based on hyperlink
structures of the web
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3.1. Work Flow of the Offline Phase. (is phase works in
several steps, as follows:

(1) Preprocessing: initially, the offline phase considers
access logs. Logs contain an entry for each request of
the web pages made by the client. Various fields [34]
of the records are anonymous user id, requested
query, date and time at which the server is accessed,
item rank, and URL clicked by the user corre-
sponding to the requested query.
Each access log entry is preprocessed to remove stop
words and extract the requested query, clicked URL
corresponding to the requested query.
(e processed information gets stored in the form of
processed logs (PL).

(2) Bipartite graph generation: a bipartite graph between
queries Q, and URLs U, taken from PL, is generated.
(e bipartite graph has been chosen because it helps
us to improve readability. (is new representation
naturally bridges the semantic gap between queries
and web page content and encodes rich contextual
information from queries and users’ click behaviors
for prediction. (is helps to reduce the space and
computational complexity as it eliminates the need
to scan the logs each time. Also, click count of the
queries for the respective URLs is calculated as the
graph is being generated in order to reflect the users’
confidence in the query, i.e., how close the queries
are connected with the clicked URLs. (e edges
between Q and U indicate the presence of clicks

Query (Q)

Query(Q)

Query (Q)

Query
parser

Query parser

Web logs

User interface

Cache

URL request

Corresponding web pages
Server

Prefetching module

Prefetching module

Offline phase

Output of offline phase
goes to online phase

Extract URLs and
corresponding
query

Fetch web pages corresponding to URLs

Prioritized URLs

Prioritized
URLsPrioritizer

URL listQuery N-grams

Query N-
grams Weighted

logs

Weighted logs (W)

Weighted logs

Query q URL u

Biparite graph generator

{Cq, u}

Weight
assignment

Preprocessing

Preprocessor
Processed logs

Matcher

Figure 1: Architecture of hybrid prediction model.
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between queries and their corresponding URLs. (e
generated bipartite graph is known as Query-URL
click-graph (C-graph). (e nomenclature for the
generated C-graph is as follows:

(i) Q � q1, q2, . . . , qm􏼈 􏼉.
(ii) U � u1, u2, . . . , un􏼈 􏼉.
(iii) 〈Cq,u〉 is an edge depicting number of clicks

between Q and U.
Consider an example having Q � q1, q2􏼈 􏼉 and
U � u1, u2, u3􏼈 􏼉. A sample C-graph is depicted
in Figure 2.
Here, the label on the Edge 〈q1, u1〉, i.e., Cq1,u1,
depicts that the URL u1 has been clicked five
times corresponding to the query q1.

(3) Query parsing: queries present in C-graph are parsed
into N-grams that describe the URLs’ content,
resulting in N-gram associated click-graph (NC-
graph).

(4) Weight assignment: weights are assigned to each
N-gram in the query, present in NC-graph, based
on the number of times a query has been clicked,
which is depicted on the edges by Cq,u in C-graph.
(e same click count is assigned to each N-gram of
query, i.e., Cn,u, which is equivalent to Cq,u, where
〈Cn,u〉 is an edge depicting the number of clicks
between N-gram n and URL u. For example, query
q1 is parsed into N-grams n1 and n2 which results
in NC-graph depicted in Figure 3. As we can see in
Figure 2, Cq1,u1 � 5; therefore, its N-grams, i.e.,
Cn1,u1 � 5, and Cn2,u1 � 5.

Corresponding to each URL “u,” a weighted vector is
defined that comprises the weighted N-gram wn,u . Further,
Wn,u is computed by adding click count of the N-grams
(Cn,u) coming from different queries for that URL.

Finally, weighted N-grams are normalized to rescale the
values by using

Wn,u �
wn,u

􏽐v∈VuCv,u

,

Vu � V ∈ Nq : Nq ∈ 〈q, u〉􏽮 􏽯,

(1)

where wn,u is divided by the summation of click counts of all
the terms corresponding to all the queries representing the
URL u,where

u represents the URL
n represents one N-gram for the query
v is a term

Vu defines all the words belonging to N-grams about
the different queries representing the URL u
Nq represents all the N-grams of the query q

wn,u represents weight of N-gram n in the URL u
Cv,u represents click count of each term for the URL u

All the processing is done in temporary memory, and
finally, it outputs weighted logs, which contain the URLs and
their corresponding N-grams and their associated weights.
(e schema of access logs (AL), processed logs (PL), and
weighted logs (WL) is shown in Figure 4.

(e description of different attributes is given in Table 2.
It is important to note here that the offline phase runs

periodically to update access logs. On every periodic update,
only the fragment containing new entries in access logs is
considered for further processing, and accordingly, weighted
logs are updated. (is job is done by the Incremental
Module, a submodule of the prefetching module, as depicted
in Figure 5.

3.2. Work Flow of the Online Phase. (e online phase can be
discussed in five major steps, as follows:

(1) Query initiation at interface: user enters a query
according to his interest, which goes to the server
through a proxy using the HTTP GETmethod. (e
server responds with the list of URLs corresponding
to the respective query.

(2) Parser activation: while the user views the current
page, the proxy server uses this query for further
processing at the back end. (is initializes the parser
that parses this query into N-grams called query
terms stored in set T. (e resulting query terms are
used to find the relevant URLs (from the weighted
logs (WL)) corresponding to the respective query.

(3) Matcher activation: this phase takes as input the
query terms from T from the online phase and
weighted logs (WL) from the offline stage. (e
weights of URLs corresponding to the users’ query
are calculated by comparing the users’ query terms T
with the weighted N-grams of URLs in WL. (is
process is carried with the help of (2):

Wu � 􏽘
t∈T

Wt,u ∗ It,u, (2)

where
Wu represents the weight of each URL,
Wt represents the weight of each term present in the
URL,
It,u is a vector for each URL, i.e.,

It,u �
1, if t present inURL u,

0, otherwise.
􏼨 (3)

(4) Prediction list generation: these weights are then fed
to the prediction unit. It prioritizes the URLs based
on their weights generated in step 3. A prediction list
of URLs corresponding to the user query based on
this prioritization is generated.

(5) Prefetching: prefetcher prefetches the predicted
URLs and stores them in the cache.
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Access logs
Anon ID Query Query time Item rank Click URL

Processed logs
URL Query

Weighted logs
URL N-grams Weights

Figure 4: Schema of logs used for proposed approach.

Table 2: Attributes of schema and their description.

Attribute Description
AnonID An anonymous user ID number
Query (e query issued by the user
QueryTime (e time at which the query was submitted for search
ItemRank If the user clicked on a search result, the rank of the item on which they clicked is listed
ClickURL If the user clicked on a search result, the domain portion of the URL in the related work is listed
N-grams Parsed query in N-grams
Weights Count of a query clicked for URL

Query
Query module

URL request

Server

Access logs

Prefetching
module

Incremental module

Weighted logs

Processed
logs

Figure 5: Incremental Module.

u1

q1

Cq1,u1 = 5 Cq1,u3 = 7 Cq2,u2 = 5

u2 u3

q2

Figure 2: Example of C-graph.

Cn1,u1 = 5 Cn2,u1 = 5

u1

n1 n2

Figure 3: Example of NC-graph.
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3.3. Pseudocode for Proposed Algorithm. (e pseudocode for
the proposed approach is as: Given in Algorithms 1–6.

4. Example Illustration

(is section explains the offline and an online phase steps
with the help of some sample of URLs, submitted queries
present in the processed logs, and their respective clicks, i.e.,
the number of times URL has been clicked.

4.1. Preprocessing Phase

(i) In the first phase, preprocessing is done by removing
stop words. A sample of preprocessed logs is shown
in Table 3.

4.2. Bipartite Graph Generation Phase

(i) Calculate click count Cq,u for each pair of query q
and URL u<q ∈ Q, u ∈ U> using processed logs.
After calculating the click counts, a Query-URL
click-graph (C-graph) is generated as discussed in
step 5 of algorithm BipartiteGraphGen (); e.g., let
<q1, u1> edge is created with label Cq1,u1, i.e., 10.
Similarly, <q5, u1> and <q8, u1> edges are created
with labels 10 and 5, respectively.

(ii) Further in step 7 of BipartiteGraphGen (), the
queries are parsed into N-grams by using n� 3 as
shown in Figure 2; e.g., q5 is parsed into 3-grams
(gov, college, gov-college).

(iii) According to the algorithm’s next step 8, N-gram
associated click-graph (NC-graph) is generated as
depicted in Figure 6.

4.3. Weight Calculation Phase

(i) (e same click count is assigned to each N-gram in
the query for each URL based on click count of
queries as in step 6 of WeightCalculator(), e.g., with
the URL u1 associated queries, and their labels are
q1⟶ 10, q5⟶10, q8⟶ 5.

Against each query, parsed N-grams are
q1⟶ {ymca}, q5⟶ {gov, college, gov-college},
q8⟶ {best, college, best-college}.
(us, each N-gram will get the respective label of
its query, i.e., (ymca:10), (gov: 10, college: 10, gov-
college:10), (best:5, college:5, best-college:5).

(ii) In the next step, weights are assigned to each
distinct N-gram associated with URL u in NC-
graph by adding click count of the N-grams
coming from different queries for that URL; e.g.,
weighted N-grams corresponding to URL u1 are
(ymca: 10, gov: 10, college: 15, gov-college: 10, best:
5, best-college: 5)

(iii) Perform normalization as in step 10 of Weight-
Calculator() Wymca,u1 � 10/(10 + 10+15 + 10+5 + 5)
� 0.22. (e normalized weighted N-grams for their
respective URLs are shown in Figure 7.

4.4. Online Phase

(i) In the online phase, when the user submits a query,
e.g., “ncrgov college,” it is parsed in 3-grams as
discussed in step 3 of Matcher () algorithm and
shown in Figure 7.

(ii) Further, weights of URLs are calculated corre-
sponding to the user’s query as per step 7 of the
Matcher() algorithm, e.g.,
Wu1 � 0 + 0.22 + 0.33 + 0.22 + 0 + 0� 0.77. To calcu-
late the weight of u1, weights of the user’s query
terms (ncr, gov, college, ncr-gov, ncr-college, gov-
college, ncr-gov-college) are taken from the
weighted N-grams of the URL u1: (ymca: 0.22, gov:
0.22, college: 0.33, gov-college: 0.22, best: 0.11, best-
college: 0.11) if they are present in that URL; oth-
erwise, it is considered 0.

(iii) Based on the calculated weights of URLs, the system
gives the prioritized list of URLs, as depicted in
Figure 8. For further processing, the prioritized list
will be passed to the prefetching engine.

(us, the proposed approach predicts by considering the
content information and the information collected using
logs instead of directly deriving the frequent patterns from
the access logs. (erefore, this process indicates those web
pages that are not frequently visited before making more
accurate predictions.

In the next section, the proposed approach’s perfor-
mance evaluation is carried out with a unigram approach. It
has been observed that the proposed hybrid approach sig-
nificantly improves performance.

5. Experimental Evaluation

(e effectiveness of the proposed prediction model is il-
lustrated by implementing and testing with a large dataset.
To explore the performance of prediction, Microsoft Visual
Studio 12.0 in conjunction with SQL server 2012 is used. In
this section, we first list the measures for the performance
evaluation of prediction and then present the impact of the
n-grams followed by comparing experimental results.

5.1. Training and Testing Data. To run the experimental
cases, American Online (AOL) search logs are collected for
three months spanning from 01 March 2006 to 31 May
2006. (is dataset consists of 20M web queries collected
from 650 k users over three months. (e dataset [35] in-
cludes (AnonID, Query, QueryTime, ItemRank,
ClickURL).
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Input: access logs (AL)
Output: Weighted N-grams stored in weighted logs (WL) of order m× n
Begin

(1) Read (AL);
(2) PL←Preprocess (AL);//PL�Processed Logs
(3) NC-graph←BipartiteGraphGen (PL); //NC-graph�N-gram associated click-graph
(4) WL←WeightCalculator (NC-graph); //WLis weighted logs stored in form of m× n weight matrix
(5) Return (WL);

End

ALGORITHM 1: Weight generator.

Input: access logs (AL)
Output: processed logs (PL)
Begin

(1) Read AL;
(2) Extract session id, query, clicked URL from AL;
(3) PL←Remove stop words from each log record;
(4) Return PL;

End

ALGORITHM 2: Preprocess.

Input: processed logs (PL)
Output: N-gram associated click-graph (NC-graph)
Begin

(1) Read (PL);
(2) Q←Read queries from PL;
(3) U←Read URLs from PL;
(4) Calculate click count Cq,u for each pair 〈q ∈ Q, u ∈ U〉 using PL;
(5) C-graph← create an edge between 〈q, u〉 with label Cq,u;
(6) For each query q ∈ Q do
(7) Nq← Parser (q); //parsing of query into N-grams
(8) NC-graph←Create an edge between 〈q, Nq〉

(9) EndFor
(10) Return (NC-graph);

End

ALGORITHM 3: BipartiteGraphGen.

Input: query q
Output: N-grams associated with query (q), i.e., (Nq)
Begin

(1) Read q;
(2) Nq←Extract N-grams from q;
(3) Return Nq;

End

ALGORITHM 4: Parser.
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(e dataset is divided into two subsets, one for training
and the other for testing in the proportion of 80 : 20. (e
training set has been used to build a predictionmodel while a
testing set comprising various query sets has been used to
run multiple test cases. A snapshot of the web access logs is
displayed in Figure 9.

5.2. Implementation. Initially, access log file is preprocessed
to extract the meaningful entries such as queries and the
requested URL and removal of stop words is done. Further
queries are parsed into N-grams as shown in Figure 10.

In the next step, weights are assigned to the N-grams.
Further, weights are normalized, which is the output of the
offline phase, as shown in Figure 11.

In the online phase, when the user submits the query to
the server, the prefetching module is also used to predict the
user’s behavior. A list of prioritized URLs has been given by
the online phase to be fetched in the cache before the user’s
request, as shown in Figure 12.

5.3. Performance Evaluation. In literature [33, 36], predic-
tion performance is measured using two primary

Input: N-gram associated click-graph (NC-graph)
Output: weighted N-grams corresponding to distinct URLs stored in matrix WL
Begin

(1) Create a matrix WL of order m× n//m⟶ no. of distinct N-grams of all the queries of PL and n⟶ no. of URLs of PL
(2) Wi,j � 0;//elements of WL
(3) For each URL u ∈ U in NC-graph do
(4) Wn,u � 0//weight of N-gram associated with query q corresponding to URL u
(5) For each N-gram n ∈ Nq in NC-graph do
(6) Cn,u �Cq,u; //n ∈ Nq

(7) wn,u+ � Cn,u;
(8) End For
(9) For each N-gram n ∈ Nq in NC-graph do
(10) Wn,u � wn,u/􏽐v∈VuCv,u and Vu � V ∈ Nq : Nq ∈ 〈q, u〉􏽮 􏽯//normalization of calculated weights
(11) Store in WL;
(12) EndFor
(13) EndFor
(14) Return WL;
(15) End

ALGORITHM 5: Weight calculator.

Input: user’s query (UQ), weighted logs (WL)
Output: prioritized URLs List (PUL)
Begin

(1) PUL�Ø
(2) Read UQ;
(3) T← Parser (UQ);
(4) For each URL u ∈ U in WL do
(5) Wu � 0//weight of URL u
(6) For each term t ∈ T do
(7) Wu � 􏽐t∈T Wt,u ∗ It,u

(8) EndFor
(9) EndFor
(10) If Wu! � 0
(11) PUL � PUL∪ u

(12) Sort elements of PUL;
(13) Return PUL;

End
In the next section, an example concerning the above-proposed work is presented.

ALGORITHM 6: Matcher.
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Table 3: Sample of preprocessed logs.

URL Query after removing stop words
http://www.ymcaust.in Ymca
http://www.amity.edu Ncr college
http://www.ymcaust.in Gov college
http://www.galgotias.org Top university
http://www.gdgoenka.edu Ncr college
http://www.ymcaust.in Ymca
http://www.amity.edu Amity
http://www.gdgoenka.edu Top university
http://www.galgotias.org Galgotias
http://www.amity.edu Best college
http://www.amity.edu Amity
http://www.ymcaust.in Ymca
http://www.gdgoenka.edu Top university
http://www.galgotias.org Galgotias
http://www.amity.edu Best college
http://www.amity.edu Amity
http://www.ymcaust.in Ymca
http://www.amity.edu Ncr college
. . . . . .

u1: www.ymcaust.in

q1: ymca

10 10 10 10 10
10

Step 5

Step 8

5 5 5 5 5

Ymca

q2: ncr, college

Ncr, college,
Ncr-college

q3: nit

nit

q4: amity

Amity

q5: gov college

Gov, college,
Gov-college

q6: top university

Top, university,
Top-university

q7: galgotias

Galgotias

q8: best-college

Best, college,
Best-college

u2: www.amity.edu u3: www.nit.org u4: www.galgotias.org u5: www.gdgoenka.edu

Figure 6: Generation of NC-graph.

url1: ymca: 10, gov:10, college: 15, gov-
college:10, best:5, best-college:5

url2: ncr: 5, college: 5, ncr-college: 5, amity: 10

url: nit: 10, gov: 5, college: 5, gov-college: 5

url4: top:5, university: 5, top-university: 5,
galgotias: 10

url5: ncr: 5, college: 5, ncr-college: 5, top: 10,
university: 10, top-university: 10

url1: ymca: 0.22, gov: 0.22, college: 0.33, gov-
college: 0.22, best: 0.11, best-college: 0.11
url2: ncr: 0.2, college: 0.2, ncr-college: 0.2,

amity: 0.4
url: nit: 0.4, gov: 0.2, college: 0.2, gov-college: 0.2

url4: top: 0.2, university: 0.2, top-university: 0.2,
galgotias: 0.4

url5: ncr: 0.16, college: 0.16, ncr-college: 0.16,
top: 0.32, university: 0.32, top-university: 0.32

Figure 7: Generation of normalized weights.

URL1

URL2

URL3

URL5

Prioritized URLs

Prioritization

(Step 13 of
matcher)

Weight calculation of URLS
(Step 7 of matcher)

Ncr, gov,college,ncr_gov,ncr_college,
gov_college. ncr_gov_collegeNcr gov college

ParsingQuery

Wu1 = 0 + 0.22 + 0.33 + 0.22 + 0 + 0 + 0 = 0.77

Wu2 = 0.2 + 0 + 0.2 + 0 + 0.2 + 0 + 0 = 0.66

Wu3 = 0 + 0.2 + 0.2 + 0.2 + 0 + 0 + 0 = 0.6
Wu4 = 0 + 0 + 0 + 0 + 0 + 0 + 0 = 0

Wu5 = 0.16 + 0 + 0.16 + 0 + 0.16 + 0 + 0 = 0.48

Figure 8: Generation of prioritized URLs based on the users’ given query.
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performance metrics: precision and hit ratio. In our work
also, we have used these parameters to measure the accuracy
of prediction:

(i) Precision: precision is useful to measure how prob-
able a user will access one of the prefetched pages.
Precision is calculated by taking the percentage of the
total number of requests found in the cache to the
number of predictions.

precision �
total number of requests fetched by the cache

total predictions
.

(4)

(ii) Hit ratio: hit ratio is useful to measure the prob-
ability of the user’s request fulfilled by the

Figure 9: A snapshot of the web access logs.

Figure 10: Parsing queries into N-grams.
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prefetched pages in the cache. Hit ratio is calculated
by taking a percentage of the total number of re-
quests found in the cache to the total number of
users’ requests.

hit ratio �
total number of requests fetched by cache

total users’ requests
. (5)

5.3.1. Observation: Impact of N-Grams. (is subsection
compares the proposed model with N-grams against the
unigrams approach on the same query sets. Multiple test
cases were run by setting up the different thresholds for
prefetching. Here, the threshold is a fixed number of pages
that are going to be prefetched. On an experimental basis, a
broad scale of threshold has been taken. Test cases are
discussed as follows:

Figure 11: Weighted N-grams.

Figure 12: Online phase: prioritized list of URLs.
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Figure 13: Precision comparison of N-grams and unigrams.
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Figure 14: Hit ratio comparison of n-grams and unigrams.
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Test case I: test the effectiveness of HPM by taking a
query having two keywords. Two-keyword-based
queries have been extracted from the same AOL logs to
run the test case, and an approximate 55000 queries
appropriate for this test case were found.
Test case II: test the effectiveness of HPM by taking a
query having five keywords. Five-keyword-based
queries have been extracted from the same AOL logs to
run the test case, and an approximate 65000 queries
appropriate for this test case were found.
Test case III: test the effectiveness of HPM by taking a
query having eight keywords. Eight-keyword-based
queries have been extracted from the same AOL logs to
run the test case, and an approximate 50000 queries
appropriate for this test case were found.
Test case IV: test the effectiveness ofHPMby taking a query
having more than ten keywords. Ten-or-more-keyword-
based queries have been extracted from the same AOL logs
to run the test case, and an approximate 20000 queries
appropriate for this test case were found.

All the test cases were run by taking unigrams as well as
N-grams of the query. Based on this, precision and hit ratio
curves were plotted to evaluate the proposed model, as
shown in Figures 13 and 14, respectively.

In general, models withN-grams yield better results than
the unigrams in terms of both measures, i.e., precision and
hit ratio.

It can be observed from the above graphs that the results
of the HPM are much better with an approximately 9%

increase on average in precision and about a 13% increase on
average in the HIT ratio, as depicted in Table 4. (is implies
that when the threshold value is less, i.e., the window to fetch
the pages for prefetching is small, better precision and hit ratio
are achieved in the case ofN-grams as compared to unigrams,
although when the prefetch threshold increases up to 15, both
cases’ performance is the same. But the number of prefetches
is more in this case, which is not a practical solution.(us, we
can conclude that our system performs better to yield the
optimal results in fetching the relevant web pages while
consuming less network bandwidth.

5.3.2. Observation: Impact on Latency. A series of test cases
comprising the query sets from the testing set of the access
logs were run with different inputs, and it is observed that, by
using HPM for prefetching, the time taken to fetch the web
pages is almost reduced to half of that without prefetching as
shown in Table 5. Hence, latency reduction has also been
achieved in an impactful manner. (e same is shown in
Figure 15.

(e results of the graph given in Figure 15 are evaluated
in Table 5.

5.3.3. Comparison between Web Usage Mining, Web Content
Mining, and Hybrid Model. A comparison between these
three has been made with various test cases. A series of test
cases were run for several types of sessions, i.e., smaller to
longer sessions. In our experiments, association rule mining
and Markov model-based technique [11] have been used for
the WUM technique, and the keyword-based approach [20]
has been used for WCM. (e proposed model performed
well compared to the other two, as shown in Figure 16.

From experiments, it has been concluded that web
usage mining and web content mining may perform better
in longer user sessions, but in smaller sessions, these
techniques do not perform well. Because usage mining-
based methods make their predictions based on URLs’
sequences, the longer the sequences, the better the results.
Similarly, content mining-based strategies learn the user’s
behavior as they start surfing, and longer sessions provide
better learning. However, the proposed hybrid prediction
model performs well in smaller as well as longer sessions.
From the graphs depicted in Figure 16, we evaluate the
results in Table 6.

From the results, it can be summarized that our ap-
proach, i.e., hybrid prediction model, clearly provides better
results with an approximately 26% increase on average in

Table 4: Comparison of unigrams and n-grams results for various threshold values.
(reshold value Unigram (%) N-gram (%) Increase % (%)

Precision
(reshold� 5 25 37 12
(reshold� 10 28 38 10
(reshold� 15 35 40 5

Hit ratio
(reshold� 5 50 70 20
(reshold� 10 70 90 20
(reshold� 15 100 100 0

Table 5: Comparison of latency.
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Figure 15: Latency comparison with n-grams prediction model.
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precision and almost an average of roughly 10% increase in
HIT ratio.

6. Conclusion and Future Work

Predicting users’ behavior in a web application has been a
critical issue in the past several years. (is work presented a
hybrid prediction model that integrates the history-based
approach with the content-based approach. History in-
formation such as user’s accessed web pages is collected
from access logs. Our proposed model used Query-URL
click-graph derived from the access logs by using queries
submitted by the users in the past and corresponding
clicked URLs. (is Query-URL click-graph is represented
in the form of a bipartite graph. N-grams are generated by
parsing the queries in 3-grams to give more weightage to
those N-grams which frequently come together and are
assigned weights for each URL, and URLs are prioritized by
considering the query submitted by the user. (e predic-
tion model is efficient and predicts URLs based on content
and history. Experimental results have shown a significant
improvement in precision of 26% and hit ratio of 10%.

Future work will be devoted to the following:

(i) (e prediction model developed so far precisely
matches the query terms of the user’s interest with
the weighted logs. It would be useful to enhance the

weighted logs with semantics so that semantics of
content could be analyzed to increase the precision
and hit ratio further.

(ii) A threshold module will be introduced to dynami-
cally calculate the threshold value based on the server
load to optimize the network bandwidth while
prefetching.

Data Availability

Data are available upon request to the corresponding author.
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)e medical literature contains valuable knowledge, such as the clinical symptoms, diagnosis, and treatments of a particular
disease. Named Entity Recognition (NER) is the initial step in extracting this knowledge from unstructured text and presenting it
as a Knowledge Graph (KG). However, the previous approaches of NER have often suffered from small-scale human-labelled
training data. Furthermore, extracting knowledge from Chinese medical literature is a more complex task because there is no
segmentation between Chinese characters. Recently, the pretrainingmodels, which obtain representations with the prior semantic
knowledge on large-scale unlabelled corpora, have achieved state-of-the-art results for a wide variety of Natural Language
Processing (NLP) tasks. However, the capabilities of pretraining models have not been fully exploited, and applications of other
pretraining models except BERT in specific domains, such as NER in Chinese medical literature, are also of interest. In this paper,
we enhance the performance of NER in Chinese medical literature using pretraining models. First, we propose a method of data
augmentation by replacing the words in the training set with synonyms through the Mask Language Model (MLM), which is a
pretraining task. )en, we consider NER as the downstream task of the pretraining model and transfer the prior semantic
knowledge obtained during pretraining to it. Finally, we conduct experiments to compare the performances of six pretraining
models (BERT, BERT-WWM, BERT-WWM-EXT, ERNIE, ERNIE-tiny, and RoBERTa) in recognizing named entities from
Chinese medical literature. )e effects of feature extraction and fine-tuning, as well as different downstreammodel structures, are
also explored. Experimental results demonstrate that the method of data augmentation we proposed can obtain meaningful
improvements in the performance of recognition. Besides, RoBERTa-CRF achieves the highest F1-score compared with the
previous methods and other pretraining models.

1. Introduction

In recent decades, it has been generally known that the
rapid growth of information technology has resulted in
huge amounts of information generated and shared in the
field of medicine, where the number of published doc-
uments, such as articles, books, and technical reports, is
increasing exponentially [1]. For example, PubMed
houses over 380,000 publications found by just searching
the keyword “Diabetes” (Jan. 2009 to Oct. 2019). )e
medical literature contains valuable knowledge, such as
the clinical symptoms, diagnosis, and treatments of a
particular disease. However, it is time-consuming and

laborious for medical researchers to obtain knowledge
from these documents. )us, it is critical to extract in-
formation and knowledge from unstructured medical
literature using novel information extraction techniques
and present the findings in a visually intuitive Knowledge
Graph which supports machine-understandable infor-
mation about the medicine [2, 3].

Named Entity Recognition (NER) is the fundamental
task in Natural Language Processing (NLP). It is also the
initial step in extracting valuable knowledge from un-
structured text and building a medical Knowledge Graph
(KG). As shown in Figure 1, NER aims to recognize entities
from unstructured text, and the results of NER may affect
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subsequent knowledge extraction tasks, such as the Relation
Extraction (RE). In the early years, researchers used rule-
based or dictionary-based methods for NER tasks [4, 5].
However, these methods lack generalization, for they are
proposed for particular types of entities. Traditional machine
learning and deep learning methods emerging in recent
years are also used in NER tasks [6]. Nevertheless, the
performance of these methods often suffers from small-scale
human-labelled training data, resulting in poor general-
ization capability, especially for rare words. Moreover,
recognizing entities from Chinese documents is a more
complex task because there is no segmentation between
Chinese characters. Furthermore, in the field of Chinese
medical literature, some English symbols, such as the
chemical symbols Na and K, may appear in the documents,
which makes the NER task more difficult. )erefore, it is of
interest to know whether the prior semantic knowledge can
be learned from large amounts of unlabelled corpora to
improve the performance of NER.

Recently, pretraining models (e.g., BERT and ERNIE)
have achieved state-of-the-art (SOTA) results on several
NLP tasks. )e pretraining models obtain prior semantic
knowledge from large-scale unlabelled corpora through
pretraining tasks and improve the performance of
downstream tasks by transferring this knowledge to
them. However, the capabilities of pretraining models
have not been fully exploited, and most of the previous
works have focused on BERT [7, 8], but applications of
other pretraining models in specific domains, such as
NER in Chinese medical literature, are also of interest.

In this paper, we enhance the performance of NER in
Chinese medical literature using pretraining models. )e
dataset we used is “A Labelled Chinese Dataset for Diabetes
(LCDD),” which contains authoritative Chinese medical
literature in recent seven years. )e main contributions of
this paper can be summarized as follows:

(1) Firstly, we proposed a method of data augmen-
tation based on the Masked Language Model
(MLM). Pretraining models will predict the
masked words during the procedure of MLM,
which can be used for synonym replacement to
augment the training set [9]. Considering that
there is no segmentation between Chinese char-
acters, we choose ERNIE to conduct this task
because it has the entity-level and phrase-level
masking strategies.

(2) Secondly, we consider NER as a downstream task of
six kinds of pretraining models (BERT, BERT-

WWM, BERT-WWM-EXT, ERNIE, ERNIE-tiny,
and RoBERTa) and transfer the prior semantic
knowledge obtained during pretraining to the
downstream task to enhance the performance.

(3) Finally, exhaustive experiments are conducted based
on the LCDD dataset. We compare the performance
of the NER task on the original and augmented
training set. Meanwhile, in addition to comparing
the pretraining models with previous methods, we
compare the six pretraining models to each other.
Moreover, we also explore the performance under
different downstream models and two main ap-
proaches: feature extraction and fine-tuning. Ex-
perimental results demonstrate that the method of
data augmentation we proposed can obtain mean-
ingful improvements in the performance of recog-
nition. Besides, RoBERTa-CRF based on the
augmented training set with fine-tuning obtains the
SOTA result.

2. Related Work

In this section, we will introduce the related works of the
Named Entity Recognition, pretraining models, and data
augmentation.

2.1. Named Entity Recognition. )e Named Entity Recog-
nition aims to identify chunks of text which refer to specific
entities of interest, such as drugs, symptoms, treatments, and
diseases. Rule-based and dictionary-based approaches had
played an important role. For example, Gerner et al. [10]
used a dictionary-based approach to identify species names
in biomedical literature. Fukuda et al. [11] proposed a rule-
based method to extract material names such as proteins
from biological documents. However, these methods lack
generalization because they need hand-craft rules. Re-
searchers also tried using machine learning methods to
recognize entities from unstructured data. He et al. [12]
presented a CRF-based approach to recognize drug names in
biomedical texts. Wang et al. [13] compared six biomedical
NER tools based on the Hidden Markov Model (HMM) and
Conditional Random Field (CRF). Nevertheless, machine
learning methods need to choose a set of features manually,
which is time-consuming and laborious. In recent years,
deep learning methods, which can improve the performance
of NER without feature engineering, have received in-
creasing attention. For example, Zhu et al. [14] proposed an
end-to-end deep learning approach for biomedical NER

Unstructured medical text Structured data

There was no obvious inducement for the patient to have shortness of breath
after activity, intermittent upper extremity edema, and occasional chest
tightness. He was treated in the local hospital and considered as “coronary heart
disease”

NER

Entities
Symptom

Symptom

Symptom

Disease

Values
(shortness of breath)
(upper extremity edema)

(chest tightness)
(coronary heart disease)

Figure 1: An example of NER.
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tasks which leverages the local contexts via Convolutional
Neural Network (CNN). For Recurrent Neural Network
(RNN), Chen et al. [15] used a Bidirectional Long Short-
Term Memory (BiLSTM) model for the NER from Chinese
adverse drug event reports. Chen et al. [16] used dictionary
features to help identify rare and unseen clinical named
entities. However, deep learning methods still suffer from
insufficient training data.

2.2. Pretraining Models. Recently, the pretraining models,
which generate representations of words with prior se-
mantic knowledge on large-scale unlabelled corpora,
have achieved state-of-the-art results for a wide variety of
NLP tasks [17]. Various pretraining models have emerged
after Devlin et al. [18] released BERT in 2018. )ese
models consist of multilayer bidirectional Transformer
blocks [19]. )e main differences among pretraining
models lie in the pretraining tasks and pretraining cor-
pora. Table 1 shows the difference in detail. We denote the
number of Transformer layers as L, the hidden size as H,
and the number of self-attention heads as A. During the
procedure of the Next Sentence Prediction (NSP), which
is a kind of pretraining task, the pretraining models are
trained to predict whether two sentences have a con-
textual relationship, and the pretraining models can
understand the relationship between the sentences in this
way.

For the NER task, Devlin et al. [18] first consider NER
as a downstream task of BERT for extracting named
entities from the news (MSRA-NER). Pires et al. [7]
realized zero-shot NER through multilingual BERT.
Besides, pretraining models are also used on domain-
specific NER, such as biomedicine. For example, Hakala
and Pyysalo [8] applied a CRF-based baseline approach
and multilingual BERT to the Spanish biomedical NER
task. However, the capabilities of pretraining models have
not been fully exploited. Furthermore, applications of
other pretraining models except BERT in specific do-
mains, such as NER in Chinese medical literature, are also
of interest.

2.3. Data Augmentation. A common approach of data aug-
mentation in the area of NLP is synonym replacement [24]. A
previous work found synonyms with k-nearest neighbours
using Word2Vec [25]. However, the MLM of pretraining
models is more suitable for synonym replacement. It is not only
because the word representations obtained by the pretraining
models contain more abundant semantic knowledge than
previous models but also because Word2Vec cannot handle
polysemous words. Wu et al. [9] proposed a method of data
augmentation based on BERT. However, BERT will mask the
Chinese characters, not words, during the procedure of the
MLM because there is no segmentation between Chinese
characters. )erefore, we perform data augmentation based on
ERNIE because it has entity-level and phrase-level masking
strategies in the MLM process. )e method of data augmen-
tation will be presented in Section 3.1.

3. Methods

3.1.DataAugmentationUsing ERNIE. As mentioned earlier,
the Masked Language Model (MLM) is intensely suitable for
data augmentation. During the procedure of the MLM, a
certain portion (e.g., 15%) of words are replaced by a special
symbol [MASK], and the pretraining model is trained to
predict the masked word. Specifically, for a token sequence
x � x1, . . . , xT􏼈 􏼉, the pretraining model first constructs a
corrupted sequence 􏽢x by randomly setting a portion of
tokens in x to a special symbol [MASK] [26]. )e training
objective is to reconstruct x from 􏽢x:

max
θ

logpθ
(x | 􏽢x) � 􏽘

T

t�1
mtlogpθ

xt

􏼌􏼌􏼌􏼌 􏽢x􏼐 􏼑, (1)

where mt � 1 indicates that xt is masked. )e whole process
is like a Cloze task [18]. We repeat the process of MLM using
a trained pretraining model. )e model is not retrained and
is only used to predict masked words. Obviously, the words
predicted by the model can be regarded as the synonyms of
the masked words. We perform data augmentation based on
ERNIE because it has entity-level and phrase-level masking
strategies in the MLM process.

A visualization of the process can be seen in Figure 2.
ERNIE randomly masks a portion of characters or words in
the input sequence by default [21]. It is worth noting that
masking the named entities is not appropriate because these
entities may be proper nouns or rare words in medical
literature, especially the disease and drug entities like “糖尿
病 (diabetes)” and “胰岛素 (insulin)” in Figure 2. When
ERNIE predicts these entities, the result may not be correct
Chinese words because the information of these entities may
not be obtained during pretraining. )erefore, we only
randomly mask the tokens except for named entities. Fur-
thermore, we input a single sequence that starts with a
particular classification token [CLS] and ends with an
ending token [SEP], because the context information of
sentence pairs is not necessary, which is different from
inputting sentence pairs during pretraining [18, 21]. As
shown in Figure 2, one sequence input into ERNIE consists
of the following four parts:

(1) Token IDs: We use the original vocabulary provided
by ERNIE to get the ID number of each token.

(2) Sentence IDs: ERNIE uses this mark to determine the
sentences to which the token belongs. As mentioned
earlier, we input the single sentence, not a sentence
pair. Accordingly, all the sentence ID numbers are 0.

(3) Position IDs: )e Transformer cannot obtain posi-
tion information through self-attention heads, since
it contains no recurrence and no convolution [19].
)erefore, the position ID number is injected to get
information about the relative or absolute position of
the tokens.

(4) Segmentation IDs: )e segmentation IDs represent
the segmentation information. Specifically, “0” de-
notes the beginning of a word, and “1” does not
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denote the beginning. Moreover, we assign “−1” to
the corresponding position of [CLS], [SEP], and
named entities. ERNIE will not mask the token
where the segmentation ID equals “−1.” We use
THULAC (http://thulac.thunlp.org/) for word seg-
mentation [27].

As can be seen in Figure 2, “病人 (patients)” and “口服
(take orally)” in the raw sentence are replaced by “患者
(patients)” and “注射 (be injected with),” respectively. )ese
two groups of words are synonyms in Chinese. We perform
the above operation on all samples in the training set to
obtain the dataset D′. Finally, we combine the dataset D′
generated by ERNIE with the original training data D to get
the augmented training data Daug.

3.2. Named Entity Recognition Using Pretraining Models.
We consider NER in medical literature as the down-
stream task of the pretraining model. As the pretraining
models are pretrained on large-scale unlabelled corpora,
the output of pretraining models can be regarded as the
representations of tokens with prior semantic knowledge.
)e key to using a pretraining model for NER is how to
transfer the prior semantic knowledge obtained from the
source domain to the target domain (e.g., Chinese

medical literature NER in this paper). )ere are two main
approaches to transfer the prior semantic knowledge to
the downstream tasks: feature extraction and fine-tuning
[28]. For feature extraction, the parameters of pretraining
models are fixed and only the parameters in downstream
models are trained through the downstream task. )e
pretraining models are regarded as the feature extractors
and output the representations of tokens with prior se-
mantic knowledge in the source domain. )e represen-
tations, which are higher-level and more abstract
features, will be input into the downstream task. On the
other hand, for fine-tuning, all the parameters of pre-
training models and downstream models are trained
through the downstream task. )e pretraining models
will learn the semantic knowledge of the target domain
from the training data of the downstream tasks. )ese two
approaches are illustrated by Figure 3, where areas
marked by blue squares indicate that the parameters of
the corresponding models are trained through the
downstream task.

For the structure of downstream model, we test the fol-
lowing three common modules: Full Connection (FC), LSTM,
and CRF. As shown in Figure 3, the LSTM and CRF are op-
tional. )e performance of different modules will be shown in
the fourth section.

Ouput CLS

Diabetic patients can be injected with insulin

SEP

ERNIE

Segmentation IDs

Position IDs

Sentence IDs

Token IDs

Tokens

+

+

+
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Diabetic patients can take orally insulin
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Figure 2: Data augmentation using ERNIE.

Table 1: Parameters, pretraining tasks, and corpora of pretraining models.

Pretraining model L H A Pretraining task Pretraining corpora
BERT [18] 12 768 12 Masked Language Model, NSP Books Corpus, Wikipedia
BERT-WWM [20] 12 768 12 Whole Word Masking, NSP Wikipedia
BERT-WWM-EXT [20] 12 768 12 Whole Word Masking, NSP General data (Baike, News, and QA), Wikipedia
ERNIE [21] 12 768 12 Phrase-level and entity-level masking, NSP Chinese Wikipedia, Baidu Baike, News, and Tieba
ERNIE-tiny [22] 3 1024 12 Phrase-level and entity-level masking, NSP Chinese Wikipedia, Baidu Baike, News, and Tieba
RoBERTa [23] 12 768 12 Dynamic masking Books Corpus, Wikipedia
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4. Experiments and Results

In this section, we will introduce the dataset for the NER task
and show the results. )e experiments were performed with
PaddlePaddle, which is a framework of deep learning. For
hardware, we used an eight-core CPU and a V100 GPU.

4.1. Dataset. )e dataset we used is “A Labelled Chinese
Dataset for Diabetes,” which is provided by Alibaba Cloud
[29]. )is dataset comes from the authoritative Chinese
diabetes journals in recent seven years, from which the
literature related to basic research, clinical research, drug
usage, diagnosis, and treatment methods are selected. )e
dataset covers the latest research hotspots on diabetes and is
labelled by professionals with a medical background. We
divided this dataset into training set, development set, and
test set within the ratio of 6 : 2 : 2. )e details of the labels are
given in Table 2.

4.2. Experiment Settings. We tested the performance of NER
from the following three aspects:

(1) Using themethod of data augmentation we proposed
(2) Using pretraining models and common deep

learning models like the BiLSTM
(3) Using downstream models with different structures

Firstly, we tested the performance using the original
dataset and the augmented dataset.)en, the performance of
pretraining models, including the BERT series, ERNIE, and
RoBERTa, was compared with common deep learning
models, such as BiLSTM. Finally, we compared the per-
formance when the downstream model is the LSTM or CRF.
For the pretraining models, the parameters were established
based on the pretrained parameters provided by their au-
thors. For the downstream models, the weights were

established using Xavier initialization, while the biases were
initialized as 0.

)e hyperparameters are set up based on trial and error.
We evaluated the performance at every 1000 steps on the
development set, and the experiment would be terminated
prematurely once the loss no longer drops. )e final se-
lection of the hyperparameters would be the best on the
development set. All the hyperparameters involved are listed
in Table 3.

For the evaluation, we introduced the precision, recall,
and F1-score. )e precision value refers to the ratio of
correct entities to predicted entities. )e recall value is the
proportion of the entities in the test set which are correctly
predicted. )e F1-score is calculated according to the fol-
lowing formulation:

F1 �
2∗ Precision∗Recall
Precision + Recall

. (2)

It can be seen that the F1-score is the harmonic mean of
the precision and recall, which can comprehensively reflect
the performance of the model on NER tasks. We use P, R,
and F to represent precision, recall, and F1-score,
respectively.

4.3. Results. Firstly, we tested the effects of data augmen-
tation method we proposed. )e augmented dataset is ob-
tained through the MLM of ERNIE as described in the third
section. We used three pretraining models (BERT, ERNIE,
and ERNIE-tiny) based on the original dataset and aug-
mented dataset, respectively. )e parameters of pretraining
models are updated through fine-tuning. )e downstream
model is a single-layer FC without the CRF or LSTM. )e
results are shown in Table 4.

)e performance of NER in Chinese medical litera-
ture can be improved when using the augmented dataset,

O OO OB-disease B-disease··· ···

LSTM/CRF (optional) LSTM/CRF (optional)

FC FC

Trained
part

Representations

Transformer Transformer

Transformer

Transformer

Transformer

Transformer

Pretraining
model

Embeddings

Input tokens CLS

(a) (b)

CLSt1 t1 t2 t3 tnt2 t3 tn···

··· ···

···SEP SEP

Figure 3: Two main approaches: (a) feature extraction and (b) fine-tuning.
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and the F1-score can be increased by approximately
0.14% on average. )e subsequent experiments are all
based on the augmented dataset.

)en, we compared the performance when using
pretraining models and common deep learning models.
)e results are shown in Table 5. )e parameters of
pretraining models are also updated during fine-tuning,
and the downstream model is a single-layer FC without
the CRF or LSTM, too. As we can see from Table 5, using
pretraining models can obtain meaningful improve-
ments in the performance of NER. Among pretraining
models, the F1-score of ERNIE-tiny is the lowest, at only
89.466%. In contrast, RoBERTa obtained the highest F1-
score with 91.209%. Moreover, the performance of BERT
series models (BERT, BERT-WWM, and BERT-WWM-
EXT) is relatively higher than that of ERNIE.

Furthermore, we also compared the two main ap-
proaches transferring prior semantic knowledge to the NER
task: feature extraction and fine-tuning. For feature ex-
traction, we fixed the parameters of pretraining models. On
the contrary, the parameters of pretraining models were
trainable and can be updated during fine-tuning based on
the training set. )e downstream model structure is also a
single-layer FC without the CRF or LSTM.)e results shown
in Table 6 indicate that the F1-score can be slightly increased
through fine-tuning.

Finally, we also tested the performance of different
downstream model structures. RoBERTa was used as the
pretraining model in this test. For the downstream model,
we tested the FC, CRF, LSTM-CRF, and BiLSTM-CRF,
respectively. For LSTM-CRF and BiLSTM-CRF, the di-
mension of the hidden layer was 128. It can be found from
Table 7 that the performance of recognition reduced when a
fairly complex model was used as the downstream model.

5. Discussion

In this section, we will discuss the experimental results in
detail.

5.1. Data Augmentation. Results also show that the aug-
mentation method we proposed can increase the F1-score by
approximately 0.14% on average. Although the improve-
ment is not significant, the result is meaningful for it
demonstrates that the data augmentation using ERNIE is
feasible. As mentioned in Section 2.3, BERT will mask the
Chinese characters, not words, during the procedure of the
MLM because there is no segmentation between Chinese
characters, and the results may not be grammatically correct
Chinese sentences. However, the MLM of ERNIE can re-
place a portion of Chinese phrases or words with synonyms.
)e semantics of the new Chinese sentences generated by
ERNIE are similar to those of the original sentences, and
they are combined as the augmented dataset. We do not
mask the named entities in light of these entities which may

Table 2: Statistics of “A Labelled Chinese Dataset for Diabetes.”

Training set Development set Test set
Disease related
Disease 25197 8399 8399
Reason 2849 950 950
Symptom 3166 1055 1056
Test 28819 9606 9606
Test value 6402 2134 2134
2erapy related
Drug 9946 3315 3315
Frequency 309 103 103
Amount 871 290 290
Method 606 202 203
Treatment 896 298 299
Operation 493 164 164
Side effect 1052 351 350
Common entities
Duration 6543 2181 2180
Anatomy 16866 5622 5622
Level 1333 446 448
Total 105348 35116 35119

Table 3: Hyperparameters.

Parameters Values
Learning rate 5e− 5
Batch size 32
Weight decay 0.01
Epoch 6
Optimizer Adam optimizer

Table 4: Recognition results of original dataset and augmented
dataset.

P (%) R (%) F (%)
Models
BERT 90.778 90.674 90.726
ERNIE 90.488 90.354 90.421
ERNIE-tiny 89.361 89.162 89.261
Models (augmented dataset)
BERT 90.968 91.048 91.008
ERNIE 90.659 90.527 90.593
ERNIE-tiny 89.466 89.348 89.407

Table 5: Recognition results of pretraining models and deep
learning models.

P (%) R (%) F (%)
Deep learning models
BiGRU 89.431 81.842 85.443
BiGRU-CRF 88.463 84.332 86.341
BiLSTM 89.511 82.251 85.700
BiLSTM-CRF 89.113 84.983 86.992
Pretraining models
BERT 90.968 91.048 91.008
BERT-WWM 91.023 91.108 91.065
BERT-WWM-EXT 91.059 90.996 91.027
ERNIE 90.659 90.527 90.593
ERNIE-tiny 89.466 89.348 89.407
RoBERTa 91.164 91.254 91.209
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be proper nouns or rare words in the field of medical lit-
erature. )e results also demonstrate that the augmentation
method we proposed is meaningful and feasible.

5.2. Comparison of Pretraining Models with Common Deep
LearningMethods. Obviously, using pretraining models can
obtain meaningful improvements in the performance of
NER. )e pretraining models have learned abundant prior
semantic knowledge from the pretraining corpora (e.g.,
Chinese Wikipedia and Baidu News) [20, 21]. Pretraining
corpora can also be regarded as the “source domain.” When
conducting the NER task, the prior semantic knowledge will
be transferred to the downstream task, which can also be
known as the “target domain.” )e whole process can be
regarded as transfer learning. Task-specific semantic
knowledge contained in the target domain will be obtained
during fine-tuning.

On the contrary, the common deep learning models can
only learn knowledge from the training set, also known as
the target domain. )e training process is done from scratch
on the target domain, whether it is the baseline model
(BiLSTM-CRF) or other deep learning models. )erefore,
these models can only learn the knowledge in the target
domain from the training set. )e experimental results also
indicated that using pretrainingmodels can get a meaningful
increase in the F1-score by at least 3%.

5.3. Comparison between Pretraining Models. We also
compared the performances of the six most common pre-
training models for NER in Chinese medical literature:
BERT, BERT-WWM, BERT-WWM-EXT, ERNIE, ERNIE-
tiny, and RoBERTa. First of all, it is shown that the deeper the
layer, the better the performance for the pretraining models
with similar pretraining tasks and the same pretraining
corpus, such as ERNIE and ERNIE-tiny. ERNIE has twelve
Transformer layers, but ERNIE-tiny only has three Trans-
former layers. Although ERNIE-tiny increases the number

of hidden units and optimizes the pretraining task with
continual pretraining [30], three Transformer layers cannot
extract semantic knowledge well. )e F1-score of ERNIE-
tiny is the lowest among all the pretraining models.

Secondly, for pretraining models with the same model
structure, RoBERTa obtains the highest F1-score. From the
perspective of the pretraining task, RoBERTa removes the
sentence-level pretraining task because Liu et al. [23] found
that removing the NSP loss in BERTcan slightly improve the
performance of downstream tasks. For the NER in Chinese
medical literature, the pretraining models do not need to
learn sentence-level semantic knowledge during pretraining,
because the inputs are all individual sentences, not sentence
pairs. )e NSP and Dialogue Language Model (DLM) of
BERT and ERNIE are designed to improve the performance
of specific downstream tasks, such as SQuAD 1.1, which
requires reasoning about the relationship between sentence
pairs. Moreover, as mentioned before, RoBERTa can acquire
richer semantic representations with a dynamic masking
strategy [23]. In contrast, BERT and ERNIE use static
masking strategy in every pretraining epoch.)erefore, their
performance is slightly lower than that of RoBERTa.

Finally, different pretraining corpora will affect the
performance of NER in Chinese medical literature for
pretraining models with the same pretraining tasks and
the same model structures, such as BERT-WWM and
BERT-WWM-EXT. )e pretraining corpus of BERT-
WWM is the Chinese Wikipedia, while the pretraining
corpus of BERT-WWM-EXT includes not only the
Chinese Wikipedia but also News and Q&A [20]. )e
training dataset we used contains formal scientific lit-
erature, and the pretraining corpus of BERT-WWM is
closer to it. )e results in Table 5 demonstrate that the F1-
score of BERT-WWM is slightly higher than that of
BERT-WWM-EXT.

5.4. Comparison of Feature Extraction and Fine-Tuning
Approaches. As shown in Table 6, the F1-score can be
slightly increased through fine-tuning. )is phenomenon
may indicate that the pretraining models can obtain se-
mantic knowledge from the target domain during fine-
tuning. In other words, the representations outputs from the
pretraining models are not adapted to the specific NER task
well when the pretraining models are only used as a feature
extractor, because the task-specific representations cannot
be obtained in this case. )us, general-purpose represen-
tations can be obtained through fine-tuning. However,
considering that the improvement is not significant and the
feature extraction is computationally cheaper than fine-
tuning, the transfer method should be selected in light of
specific conditions in practice.

5.5. Comparison of Different Downstream Model Structures.
According to the results in Table 7, RoBERTa-CRF obtained
the SOTA results. For the NER task, there are strong de-
pendencies across labels. For example, the I-Drug label must
follow the B-Drug label. As a probability model, the CRF can
output the predicted sequence according to the above rules.

Table 6: Recognition results of feature extraction and fine-tuning.

Pretraining models P (%) R (%) F (%)
BERT (feature extraction) 90.881 90.983 90.932
BERT (fine-tuning) 90.968 91.048 91.008
ERNIE (feature extraction) 90.519 90.639 90.579
ERNIE (fine-tuning) 90.659 90.527 90.593
RoBERTa (feature extraction) 91.109 91.275 91.192
RoBERTa (fine-tuning) 91.164 91.254 91.209
Values in bold represent the maximum values.

Table 7: Recognition results of different downstream model
structures.

Pretraining models P (%) R (%) F (%)
RoBERTa-FC 91.164 91.254 91.209
RoBERTa-CRF 91.187 91.358 91.270
RoBERTa-LSTM-CRF 90.615 90.784 90.697
RoBERTa-BiLSTM-CRF 90.820 90.911 90.650
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)erefore, the performance of RoBERTa-CRF is better than
that of RoBERTa-FC with only one FC layer.

)e experimental results in Table 7 also demonstrate
that adding the LSTM after RoBERTa does not improve
the performance of recognition. )e reason is that, on the
one hand, the multiheaded self-attention network in the
pretraining model has extracted the abstract represen-
tations of input tokens well. )erefore, it is not necessary
to add the LSTM to extract more abstract representations.
On the other hand, a more complex network structure
may cause overfitting, which will reduce the performance
of recognition.

6. Conclusion

In this paper, we utilize the pretraining models to recognize
the named entity in Chinese medical literature, which is the
key step in building the medical Knowledge Graph. First of
all, we propose a method of data augmentation based on the
MLM of ERNIE. A portion of characters and phrases are
replaced by synonyms except for the named entities in light
of the fact that the named entities may be proper nouns or
rare words in the field of medicine. Moreover, we consider
NER as a downstream task of the pretraining models and
transfer the prior semantic knowledge obtained during
pretraining to it.

)e results of experiments demonstrate that not only can
the data augmentation method we proposed improve the
performance of recognition, but also using pretraining
models can obtain a meaningful improvement compared
with the common deep learning models. Furthermore, for
NER in Chinese medical literature, the F1-score can be
slightly increased through fine-tuning, and using a more
complex downstream model will reduce the performance of
recognition. For the future work, we will attempt to carry out
experiments with a dataset labelled by ourselves and conduct
Relation Extraction based on the entities recognized in
Chinese medical literature.
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