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Nowadays, the implementation of Arti�cial Intelligence (AI) in medical diagnosis has attracted major attention within both the
academic literature and industrial sector. AI would include deep learning (DL) models, where these models have been achieving a
spectacular performance in healthcare applications. According to the World Health Organization (WHO), in 2020 there were
around 25.6 million people who died from cardiovascular diseases (CVD).  us, this paper aims to shad the light on cardiology
since it is widely considered as one of the most important in medicine �eld.  e paper develops an e�cient DL model for
automatic diagnosis of 12-lead electrocardiogram (ECG) signals with 27 classes, including 26 types of CVD and a normal sinus
rhythm. e proposed model consists of Residual Neural Network (ResNet-50). An experimental work has been conducted using
combined public databases from the USA, China, and Germany as a proof-of-concept. Simulation results of the proposed model
have achieved an accuracy of 97.63% and a precision of 89.67%.  e achieved results are validated against the actual values in the
recent literature.

1. Introduction

Nowadays, the medical �eld requires new techniques and
technologies in order to evaluate information objectively.
According to data from the World Health Organization
(WHO), cardiovascular diseases (CVD) represent the
leading cause of death globally, where the CVDs account for
more than 30% of global mortality each year, and it is es-
timated to reach around 130 million people by 2035 [1].
 erefore, researchers are developing new methods for
preventing, detecting, and treatment of diseases related to
the CVD.  ere are many types of cardiovascular abnor-
malities, while this study focuses on 26 anomalies, which will
be cited later.

 e electrocardiogram (ECG) is a recording of the
electrical activity of the human heart, which is deemed as a

noninvasiveness and real-time exam. It is still one of the
essential pillars of the diagnosis of cardiac problems. In
recent years, the methods of analysing CVDs have been
strengthened by the introduction of imaging procedures,
especially the echocardiogram. However, this does not
change the importance and usefulness of ECGs, and the
parameters could be extracted from this signal.  e number
of leads on a typical ECG acquisition equipment divides it
into 1-lead, 3-lead, 6-lead, and 12-lead ECG.  e 12-lead
ECG is the most often utilized kind in clinical practice due to
its ability to concurrently capture the potential changes of 12
sets of electrode patches attached to the body in standardized
places [2]. When comparing to other types of ECG acqui-
sition equipment, 12-lead ECG provides more information
on cardiac activity and is frequently utilized in hospital for
diagnosis and treatment. In fact, many essential parameters
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can be extracted from the ECG signal; for instance, the
duration and patterns of the various waves, which are in-
dicative of specific cardiac abnormalities.

Professional doctors frequently make ECG analysis and
interpretation [3], which is heavily reliant on training,
qualifications, experiences, and expertise; thus it is difficult
to extract all information from ECG signals [4, 5]. In
practice, manual detection of characteristic waves of the
ECG signal and classification of heartbeats are difficult and
tedious tasks, especially to analyse long-term recordings as
Holter examination or ambulatory cases for continuous
monitoring in intensive care and resuscitation wards.

With the progress of physical hardware technologies and
algorithm, computer-assisted medical diagnoses (CAMD)
have become vital in diagnosing CVDs. CAMD based on
ECG signals can give professional suggestions or decide
instantly by searching for characteristic patterns. It can help
doctors make diagnoses and appears to be required due to
the huge number of patients in critical care units where they
need continuous monitoring. *is is how CAMD looked to
use the ECG signal to help in cardiac diagnosis. *ese
systems should be easy to set up, upgradeable, accurate,
durable, and dependable. *e authors of [6] emphasised the
importance of using optimization techniques to enhance
efficiency for prediction in healthcare applications.

Over the past decades, many techniques for detecting
CVDs have been proposed, where some of them are based on
signal processing techniques and classification algorithms
like support vector machines (SVMs). Deep neural network-
based machine learning (ML) and convolutional neural
networks (CNN) methods have lately emerged as efficient
tools in large applications such as computer vision and
natural language processing. Noticeably, coupling ML and
DL with healthcare has brought up massive advantages and
researchers are striving to find more innovative solutions.

*is work aims to classify 27 classes, with ECG signals
containing 26 types of CVDs and normal sinus rhythm.*is
classification where we used four databases contains 42511
ECG records to train, validate, and evaluate models such as
CPSC 2018, CPSC 2018-Extra [7], PTB-XL [8], and Georgia
[7]. *e used dataset contains ECG 12-leads signals, which is
a typical ECG set used in clinical cases and hospitals. It is
trained with a model based on Residual Neural Networks-50
(ResNet-50) from CNN methods, which is known as one of
the most efficient models in classification.

*e rest of this paper is structured as follows. Section 2
presents an overview of related works in the literature;
Section 3 represents background information on the in-
terpretation of an ECG. Section 4 describes the proposed
model and our simulation workflow. *e proposed ECG
classification model results are discussed in Section 5. Fi-
nally, Section 6 presents the conclusion and future works.

2. Related Work

DL is a subdivision of ML; ML is a subdivision of AI and AI
is enabling the machine to act like a human. ML is a way for
achieving AI using algorithms trained on data, while DL is
inspired by the structure of the human brain or also known

as an artificial neural network.*e features in ML are picked
out with an expert in the domain, whereas in DL they are
detected by the neural network without human intervention.
*at is why DL needs much higher volume of data to be
trained to obtain best performance. AI has been shown in
numerous experiments to be capable of automatically
identifying anomalies registered by an ECG.

Generally, the databases used in papers about ECG di-
agnosis are public. *e first one is from PhysioNet, Mas-
sachusetts Institute of Technology-Beth Israel Hospital
(MITBIH) [9] which contained only 49 recordings with 30-
minute length of each subject, including five classes, normal
(N), ventricular ectopic (V), supraventricular ectopic (S),
fusion (F), and unknown (Q). Enabio et al. [10] used
MITBIH as a database for ECG classification [11–16]. *e
second database largely used is Physiological Signal Chal-
lenge 2018 (CPSC) [7] which is a public too. It comprises
687,712 lead ECG recordings including eight arrhythmias
IAVB (1st degree AV block), AF (atrial fibrillation), LBBB
(left bundle branch block), PAC (premature atrial con-
traction), RBBB (complete right bundle branch block), and
SNR (sinus normal rhyme) [17–19]. *e third one is
Physikalisch Technische Bundesanstalt (PTB) [20] diag-
nostic database, which contains 54,912 lead ECG records
from 290 individuals [21–23]. Selvalingam et al. [24] used
private databases to predict ventricular arrhythmias with a
DLmodel, CNN. In addition, Smith et al. [25] collected their
data to interpret ECG arrhythmias.

Some studies instead have used more than one. For
example, Li et al. [26] used five databases (FANTASIA,
CEBSDB, NSRDB, STDB, and AFD). However, they do not
combine the data to categorize ECG; instead, they test their
model for each data set separately. Zhang et al. [27] used four
databases, Acharya et al. [28] constructed 4 sets from a
combination of three databases (MITBIH [9], FANTASIA
[29], and BIDMC [30]). *e study varied on using balanced
and imbalanced ones. Wang et al. [31] used two databases
(MIT-BIH [9], CPSC2018 [7]) to classify ECG with a re-
current neural network (RNN) model. Table 1 lists the
different databases used in classifying the ECG signals.

In fact, in their workflows, ML methods consider four
fundamental steps:

(i) Signal preprocessing, which includes resampling,
noise removal (e.g., band-pass filters), and signal
normalization/standardization.

(ii) Heartbeat segmentation, which entails detecting the
R-peak (e.g., QRS complex) using algorithms like
Pan and Tompkins algorithm [32], the open-source
GQRS software supplied by the PhysioNet
community.

(iii) Feature extraction, which entails converting raw
signals into features that are most suited to the job at
hand (e.g., classification, prediction, and
regression.).

(iv) ECG signal analysis using traditional machine
learning approaches such as multilayer perceptron
(MLP) and decision trees.
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Even though traditional ML algorithms with hand-
crafted features have achieved good results for ECG analysis,
deep neural network (DNN) methods with the power of
automated features extraction and representation learning
have demonstrated human-level performance in analysing
biomedical signals [33].

DL approaches, on the other side, need a large quantity
of data and many parameters to be learnt. Furthermore,
most of the suggested methodologies and workflows for
evaluating ECG signals are specific to the task, at hand, and
cannot be applied to other biomedical topics. Various
studies have classified ECG data using a DL approach.
Ribeiro et al. [34] created an end-to-end DNN that is capable
of identifying six ECG anomalies with a database of
2,322,513 ECG records. *e detection accuracy ranges from
83.3% to 100%. *is DL model achieves an overall accuracy
of 97.57% for the prediction of CVDs. Ahsanuzzman et al.
[35] investigated the classification and prediction of a single
arrhythmia class, atrial fibrillation (AFib), using ECG sig-
nals. A hybrid long short-time memory (LSTM) and RNN
was used for this task. Obeidat et al [36] classified six ECG
beats classes using a hybrid DL model that combines CNN
and LSTM. *e hybrid model achieves accuracy and pre-
cision of 98.22% and 98.27%, respectively. Further, [37]
stressed on utilizing an optimization method to improve
efficiency in healthcare applications.

Adedinsewo et al. [38] constructed a CNN model for
classifying arrhythmia type left ventricular systolic dysfunc-
tion (LVSD) where the attaining accuracy was 85.9%. Xiong
et al. [39] decided to train 8528 ECG records fromCPSC data,
with ResNet-16 model achieving an accuracy of 82%. Zhang
et al. [17] used CPSC2018 database, which contained 6877
ECG recordings to build a 34-layer ResNet 1Dmodel in order
to detect 9 distinct arrhythmias in 12-lead ECG signals. *is
model had a classification accuracy of 96.6% for ECG signals.

It can be said that the number of records used is a bit small
to train a model of DL; however, as mentioned above, DL
needs a much higher volume of data. In this study, we choose
to combine four public databases to confirm the efficacy of the
model proposed. In this paper, the proposed model has
succeeded to diagnose the majority of 27 classes, including 26
CVDs and normal sinus rhythm, which will assist domain
experts in identifying patient records, while other researches
used ECG to classify just one or two anomalies [35, 38].

3. Background Knowledge

It is critical to comprehend electrical cardiac function, since
the heart is a mechanical organ that ensures periodic con-
traction and relaxation. Cells grouped at the nodal level are

responsible for an electrical flow that spreads to nearby heart
cells (myocardial). Following that, it recontacts to be able to
expel blood from other organs.

3.1. ECG Principal. *e ECG is a recording of the electrical
activity of the heart, which is usually shown as a graph of
voltage values vs. time. Electrodes are used to detect electrical
changes caused by cardiac muscle cell depolarization and
repolarization at a distance from the heart, through the skin.
To note, an electrocardiograph is used in this examination.
Figure 1 represents a simplified diagram of the conductive
elements of the heart, which consists of conductive tissues
which are the bundle of His, Bachmann’s bundle, the left and
right bundle branches, the Purkinje fibres, and cardiac
myocytes themselves. Contractile tissues are the atrial and
ventricular wall myocytes. *is figure is vital in showing the
main components of the heart, so extracting data and signals
can be done in more accurate way.

3.2. 7e Foundation of ECG Interpretation. ECG interpre-
tation includes an assessment of the morphology (appear-
ance) of the waves and intervals on the ECG curve.
*erefore, ECG interpretation requires a structured as-
sessment of the waves and intervals. Figure 2 shows a de-
polarization/repolarization phase of the heart that are
represented electrocardiographically by various P waves,
QRS, and T waves.

(i) P wave: *is is a result of atrial depolarization,
which is initiated by the sinus node. Pacemaker cells
at this node carry the signal to the right and left
atria. *e ECG demonstrates abnormal atrial
repolarization.

(ii) QRS complex: *is is the average of the inner
(endocardial) and outer (epicardial) cardiomyocyte
depolarization waves. A typical QRS pattern is
formed when endocardial cardiomyocytes depo-
larize somewhat earlier than the outer layers.

(a) *e Q wave is the first negative deflection fol-
lowing the P wave. *e Q is missing if the first
deflection is not negative.

(b) *e R wave is the positive deflection.
(c) *e S wave is the negative deflection that occurs

following the R wave.

(iii) T wave: It indicates the ventricular repolarization.
During the T wave, there is no action in the heart
muscle.

Table 1: Overview of various databases using ECG classification.

Database Subjects Records Duration Frequency (Hz) Leads References
MITBIH [9] 47 48 30min 360 2 [10–13]
CPSC 2018 [7] 6877 6877 6–60 sec 500 12 [14–16]
PTB [19] 290 549 Not specified 1000 12 [18–20]
Fantasia [29] 40 40 120min 250 Not specified [23–25]
BIDMC [30] Not specified 53 8 min 125 2 [26]
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Pathologies or abnormalities in ECG analysis are dis-
covered and categorized based on their departure from
normal cardiac rhythm. Normal sinus rhythm (NSR) refers
to normal cardiac activity in which there is no deviation or
change in the morphology of the ECG signal.

*is paper focuses on classifying 27 classes of ECG signal;
the classes are 1st DegreeAVBlock (IAVB), LowQRSVoltages
(LQRSV), Right Axis Deviation (RAD), Atrial Fibrillation
(AF), Nonspecific Intraventricular Conduction (NSIVCB),
Atrial Flutter (AFL), Bradycardia (Brady), Complete Right
Bundle, Branch Block (CRBBB), Incomplete Right Bundle
Branch Block (IRBBB), Left Anterior Fascicular Block (LAnfb),
Pacing Rhythm (PR), Right Bundle Branch Block (RBBB),
Premature Atrial Contraction (PAC), Premature Ventricular
Contractions (PVC), Sinus Arrhythmia (SA), Sinus Brady-
cardia (SB), Sinus Rhythm (SNR), Sinus Tachycardia (Stach),
Supraventricular Premature Beats (SVPB), Left Axis Deviation
(LAD), Prolonged Pr Interval (LPR), Prolonged Qt Interval
(LQT), T Wave Abnormal (Tab), T Wave Inversion (Tinv),
Left Bundle Branch Block (LBBB), Qwave Abnormal (Qab),
and Ventricular Premature Beats (VPB). Figure 3 shows
samples from each of the 27 ECG signal classes.

4. Proposed Model

*is paper proposes a ResNet model with four databases to
classify ECG signals. *is section starts by presenting the
architecture of model proposed and then highlighting our
working method.

4.1. ProposedModelArchitecture. In this paper, ResNet-50 is
the proposed model for features extraction. In fact, it
combines convolutional neural network for ECG diagnoses.
Figure 4 illustrates an overview of the model architecture.
Making the model training tractable has been assured by the
residual blocks with shortcut connections. As input, the
model takes an ECG signal x ∈Rnsamples×12. As outputs, the
result of the multilabel classification is ~y ∈R1×27.

A 1D convolution layer (conv1D) was applied to these
inputs, a batch normalization layer (BN), a rectified
linear unit activation layer (ReLU), and a Max Pooling
layer. Also, 16 residual blocks have been used to extract
deep features. *ere are two types of residual blocks as
follows:

Atrioventricular
(AV) node

Sinoatrial
(SA) node

Bundle of His

Le� bundle
branch

Le� anterior
division

Le� posterior
division

Purkinje fibres

Right bundle 
branch

Figure 1: *e conductive elements of the heart.

P wave QRS Complex T wave

P T

Q S

R

Figure 2: Depolarization/repolarization phases of the heart that are represented electrocardiographically by various P waves, QRS, and T
waves.
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Figure 3: Continued.
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(i) Res_Block_1 is composed of three Conv1d layers,
three BatchNorm1d layers, and two ReLU activation
layers. On the one hand, one Conv1d layer and one
BatchNorm1d layer are used to match dimensions
and skip connections on the other.

(ii) Res_Block_2 is composed only of three Conv1d
layers, three BatchNorm1d layers, and two ReLU
activation layers.

*e Conv1d layers are used for extracting features and
the BatchNorm1d layers are used to make the model faster
and stable. *e ReLU layers are introduced to perform
nonlinear activation. *e features extracted by the residual
blocks are pooled using Average Pooling, where the pooling
results are collected and sent to the output layer, which uses
the sigmoid activation function to produce predictions.

4.2. Dataset Characteristics. *e used dataset in this work
combines four public databases containing 42,511 recordings
of 12-lead ECG. *is type of ECG is the most used in clinical
cases because of the large amount of information that it
generates. *ese recordings are sampled at a frequency of
500Hz. Table 2 describes the characteristics of each database.

*e used dataset in this work contains 27 classes, where
26 classes are of CVDs and a class represents a normal heart
state. Figure 5 shows the distribution of these classes on each

database. Figure 6 illustrates an overview of its distribution
in the dataset where a problem of data imbalance and data
insufficiency are noticed.

4.3. Simulation Workflow. Figure 7 illustrates the workflow
of the proposed method that has been implemented in our
study. Each step of this workflow will be explained in the
following subsections.

4.3.1. Data Preprocessing. *e length of the signals of the
four databases varies from 6 seconds to 60 seconds.
*erefore, it has been decided to uniform all the lengths n
samples. Since the common length is 10 seconds, we set 5000
samples (10 s, 500Hz as sampling rate). For ECGs recordings
having a duration superior to 10 seconds, the first 10 s was
kept. Otherwise, signals will be zero-padded until having 10 s
as a duration. Figure 8 describes this preprocessing tech-
nique, where in this step, for the signal counting less than
5000 samples will be zero-padded to obtain 5000 samples.
For signals containing more than 5000, samples above this
value will be discarded.

Figure 9 demonstrates in more detail the technique of
uniformly reducing the length of an ECG signal, in which we
have a signal with a length of 7500 reduced to 5000 to train our
model. Data preprocessing is explained as per Algorithm 1.
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Figure 3: Samples of each class of ECG.
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4.3.2. Data Augmentation. As shown in Figures 4 and 5, the
problem of data insufficiency and data imbalance is serious
for CVDs. To deal with this issue, amplitude scaling was
applied as a data augmentation technique. *e creation of
realistic data to prevent data scarcity is known as data

augmentation. Practically, it enhances the model robustness
and lessens the fitting concerns against similar examples
[14]. Amplitude scaling is the multiplication of ECG signals
by a random factor α. *is technique aims to compress or
stretch the magnitude. *e factor α is sampled from normal

Table 2: Description of each database’s characteristics.

Database Sources Number of ECG recordings Length of ECG recordings

CPSC 2018 [7]

China Physiological Signal Challenge in 2018

6877
(i) M: 3699
(ii) F: 3178

6 s–60 s

CPSC 2018 EXTRA [7]
3453

(i) M: 1843
(ii) F: 1610

6 s–60 s

PTB-XL [8] Physikalisch Technische Bundesanstalt
21,837

(i) M: 11,379
(ii) F: 10,458

10 s

Georgia [7] Georgia
10,344

(i) M: 5551
(ii) F: 4793

10 s
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Figure 5: Pathologies distribution in each database.

8 Computational Intelligence and Neuroscience



20000

17500

15000

12500

10000C
ou

nt

PR

LQ
T

A
FLA

F

LB
BB

Q
Ab TA

b

LP
R

V
PB

LQ
RS

V

IA
V

B

PA
C

LA
D SB

Br
ad

y

N
SR

ST
ac

h

PV
C SA

LA
nF

B

RA
D

RB
BB

TI
nv

SV
PB

IR
BB

B

N
SI

VC
B

CR
BB

B

Distribution of Diagnosis

Diagnosis

7500

5000

2500

0

Figure 6: Histogram of pathology distribution in the dataset.

DATA 
Preprocessing

Model 
Training

Model
Evaluation

DATA

Training
DATA

Validation
DATA

Test
DATA

DATA 
Augmentation Results 27 classes 

Figure 7: Work methodologies.

0 0 0 0 0Padding

Trancated

5000

Discard

Figure 8: Preprocessing technique.

Computational Intelligence and Neuroscience 9



distribution N (1, 0.1). *e algorithm of amplitude scaling
algorithm is shown in Algorithm 2.

4.3.3. Data Split (Train, Validation, Test). As mentioned in
Section 4.2 the dataset used comprises 42,511 ECG records.
First, dataset has been split into two sets: test set and training
and validation set in the ratio of 0.75 : 0.25. After this, 10-fold
stratified cross-validation approach on the training and
validation set was applied.*is will return 10 stratified folds.
*ese folds will be made by preserving the percentage of
samples for each class. *is forces the class distribution in
each data split to match the distribution in the whole
training dataset.

Generally, the training data is dedicated to train the
model. *e validation data is reserved for optimizing the
model. *erefore, a search for the best parametrization
without using the test data is done to measure the model
performance and allow us to evaluate the model general-
ization ability. Finally, we obtain a test set and training and
validation with 10,627 and 31,884 ECG records, respectively.
In addition, the shapes of each training fold and validation
fold are 25,507 and 6377 ECG records, respectively. Fig-
ure 10 illustrates an overview of this proposed method.

4.3.4. Training and Evaluation. *e trial-and-error ap-
proach is used to determine the hyperparameters. In essence,
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Figure 9: Preprocessing example.

Input: Training data
Output: Training data pre-processed

(1) X=ECG signal
(2) l = length (X)
(3) if l < 5000
(4) for I from l to 5000 do
(5) X [i] = 0
(6) end for
(7) else X=X [:5000]
(8) end if
(9) return X
(10) END

ALGORITHM 1: Data preprocessing.

Input: Training data pre-process
Output: Training data pre-process augmented

(1) α= 0.1
(2) X=ECG signal
(3) ScalingFactor = random.normal (loc = 1.0, scale =α, size = (1, X.shape [1]))
(4) Noise =matmul (ones ((X.shape [0], 1)), scalingFactor)
(5) return X ∗ Noise

ALGORITHM 2: Amplitude scaling.
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Adam with a learning rate of 10-3 is employed as the op-
timizer. *e binary cross-entropy loss function was used.
*e optimal values of the hyperparameters of the deep
neural network are as follows: the length of the 12-lead ECG
input is set to 5000, the batch size is 32, and the number of
epochs is equal to 100.

To reduce the learning rate, we used the learning rate
scheduler with the following schedule:

lr �
lr, epoch< 10,

lr.e− 0.1
, epoch≥ 10.

􏼨 (1)

4.4. Evaluation Metric. In multiclassification problems,
precision and accuracy are commonly used to assess the
model’s performance. *e performance of an algorithm is
often measured in terms of four variables for each record.
*ese two performance indictors (accuracy and precision)
can be calculated in equations (2) and (3)

Accuracy �
TP + TN

TP + TN + FP + FN
, (2)

Precision �
TN

TN + FP
, (3)

where TP denotes True Positive, FP denotes False Positive,
TN denotes True Negative, and FN denotes False Negative.

5. Results and Discussion

*is section presents visual and descriptive discussion based
on the proposed model. Additionally, a comparative table
has been introduced to compare the proposed work against
other studies cited in related works as per Table 3. To note,
OVH Cloud has been used with the following characteristic,
to train the proposed model.

(i) Memory: 45 Go
(ii) vCore: 8
(iii) GPU: NVIDIA Tesla V100 16 Go

Precision and accuracy are generally used as two per-
formance indictors to evaluate model performance in
multiclassification model. In our situation, precision rep-
resents the probability that the model makes the correct
prediction, while accuracy is defined as the ratio between the
proportion of correct predictions made by the model and the
number of total predictions.

In the training and validation phase, the obtained ac-
curacy is 97.63% and 97.58%, respectively. In terms of
precision, we obtained 89.67% and 88.85%, respectively. *e
loss value indicates how well or poorly the proposed model
performs after each iteration. For the loss, 3.10−3 and
1.27.10−2 for each phase were reached as can be seen in
Table 4.

Because of using stratified 10 folds in the data-splitting
step, in the transition from fold to another, the model
undergoes a disorder until the stabilization in the last fold.
We can observe that, after the 60th iteration, the model
progressively converges to reach a stable accuracy, precision,
and loss at the 100th iteration. Figures 11–13 demonstrate
the evolution of these performance metrics.

It is important for disease diagnosis to improve per-
formance metrics for the correct classification of car-
diovascular diseases. ResNet-50 shows better
classification performance in comparison to the other
studies cited in related works as can be seen in the
comparative Table 3.

In the evaluation of the proposed model performance, a
normalized confusion matrix was created as can be seen in
Figure 14, where each row refers to an actual class, while
each column represents a predicted class. *e proposed
model performs well for NSR, RBBB, STach, TInv, AF,
IRBBB, and LBBB classes. In effect, their percentage of
correct predictions is higher than 80%. It performs mod-
erately for CRBB, Brady, SA, PAC, PVC, and SB classes. Next
comes NSIVCB, IAVB, LanFB, AFL, and RAD where the
percentage of correct predictions is higher than 60%. For the
rest of the classes, like QAb, LAD, and LPR, PR, the model
performs badly. *is problem of lower predictions is due to
the data imbalance even though an amplitude scaling was
applied.

Fold 1

All DATA

Training and validation Set Test Set

StratifiedKFold

Training DATA
Validation DATA

Fold 2

Fold 3

Fold 10

Figure 10: Split data method.
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Table 3: Results obtained by different research in relation to the proposed work.

Author Year Number of records Model Preprocessing Number of classes Accuracy (%) Precision (%)
Antonio et al. [34] 2020 2,322,513 DNN No 6 92.36
Ahsanuzzman et al. [35] 2020 48 LSTM and RNN Yes 1 97.57
Obeidat et al [36] 2021 2000 CNN and LSTM Yes 6 98.22 98.26
Adedinsewo et al. [38] 2020 6613 CNN No 1 85.9 74
Xiong et al. [39] 2020 8528 ResNet-16 Yes 4 82
Dongdong et al. [19] 2021 6877 ResNet-34 Yes 9 96.6
Proposed work 2021 42,511 ResNet-50 Yes 27 97.63 89.67

Table 4: Results of the proposed method.

Performance
Results

Training phase Validation phase
Accuracy 97.63% 97.58%
Precision 89.67% 88.85%
Loss 3.10−3 1.27.10−2
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Figure 11: Evolution of training and validation accuracy.

0.9

0.8

0.7

0.6

0.5

0.4

Epoch

Pe
rc
isi
on

200 40 60 80 100

Precision
Precision_val

Figure 12: Evolution of training and validation precision.
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Table 5: Test results by the model proposed.
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Table 5 shows the test results of the proposed model
including the incorrect samples (Tests 1 and 2) and
correct (Tests 3 and 4) samples that were detected by our
model, as well as its prediction and the current state of the
ECG.

6. Conclusion and Future Work

An effective DL approach based on ResNet-50 has been
presented in this paper to classify CVDs. *e number of
classes that have been considered were 27, where 26 belong
to heart anomalies and 1 belongs to normal state.*e dataset
used in this study combines four datasets collected from
three different countries. *e achieved results proved the
feasibility and the efficiency of the proposed model. *e
results, also, have been compared and validated against
values in the recent published literature. However, the
proposed model suffers from high computational com-
plexity and low range of interpretability. *us, as future
research, the proposed approach will be improved to be
ideally adapted for wider range of different healthcare
applications.
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1. Introduction

In the modern world, a better healthcare system is the main
challenge for the growing population of the world. )e
vision of the Internet of Medical)ings (IoMT) is to provide
a better and more pervasive health monitoring system. )e
IoMT is the integration of medical devices through Wi-Fi
and permits device-to-device (D2D) communication. In
recent days, the most challenging issue is the time needed for
web services. )ree-dimensional (3D) video can be down-
loaded at sporadic intervals by keeping in mind the latest
technological trends. )e collected voluminous data with
less delay are obtained for accurate data measurement. It will
increase the device resource allocation ability and offers
quicker speed for the heterogeneous networks. )e IoMT
comprises various heterogeneous networks, for instance,
Wi-Fi, Bluetooth, ZigBee, and other cellular platforms. )e
D2D communication is the central part of the IoMT plat-
form with high efficiency and reliability. )e main traits of
an intelligent healthcare system are to offer less delay and
high throughput and reliability, which are very important
for an effective and accurate diagnosis and consultation. )e
critical time analysis is the key parameter to be considered
for emergency healthcare applications. )e highly reliable
and delay-tolerant communication and transmission of data
was achieved through IoT-driven wearable devices [1].

Metaheuristic optimization approaches are employed in
the partitioning clustering methods with which a dataset is
partitioned as groups according to the specific measure
considered as a fitness function [2]. )is function has a
greater impact on the nature of forming these groups. When
an appropriate fitness function is selected, the process of
partitioning is converted as an optimization problem. Here,
partitioning is performed by minimizing the distance or
maximizing the similarity between the patterns, or the
frequency is optimized in N-dimensional space. )ese
techniques are generally employed in various research works
as they are able to clustering large-scale datasets, like signal/
image processing for segmenting images, analyzing homo-
geneous users to classify groups, generating precise hidden
equalizers, organizing humans effectively in robotics based
on their actions, matching aftershocks in seismology from
background conditions, obtaining high-dimensional data
report, mining web text and recognizing image patterns in
computer science domain, managing portfolio in control
studies, classifying diseases in medical anthropology using
the medical records of patients and investigations, distrib-
uting sensor nodes in a wireless sensor network for im-
proving lifetime, and grouping publications in library based
on the contents [3].

Nowadays, big data is extensively used for analyzing the
huge data for the predictors, business people, and re-
searchers to estimate the predictions with much accuracy
than the traditional analysis. Big data is structured with the
five dimension maps such as velocity, value, volume, ve-
racity, and variety. Now the researchers are working to
handle scalability and the high dimension of the databases
with high processing needs. Volume defines the size of the
data, and velocity defines the arrival of data streams

continuously from which most valuable information is
gathered [4].

Moreover, in big data, the throughput, connectivity, and
speed of computing have been enhanced for digital devices
that improve the retrieval, progression, and fabrication of
the data. Authenticity controls the information standard
from different places. Variety designates the communicative
path of information between different places, for example,
the primary data incorporating the conventional structure.
)e example of data source consists of both structured
traditional and relational data, along with that it also
comprises of semi-structured, quasi-structured, and un-
structured data such as sensor data, audio, video, text, and
graph. In healthcare, big data helps in predicting epidemics,
curing diseases, improving the survival rate, and avoiding
unnecessary deaths. As the population in the world is in-
creasing and the life span of individuals is long, there occur
rapid changes in providing treatment, and many decisions
are made based on these changes. With big data, patients
take the right decision at the right time. With the data report
of the patient, “proactive care” required for individuals is
identified or the change required for them is analyzed so that
degradation in their health can be avoided [5].

However, machine learning, as well as statistical ap-
proaches, undergoes a few necessary changes to maintain
and follow some specific constraints while estimating high-
dimensional data; moreover, existing issues are solved when
input variables are reduced before data mining approaches
are applied. )us, there are two ways techniques are
employed for dimensionality reduction in machine learning.
While exploring the redundant input data or in feature
selection, the essential variables are taken from the primary
dataset. In the dimensionality reduction process, data are
eliminated forming a new dataset with few input variables,
where each column holds the combined input variables
providing the same information as that of the input vari-
ables. In statistical modeling, this process is termed explo-
ration [6]. )e existing works are related to the data
optimization with machine learning techniques, which does
not improve the predictive accuracy with their optimization
level.

)e contribution of the work is as follows:
(i) To present the metaheuristic optimization algorithm

for big data analysis in the IoMTusing gravitational
search optimization algorithm (GSOA) and reflec-
tive belief network with convolutional neural net-
works (DBN-CNNs).

(ii) To perform data optimization using GSOA for the
collected input data. )e input data were collected
for the diabetes prediction with cardiac risk pre-
diction based on the damage in blood vessels and
cardiac nerves.

Big data in healthcare is being used to predict epidemics,
cure disease, improve quality of life, and avoid preventable
deaths.With the world’s population increasing and everyone
living longer, the models of treatment delivery are rapidly
changing, and data are driving many of the decisions behind
those changes. Big data can help patients make the right

2 Computational Intelligence and Neuroscience



decision in a timely manner. From patient data, analytics can
be applied to identify individuals who need “proactive care”
or need a change in their lifestyle to avoid health condition
degradation. For example, patients in early stages of some
diseases (e.g., heart failure often caused by some risk factors
such as hypertension or diabetes) should be able to benefit
from preventive care, thanks to big data.

In Section 2, the related research works are presented.
Section 3 shows the proposed model for data optimization
and diabetes data classification. Evaluation criteria are
discussed in Section 4. )e conclusion is finally presented in
Section 5.

2. Related Works

)e healthcare system involves machine learning (ML)
approaches in the fields such as diagnosing, predicting, and
surveillance. It is believed by the health monitoring agents
that by using ML techniques, life can be saved [7]. Using
SVM, diabetic nephropathy type 2 patients can be detected
[8]. Moreover, earlier detection of abnormalities can be
achieved using a decision tree-based approach when inte-
grated with genotype and clinical data of several type 2
diabetic patients. Data can be classified gender-wise using
support vector machine (SVM), Näıve Bayes (NB), decision
tree (DT), and random forest (RF) approaches to produce
satisfactory results. In [9], ML approaches are embedded
with data mining profiling for gaining knowledge from the
larger collection of information. Classification approaches
like SVM, NB, RF, and logistic regression (LR) are used. In
[10], for cardiovascular and cerebrovascular events, an au-
tomated prediction model was developed using heart rate
variability (HRV) analysis.)is was suitable for patients with
55 years and more who have higher risks. 10-fold cross-
validation based on HRV features with data mining ap-
proaches such as NB, DT, RF, SVM, AdaboostM1 (AB), and
multilayer perceptron neural network (MLPNN) were used
for prediction. Reference [11] focused on antidiabetic drug
failure and developed a prediction model to maintain an
exponential increase in diabetic type 2 patients. SVM was
used for training large-scale medical datasets. In [12], the
risk of diabetic neuropathy was examined. When diabetes
has been spread in the entire body, the nervous system is
affected leading to cardiac arrest. Heart rate variability
(HRV) was estimated using a multiscale Allan vector and the
features of ECG helped in automatic detection using ML
techniques. A graph-based machine learning system
(GBMLS) was introduced to diagnose diabetic neuropathy
effectively. In [13], a healthy and asthma patient was
comparatively examined with alternative devices to obtain
the feature vector of asthma patient with the guidelines of
GINA. RF, AB-RF, andMLPNNwere used to develop anML
prediction model. Specificity, sensitivity, and accuracy were
the parameters considered. Leave-one-out (LOO) validation
methods were used to train and test the dataset to eradicate
the overfitting problem. In [14], a surveillance system was
introduced to effectively monitor the impacts of dengue
hemorrhagic fever (DHF) and the rate of Aedes aegypti
mosquito infection using SVM, which depends on the

climate conditions and geographical area. In [15], a pre-
diction system was designed for detecting influenza-like
illness (ILI) at the earlier stages. Using NB and SVM clas-
sifiers not only produced better results but logistics re-
gressions (LR) and sequential minimal optimization (SMO)
also are suitable. In [16], an automatic coronary artery
disease (CAD) diagnosis was introduced where this disease
caused cardiac arrests.)e diagnosis wasmade using tunable
Q-wavelet transform (TQWT), and the heart rate signals
were observed and monitored using raw ECG (electrocar-
diogram). With threefold cross-validation, least square
support vector machine (LS-SVM) approach was used for
classification. In [17], heart disease was predicted and an-
alyzed using BagMOOV ensemble model with a multi-
purpose-weighted voting approach. Reference [18] studied
the mood disorder which is a psychological behavior of
humans and investigated a psychiatry solution using ML
techniques. )ree ML approaches, namely, SVM, least av-
erage shrinkage and selection operator (LASSO), and rele-
vance vector machine (RVM) were developed using
MATLAB to predict the possibilities of a suicide attempt. In
[19], risks, diagnosis, and prediction of breast cancer were
examined with four ML approaches, namely, SVM, DT, NB,
and k-nearest neighbor (KNN). In [20], the classification of
UCI’s disease datasets was studied in which SVM integrated
with endocrine-based particle swarm optimization (EPSO)
and artificial bee bolony (ABC) was employed. In [21], it was
revealed that SVM with fruit fly optimization algorithm
(FOA) was used in several medical datasets, namely, Wis-
consin Parkinson’s dataset, breast cancer dataset, thyroid
disease diagnosis, and Pima Indian diabetes dataset. In [22],
a model for diabetes prediction utilizing machine learning
approaches was predicted. )e supervised machine learning
algorithms used for the prediction model are decision tree,
Näıve Bayes, artificial neural network, and logistic regres-
sion. Performance evaluation is performed in this method by
employing parameters such as accuracy, recall, precision,
and F1-score. In [23], the data-driven SmartWork system’s
AI component was described, comprising the predictive
models which are personalized and decision support tools.
In these subsystems, long-term predictive models and data
mining techniques are implemented for providing proba-
bilistic prediction of particular risk indicators motivated
towards decision-making and T2DM intervention, among
other chronic conditions.

Based on the comparison discussed, it is not enough for
both optimizations to improving the accuracy. So, this re-
search aims to propose metaheuristic algorithm for data
optimization of diabetic data and the predictive analysis for
cardiac attack risk prediction. Here, the IoMT module is
used for data collection and uses a gravitational algorithm
for data optimization, and then the data classification is done
using DBN-based CNN. Finally, the predictive analysis will
be done using SVM on the basis of image predictive analysis.

3. System Model

)is section discusses the proposed metaheuristic algo-
rithms based on data optimization for diabetes data, which
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leads to the predictive analysis of cardiac attack risk based
on blood vessels and cardiac nerves and cardiac nerve
damages. )e dataset, obtained from public healthcare,
contains more than 100,000 records comprising 55 attri-
butes. Few among them are age, gender, race, number of
procedures, number of medications, number of diagnoses,
and readmissions.

)e data have been initially collected using the IoMT
module, and these data have been clustered for improving
the optimization of data to be processed. Here we use
metaheuristic algorithms for data optimization in which
gravitational search optimization algorithm has been used.
)en using these optimized data, the diabetic data have
been classified for identifying the abnormal range. Here we
establish a deep belief network (DBN), where the classi-
fication is carried out using CNN. By this classification, the
normal range and abnormal range of diabetes have been
classified. )e normal diabetes range has been updated to
the hospital database, and for the abnormal diabetes range,
the cardiac nerve and blood vessel damages have been
analyzed using SVM-based image predictive analysis. )e
proposed diabetic data analysis has been given in Figure 1.
In the IOMTmodule, a dataset for diabetes is collected and
the data from the dataset are clustered in the data clustering
phase, and the optimization of data is done by meta-
heuristic data optimization by using GSOA. )e optimized
data are classified by the classification algorithm DBN-
based CNN. From the classification results, the normal
range of diabetes is sent to the hospital database, whereas
an abnormal range of diabetes is sent to the analysis of
predicting cardiac attack risk, which will be done by various
parameters.

3.1.Metaheuristic-Based Gravitational SearchOptimization
Algorithm (GSOA). Gravitational search optimization al-
gorithm (GSOA) is a stochastic population-based meta-
heuristic approach that was developed based on Newton’s
laws of gravity and motion [24]. Originally, the basic GSOA
model was developed to find a solution for continuous
optimization problems. A set of agents/objects were in-
troduced in the search space within dimension to deter-
mine an optimal solution where the principle of Newton’s
laws was followed. Here, the position of every agent de-
scribes a candidate solution Xi, which is a vector in the
search space. An agent whose performance is higher ob-
tains more gravitational mass as heavier objects gain more
attraction radius. In the life span of GSOA, Xi is adjusted
successively by an agent with the positions of best agents in
KGSOA adapting Newton’s laws. To explain in detail, a
system with s agents is assumed, where the position of the
agent is given by

Xi � x
1
i , . . . , x

d
i , . . . , x

n
i􏼐 􏼑; i � 1, 2, . . . , s, (1)

where xi
d represents the position of agent i in dimension d

with search space dimension n. For every agent, the grav-
itational mass after estimating the current data fitness is
computed as given in the following equations:

qi(t) �
fiti(t) − worst(t)

best(t) − worst(t)
, (2)

Mi(t) �
qi(t)

􏽐
s
j�1 aj(t)

, (3)

where Mi(t) and fiti(t) are the gravitational mass and fitness
value of ith agent, respectively, at time t. )e best(t) and
worst(t) are given in the following equations:

best(t) � minj∈(1,...,s)fitj(t), (4)

worst(t) � maxj∈(1,...,s)f itj(t), (5)

Agent acceleration is estimated by adding the forces of
every agent present in the set of KGSA based on the
gravitational law, which is determined by using equation (6)
and agent acceleration which is estimated by the motional
law is expressed in equation (7):

F
d
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randjG(t)

M(t)Mi(t)

Rij(t) + z
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(7)
where r and j are random numbers distributed evenly
ranging between [0, 1],

(i) ε, a small value, helps to get rid of division by zero
error when Rij(t) is zero.

(ii) Rij(t) represents the Euclidean distance of agents i
and j, defined as kXi(t), Xj (t)k2.

(iii) Kbest indicates the set of first agents in KGSOA having
best fitness value and higher gravitational mass, where
KGSOA is the time function which is initially assigned
a Kinitial value and gets decreased with time.

(iv) G(t) is the gravitational constant which initially
takesGinitial value and decreases with time tillGend is
reached as given in the following equation:

G(t) � G Ginitial, Gend, t( 􏼁. (8)

)en, agent velocity and next position are estimated
using the following equations:

v
d
i (t + 1) � randi ∗ v

d
i (t) + a

d
i (t), (9)

x
d
i (t + 1) � x

d
i (t) + v

d
i (t + 1). (10)

3.2. Establishing DBN Architecture. Generally, when com-
pared with a general neural network, deep neural network
(DNN) is superior. In DNN, the input layer is separated
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from the output layer by several hidden layers. )e method
of training the networks differs. Particularly, in DNN, the
unsupervised learning method is used for adjusting the
weights in hidden layers, and the network is capable of
identifying the optimal features from the input provided.
Hence, DNN is flexible and enables high-order modeling of
the nonlinear complex relationship between input provided
to the network and output produced.)e advantage of using
DNN for learning the features and classifying data is proved
with various pattern recognition applications like vision,
speech, and natural language processing [24–26]. )e out-
comes observed have motivated the researchers to develop
automated pattern recognition systems using DL methods.
In spite of some challenges, developing a suitable training
model for DNN is still a challenging one.

With the presence of several hidden layers in DNNs and
numerous parameters, training has to be done with utmost
care. In the process of training, the feature detection layers are
randomly initialized. In DNN, a series of generative models,
namely, a single visible input and a hidden layer are con-
sidered for initializing weights and are trained without taking
discriminative information into account. At last, the standard
back propagation approach is used to train DNN discrim-
inatively. From the investigation, it is observed that the
standard gradient-based random initialization approach used
for initializing weights of the network produces very little
performance in DNN containing more than two layers. As
DNNs with several parameters and numerous hidden layers
increase the computational complexity, training is much
slower and even gets stuck with local minima providing
unexpected results. Here, the parameters are initialized during

unsupervised pretraining, so that the process of optimization
ends with local minima of the cost function. )e architecture
of DBN with RBM is given Figure 2 [24].

In RBM, the energy function E taking parameters v and h
representing a pair of visible and hidden vectors, respec-
tively, has the general form with weight matrix W as in

E(v, h) � −a
τ
v − b

τ
h − v

τ
Wh, (11)

where a and b indicate the bias weights for visible and
hidden units, respectively. With v and h in terms of E, the
probability distribution P is given by

P(v, h) �
1
z

e
− E(v,h)

. (12)

Here the normalizing constant Z is given by

Z � 􏽘

v′h″

e
− E v′h′( ). (13)

Moreover, the probability of v over hidden units is the
sum of above given equations and is given by

P(v) ��
1
z

􏽘
h

e
− E(v,h)

. (14)

Log-likelihood difference of training data in terms of W
is estimated as

􏽘

n�N

n�1
�

zlogP v
n

( 􏼁

zwij

� vihjdata − vihjmodel.

(15)
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Figure 1: Proposed design for metaheuristic algorithms for data optimization with the IoMT.

Computational Intelligence and Neuroscience 5



where vihjdata and vihjmodel represent the values expected for
data and distribution model, respectively. For log-likeli-
hood-based training data, network weights are computed
using the learning rate ε as in

Wij � ε vi〈hjdata 〉 −〈vihjmodea〉􏼐 􏼑 vihjdata􏼐 􏼑. (16)

As neurons are not connected at either the hidden or the
visible layers, it is possible to obtain unbiased samples from
vihjdata. Further, the activation of hidden or visible units is
conditionally independent for given h and c, respectively.
For given v, conditional property is described in:

P(h|v) � Πj P hj|v􏼐 􏼑, (17)

where hj ∈ 0, 1{ } and the probability of hj � 1 is given in

P hj � 1|v􏼐 􏼑 � σ bj + 􏽘
i

viWij⎛⎝ ⎞⎠. (18)

Here the logistic function σ is specified as in

σ(x) � 1 + e
− x

( 􏼁
− 1

. (19)

Likewise, when vi � 1, the conditional property is esti-
mated by

P vi � 1|v( 􏼁 � σ ai + 􏽘
j

Wijhj
⎛⎝ ⎞⎠. (20)

Generally, with 〈vi, hj〉, the unbiased sampling is not
straightforward; however, it is applicable for reconstructing
the first sampling of v from h and then Gibbs sampling is
used for multiple iterations. With this Gibbs sampling, every
unit of the hidden and visible layers is updated in parallel. At
last, with 〈vi, hj〉, the proper sampling is computed by
multiplying the expected and updated values of h and v.
RBM weights can be used for initializing feedforward neural
networks. Among several supervised and unsupervised
approaches, this work focuses on DBN as it is commonly
used for classifying diabetic data.

Convolutional neural network (CNN), which is deep
learning knowledge-based neural network model, is a well-
described and widely used technique for classifying images.
It incorporates linear convolutional layer (conv), a fully
connected layer (FC), this model consists of nonlinear
function with an activation function above the linear
function. )is nonlinear function impinges on every com-
ponent of input and pooling layer and minimizes the size of
the final outcomes. Multiple perceptrons are used to analyze
the image inputs, and it is trained with learnable weights and

Output

Input

RBM

RBM

RBM

RBM

Hidden
Layer3

Hidden
Layer2

Hidden
Layer1

Figure 2: Architecture of the DBN with RBM.
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bias value, which is used in several parts of images to
segregate pixel values. One main advantage of using CNN is
it uses a local spatial domain for the input images; in ad-
dition, it also shares a few sharable parameters and a lesser
number of weights. )is technique is predominately more
efficient than other models due to less computation com-
plexity and less usage of memory. )e CNN architecture is
shown in Figure 3 [25].

Convolutional layer: basically, the image taken as input
is resized to 3× 224× 224, which is the standard size for
the CNNmodel.)e resized image undergoes a stack of
multiple layers as convolutional layers of various re-
ceptive fields. In the convolution layer, the basic op-
eration is a convolution where several sequential
mathematical operations are performed on convoluting
sliding kernel matrix over the input matrix by which
feature data are extracted and then those data are
mapped to the successive layers. At each co-ordinate,
an element-wise matrix multiplication carries out, and
the outcomes are combined to obtain a feature matrix.
Convolution recurrent is a distinguishable kind of
linear model that assists in various platforms such as
image processing, statistics, and physics. Convolution
is estimated by more than one axis. Where, two-di-
mensional I is the input image and K kernel filter,
respectively, then the convoluted image is calculated by

S(i, j) � 􏽘
m

􏽘
n

I(m, n)k(i − m, j − n). (21)

Pooling layer: the pooling layer, termed also as pool, is
the successive layer of the convolutional layer whose
main function is to minimize the spatial domain
representation thereby reducing the network compu-
tations performed. Generally, in CNN, the pooling
kernel is 2× 2 in size with a stride of 2.
Fully connected layer: this FC layer is replicated in
CNN due to convolution. n1× n2 is its usual size, where
n1 and n2 are the size of the input tensor (7× 7× 512)
and output tensor, respectively, which is normally an
integer.
Dropout: this layer is abbreviated as “Drop.” Usually, it
is employed for eliminating the input overfits; the basic
role is to improve the conjecture of deep learning
methods. Normally, it assigns the weights to the
connected network nodes.
Softmax: normally represented as “σ,” is a deep learning
model followed by many layers and the convolutional
layer is followed by a ReLU layer which determines the
nonlinearity of CNN and improves it.

)e convolution layers present within both the pooling
layers possess the equal channel number, kernel size, and
stride. Actually, collecting two 3× 3 convolution layers and
three 3× 3 convolution kernels is equal to a single 5× 5 and
7× 7 convolution layers, respectively. Stacking 2 or 3 small
convolution kernels works much quicker than a single huge
convolution kernel. Moreover, parameter numbers have

been minimized. ReLU layers, which are inserted among
undersized convolution layers, are really useful.

)e input data and their corresponding map images are
S� (S (1) . . . S (N)) andM� (M (1) . . . M (N)), respectively. )e
major objective is to design a model which maps S toM with
the help of some training data. )is is modeled as a prob-
abilistic approach by learning the model of distribution over
labels which is represented by

P n M, i, wm( 􏼁|n S, i, ws( 􏼁( 􏼁, (22)

where n (I, i, w) is a patch with w∗w size for image I,
focused on pixel i. Here, WSWS is preferred to be higher so
that more contextual information can be extracted. Its
functional form f is given by

ft(s) � σ a1(s)( 􏼁

� P m1 �
1
s1

􏼠 􏼡,

(23)

where ai and fi represent the sum of input for the ith output
and significance of ith output component, respectively. (x), a
logistic utility, is expressed by

(x) �
1

1 + exp(−x)
. (24)

CNN alongside softmax output unit is used for multi-
class marking.)e softmax output is a vector of size L, which
demonstrates the conveyance more than potential marks for
pixel i. Along these lines for multiclass marking, if the path
from pixel i to output unit l is thought of, the recomposed
condition is given in

fil(s) �
exp ail(S)( 􏼁

z

� P mi � l|s( 􏼁,

(25)

where fil(s) is the prediction probability, where pixel I is
mapped to label j. )e advantages of the proposed method
are summarized as follows:

(i) First, CNN possibly handles a huge amount of la-
belled data from various domains.

(ii) Second, it is faster when paralleled with graphics
processing unit (GPU). Hence this is also extended
for a greater number of pixels. )e kernel size has
been minimized to simulate the training data, and
the kernel size minimization is performed by the
computational learning process of the proposed
method.

(iii) Every patch in training data has been given by
initiative sigma. Due to a large number of training
patches, optimization becomes complicated. )is
can be done using a binary classifier that uses
minimum patches. Few of the hyper parameters
have been altered to some extent. )e analysis over
sensitivity has been defined by hyper parameters for
them to be tuned with higher accuracy.
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)e output from the softmax layer will be classified to be
normal and abnormal ranges of diabetes, and the abnormal
range of diabetes will be carried out for the predictive
analysis of cardiac attack based on the cardiac nerve and
blood vessel damage. )is has been analyzed by using SVM-
based image predictive analysis.

3.3. SVM-Based Image Predictive Analysis. SVM method is
employed in classification and regression. With methods
based on SVM, data points with identical properties are
grouped together depicting the space. With linear SVM, for
the data provided, p-dimensional vector is contemplated
and divided by utmost p-1 planes called hyperplanes, which
are employed to divide the space for classification and re-
gression. )e mathematical form of SVM is given. )e line
equation is outlined by

a1 � a2x + b. (26)

In (26), “x” stands for the line’s slope and “b” stands for
intersect as given in

a1 − a2x + b � 0. (27)

Let a′ � (a1, a2)
T and z′ � (x, −1). )us,

z′.a′+ � 0. (28)

)e above equation obtained from two-dimensional
vectors is known as the hyper lane equation. a′ � (a1, a2)

T is
mentioned as z′ as given in

z′ �
a1

‖a‖
+

a2

‖a‖
. (29)

Here,

‖a‖ �

�����������������

a
2
1 + a

2
2 + a

2
3 + · · · · a

2
n

􏽱

. (30)

It is known that

cos g1( 􏼁 �
a1

‖a‖
,

coscos g2( 􏼁 �
a2

‖a‖
.

(31)

Moreover, this can be expressed as equations (32)–(35):

z′ � cos cos I1( 􏼁, cos cos U2( 􏼁( 􏼁, (32)

z′ · a � ‖z‖‖a‖cos(θ), (33)

θ � θ1 − θ2,
coc(a) � cos Q1 − θ2( 􏼁

� cos θ1( 􏼁cos θ2( 􏼁 + sin θ1( 􏼁sin θ2( 􏼁,

�
z1′

z′
a1

‖a‖
+

z2′

z′
a2

‖a‖

z1′a1 + z2′a2

z′
,

(34)

z′ · a′ � 􏽘
n

i�1
zi
′ai. (35)

For n-dimensional vectors, dot product is computed as
follows: consider f� y(z. . .a+ b) when sign (f )> 0, then it is a
correct categorization, and for sign (f)< 0, it is incorrect. If
dataset D is provided, then on a training dataset, f is cal-
culated by

fi � yi z′ · a + b( 􏼁. (36)

Functional margin (F) on the dataset is estimated as
given in
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Figure 3: Architecture of the convolutional neural network.
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F � mini�1...mfi. (37)

)rough the contrast between the hyperplanes, hyper-
plane having greatest F is chosen. For selecting optimal
hyperplane, optimal z and b values have to be found. La-
grangian function L is given by the following equations:

L z′, b, α( 􏼁 �
1
2
z′ · z′ − 􏽘

m

i�1
αi y : z′ · a + b( 􏼁 − 1􏼂 􏼃, (38)

bL z′, b, α( 􏼁 � − 􏽘
m

i�1
αiyi � 0. (39)

)us z’ is calculated as follows:

z′ � 􏽘
m

i�1
αiyiai,

􏽘

m

i�1
αiyi � 0.

(40)

In the following equation, replacing L,

z′(α, b) � 􏽘
m

i�1
αi −

1
2

􏽘

m

i�1
􏽘

m

i�1
αiαjyiyjaiaj. (41)

)us, the following equation is obtained:

maxα � 􏽘

m

i�1
αi −

1
2

􏽘

m

i�1
􏽘

m

i�1
αiαjyiyjaiaj. (42)

When a point lies over the hyperplane, it is categorized as
+1 class describing those cardiac risks are identified while
under the hyperplane, it is −1 class describing that no cardiac
risks are identified.

4. Performance Analysis

For the performance evaluation of the proposed method,
MATLAB software is used for implementation. )e effi-
ciency of the proposed method is evaluated with a few
parametric measures like accuracy, precision, recall, and F1-
score. By using the U-matrix error rate of topographical
error, then quantization error has been estimated. )e
dataset chosen for estimation is the diabetic dataset. To test
the performance of the model, data are randomly selected
from the dataset.

4.1. Quantization Error. During training, the required
amount of computation level is reduced. Moreover, it es-
timates the performance level by applying stochastic
quantization evaluating the value of the gradients. It regu-
lates the standard distance between every input vector of the
node and its winner.

Qe �
1
N

􏽘

N

j�1
xj − wj

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (43)

In the above equation, wj indicates the weight vector of
winner for input xj. )us, the expected Qe has to be small.

4.2. Neuron Utilization NU. )is specifies the ratio of the
winner neurons of a single input or more inputs in vector
map.

NU �
1

nm
􏽘

mm

i�1
ui. (44)

Here by (45), if neuron i is the winner, then ui � 1 or
ui � 0. )erefore, NU closer to 1.0 is more expected. )e
error calculation is shown in Figures 4(a) and 4(b)

4.3.U-Matrix. )eU-matrix represents the cluster structure
of the map illustrating the distances of the adjacent neurons.
Output classes of the winning neurons of the U-matrix and
winning neurons with class names are shown in Figures 5(a)
and 5(b)

4.4. Accuracy. )is gives the ratio of the instances classified
correctly which is estimated by

accuracy rate �
true positive + true negative

total instances
∗ 100. (45)

4.5. Precision. )is is the measure which reveals the ratio of
data transmitted in the network with intrusion. )is pa-
rameter estimates the correctness and quality of classifica-
tion which is determined by

precision �
true positive

true positive + false positive
. (46)

4.6. Recall. )is metric presents the proportion of real
positives that are correctly predicted positives given by

recall �
true positive

true positive + false positive
. (47)

4.7. F1-Score. )is is generally the mean value of precision
and recall. Moreover, statistical measure is used in F1-score
to calculate the performance rate of individual classifier of
FN and FP as given in (49). Precision judges the accuracy,
while recall detects sample instances with respect to faulty or
nonfaulty attributes.

F1 score �
2Xprecision × recall
precision + recall

. (48)

Table 1 shows some of the observations from the in-
stances of diabetic datasets, which are then classified. )e
performance measures of various techniques of KNN, NN,
and ANN are considered for estimating the efficiency of the
proposed GSOA-DBN_CNN technique. Table 1 presents the
comparative analysis of accuracy, precision, recall, and F1-
score, which are represented in percentage.

Figure 6 graphically represents the comparison for
various methods in terms of accuracy. It is observed that the
proposed GSOA-DBN_CNN technique produced more
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Figure 4: (a) Quantization error calculation and (b) topographic error calculation.
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Figure 5: (a) Output classes of the winning neurons of the U-matrix and (b) winning neurons with class names.

Table 1: Comparison of performance.

Parameters KNN NN ANN GSOA-DBN_CNN
Accuracy 94 96 97 98
Precision 89 92 94 96
Recall 87 88 91 94
F1-score 82 86 88 92
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accuracy than the existing techniques. Accuracy has been
improved for proposed technique as 98%.

Figure 7 graphically represents the comparison for
various methods in terms of precision. It is proved that the
proposed GSOA-DBN_CNN technique produced higher
precision than the existing techniques. By comparing pre-
cision analysis with existing technique, the proposed tech-
nique has been improved as 96%.

Figure 8 graphically represents the comparison for
various methods in terms of recall. It is noticed that the
proposed GSOA-DBN_CNN technique produced maxi-
mum recall than the existing techniques. Recall has been
improved as 94% for proposed technique when compared
with existing technique.

Figure 9 graphically represents the comparison for
various methods in terms of F1-score. It is discovered that
the proposed GSOA-DBN_CNN technique achieves im-
proved F1-score as 92% than the existing techniques.

PSNR graph comparison for proposed GSOA and
existing ACO, WOA, GA, and HA is shown in Figure 10.

Figure 10 graphically represents the comparison for
various methods in terms of PSNR comparison for data
optimization. It is inferred that the proposed GSOA-
DBN_CNN technique achieves improved 0.2 PSNR than the
existing techniques.

)e comparative results are described in the Table 2, and
the overall analyses show that the proposed GSOA-
DBN_CNN achieved accuracy higher than 2% of ANN, 3%
of NN, and 4% of KNN.)e precision achieved is more than
2% of ANN, 3% of NN, and 6% of KNN. Recall obtained is
higher than 2% of ANN, 3% of NN, and 4% of KNN,
similarly the F1-score achieved is 2% of ANN, 3% of NN, and
3% of KNN. )e proposed GSOA-DBN_CNN technique
achieves improved 0.2 PSNR than the existing AWO, WOA,
and GA techniques which is shown in Figure 11.

From the experimental results, it is observed that the
proposed GSOA-DBN_CNN technique achieves accuracy of
98%, 96% of precision, recall of 94%, and PSNR of 0.2 higher
than the existing ACO, WOA, and GA techniques. Although
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the proposed GSOA-DBN_CNN model achieves better re-
sults, it lacks efficiency in some areas, which is to be improved.

5. Conclusion

)e efficiency of the metaheuristic optimization algorithms
is proved by solving several issues related to text clustering.
But, the trapping of local optima is possible as the focus is on
global search rather than on local search, that is exploration
instead of exploitation. In this study, a metaheuristic al-
gorithm based on data optimization is proposed for diabetes

data, which leads to the predictive analysis of cardiac attack
risk based on blood vessels and cardiac nerves and cardiac
nerve damages. For data optimization, GSOA is used since
those metaheuristic optimization algorithms are robustly
feasible. )en, a deep belief architecture (DBA) is estab-
lished, where the classification is carried out using CNN. By
this classification, the normal range and abnormal range of
diabetes have been classified. )e normal diabetes range has
been updated to the hospital database, and for the abnormal
diabetes range, the cardiac nerve and blood vessel damages
have been analyzed using SVM-based image predictive
analysis. Further, the method has also been compared with
ACO, WOA, GA, and HA. )e results reveal that the
proposed GSOA-DBN_CNN technique is better in terms of
every parameter considered for comparison against the
existing techniques. )e accuracy achieved by the proposed
technique is 98%, precision attained is 96%, the recall has
been improved up to 94%, and F1-score obtained by 92%
when compared with existing KNN, ANN, and NN. )e
comparative results are described as follows: the proposed
GSOA-DBN_CNN achieved accuracy higher than 2% of
ANN, 3% of NN, and 4% of KNN. )e precision achieved is
more than 2% of ANN, 3% of NN, and 6% of KNN. Recall
obtained is higher than 2% of ANN, 3% of NN, and 4% of
KNN, similarly, the F1-score achieved is 2% of ANN, 3% of
NN, and 3% of KNN. )e proposed GSOA-DBN_CNN
technique achieves an improved 0.2 PSNR than the existing
AWO,WOA, and GA techniques.)e data optimization has
been improved when compared with existing optimization
techniques in terms of PSNR. In the future, hybrid deep
learning methods can be utilized to further improve the
efficiency of the model.
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Table 2: Overall result comparison.

Algorithm Accuracy (%) Precision (%) Recall (%) F1-score (%)
KNN 94 92 90 88
NN 95 95 91 88
ANN 96 96 92 90
GSOA-DBN_CNN 98 98 94 92
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(1) Background. Patients are increasingly using physician online reviews (PORs) to learn about the quality of care. Patients benefit
from the use of PORs and physicians need to be aware of how this evaluation affects their treatment decisions. ,e current work
aims to investigate the influence of critical quantitative and qualitative factors on physician review helpfulness (RH). (2)Methods.
,e data including 45,300 PORs across multiple disease types were scraped from Healthgrades.com. Grounded on the signaling
theory, machine learning-based mixed methods approaches (i.e., text mining and econometric analyses) were performed to test
study hypotheses and address the research questions. Machine learning algorithms were used to classify the data set with review-
and service-related features through a confusion matrix. (3) Results. Regarding review-related signals, RH is primarily influenced
by review readability, wordiness, and specific emotions (positive and negative). With regard to service-related signals, the results
imply that service quality and popularity are critical to RH. Moreover, review wordiness, service quality, and popularity are better
predictors for perceived RH for serious diseases than they are for mild diseases. (4) Conclusions. ,e findings of the empirical
investigation suggest that platform designers should design a recommendation system that reduces search time and cognitive
processing costs in order to assist patients in making their treatment decisions.,is study also discloses the point that reviews and
service-related signals influence physician RH. Using the machine learning-based sentic computing framework, the findings
advance our understanding of the important role of discrete emotions in determining perceived RH. Moreover, the research also
contributes by comparing the effects of different signals on perceived RH across different disease types.

1. Introduction

Understanding patient preferences of service quality is vital
for the healthcare industry and healthcare providers to
develop optimal strategies to improve patients’ quality of
care [1]. With the growing popularity of physicians rating
websites (PRWs), better information can be obtained re-
garding factors influencing patients’ choices of selecting the
right doctor [2]. Unlike traditional surveys used to collect
information on patients’ preferences and treatment expe-
riences, physician online reviews (PORs) offer a rich source
of knowledge without the interventions by researchers or
healthcare organizations [3]. Recent studies have shown that

PORs are specific type of word of mouth that plays a crucial
part in the patients’ decision-making [4]. PORs are a sig-
nificant source of knowledge for many patients who are
looking for a good doctor [5]. ,ey see these PRWs as an
important source for finding the best doctor [6, 7]. ,ese
PORs offer authentic information for patients’ wellbeing but
likewise contribute to an evolving relationship between
doctors and their patients [8, 9].

Using feature engineering to identify helpful reviews,
users could be able to reduce the search cost. Although PORs
alleviate the overall choice burden on users, they also trigger
many issues, such as presenting misguided or inappropriate
information [10]. Hence, it is critical to explore review
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helpfulness (RH) by identifying the characteristics of highly
helpful reviews. In the previous research, the review as-
sessment was mainly focused on quantitative characteristics
of a review (e.g., rating, valence, and sentiment polarity)
[11, 12]. Shah et al. [13] indicated that quality of service in
terms of dispersion of online reviews significantly influences
RH. Researchers also indicated that reviews for popular
services get more helpful votes [10, 14]. Moving away from
quantitative measures, more recent research focused on
qualitative measures (e.g., readability, word count, and
emotions) to evaluate RH [11, 12, 15, 16]. In considering the
multiple review types and related key issues, however,
helpfulness is quite a nuanced term, as quantitative measures
of reviews are equally useful, whereas others might consider
qualitative characteristics as more helpful [15]. Fang et al.
[17] indicated that text readability significantly influences
perceived RH. Mauro et al. [18] revealed that review
wordiness is a meaningful predictor of RH. ,e study of
Malik and Hussain [19] indicated that discrete emotions are
the most dominant emotions with greater influence on
perceived RH. Ren and Hong [20] found a significant re-
lationship between negative emotions and RH. ,is reveals
that various aspects of information and behaviors are helpful
in the desirable purchase decision-making process [21–23].

For quite a while, the research topic of RH has drawn
academic interest in the search and experience goods context
[19, 20, 24]. ,e idea of RH has also gained researchers’
attention in the healthcare domain, which is categorized as
credence goods. In comparison to other goods, credence
goods are distinct since the quality of credence goods cannot
be determined even after the utility has been consumed [25].
Evaluating the effectiveness of PORs in comparison to
product and service reviews is challenging, as the provider
defines the utility impact of the goods, creating an asym-
metric information state. ,e findings from previous studies
revealed that, for patients, the helpfulness of PORs plays a
pivotal part in their treatment decision-making process and
for a physician to improve the quality of care [13, 22, 23, 26].
However, RH was not thoroughly investigated as a function
of quantitative and qualitative measures concurrently in
credence goods context (healthcare). ,is research was
therefore conceived to expand earlier studies on the RH by
exploring not only the quantitative factors (valence and
volume), but qualitative characteristics of reviews as well
such as readability features, wordiness features, and discrete
emotions. Hence, this study classifies different review at-
tributes (concept-level prospective) and service character-
istics and implicitly assesses patients’ distinct emotions by
employing sentic computing model proposed by Cambria
et al. [27] to compute the physician RH.

In addition, patients’ perception of physician service
quality varies across two main disease types: serious diseases
(high disease severity) and mild diseases (low disease se-
verity). Disease severity determines how severe the effects of
a type of illness are [28–30]. Because the disease severity is
normally associated with unspecified factors such as un-
expected mortality, increased treatment costs, and pro-
longed hospital stays, patients with more severe disease tend
to be more anxious about the quality of treatment they

receive from their physicians than those with less severe
disease [8]. Our approach shows that the review- and ser-
vice-related signals are highly associated with the helpfulness
count of PORs that affect decision-making of patients who
suffer from different disease types (high-illness severity vs.
low-illness severity). Using the plethora of information in
terms of PORs provided by Healthgrades.com and users of
the online healthcare services they choose for their cure
(PORs), we applied a text mining and econometric approach
to determine the signaling mechanisms that affect patients’
treatment choice of different physicians. Additionally, sec-
ondary data analysis and machine learning classification
approaches were used to construct more accurate models for
predicting physician RH. As a result of these considerations,
this study will attempt to answer the subsequent research
questions (RQs):

RQ1. What effect do the various review- and service-
related signals have on the physician RH?

RQ2. How do specific emotions (joy, sadness, surprise,
trust, anger, anticipation, disgust, and fear) associated
with review-related signals influence physician RH
implicitly?

RQ3. What role does disease type have in the rela-
tionships between review- and service-related signals
and physician RH?

,is work contributes to the digital health literature by
differentiating between the two kinds of signals (review- and
service-related signals) and exploring their effects on online
physician RH. Drawing on signaling theory, the research
contributes to the conceptualization and interpretation of
the RH features from both quantitative and qualitative
perspectives. ,e dataset, including 45,300 PORs from
Healthgrades, examined ten hypotheses. ,e proposed
model was successfully validated, and critical components
that would make an opinion relevant to readers were dis-
covered. ,e study findings have added to related literature
by offering more comprehension of the structural charac-
teristics (quantitative and qualitative) of reviews and their
effect on RH [18, 19, 31]. ,e findings indicate that both the
review- and service-related signals significantly and posi-
tively influence perceived RH. Second, following an exam-
ination of the differential impacts on physician RH, we
examine the effect of distinct emotions (sentiments) on RH.
Despite the fact that extant research has been conducted on
the role of emotions expressed in PORs [22, 32, 33], the
research on the domain knowledge-based specialized dis-
crete emotion analysis of online textual reviews has been
neglected. ,is study examines the impact of two-sided
discrete emotions embedded in PORs on physician RH. ,e
results show that two-sided reviews (positive and negative
discrete emotions) significantly influence the perceived RH.
,ird, this study utilized the idea of environmental uncer-
tainty, which has been referred to as disease type in the
virtual healthcare market setting in prior strategic studies
[22, 26, 28, 33, 34]. ,is study extends the scope of prior
research and advances signaling theory by examining how
the effects of review- and service-related signals on
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physician’s RH differ according to the type of disease being
treated. ,e findings revealed a significant positive mod-
erating effect of disease type in the relationships between
review wordiness, service quality, service popularity, and
perceived RH. We focus on multimethod analysis, including
implicit and domain knowledge-based specialized sentic
computing emotion analysis and econometric approach to
predict physician RH. ,e proposed multimethod model
shows an excellent performance with a classification accu-
racy of 91.12%.

2. Theoretical Background

RH refers to how many times the review has been voted as
useful by other reviewers in order to guide purchase deci-
sions [35]. ,e confounding variation in reviews posted for
one commodity makes it challenging for customers to
evaluate helpful entities. ,e sheer number of competitive
goods and overwhelmed data make it difficult for con-
sumers’ online decision-making. PRWs like RateMDs and
Healthgrades were the pioneer platforms of helpful voting to
mitigate the problem.

Particularly, this feature explicitly leverages crowd-
sourcing to determine the helpfulness of reviews. A question
follows each review, “Was this review helpful?” Consumers
who have read reviews might vote by clicking the option: Yes
or No. Reviews receiving optimistic or crucial helpfulness
votes are followed by notes, for instance, “1is review was
useful to 6 out of the 9 people who read it.” ,e most helpful
satisfactory and negative reviews for a single commodity
finally top the list of reviews on rating sites. Online rating
sites rank customer feedback based on helpfulness score,
which minimizes the customers’ time to find valuable in-
formation [36]. Helpful voting, together with customer
feedback, provides a broad range of information in which
researchers can look at factors that could influence con-
sumers’ purchasing decisions in an e-shopping setting [37].
Consequently, improving the RH is positively linked to
product sales, mainly if they are favorable [14]. ,e help-
fulness voting feature has been of great scientific interest
over time. For example, the main components of RH such as
review valence [12, 38], volume [14], depth of a review
[15, 16, 39], linguistic features [23, 40], readability [11], and
emotions [41, 42] have been used to predict RH.

Many PRWs have set up peer-review systems that let
people make healthcare decisions based on whether they
found a review helpful [13]. For example, Healthgrades.com
offers a service that presents the top two most-rated reviews
submitted by online health consumers to assist other cus-
tomers in evaluating the quality of physician care. ,ese
helpful votes are used as a proxy for review diagnosticity,
allowing for the separation of helpful and unhelpful reviews
[38]. To put it another way, the helpful information con-
tained in a reviewmay help the health consumers to evaluate
the attributes of the physician service quality. ,is means
that Internet information sources with more useful reviews
can help patients feel more confident about their consul-
tation intentions [43]. Consistent with this perspective in
healthcare, the patients’ behavior and interests also shift

across different disease type. For example, a patient with a
high-risk disease receives different levels of care than a
patient with low-risk disease. Serious disease patients could
be more vulnerable to the healthcare quality than patients
suffering from common diseases. Previous research has
shown that individual health condition has a major impact
on their decision to visit a healthcare professional [8, 28, 44].

,e literature on RH focuses on the economics of
knowledge and how it changes the purchaser buying deci-
sion-making process in order to lessen purchase uncertainty
associated with the product [38]. ,e claim made in prior
investigations is complemented by signaling theory, which
provides a theoretical framework for explaining the differ-
ential influence of signals in PORs. In this investigation, we
used signaling theory to describe the relationship between
signals enclosed in PORs and RH. According to signaling
theory, signals contribute to diminishing the information
asymmetry between two transaction contributors. Spence
[45] demonstrated that information asymmetry exists be-
tween various exchange groups when information is ex-
changed. Signals are important in an online environment
because they help minimize the information gap as spatial
and temporal gaps make information asymmetry worse
between distinct partners [46]. Signal receivers are critical
components of the signaling cycle. As a result, the sender
communicates with the receiver via information (signals),
which the receiver perceives as useful information [47]. ,e
substantial impact of Internet information on stakeholders’
decision-making demonstrates that the more the knowledge
an individual possesses, the more improved the decision s/he
will make [48].

Signaling theory contributes to the reduction of infor-
mation asymmetry between physicians and patients. People
with less knowledge about the credibility of a healthcare
provider tend to find information from people who know a
lot about it. ,us, peer perspectives can help evaluate in-
formation quality and minimize information asymmetry
[28]. Previous researchers have used the signaling theory to
explore numerous signals in healthcare [25, 28]. While
earlier research has largely focused on the sender’s insight
while neglecting the receiver’s opinion, the bond between
various signal-related elements could substantially impact
the receiver’s experience as RH. Signaling theory [28] states
that the receiver (patient) requires supplementary infor-
mation (signals) regarding the quality of healthcare to reduce
information asymmetry prior to contacting their provider.

Signaling theory posits that uncertainty in the envi-
ronment could have a big impact on how people process
signals. According to signaling theory, the impact of various
signal transmissions on a patient’s choice differs between
various settings [25]. ,e signaling environment is crucial in
determining which signal to employ, and the strength of the
signal is controlled by the signaling ecosystem in which it
operates [47]. ,e intended recipients of the signal are users
who are interested in learning more about healthcare ser-
vices like RH. Keeping in view the user-generated content,
the availability of PORs may have an impact on the ex-
amination of which elements influence RH under varied
illness circumstances (disease severity).
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Although the main objective of the above discussion was
to improve the framework of the online review to promote
more helpfulness votes, little has been done to explore how
the interplay of review- and service-related factors is related
to POR’s helpfulness. No consistent conclusions have been
drawn yet regarding the important factors influencing POR’s
helpfulness. In addition, the role of the disease type in the
RH is yet to be widely explored. Our work fills these
knowledge gaps.

3. Hypotheses Development

,is work proposes research hypotheses to examine the
influence of various review- and service-related signals on
physician RH. ,e former considers three features: read-
ability, wordiness, and discrete emotions, while the latter
takes into account the service quality and popularity. Lastly,
this work examines the extent to which patients’ assessments
of a physician RH vary among distinct disease types. Figure 1
sets out the research model.

,e readability of a review implies how easily a reader
may comprehend a piece of writing. Online reviews must be
comprehensible when used as an input variable in order to
make buying decisions [19]. Extant research indicated that
the level of readability is how well an individual follows the
product information [11]. Readability has been identified as
a significant component in customers’ perception of online
information on virtual networks. A review that is sufficiently
readable is deemed more beneficial to consumers than one
that is excessively lengthy and contains several typographical
errors, making it difficult to read [12, 49]. Following readable
reviews could help patients save a search and cognitive costs
by finding the right information easier [23]. Hence, we
hypothesize that the more understandable the text is on the
health rating platform, the more useful the review is.

Hypothesis 1 (H1). 1e higher readability of PORs is posi-
tively related to higher RH votes.

,e idea of a review wordiness is usually thought of as
the amount of information in a review that is detailed or long
[23, 50]. It has been demonstrated by researchers that de-
cision-makers capacity to comprehend information is
hampered when the amount of data is either excessively high
or excessively low. Insufficient information has a negative
impact on buyer decisions [39]. Previous studies have also
revealed that extreme or knowledge overload can have an
adverse effect on the RH in some people [15]. ,e length of
the review is regarded to be an important predictor of RH
[16, 38]. According to previous research, the wordiness of a
review is considered helpful and acts as directly proportional
to the amount of knowledge generated by a review. However,
in the event of excessive repetition of the concept, mis-
conceptions, and needless details, wordiness may lead to a
poor assessment of helpfulness [15]. Hence, following longer
reviews when it provides extensive information may di-
minish patients’ search costs due to enhanced information
diagnosticity [26]. ,erefore, we have the following
hypothesis.

Hypothesis 2 (H2). Review wordiness is positively related to
higher RH votes.

Emotions stated in PORs are relevant because they in-
fluence patients’ clinical decisions [22, 28]. Emotions have
been described as an appraisal of a shift in the feelings of a
person [51]. Reviews that include both positive and negative
sentiments about the appraisal of products or services are the
best possible sources of information [51–53]. Researchers
have claimed mixed findings of the emotions embedded in a
review in positive-negative continuum with some re-
searchers finding positive emotions are more useful
[19, 22, 42], while other groups of scholars indicated negative
emotions as more diagnostic and helpful [20, 54]. A review is
considered as more significant because it gives clear signals
about whether or not a service should be taken into account.
Consequently, the specific emotion signals (i.e., joy, sadness,
surprise, trust, anger, anticipation, disgust, and fear) have an
effect on how health consumers perceive the RH [22]. Hence,
we hypothesize the following.

Hypothesis 3 (H3). Discrete emotions embedded in PORs are
positively related to higher RH votes.

Using service characteristics, capabilities, and features,
consumers analyze and form opinions regarding the real
level of service they receive [55]. Service quality indicates
how users think about the dominance or weakness of the
services they use [10]. Patients’ perceptions of service quality
are shaped by information regarding the quality of the
service they get from their peers [56]. For example, patients
prefer to consult a physician with a higher star rating for the
quality of care [8]. Service rating has been shown to have a
positive correlation with RH [37, 41]. Keeping in view the
scope of study, physicians’ ratings show whether or not
people have an excellent or negative perception of their
doctors [33]. People are more likely to be drawn to high-
quality services, and they are also more inclined to give
positive feedback about their experiences [57]. Hence, we
hypothesize the following.

Hypothesis 4 (H4). Physicians with exceptional service
quality are positively related to higher RH votes.

,e popularity of service can be judged by the number of
individuals who have talked about it and/or expressed in-
terest in purchasing it [14]. In online health rating platforms,
patients considered the amount of PORs to reflect the
market or the reputation of a service based on how many
people used it [25]. Patients’ perceptions of the level of
popularity on PRWs may support them in evaluating the
quality of their treatment and predicting service delivery
[56]. Moreover, a high volume of PORs enhances the
likelihood of obtaining correct information that can assist
patients in assessing the quality of healthcare services [58].
Researchers discussed that the more the information a
patient has, the more likely s/he will make a better decision
[59]. A well-known service entices additional users to read
and vote on customer reviews. ,is means that patients may
be more confident in assessing the quality and outcome of
treatment if many individuals have already reviewed it.
Hence, we hypothesize the following.
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Hypothesis 5 (H5). Service popularity is positively related to
higher RH votes.

Information asymmetry theory states that the efficiency
of signals transmission is dependent on the degree of en-
vironmental uncertainty. According to the findings of
Siering et al. [47], signals have minimal effect on RH when
the information environment uncertainty is low. On the
other hand, relationships thrive in high uncertainty about
information. Given that transmitting signals might help
minimize uncertainty, it is evident that the usefulness of the
signal is proportional to the degree of uncertainty.

It has also been assumed that the disease type as a feature
moderates the association between readability and RH. In
the services sector, a more readable review can be assessed
more simply than a review with spelling mistakes and
ambiguous words [17, 50]. Similarly, patients who suffer
from serious diseases expect that information embedded in a
review should be more readable than those who suffer from
mild diseases. As follows, we posit that readable information
about healthcare quality provided in PORs is more helpful
for health consumers when they assess severe illnesses.

By adding confidence in the consumers’ decision-
making, longer reviews may be perceived as more helpful in
the purchase process [38].,e detailed information provides
further explanation about service and the context where the
service was used. Wordiness has varying effects on the RH
across different environments [10]. ,e added content in
PORs is more likely to deliver crucial evidence about how the
service is consumed and how it relates to alternatives [15].
,erefore, we assumed that patients need more detailed
information about the quality of service for serious diseases
than those who suffer from moderate illnesses.

,is study also takes into account the disease type as a
moderator of the relationship between individual emotions
and RH. Patients with diverse illness conditions may require
varying degrees of healthcare quality [8]. ,ose with a severe
disease (high disease severity) may require a higher standard
of care than patients with mild disease (low disease severity)
[30]. As a result, we presume that specific emotions involved
in PORs will be considered to provide comprehensive in-
formation, including service details for serious diseases
compared to mild diseases [13, 23]. In this vein, a review that
includes both good and negative emotions is likely to be
more beneficial for serious illness, as these PORs are less
distressing to readers who do not agree with the stated
opinion. Keeping in view the earlier discussion, we hy-
pothesize the following.

Hypothesis 6 H6. ,e moderating role of disease type in the
relationship between the readability of a review and RH is
stronger for serious diseases than it is for mild diseases.

Hypothesis 7 H7. ,e moderating role of disease type in the
relationship between depth of a review and RH is stronger
for serious diseases than it is for mild diseases.

Hypothesis 8 H8. ,e moderating role of disease type in the
relationship between sentiment strength of a review and RH
is stronger for serious diseases than it is for mild diseases.

Moving further, we hypothesize that if the disease se-
verity is low, the influence of popularity and quality signals
on physician RH will be minimal, owing to the fact that they
do not properly minimize uncertainty. In comparison,
physician RHwill be strongly affected by both these signals if

Review-related
signals

Review readability

Review wordiness

Discrete emotions

Service quality

Service popularity

H1

H6

H7
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8
H

9
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10

H2

H3

H4

H5

Disease Type

Physician’s review
helpfulness (RH)

Control
variables

Age Title Education Graduation Experience

Service-related
signals

Figure 1: Research model.
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the disease severity is high since it greatly decreases the
related uncertainty. Furthermore, patients with serious
diseases are more likely to seek medical help from a doctor
who offers high-quality and well-known services. Patients
who have had a positive experience with a popular health
service that is high-quality are more inclined to recommend
the service to others and write reviews about it.

As a result of enhanced service awareness among health
consumers, the likelihood of receiving high-quality service
and helpful reviews increases because high-risk diseases
necessitate a greater degree of service than low-risk dis-
eases; high-risk diseases are connected with popular and
high-quality services. Consequently, evaluating the char-
acteristics of popular and high-quality services requires
more effort than evaluating the traits of less popular and
low-quality services. [60]. Hence, we hypothesize the
following.

Hypothesis 9 (H9). ,e moderating role of disease type in
the relationship between service quality and RH is stronger
for serious diseases than it is for mild diseases.

Hypothesis 10 (H10). ,e moderating role of disease type in
the relationship between service popularity and RH is
stronger for serious diseases than it is for mild diseases.

4. Research Methodology

4.1. Research Context and Data Collection. ,e data was
collected from an online health rating platform (Health-
grades) from March 15–21, 2019. Data preprocessing was
performed in the form of filtering physician description,
review posting date, online reviews, quantitative ratings, and
helpfulness count. Online reviews are given further con-
sideration to find out the readability score (six readability
tests) and review wordiness using number of concepts in
each review in the dataset from multiword expressions, such
as “hospital corridor,” “operation theatre equipment,” or
“physician appointment,” matched from SenticNet3 [27]. A
hybrid sentic computing framework based on the text
mining methodology was used to analyze the number of
concepts from SenticNet3 linked to each specific emotion. In
order to assess the overall performance of the proposed
model in predicting RH, a number of regression analyses
and text classifications were performed on data that had
been filtered and cleaned up. ,e proposed methodology is
shown in Figure 2.

A Web crawler was developed and programmed in
Python 3.6 to retrieve the physician web pages shown as
search results for each provider. ,e current study chose 10
different types of online reviews on the basis of disease
mortality rate taken from the U.S. health static book 2017
[61] and 4 metropolitan states (California, New York,
Texas, and Florida). According to data from the State
Medical Boards, these states constitute the largest number
of physicians with active board licenses. After omitting 236
reviews because of no helpful votes, 45,300 reviews were
used for further analysis in total. ,e following information
was gathered and included in the analysis, such as doctor

specialty, title, education, experience, graduation year,
review date, overall rating, number of ratings, patients’
comments, and user responses (helpfulness or usefulness
votes).

4.2. Variables Measurements and Statistical Modeling

4.2.1. Review Helpfulness. A cumulative helpfulness vote is
calculated on PRWs, and it is derived from the votes of other
reviewers who rate the helpfulness level assigned to each
individual review. When a POR gets more helpfulness votes,
the review’s helpfulness value rises as a result. Review
helpfulness variable is assumed to be continuous and
assessed as the ratio of helpful/useful votes to total votes.
Nonvoted reviews were culled from our database in order to
diminish the noise.

4.2.2. Review Readability. Researchers revealed that RH
could be influenced by the readability of online reviews
[19, 49]. Ghose and Ipeirotis [49] revealed that the degree to
which reviews contain subjectivity, knowledge, readability,
and linguistic accuracy has an effect on their perceived
usefulness. Six types of readability methods were explored
for each review in order to assess its readability (refer to
Table 1).

4.2.3. Review Wordiness. ,e amount of concepts in a re-
view is used to determine review wordiness [15]. Earlier
research has established a substantial correlation between
the review depth and RH [38, 62]. Wordiness is calculated
using the sentic computing framework and SenticNet3 to
measure the number of concepts in a review frommultiword
expressions. SenticNet 3 has previously been used to de-
termine review wordiness as multiword expressions that
make online content viral [15, 28].

4.2.4. Service Quality and Service Popularity. Based on
previous research [40], a collection of service-associated
attributes is included, for instance, (1) service quality (i.e.,
service review valence) [63] and (2) service popularity (i.e.,
review volume), [14].

4.2.5. Disease Type. Following [28], in disease type as a
dummy variable, serious diseases as high-risk diseases are
labeled as 0, while mild diseases as low-risk diseases are
termed 1.

4.2.6. Control Variables. We incorporate control variables
to adjust for review- and physician-specific effects. As a
control variable, the Review Age is provided to represent the
distinctive qualities of a review [18]. ,e age of a review is
how long it has been since it was written on online rating
platform [39, 64]. Physician title, education, graduation year,
and experience are the attributes displayed at the physician
level. ,e title dummy variable measures the physician’s
professional title in the healthcare facility where s/he works
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[8]. We measured the education as a dummy variable using
the medical school rank from where the physician grad-
uated and graduation year as a categorical variable
reflecting the number of years since s/he graduated [28].
Previous research has shown that physicians who gradu-
ated from prestigious medical schools are more likely to be
rated highly. In comparison, the rating probability is lower
for those younger physicians who graduated recently [28].
Finally, experience is defined as the period of time (in years)
a physician has been in practice. In the past, more expe-
rienced physicians have been seen to receive higher ratings
[8]. ,e description of variables and their measurements
are listed in Table 1.

4.3. Sentic Computing Framework for Review Wordiness and
Specific Emotions. Sentiment mining is a complex process
that requires a thorough understanding of the goals of the
study. Sentic computing has been applied to a variety of
cognitively motivated tasks, including the classification of
certain emotions (positive or negative) in natural language
text [65]. Integrating knowledge-based methodologies and
statistical methods, the hybrid approach to sentic computing
and sentiment analysis is able to recognize emotions and

calculate sentiments from the text [28]. ,e concept mining
and emotion classification procedures used in this investi-
gation are depicted in Figure 1.

We undertake preliminary textual data preprocessing,
which includes the following: (i) Stop words have been
removed (i.e., the, an, and a, an, etc.). (ii) Use the Word-
NetLemmatizer function and the WordNet Python natural
language toolkit to convert a word to its base structure. (iii)
Remove any unnecessary letters (i.e., thanks aloooooot). (iv)
Question words should be filtered (i.e., which, whose, where,
etc.) and any unique characters are excluded (&, #, $, etc.).
(v) Finally, the entire text document is transformed to lower
case.

We fragmented the review text into clauses first. Each
verb and its corresponding noun phrase are deemed to
extract one or more concepts. To make sentences more
organized, the input text is chunked using Stanford Chunker
[66]. Next, a semantic parser first breaks sentences into
clauses and then employs a tree structure to divide clauses
into noun and verb chunks [67]. Moreover, a two steps’
procedure is followed for clause normalization: First, the
Stanford lemmatization algorithm combined with Word-
NetLemmatizer function fromWordNet NLTK is employed
to normalize the verb chunks and to identify multiword

Physician Rating Website
Healthgrades.com

Data Collection
Cleaning and Selection

Python-code for
Algorithm

Design

Data Filtering:
Operationalization of

Variables

Sentic Computing
Framework

Review Readability
Calculation Operationalization of Other

Variables
(Review Helpfulness Score,
Review- Valence, Volume)

Emotions polarity
calculation

Review wordiness
calculation

Database

Statistical Modeling
Tobit Regression Analysis
Predictive Evaluation (Weka Text Mining
Tool)

(i)
(ii)

Figure 2: Research methodology followed.
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expressions. Once the noun phrases have been converted
into bigrams, they are processed using part-of-speech (POS)
(https://nlp.stanford.edu/software/tagger.html) patterns to
extract concepts as previously performed by Cambria and
Hussain [68]. In addition, the event concept is captured by a
parse graph; matches between the object concept and
normalized verb chunks are explored in SenticNet3 [69].
Concepts are converted into a vector space model (VSM),
where each concept is characterized by a point in a one-
dimensional vector space corresponding to a vocabulary
phrase.

,e affective knowledge is represented using a multi-
dimensional VSM. Concept Net and WordNetAffect have
been used to create an Affective Space, a multidimensional
vector space that illustrates lexical representations of af-
fective knowledge. Affective space portrays the semantic and
affective connections that exist between two concepts and
allows for quick and effective analogical reasoning between
them [68]. Equation (1) characterizes each document d, Ci
denotes a concept in d, and fi denotes the concept frequency
in d.

d � C1, f1( 􏼁, C2, f2( 􏼁 . . . .. Ci, fi( 􏼁􏼈 􏼉. (1)

,e cosine similarity between a concept’s (Ci) vector
space representation (f

→
i) and the vector space

representation of the positive (f
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) and negative context
terms (f
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) was obtained earlier, whereas, n denotes the
total number of concepts in a document.
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Following the computation of concept similarity, a series
of candidate concepts C+ having a minimal cosine similarity
{Cosine_sim(Cxy+

i
), Cosine_sim(Cxy−

i
)} is obtained. Using

machine learning and the Hourglass of Emotions model
developed by Plutchik in his research on human emotions,
the framework categorizes emotions into different categories
[42, 51] as sentic labels are constructed to denote each
concept in VSM, and sentic API is used to forecast the
comparable sentic levels for the eight emotion dimensions
(positive and negative), suggested by the Cambria et al. [70].
If a match occurs, then the value of the particular emotional
dimension is incremented. ,is procedure is repeated for all
terms retrieved from the phrases in the review text to
compute the emotions score using the following equations:

Table 1: Variable description.

Variable Variable name Description Measurement
Dependent
variable

Review
helpfulness

Review helpfulness refers to ratio of the number of helpful votes a review received to
the total votes evaluating helpfulness of that review Helpfulness

Independent
variables

Review
readability

Readability is the amount of efforts and educational level required to understand an
online review, which is measured by the (1) automated readability index (ARI), (2)
Coleman-Liau index (CLI), (3) Flesch-Kincaid grade level (FKGL), (4) Flesch-
Kincaid reading ease (FKRE), (5) Gunning’s Fog index (GFI), and (6) simple

measure of gobbledygook (SMOG) readability index of review text

Readability

Review
wordiness

Review wordiness is the total number of concepts in a review, measured through
concept extraction process of the sentic computing framework Wordiness

Review
emotions

Review emotion is the average polarity of a review, which is measured by the average
percentage of the number of positive and negative discrete emotions embedded in a

review
Emotions

Service quality
Service quality reflects the tone or preference of users expressed in positive, negative,
or neutral opinion for the service, which is measured by the review valence as

average number of rating-stars a service receives
Quality

Service
popularity

Service popularity reflects the number of users discussing the service, which is
measured by the review volume as number of reviews received by a service Popularity

Moderating
variable Disease type ,e disease mortality rate in which a patient suffered from Disease type

Control variables Review age For how long a review has been written on a PRW Age
Physician title A professional title of a physician practicing in healthcare facility Title
Physician
education Rank of a medical school the physician graduated from Education

Physician
graduation Number of years since a physician graduated Graduation

Physician
experience Number of years since a physician is in practice Experience
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Positiveemotionsweremeasured as :

Joy �
Number ofwords associatedwith joy

Number of conceptsembedded in a review
􏼠 􏼡 × 100,

Surprise �
Number ofwords associatedwith surprise
Number of conceptsembedded in a review

􏼠 􏼡100,

Anticipation �
Number ofwords associatedwith anticipation
Number of conceptsembedded in a review

􏼠 􏼡 × 100,

Trust �
Number ofwords associatedwith trust

Number of conceptsembedded in a review
􏼠 􏼡 × 100,

Negative emotions weremeasured as :

Angry �
Number ofwords associatedwith angry

Number of conceptsembedded in a review
􏼠 􏼡 × 100,

Anxiety �
Number ofwords associatedwith anxiety
Number of conceptsembedded in a review

􏼠 􏼡 × 100,

Sadness �
Number ofwords associatedwith sadness
Number of conceptsembedded in a review

􏼠 􏼡 × 100,

Disgust �
Number ofwords associatedwith disgust
Number of conceptsembedded in a review

􏼠 􏼡 × 100.

(3)

4.4. Empirical Analyses. According to the descriptive sta-
tistics listed in Table 2, the average quality rating is 4.59,
reflecting the maximum users who expressed positive sen-
timents about the service quality of healthcare provider. ,e
average readability score of reviews is 9.74 based on 69.80
average length for these reviews. In addition, each doctor has
an average of 308.11 reviews. Also, an average opinion score
of a review is 0.79, an average RH score is 0.84, and an
average review life is found to be 1682 days. Our data set
contains 89 percent of medical doctors. A significant
number of doctors are recent graduates of the top 100
medical schools in the U.S.

An important decision at this point was the regression
model to use, given the dependent variable’s limited low and
high extremes. In line with previous research [38, 47], we
used the TOBIT regression model because the sample and
dependent variable were both censored (Helpfulness)
[71, 72], based on the ratio of helpful votes to the overall vote

count (ranges from 0 to 1) [38]. As a result, the dependent
variable RH meets minimum dependent variables (censored
data) requirements. ,is means the dependent variable does
better than the censored value, which means the standard
model of linear regression can be used [71].

,e data were analyzed with STATA software, and the
likelihood ratio and Efron’s pseudo-R-square value were
used to determine the goodness of fit [73]. Furthermore, the
empirical analyses must be adjusted using the log-trans-
formation in order to improve the fit of the variables in the
empirical model and to adjust for overdispersion. We ap-
plied logarithmic transformation [74] to variables such as
helpfulness, wordiness, quality, popularity, and age. To avoid
having logarithms of zeros, the value of 1 is added to these
variables [75]. All variables utilized to predict the RH are
listed in equation (4). ,e description and measurement of
variables are provided in Sections 4.2 and 4.3 and Table 1.

ln Helpfulnessi( 􏼁 � βo + β1Readibilityi + β2 ln .Wordinessi + β3Emotionsi + β4 ln .Qualityi + β5 ln .Popularityi+

β6 Readibilityi×DiseaseTypei( 􏼁 + β7 Wordinessi×DiseaseTypei( 􏼁 + β8 Emotionsi×DiseaseTypei( 􏼁+

β9 ln .Qualityi×DiseaseTypei( 􏼁 + β10 ln .Popularityi×DiseaseTypei( 􏼁 + β11Controlsi + μi.

(4)
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4.5. Classification Techniques and Evaluation Metrics. ,e
data mining softwareWeka 3.8.5 was employed in this study,
and the classification model was constructed using a support
vector machine (SVM), linear regression (LR), random
forest (RF), and gradient boost decision tree (GBDT). We
chose these models because previous studies used these
models successfully and achieved excellent classification
results [18, 31].

SVM is based on statistical learning theory and is now
one of the most successful approaches for analyzing high-
dimensional datasets and is extensively used to perform
classification tasks [76]. ,e fundamental notion of SVM is
the application of structural risk minimization, which re-
duces boundary error through induction while minimizing
overall risk. Once the data are transferred to a higher-di-
mensional space, they are separated by a hyperplane. A
hyperplane-projected subspace can map a new instance,
which can then be allocated to the majority class in that
subspace.

Regression analysis refers to the statistical technique
used to analyze data. Its objective is to ascertain the degree of
correlation between two or more variables and build a
mathematical model for forecasting the outcome. LR is a
nonlinear regression model that attempts to predict how
likely an event will happen by fitting data to a logistic
function. ,is allows inputs with any value to be converted
and confined to a value between 0 and 1.

A RF is a technique for ensemble learning that was
established through the construction of numerous DTs [77].
Training an RF involves bagging bootstrap cases and then
selecting a random subset of features. Following that, a set of
DTs is generated using each bootstrap instance set con-
taining a subset of features. After the set of trees has been
built, the majority class of individual trees can be used to
make a prediction about samples that have yet to be seen.

Gradient boost decision tree algorithm systematically
adds weak learners in such a way that each new learner
matches the preceding step’s residuals, hence improving the
model [78]. ,e final model combines the outcomes of each
phase to produce a strong learner. Gradient boosted decision
trees technique makes use of decision trees as week learners
to achieve better results. ,e residuals are detected using a
loss function. It is worth mentioning that when a new tree is

added to the model, the current trees remain unchanged.
,e residuals from the existing model are well-fit by the
decision tree that has been introduced. ,e effectiveness of
applied learning classifiers is assessed using two assessment
measures (f-measure and accuracy). ,ese metrics are
mathematically defined as follows:

Accuracy �
TP + TN

TP + TN + FP + FN
,

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F1 � 2 ×
precision × recall
precision + recall

.

(5)

5. Results

Prior to conducting a tobit analysis, this research conducted
several diagnostic tests to determine the model’s hetero-
scedasticity and multicollinearity. ,e maximum variance
inflation factors (VIF) range between 1.53 and 5.51, much
below the cut-off value of 10, indicating that multi-
collinearity is not an issue at the moment [79]. Furthermore,
the correlation values between variables suggest that our
dataset is free of multicollinearity (0.90 and higher) [50]. In
addition, we calculated standard errors for our models that
were consistent with heteroscedasticity (see Table 3). With a
relatively substantial likelihood ratio, our model attained
goodness of fit (p≤ 0.001) and McKelvey and Zavoina [73]
Efron’s Pseudo R2 value of 0.083.

In particular, when looking at the major effects for re-
view-related signals in Table 3, the findings of the regression
analysis suggest that the readability coefficient is positively
significant (β� 0.174, p< 0.05). As a result, H1 is supported,
which is in line with earlier research findings [19]. Following
that, the results indicate a substantial positive coefficient for
wordiness (β� 0.320, p< 0.05), which supports H2, consis-
tent with the findings of Mudambi and Schuff [38], but
negates the results of Qazi et al. [15]. Furthermore, the

Table 2: Variables descriptive statistics.

Variables Variable name Min Max Mean Std. Dev
Dependent variable Review helpfulness 0.5 1.0 0.84 0.22
Independent variables Review readability 1 12 9.74 1.02

Review wordiness 8 94 69.80 2.11
Review emotions 0 1.0 0.79 0.24
Service quality 1 5 4.59 1.26

Service popularity 3 412 308.11 3.41
Moderating variable Disease type 0 1 0.462 0.19
Control variables Review age 0 1826 1682 91.23

Physician title 0 1 0.89 0.23
Physician education 0 1 0.86 0.29
Physician graduation 0 26 4.70 0.62
Physician experience 0 25 4.10 0.54
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significant positive coefficient for emotions (β� 0.013,
p< 0.001) demonstrates that the association will be stronger
when both positive (including joy, sadness, trust, except
surprise) and negative emotions (including anger, disgust,
fear, except anticipation) are included in a review, accepting
H3. ,ese findings are in line with earlier research [51]. We
find support for H4 when we looked at the service-related
signals (β� 0.125, p< 0.05), emphasizing that when a POR
focuses on the quality of service quality, its helpfulness value
increases. ,ese findings corroborate prior findings [14].
Moreover, we uncover evidence supporting H5, which hy-
pothesizes a considerable association between service pop-
ularity and RH. In particular, the statistically significant
positive coefficient of service popularity (β� 0.232, p< 0.01)
demonstrates that there is a positive association between the
number of reviews and helpful votes obtained by the doctor.
,ese findings are consistent with those of Zhang and Lin
[40].

When it comes to the moderating effect of illness se-
verity, the results show that they strongly support the use of
interaction terms (Wordiness×Disease Type),
(Quality×Disease Type) and (Popularity×Disease Type) as
H7, H9, and H10, indicating that having more words in a
review, as well as its quality and popularity of a physician
service embedded in the review, has a more significant
positive impact on how people think about the RH for
serious diseases than for mild diseases. However, our
findings do not provide support for H6 and H8. ,ere is no
evidence found to support the hypothesis that disease type
moderates the influence of readability or emotion on the
perceived RH. Readability and emotion both contribute
equally to the perceived RH for different disease conditions.
Furthermore, the results for the control variables are

consistent with earlier findings [28]. ,e coefficient (β) for
age, title, education, and experience is significant for both
disease conditions.

To maximize the practical value of our research, we used
a text mining strategy to estimate the efficacy and perfor-
mance of our suggested multimethod model by taking into
account all of the signals from a review and service at the
same time. For the purpose of testing different classification
models, the data mining software Weka 3.8.5 was
employed. Based on the number of helpful votes received
by a review, we classify our reviews as “helpful” and “not
helpful” groups and employ strategies to develop the
classification model detailed in Table 4. In particular, a
review is considered helpful if it receives at least one vote.
,e model estimation is performed using the training data
and the model is validated using the holdout sample to see
if the model is useful for physicians and to predict phy-
sician RH. ,is practice contributes to the avoidance of
overfitting.

We classified PORs as helpful or not helpful based on
review- and service-related attributes using well-known
machine learning methods. ,e predictive models are built
and 10-fold cross-validation is used to compare the accuracy
of the predictive models across all experiments. ,e hybrid
set of review- and service-related features (combination of
readability, wordiness, emotions, quality, and popularity) is
used to train four different learning algorithms. ,e results
of experiments using a hybrid set of features are summarized
in Table 4.

Using a hybrid set of features to predict physician RH,
PORs dataset delivers 73.10% accuracy and 73.14% f-mea-
sure with SVM classifier. Next, using a hybrid set of review-
and service-related features, the PORs dataset outputs
75.22% accuracy and 75.11% f-measure with the LR clas-
sifier, 81.13% accuracy and 81.15% f-measure with the RF,
and 91.12% accuracy and 91.63% with GBDT classifier. ,e
experimental results demonstrate that the overall perfor-
mance of the model is rather promising, demonstrating the
applicability of the suggested hybrid features in terms
of accuracy and f-measure metrics for RH prediction.
,e proposed hybrid features model developed by this
study clearly outperforms the other models, successfully
classifying 91.12% of all cases correctly. A series of ex-
periments are carried out with the machine learning
classifier because it demonstrated the best performance
compared to the models analyzed in the previous studies
[16, 31, 40]. All of the evaluation parameters indicate that
our suggested model performs well in terms of predicting
physician RH.

6. Discussion

PRWs offer patients a place to talk about their healthcare
experiences or write reviews online [80]. On social media
networks, patients post thousands of reviews and remarks
about their experiences, making it difficult to discern which
reviews are useful and which are not. ,erefore, it is vital to
investigate characteristics and establish a study technique for
implicitly classifying helpful reviews rapidly and reliably. For

Table 3: Heteroscedasticity compatible results of hypotheses
testing.

Constructs Β Std. error p value t value
(Constant) 1.993 0.071 0.006∗∗ 30.401
Age 0.010 0.015 0.016∗ 0.041
Title 0.036 0.025 0.002∗∗ 0.087
Education 0.465 0.970 0.000∗∗∗ 1.432
Graduation 0.150 0.533 0.312 1.196
Experience 0.028 0.078 0.007∗∗ 0.125
Readability 0.174 0.006 0.043∗ 3.423
Wordiness 0.320 0.041 0.030∗ 2.732
Emotions 0.013 0.001 0.000∗∗∗ 1.230
Quality 0.125 0.015 0.045∗ 1.014
Popularity 0.232 0.033 0.004∗∗ 2.006
Disease type 0.024 0.041 0.012∗∗ 0.013
Readability× disease
type 0.028 0.010 0.366 0.750

Wordiness× disease
type 0.018 0.009 0.038∗ 0.900

Emotion× disease type 0.040 0.004 0.256 0.430
Quality× disease type 0.080 0.019 0.036∗ 0.548
Popularity× disease type 0.053 0.010 0.030∗ 0.430

Efron’s R2 0.084 Log-
likelihood −2745.618

Likelihood ratio 429.631 p≤ 0.001, df� 8
Note: ∗p< 0.05, ∗∗p< 0.01, ∗∗∗p< 0.001.
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this study, we collected a vast number of PORs from
Healthgrades.com. A further investigation was carried out
into the impact of three review- and two service-related
signals on perceived RH. Both the review- and service-re-
lated signals on PRWs significantly influence perceived RH,
in line with previous studies [10, 13, 23]. Inspired by earlier
studies [25, 28], we examined the moderating influence of
disease type in the connection between review- or service-
related signals and RH. ,e impact of wordiness, quality,
and popularity on the perception of RH is moderated by the
disease type. Moreover, we used data mining approaches to
construct multiple classification models for the assessment
of RH. ,e results indicate that our proposed model per-
forms exceptionally well at classifying and predicting phy-
sician RH.

,e findings show that our proposed model for review-
and service-related signals successfully influences perceived
RH, which has various theoretical implications. From a
theoretical point of view and to the best of our knowledge,
this research is the first to explore the effects of review- and
service-related signals on online physician RH.

By and large, these findings advance the state of the art in
estimating helpfulness, which has historically concentrated
on the local features of reviews [38, 47, 81].,e unique thing
about our work is that we look at patient feedback in a wider
user or service-related context, taking into account a broader
set of determinants. Moreover, this study advances signaling
theory by demonstrating that the signaling environment
(disease type) has an effect on review- and service-related
signals. ,e findings fill a gap in the existing knowledge by
identifying the characteristics of the helpful POR across a
wide range of disease conditions. ,e results revealed a
significant moderating relationship between wordiness,
quality, popularity, and perceived RH. ,e dichotomy be-
tween a review- or service-related signals and perceived RH
is predicted to be interpreted by disease type. Our proposed
model, which is predictive in nature, enables online
healthcare providers to prioritize the most helpful reviews.
Our research findings confirm the practical significance of
the suggested approach by indicating the classification
performance while predicting RH. Researchers also claim
that this is the first attempt to use a multimethod approach
including implicit and domain knowledge-based specialized
emotion analysis methodologies to predict physician RH.
,is study demonstrates the critical relevance of RH as a
future source of health informatics research.

,e findings of this research have a number of impli-
cations in practice. For the designers of Internet health
rating websites, our approach includes a recommendation
mechanism that suggests useful reviews for patients on

PRW. It is possible to automatically identify the wants and
requirements of patients while they explore the PRWs by
searching for high to low levels of physician expertise, top-
rated physicians, verified physicians, and selecting doctors
based on their star ratings. We anticipate that this intelligent
recommendation system will result in more helpful physi-
cian reviews based on the readability, depth, specific emo-
tions, service quality, and popularity-related attributes of the
service. Recommendation systems like this would save pa-
tients time and money when they use PRWs to find helpful
reviews for providers they were about to visit. For healthcare
providers, administrators and patients are able to view the
useful assessments of their healthcare services on health
rating websites and online forums. Individuals are eager to
search useful/helpful reviews that might assist them in de-
termining the worth of healthcare services or choosing the
best physician they want to visit. Furthermore, when reading
a vast collection of reviews, patients and their caregivers
frequently experience substantial cognitive processing costs.
,e contribution of this study provides the opportunity for
healthcare practitioners and administrators to reduce the
cognitive processing costs associated with PORs in order to
improve their organization.

,is study has certain limitations. First, it is quite
challenging to choose an acceptable dataset for analyzing the
determinants affecting online physician RH, given only a
small percentage of reviews receive a helpful vote from
reviewers. Although it is well-known and ranks among the
highest-trafficked platforms in the U.S., other platforms that
allow users to post reviews should also be taken into account.
Second, future research could incorporate reviewers’ be-
havior and its effect on predicting physician RH. Finally,
future studies into physician RH should use more advanced
and efficient text mining algorithms, such as deep learning
(Neural Networks).
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Recently, Internet of +ings (IoT) and cloud computing environments become commonly employed in several healthcare
applications by the integration of monitoring things such as sensors and medical gadgets for observing remote patients. For
availing of improved healthcare services, the huge count of data generated by IoT gadgets from the medicinal field can be
investigated in the CC environment rather than relying on limited processing and storage resources. At the same time, earlier
identification of chronic kidney disease (CKD) becomes essential to reduce the mortality rate significantly. +is study develops an
ensemble of deep learning based clinical decision support systems (EDL-CDSS) for CKD diagnosis in the IoT environment. +e
goal of the EDL-CDSS technique is to detect and classify different stages of CKD using the medical data collected by IoTdevices
and benchmark repositories. In addition, the EDL-CDSS technique involves the design of Adaptive Synthetic (ADASYN)
technique for outlier detection process. Moreover, an ensemble of three models, namely, deep belief network (DBN), kernel
extreme learning machine (KELM), and convolutional neural network with gated recurrent unit (CNN-GRU), are performed.
Finally, quasi-oppositional butterfly optimization algorithm (QOBOA) is used for the hyperparameter tuning of the DBN and
CNN-GRU models. A wide range of simulations was carried out and the outcomes are studied in terms of distinct measures. A
brief outcomes analysis highlighted the supremacy of the EDL-CDSS technique on exiting approaches.

1. Introduction

Internet of +ings (IoT) aim is to interconnect and develop
the connected things by computer network. Instead of
utilizing higher energy consumption gadgets like phones,
tabs, and machines [1], currently, some objects like air
conditioners and room fresh units are computed by
microcontroller utilizing sensing devices and provide the
experimental result almost embedded in regular devices. IoT

integrated with cloud computing (CC) method is highly
beneficial while developing applications. A monitoring
technique can be developed by incorporating cloud and IoT
to monitor the infected people even if they are at distance
that is highly employed by medical examiners [2]. Generally,
IoT techniques keep on using cloud platforms for enhancing
the efficacy in terms of data storage, programming abilities,
computing, and utilization of resources efficiently. As well,
cloud computing (CC) system attains superior experience
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from IoT by extending range to manage real time and
provide distinct services dynamically in nature. Integration
of cloud platform and IoT serves higher efficiency when
compared to other cloud based methods. Some regions
where this incorporation is employed are armed forces,
hospitality, banking sectors, and home appliances. Among
different applications, healthcare and medicinal are some of
the stimulating research which assists rapid growth in
medicinal and sensing gadgets [3].

CC aimed at utilizing IoTdevices to transmit patient data
(unstructured, structured, and semistructured healthcare
information) on cloud platforms for configuring big data of
patients [4]. Consequently, CC technique in medical services
assists stakeholders in managing patient medical records,
retrieving big data of patients, application of disease pre-
dictions, telemedicine, etc. [5]. Recently, the entire world
faces difficulties of public health problems of chronic dis-
eases like CKD which subsequently increases healthcare
costs [6]. Based on threats and increases in the costs of CKD
treatment, particularly in developing nations, earlier CKD
predictions become a major challenge for healthcare centres
and physicians in this country. Currently, network tech-
nologies and biomedical sensors offer a wide-ranging de-
velopment in the fields of IoT [7], as a scheme where the
smart healthcare device with unique identifiers could be
communicated and connected for receiving and sending
essential healthcare multimedia data to earlier detection in
severe conditions, for example, threatening chronic disease
such as CKD [8].

For effective and accurate rereading of the patient’s
healthcare state, each essential healthcare parameter and
data gathered by IoT sensor could be analyzed via ML
methods in prediction model which is demonstrated as an
efficient solution in earlier medical detection. Data mining
approaches like classification approaches as effective tool is
extensively employed in anomaly detection and disease
prediction in extensive research as an efficient method [9].
Based on the developments of utilizing current IoT devices
and biomedical sensors, several health tracking and smart
medical care schemes were introduced [10]. Mostly, the
present research aims at earlier detection of some chronic
diseases including diabetes mellitus, heart disease, and CKD
where several factors influencing chronic disease have been
used. But, considering each essential characteristic needed
for predicting diseases, performance of prediction method,
and the execution time still remains a challenge [11].

+is study presents an ensemble of deep learning based
clinical decision support systems (EDL-CDSS) for CKD di-
agnosis in the IoT environment. +e EDL-CDSS technique
involves the design of Adaptive Synthetic (ADASYN) tech-
nique for outlier detection process. In addition, an ensemble of
three models such as deep belief network (DBN), kernel ex-
treme learning machine (KELM), and convolutional neural
network with gated recurrent unit (CNN-GRU) takes place.
Besides, quasi-oppositional butterfly optimization algorithm
(QOBOA) is used for the hyperparameter tuning of the DBN
and CNN-GRU models. To examine the improved CKD de-
tection outcomes of the EDL-CDSS technique, an extensive
experimental analysis is carried out.

2. Literature Review

+is section offers a brief survey of recently developed CKD
classification models. Arulanthu and Perumal [12] presented
an optimum cloud and IoT based DSS for CKD detection.
+e presented technique utilizes SA based FS method with
RMSProp Optimizer based LR method named SA-RMSPO-
LR to categorize the presence of CKD from healthcare in-
formation. Noor et al. [13] introduced a primary healthcare
scheme for the treatments of Chronic Renal Disease/CKD
patient with the idea of IoT that consist of the nutrition of
food mostly focusing on the levels of salt intake, patient log,
activity level, water intake, monitoring the sleep pattern, etc.
for providing necessary improvement required for the ad-
vancement of their healthcare status.

Arulanthu and Perumal [14] introduced an online
medical decision support system (OMDSS) for predicting
CKD. +e proposed algorithm includes a group of phases,
i.e., classification, data gathering, and preprocessing of
healthcare information for CKD prediction. Additionally,
the parameters of adaptive learning rate optimization, LR,
and Adaptive Moment Estimation (Adam) methods were
employed. Bhaskar and Manikandan [15] presented a novel
sensing method for the automatic diagnosis of CKD. +e
salivary urea concentration is observed for detecting the
diseases. A novel sensing method is presented for moni-
toring the urea stages in the saliva samples. Moreover,
analyzing the raw signals attained from the sensor, they have
executed a 1D-DL-CNN method that is integrated by an
SVM classification. Abdelaziz et al. [16] designed a hybrid
intelligent method for CKD prediction based cloud-IoT by
utilizing 2 smart technologies that are NN and LR. NN is
employed for predicting CKD. LR is utilized for determining
crucial factors that influenced CKD.

Ma et al. [17] proposed a Heterogeneous Modified
Artificial Neural Network (HMANN) for earlier segmen-
tation, diagnosis, and detection of CKD failure on the IoMT
environment. Moreover, the presented method is catego-
rized as an SVM and MLP with a BP method. In Hos-
seinzadeh et al. [18], a diagnostic predictive method for CKD
and its seriousness is presented which employs IoT multi-
media dataset. Because the factors affecting CKD are very
large and the amount of IoT multimedia information is
generally large, choosing dissimilar features based on phy-
sician’s medical experience and observation as well as earlier
researches for CKD in various types of multimedia datasets
is performed for assessing the performance measure of CKD
predictions and its determination level through dissimilar
classification methods.

3. The Proposed Model

+e common structure of the presented method has been
demonstrated in Figure 1. +e major component in the pre-
sented method is benchmark CKD dataset, IoT devices em-
bedded in the patients, patient healthcare records, cloud
database server (CDS), security system, data collection module,
disease prediction module, and CKD diagnosis. +e wearable
IoT healthcare devices are considered IoT devices that are
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located in the person’s body. +e standard CKD datasets from
the UCI repository are employed. +e healthcare datasets
contain the previous information of the patient details that are
collected from the clinics.+is dataset is stored in the CDS.+e
security system recollects the information from the data col-
lecting model. +is information would be stored in a private
way by using different stages of format conversion, information
retrieval, and data integration. +e secure information would
be again stored in the CDS and it would be retrieved when it is
needed. +e disease prediction module and CKD diagnosis
employ ensembleDL classifiers for the detection of CKD. In the
training stage, the medical information from the CKD dataset
and patient healthcare records are utilized for training the
EDL-CDSS technique.

3.1. Data Acquisition. +e presented architecture has 3
different types of information. In this phase, the medical
information of the patients would be collected by using
wearable IoT devices that are working by sensor nodes. +e
wearable devices are located on the patient’s body to gather
the certain patient’s medical data frequently in a certain time
period. Generally, the IoT devices in the human body check
each sensed medical information either it is normal or not.
+e presented method uses 4G mobile network for trans-
ferring the sensed medical information to the CDS. Fur-
thermore, the CKD dataset from UCI repository is applied
for mapping the actual data that is created using the IoT
gadgets. In addition, patients’ healthcare details are applied
for mapping the real information created using the indi-
vidual patient information.

3.2. Data Preprocessing. For providing effectual efficiency
with minimum cost to data mining procedures, the quality
of data is optimum.+e value missing from the database has

been filled under the entire CKD datasets. In few cases, if the
continuous features exist, these techniques are synchronized
for building discrete traits. It has any noisy and missing
values from all samples. In order to improve the perfor-
mance of medicinal information, a novel data was
preprocessed.

3.3. ADASYN Based Outlier Detection. In this study,
ADASYN is used to remove outliers, which is an extension
of SMOTE. ADASYN has been found to be useful in
medical imaging applications for detection of premature
delivery, retinal health diagnosis, and diagnosis of focal
liver lesions. Even though ADASYN is dependent on
SMOTE, compared to borderline-SMOTE, ADASYN
generates distinct synthetic instances for the minority
class based on its distribution and for the borderline
samples. Besides that, SMOTE offers equal opportunity
for all the minority instances to get elected while in
ADASYN the selection procedure is depending on the
minority class distribution. +e synthetic instance is
generated according to the majority nearest neighbours
through the KNN process. +e method employs weighted
dissemination for different minority class samples as per
their complexity levels in training [19]. It generates ad-
ditional synthetic instances for samples from minority
class that is strenuous for training compared to those cases
which is easy to train. +e method initiates by evaluating
the level of class imbalance. +en, it evaluates the amount
of synthetic instances that need to be generated for the
minority class by detecting KNN as per the Euclidean
distance in n-dimension space. According to the ratio of
density spread, the technique estimates the amount of
synthetic data instances needed to be generated for the
minority class.

Parameter Tuning
using

Quasi-Oppositional Butterfly OptimizationKernel Extreme Learning Machine

CNN-Gated Recurrent Unit
Classification Process

Deep Belief Network

Classification Output
Trained Model

Performance Measures

Sensitivity Specificity Accuracy F-score Kappa

Chronic Kidney Disease Not-Chronic Kidney Disease

Data Acquisition
(Medical IoT Devices)

Outlier Detection Process
using

Adaptive Synthetic (ADASYN)
Data Preprocessing

Figure 1: Overall process of EDL-CDSS technique.
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3.4. Ensemble Classification. At this stage, the outliers re-
moved data are fed into the ensemble classification model,
which comprises three models, namely, KELM, DBN, and

CNN-GRU. +ese three feature vectors can be defined as
follows:

fKELM1×n � KELM1×1,KELM1×2,KELM1×3, . . . ,KELM1×n􏼈 􏼉,

fDBN1×m � DBN1×1,DBN1×2,DBN1×3, . . . ,DBN1×m􏼈 􏼉,

fCNN−GRU1×l � CNN − GRU1×1,CNN − GRUCNN − GRU1×2,CNN − GRU1×3, . . . ,CNN − GRU1×l􏼈 􏼉.

(1)

In addition, the derived individual features are combined
into a single vector, using the following equation:

Fused(features vector)1×q � 􏽘

3

i�1
fKELM1×n, fDBN1×m, fCNN−GRU1×l, (2)

where f represents fused vectors (1 × 1186).

3.4.1. KELM Model. +e output function of ELM in case of
one output node is

f(x) � 􏽘

L

i�1
βiG ai, bi, x( 􏼁 � β · h(x), (3)

where β � [β1, . . . , βL]T denotes the output weight vector.
G(ai, bi, x) indicates the output of ith hidden layer, as well
as the node variable, is arbitrarily created.
h(x) � [G(a1, b1, x), . . . , G(aL, bL, x)]T represent the
output vector of hidden layer in relation to the input. Af-
terwards the kernel function can be determined by

ΩELM � HH
T
: ΩELM � h xi( 􏼁 · h xj􏼐 􏼑 � K xi, xj􏼐 􏼑. (4)

+e output function of ELM classifiers is expressed by

f(x) � h(x)H
T I

λ
+ HH

T
􏼒 􏼓

−1
T

�

K x, x1( 􏼁

⋮

K x, xN( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

I

λ
+ΩELM􏼒 􏼓

−1
T,

(5)

in which I represents the identity matrix, λ indicates the
normalization coefficient, and T signifies the trained set label
[20]. Afterwards using this model, we do not want to know
the certain form of the feature map h(x) but utilize the
kernel function to resultant computation. +erefore, the
arbitrarily generated bias and weights are evaded, and it is
not necessary to set the amount of hidden layer L.

3.4.2. DBN Model. Since Hinton was developed in 2006,
the DBN deployment is made up of stacked RBM. First,
the network employs the Contrastive Divergence (CD)

method to unsupervised training of stacked RBM, later
applying the BP method for fine-tuning the node pa-
rameter in the whole DBN network. Mainly, DBN training
consists of fine-tuning and pretraining. +e pretraining
phase employs all the layers of RBM to implement un-
supervised training on unlabeled sample data and si-
multaneously applies the CD method for tuning all the
layers of RBM parameter. Afterwards, the pretraining
DBN estimates the network error of all the layers by using
the BP method and adjusts the parameters of all the layers
by using BP method, for realizing the global fine-tuning of
the node weight of the whole DBN network. +e undi-
rected graph method consists of hidden layer and visual
layer. All the layers have multiple nodes. RBM is an energy
based method, and energy function can be determined as
hidden layer h � (hj)m and visible layer v � (vi)n:

Eθ(v, h) � − 􏽘

nv

i�0
aivi − 􏽘

nh

j�0
bjhj − 􏽘

nv

i�0
􏽘

nh

j�0
viwijhj, (6)

where ai represents the bias of ith neurons from visible layer
and bj indicates the bias of jth neurons under the hidden
layer; θ � [w � (wij)n×m, a � (ai)n, b � (bj)m] signifies the
parameter of RBMmethod; wij shows the connection weight
among the hidden layer hj and visible layer vi; nh denotes the
amount of hidden layers and nv is the amount of visible
layers.

Pθ(v, h) �
1

Zθ
exp −Eθ(v, h)( 􏼁. (7)

Among others, Zθ represents the standardization factor
as follows:

Zθ � 􏽘
v

􏽘
h

exp −Eθ(v, h)( 􏼁. (8)

Once the v state of neurons over the visible layer is
provided [21], the probabilities of jth neurons hj from the
hidden layer was initiated (by the probability 1) as
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Pθ hj � 1 | v􏼐 􏼑 � sigmoid bj + 􏽘

nv

i�0
wijvi

⎛⎝ ⎞⎠. (9)

Once the h state of neuron on hidden layer is provided,
the probability that ith neuron vi from the visible layer has
initiated (by the probability 1) is

Pθ vi � 1 | h( 􏼁 � sigmoid ai + 􏽘

nv

j�0
wjihj

⎛⎝ ⎞⎠, (10)

in which, sigmoid(x) � (1 + exp(−x))−1 represent the ac-
tivation function, whereas x is in the range of zero and one.

3.4.3. CNN-GRU Model. CNN is a multilayer neural net-
work that is made up of multiple pooling, fully connected,
and convolution layers, with the pooling and convolution
layers. Furthermore, the FC layers are employed for clas-
sifying the CKD from the extracted feature map. All the layer
inputs are interconnected to preceding layer output, and the
outputs pass to following layer. +e parameter of the net-
works is trained and shared by BP technique. +e LSTM
consists of update, input, and forget gates. In the meantime,
the GRU is simple when compared to the LSTM because it
has only 2 gates that are updated and reset gates. +is gate is
employed for determining either the data is beneficial or not.
In GRU, WZ, Wr, and W imply the update gate, reset gate,
and candidate data, correspondingly. Besides being fully
connected with the neuron in the preceding hidden neuron
at time t, all the neurons from GRU hidden layers are FC for
each neuron under the present hidden layer at time t − 1.
+e lth hidden layer output is calculated as follows:

h
l
t � 1 − zt( 􏼁∗ h

l
t−1 + zt ∗ h

−l
t , (11)

where zt represents an update gate, and h−l
t indicates the

candidate memory data. Furthermore, zt is provided by
equation (12) which controls how many data of the pre-
ceding and present memory would be added/forgotten.

zt � sigmoid WZ · h
l
t−1, h

l−1
t􏽨 􏽩􏼐 􏼑. (12)

+e candidate data value h−l
t is estimated as

h
−l
t � tanh W · rt ∗ h

l
t−1, h

l−1
t􏽨 􏽩􏼐 􏼑, (13)

in which rt determined by equation (15) is the GRU reset
gate that effectively reset the data in the memory [22].

rt � sigmoid Wr · h
l
t−1, h

l−1
t􏽨 􏽩􏼐 􏼑. (14)

Sigmoid and tanh represent activating functions in the
following:

sigmoid (x) �
1

1 + e
−x,

tanh (x) �
e

x
− e

− x

e
x

+ e
−x .

(15)

Compared to the CNN-FC layer, the estimated data by
the GRU comprises historical state, wherein the neuron

value at time t can be described by the information in the
preceding layer at time t, and it is defined by the information
stored in the GRU cell at time t l (equation (11)).

+e GRU network replaces CNN-FC layer to convert the
classification process as to sequential task, where the clas-
sification result of all the feature maps is included in the
following feature map classification in the similar hidden
layer for improving the CNN detection accuracy. +e pre-
sented CNN-GRU framework has been demonstrated in
Figure 2. In CNN-GRU architecture, the pooling, original
CNN input, and convolution layers parameters with sizes are
not changed to implement the features extraction. All the
output feature maps of the lth convolution layer are calcu-
lated by

O−conv
l
j � sigmoid 􏽘

M

i�1
convn a

l−1∗
i k

l
ij􏼐 􏼑 + b

l
j

⎛⎝ ⎞⎠, (16)

in which al−1
i represent the ith feature maps in the overall

feature maps M of the l − 1th preceding layer, and kl
ij rep-

resents the lth layer kernel. +e values at the location of
(m, n) in the convolutional process are determined by

convn a
l−1
i , k

l
ij􏼐 􏼑[m][n]

� 􏽘
k−1

w�0
􏽘

k−1

l�0
k

l
ij[w][l]

∗
a

l−1
i [m + w][n + l],

(17)

where k � 5 denotes the convolution kernel width. During
pooling layer, all the output feature map values at the lo-
cation of (m, n) are estimated by utilizing average pooling
technique as follows, in which aj indicates the jth feature
map of l − 1 convolution layer, and K � 2 denotes the
pooling kernel width:

aver−pool
l
j[m][n] �

1
4

􏽘

K−1

l,w�0
a

l−1
j (m + l, n + w). (18)

Next, each feature of all the feature maps in the last CNN
pooling layers is interconnected to a respective GRU
method. +is implies that there are overall twelve GRU
networks, and all the GRU network sets 3 layers, involving
an output neuron of ten layers, an input neuron of twenty-
five layers, and a hidden neuron of fifty layers. Lastly, the
GRU output is activated using softmax function determined
in equation (19) to categorize the CKD. In the testing stages,
each GRU output has been chosen for finding the final
detection outcome.

yk �
exp wkh( 􏼁

􏽐k, exp wk · h( 􏼁
. (19)

3.5. QOBOA Based Hyperparameter Optimization. To op-
timally tune the hyperparameter involved in the DBN and
CNN-GRU models, the QOBOA is utilized and thereby
boosts the overall CKD classification performance. BOA [23]
is a population based nature simulated optimization
method, depending on the food hunting system of
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butterflies. Once butterflies move from one place to another,
it releases a fragrance with intensity, i.e., transferred over the
distance. +e other butterflies could find this fragrance and
be attracted to it according to the intensity level of fragrance.
Once the butterfly senses the optimal butterfly fragrance it
begins to move toward it. +is procedure is called a local
search. It produces fragrance with intensity once it begins to
move. Another butterfly was attracted to it as per its level of
fragrance. It can be determined by

f � c × I
a
, (20)

where c represents a sensor modality, I indicates the fra-
grance level, and a denotes the degree of fragrance ab-
sorptions. +e 2 main phases of the process are given in the
following. Every butterfly releases fragrance once it starts
moving and another butterfly is attracted to it as per its level
of intensity of fragrance. +is procedure is described in the
following:

xi(t + 1) � xi(t) + α2 × g
∗

− xi(t)􏼐 􏼑 × fi. (21)

While xi(t) indicates a vector that denotes the butterfly
(solution) at iteration t, g∗ represents the total optimal
solution, α shows an arbitrary value within [0, 1], and fi

denotes a fragrance of jth butterfly. Once the butterfly fails to
find the fragrance of another butterfly, it could arbitrarily
move in the searching space. +e procedure is described in
the following:

xi(t + 1) � xi(t) + α2 × xj(t) − xk(t)􏼐 􏼑 × fi. (22)

In the equation, xj(t), xk(t) indicate 2 vectors that show
two distinct butterflies in a similar population. A p switching
probability was utilized in BOA for switching from general
global search for intensive local search.

For improving the efficiency of the model based on
optimal solution and convergence the concept of opposition
based learning was presented in BOA [24]. A variables quasi-
opposite value of a candidate solution is randomly con-
sidered among the mirror point of the parameter and the
midpoint of the searching space. It can be expressed in the
following equation:

x
q
i,j � rand(a, b),

a �
x
min
i,j + x

max
i,j

2
,

b � x
min
i,j + x

max
i,j − xi,j.

(23)

Here, xi,j denotes the jth dimension of jth candidate
solution; xmin

i,j , xmax
i,j indicate the minimal and maximal

values of xi,j, and x
q
i,j represents quasi-opposite value of xi,j.

4. Results and Discussion

+e EDL-CDSS technique is simulated using Python 3.6.5
tool and the results are examined using benchmark CKD
dataset, which is publically available at https://archive.ics.
uci.edu/ml/datasets/chronic_kidney_disease. +e dataset
includes 400 samples with 25 attributes. Among the available
samples, 250 samples fall into CKD category and the residual
of 150 samples come under Not-CKD category. +e features
involved in the CKD dataset are given in Figure 3.

Figure 4 shows the set of confusion matrices obtained by
the EDL-CDSS technique on the test CKD data under five
runs. +e results show that the EDL-CDSS technique has
classified the CKD and Not-CKD instances correctly. For
instance, with run-1, the EDL-CDSS technique has identified
240 instances into CKD and 241 instances into Not-CKD.
Meanwhile, with run-2, the EDL-CDSS manner has iden-
tified 244 instances into CKD and 240 instances into Not-
CKD. Eventually, with run-3, the EDL-CDSS method has
identified 244 instances into CKD and 238 instances into
Not-CKD. Moreover, with run-4, the EDL-CDSS system has
identified 242 instances into CKD and 241 instances into
Not-CKD. Furthermore, with run-5, the EDL-CDSS manner
has identified 240 instances into CKD and 243 instances into
Not-CKD.

Table 1 offers the overall CKD classification performance
of the EDL-CDSS technique under five runs. Figure 5
demonstrates the sensy and specy analysis of the EDL-
CDSS technique under five test runs. +e figure reported
that the EDL-CDSS technique has gained increased values of
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Figure 2: Framework of CNN-GRU model.
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Figure 3: Attributes involved in CKD dataset.
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Figure 4: Confusion matrix analysis of EDL-CDSS technique with different runs.
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sensy and specy. For instance, with run-1, the EDL-CDSS
technique has attained sensy and specy of 0.9600 and 0.9718,
respectively. Besides, with run-3, the EDL-CDSS technique
has resulted in sensy and specy of 0.9760 and 0.9597, re-
spectively. Lastly, with run-5, the EDL-CDSS technique has
accomplished sensy and specy of 0.9600 and 0.9797,
respectively.

Figure 6 determines the Fscore and kappa analysis of the
EDL-CDSS system under five test runs.+e figure stated that
the EDL-CDSS approach has reached improved values of
Fscore and kappa. For instance, with run-1, the EDL-CDSS
technique has gained Fscore and kappa of 0.9658 and 0.9545
correspondingly. Also, with run-3, the EDL-CDSS system
has resulted in Fscore and kappa of 0.9683 and 0.9568 cor-
respondingly. At last, with run-5, the EDL-CDSS method-
ology has accomplished Fscore and kappa of 0.9697 and
0.9600, respectively.

Figure 7 inspects the accuy analysis of the EDL-CDSS
technique on the test dataset. +e results show that the EDL-
CDSS technique has obtained improved CKD classification
performance with the maximum accuy of 0.9659, 0.9719,
0.9679, 0.9699, and 0.9699 under five test runs, respectively.

+e ROC analysis of the EDL-CDSS technique on test
dataset is demonstrated in Figure 8. +e figure obviously
shows that the EDL-CDSS manner has the ability to ac-
complish increased classification performance with the
maximal ROC of 99.7260.

Figure 9 depicts the accuracy analysis of the EDL-CDSS
method on test dataset. +e outcomes displayed that the
EDL-CDSS algorithm has accomplished improved perfor-
mance with increased training and validation accuracy. It
can be noticed that the EDL-CDSS technique has reached
increased validation accuracy over the training accuracy.

Figure 10 showcases the loss analysis of the EDL-CDSS
approach on test dataset. +e outcomes established that the
EDL-CDSS system has resulted in a proficient outcome with
the minimum training and validation loss. It can be stated
that the EDL-CDSS system has offered lower validation loss
over the training loss.

Finally, a detailed comparative results analysis of the EDL-
CDSS manner with recent methods takes place in Table 2 [25].
A brief comparative sensy and specy analysis of the EDL-CDSS
approachwith existing ones is provided in Figure 11.+e figure
reported that the DT model has obtained least performance
with the sensy and specy of 0.9060 and 0.8944. Along with that,
the MLP system has reached slightly enhanced outcome with
the sensy and specy of 0.9251 and 0.9305. In line with that, the
ACO, FNC, KELM, CNN-GRU, and D-ACO models have
obtained moderately closer CKD classification performance
with nearer values of sensy and specy. +ough the DBNmodel
has resulted in near optimal outcome with the sensy and specy

of 0.9618 and 0.9686, the proposed EDL-CDSS method has
depicted the other approaches with the superior sensy and
specy of 0.9680 and 0.9702.

Table 1: Result analysis of EDL-CDSS technique with five runs in terms of distinct measures.

No. of runs Sensitivity Specificity Accuracy F-score Kappa
Run-1 0.9600 0.9718 0.9659 0.9658 0.9545
Run-2 0.9760 0.9677 0.9719 0.9721 0.9623
Run-3 0.9760 0.9597 0.9679 0.9683 0.9568
Run-4 0.9680 0.9718 0.9699 0.9699 0.9598
Run-5 0.9600 0.9798 0.9699 0.9697 0.9600
Average 0.9680 0.9702 0.9691 0.9692 0.9587

Sensitivity Specificity

0.955
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Figure 5: Sensitivity and specificity analysis of EDL-CDSS method with different runs.
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A detailed comparative accy and Fscore analysis of the
EDL-CDSS algorithm with existing ones is offered in
Figure 12. +e figure stated that the ACO approach has
attained worse performance with the accy and Fscore of
0.8778 and 0.9073. Besides, the DT technique has achieved
somewhat increased results with the accy and Fscore of
0.9026 and 0.9241. Likewise, the MLP, D-ACO, FNC,
KELM, and CNN-GRU methodologies have reached
moderately closer CKD classification performance with
closer values of accy and Fscore. But the DBN technique has

resulted in near optimum outcome with the accy and Fscore
of 0.9643 and 0.9651; the projected EDL-CDSS system has
portrayed the other approaches with higher accy and Fscore
of 0.9691 and 0.9692.

After examining the above mentioned tables and figures,
it can be ensured that the EDL-CDSS method has the ca-
pability of proficiently detecting the presence of CKD in the
IoT environment. +e enhanced performance of the pro-
posed model is due to the inclusion of ensemble classifi-
cation and QOBOA based hyperparameter tuning.
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Figure 10: Loss graph analysis of EDL-CDSS method.
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Figure 9: Accuracy graph analysis of EDL-CDSS method.
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Table 2: Comparative analysis of various classifiers on CKD dataset.

Models
Performance measures

Sensitivity Specificity Accuracy F-score
EDL-CDSS 0.9680 0.9702 0.9691 0.9692
DBN model 0.9618 0.9686 0.9643 0.9651
CNN-GRU model 0.9601 0.9653 0.9627 0.9659
KELM model 0.9599 0.9624 0.9611 0.9660
FNC model 0.9597 0.9612 0.9605 0.9665
D-ACO 0.9614 0.9354 0.9530 0.9620
MLP classifier 0.9251 0.9305 0.9265 0.9424
Decision tree 0.9060 0.8944 0.9026 0.9241
ACO 0.8910 0.8487 0.8778 0.9073

Sensitivity Specificity
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Figure 11: Comparative analysis of EDL-CDSS technique with existing methods.
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Figure 12: Accuracy and F-score analysis of EDL-CDSS technique with existing methods.

Computational Intelligence and Neuroscience 11



5. Conclusion

In this study, a novel EDL-CDSS approach was derived for
CKD detection and classification in the IoT enabled cloud
environment. +e proposed EDL-CDSS technique encom-
passes distinct stages of operations, namely, data gathering
preprocessing, ADASYN based outlier detection, ensemble
classification, and QOBOA based hyperparameter tuning.
For classification process, KELM, DBN, and CNN-GRU
models are employed in which the hyperparameters of the
DBN and CNN-GRU models are optimally tuned by the use
of QOBOA. To examine the improved CKD detection
outcomes of the EDL-CDSS approach, a huge range of
simulations are implemented and the outcomes are studied
with respect to various measures. A detailed comparative
results analysis highlighted the supremacy of the EDL-CDSS
manner on the existing approaches. +erefore, the proposed
EDL-CDSS technique can be utilized as an effective tool for
CKD diagnosis. In future, the proposed model can be ap-
plied to detect other diseases such as heart disease, diabetes,
etc.
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As a biometric characteristic, electroencephalography (EEG) signals have the advantages of being hard to steal and easy to detect
liveness, which attract researchers to study EEG-based personal identification technique. Among different EEG protocols, resting
state signals are the most practical option since it is more convenient to operate than the other protocols. In this paper, a personal
identification system based on resting state EEG is proposed, in which data augmentation and convolutional neural network are
combined. *e cross-validation is performed on a public database of 109 subjects. *e experimental results show that when only
14 EEG channels and 0.5 seconds data are employed, the average accuracy and average equal error rate of the system can reach
99.32% and 0.18%, respectively. Compared with some existing representative works, the proposed system has the advantages of
short acquisition time, low computational complexity, and rapid deployment using market available low-cost EEG sensors, which
further advances the implementation of practical EEG-based identification systems.

1. Introduction

As society enters digital era, identification has become vital
in people’s work and life. Traditional identification tech-
nologies, such as password and hardware token, may be
forgotten, lost, or stolen, resulting in identity leakage or
identification failure [1]. Such problems can be avoided by
using biometric identification techniques, such as face,
fingerprints, and gait, which have been widely studied [2–4].
However, face image is easy to be captured, fingerprint may
attach to the surface of many objects unconsciously [5, 6],
and gait can be recorded and analysed unknowingly, which
may be exploited by malicious attacks. In addition, liveness
detection is not easy to achieve for these biometrics. *e
brain signal represented by electroencephalography (EEG)
based biometric technique may solve such problems and has
become a prominent personal identification method [7].

EEG is a noninvasive imaging technique that records
brain electrical signals generated by neurons. First, EEG
acquisition requires special measuring devices and electrodes
are placed on the surface of the scalp of subjects. When
electrodes fail to touch the skin surface of the brain, the

quality of EEG signals degrades rapidly [8], which increases
the challenge to steal EEG. Second, the brain is one of the best
protected organs in the human body, so brain biometrics are
not easy to be damaged by external factors. *ird, if subjects
died, their brain electrophysiological signals could not be
generated anymore, so EEG is one of the main clinical in-
dicators for detecting brain death [9]. Finally, brain bio-
metrics can be elicited by numerous distinct brain systems,
which makes it possible to change the stored EEG charac-
teristics using a distinct form of brain activity and response
[1]. In conclusion, EEG has the advantages of being difficult to
steal and damage, easy to detect liveness, and replaceability.
Meanwhile, low-cost EEG sensor systems provide an op-
portunity to implement practical EEG-based identification
systems. Compared with medical-grade sensor systems (e.g.,
Neuroscan 64-channel system, as illustrated in Figure 1(a)),
low-cost sensor systems (e.g., EMOTIV EPOC [10], as il-
lustrated in Figure 1(b)) has a gap in the accuracy [11], but
their smaller sizes make them more convenient to wear and
more acceptable to users. Besides, low-cost sensor systems
help to increase the size of subjects and thus avoid system
performance failures caused by a lack of sample diversity [12].
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*epreviously proposed identification schemes based on
EEG can be categorized into three groups according to EEG
protocols: resting states, cognitive tasks, and tasks with
external stimuli [13]. In resting states [14], subjects are
instructed to relax completely in a quiet environment, and
EEG signals of eyes-open or eyes-closed are recorded. In
cognitive tasks, such as motor imagery [15], mental work-
load [16, 17], and driving fatigue [18], subjects normally
need to be trained and are required to complete specific tasks
according to external cues while collecting their EEG signals
[19]. In the tasks evoked by external stimulation, such as
visual evoked potential [20] and acoustic stimuli [21], some
additional devices are usually necessary to create and collect
the appropriate stimulation. Compared with the other two
tasks, resting states basically do not need training for sub-
jects and are user-friendly, which has been favored by
researchers.

In the present identification study of resting state EEG,
most schemes are based on feature extraction. D. L. Rocca
et al. [22] proposed a novel approach that focused on
spectral coherence-based connectivity between different
brain regions and used a Mahalanobis distance-based
classifier to identify 10-second EEG signals in 2014.
M. Fraschini et al. [23] proposed a scheme that Phase Lag
Index was used to calculate a weighted connectivity matrix;
then, the nodal eigenvector centrality was computed, and
finally genuine-impostor matching scores were computed to
identify 12-second EEG signals in 2015. M. Garau et al. [24]
proposed the fusion of the above two by feature-level and
matching scores-level approaches in 2016, in which an equal
error rate of 1.42% was achieved on 12-second eyes-open
EEG signals. J.-H. Kang et al. [25] combined 10 single-
channel features (seven spectral and three nonlinear) and 10
multichannel features by conducting network analysis into a
set of EEG features, and finally a distance-based classifier for
authentication was built in 2018. With the rise of deep
learning, T. Schons et al. [26] applied CNN to learn the

features of resting state EEG in 2018, in which a sliding
window of 12 seconds with a stride of 0.125 seconds was
performed. *e above scheme has two disadvantages in
practical applications. (1) *e acquisition time is mostly 10
or 12 seconds, which is too long in real-time identification
[27]. (2) Recording 64-channel data relies on medical-grade
sensors, which have difficulty in user acceptance and cost
compared to low-cost sensors. To solve the above problems,
Y. Sun et al. [27] proposed a system based on 1D-Con-
volutional Long Short-Term Memory Neural Network (1D-
Convolutional LSTM) in 2019, which allowed only 16-
channel EEG signals and 1-second acquisition time. How-
ever, this scheme also has two problems. (1) Introducing
LSTM into the network will inevitably increase the com-
putational complexity, which has disadvantages in training
time and model loading time [27]. (2) Empirically selected
channels cannot match market available low-cost sensors,
which is not ideal to implement practical systems.

Recently, data augmentation is increasingly used with
EEG, which promises to increase the accuracy and stability
of EEG classification [28]. Data augmentation generates new
samples by transforming existing samples, including noise
addition, sampling, recombination of segmentation, Gen-
erative Adversarial Network, and so on. For resting state
EEG, the commonly used data augmentation algorithm is
sliding window, as depicted in Figure 2(a). Since there are no
trigger signals in resting state EEG, the fixed window is
normally applied to segment the data along the time
boundary to generate training samples, as depicted in
Figure 2(b). For example, fixed windows of 12 seconds and
1 second were, respectively, used in literature [23, 27]. *e
sliding window is a generalization form of the fixed window,
which includes two attributes window length and stride, and
is also suitable for sample segmentation of resting state EEG.
For example, data augmentation based on a sliding window
of 12 seconds with a stride of 0.125 seconds was imple-
mented in literature [26]. Compared with the fixed window,

(a) (b)

Figure 1: Typical medical-grade EEG sensor and low-cost EEG sensor. (a) Typical medical-grade sensor, Neuroscan 64-channel Quick cap
and (b) typical low-cost sensor, EMOTIV EPOC.
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the sliding window approach creates more samples. How-
ever, the present studies on personal identification have not
reported the influence of sliding window on the
performance.

For identification applications based on resting state
EEG, a personal identification system using the CNN model
(referred to below as ICAConvNet) is proposed, which
applies a sliding window of 0.5 seconds for data augmen-
tation and is validated on the PhysioNet dataset. Experi-
mental results show that the sliding window is effective.
When only 14 channels are used, the average Rank-1 ac-
curacy is 99.32% and the average equal error rate can be as
low as 0.18%, the performance of which is close to 64
channels. In summary, the proposed system has the ad-
vantages of short acquisition time, low computational
complexity, and rapid deployment using market available
low-cost sensors.

*e rest of this paper is arranged as follows: the detailed
research methods of the proposed system are introduced in
Section 2, including dataset, preprocessing, data augmen-
tation, network architecture, and experimental setup; the
experimental results and discussion are given in Section 3;
some conclusions are drawn in Section 4.

2. Methodology

2.1. Overview. Figure 3 shows the overview of the pro-
posed identification system based on resting state EEG.
First, in preparation stage, the resting state EEG data are
preprocessed and augmented and then are divided into
training and testing sets. Second, in enrollment stage, the
training sets are trained by ICAConvNet, and the resting
state EEG characteristics of all subjects are learned and
stored in the system. Finally, in identification stage, test
samples are identified by the trained network model in
turn, and predicted identities are output. It is worth
mentioning that it requires only 0.5-second resting state
EEG to achieve rapid identification after enrollment
stage.

2.2. Data Preprocessing. In order to preserve the original
information and learn EEG features as much as possible, the
filtering operations are not performed in data preprocessing.

EEG data are commonly a multichannel time series with
several tens or even hundreds of sampling electrodes, which
are a two-dimensional matrix data structure. Since the
magnitude of EEG signals is usually small, in order to avoid
gradient explosion and improve the convergence rate in
deep learning, Z-score standardization is performed before
neural network training, where the mean μ and standard
deviation σ of all signals are calculated for each subject
separately, and then a scaling is executed as indicated in the
following equation:

Outputi,j �
Inputi,j − μ

σ
, (1)

where i, j, μ, and σ refer to the channel, the position in the
time dimension, the mean, and standard deviation of all
signals, respectively.

2.3. Data Augmentation Based on Sliding Windows. *e
segmented EEG samples for network input can be viewed as
a two-dimensional matrix of Channels × Points. In our
work, a sliding window of 0.5 seconds with a stride of
0.25 seconds is adopted, and the data sampling rate is
160Hz, so Channels and Points are set to 64 and 80, re-
spectively. In the experimental section, the impact of sliding
windows using different lengths and various strides on
system performance will be discussed. Sample segmentation
based on sliding window is provided in Algorithm 1.

2.4. Neural Network Architecture. Independent component
analysis (ICA) [29, 30] is applicable to the problem of blind
source separation and is widely used in the analysis of brain
signals. *erefore, the observed EEG signals can be separated
by ICA, and each separated signal may provide certain identity
features. ICA algorithm is based on the following assumptions:
the observed matrix X is linearly weighted by the independent

Window

Slide

Slide

Slide

Stride Slide

(a)

Window

Stride Slide

Slide

(b)

Figure 2: *e sliding window and the fixed window. (a) *e sliding window and (b) the fixed window.
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component matrix S and the mixed matrix A, as given in (2).
*e goal of ICA is to obtain a separationmatrixW according to
X so that the signal matrix Y obtained byW acting on X is the
optimal approximation of the independent component matrix
S, as expressed in the following equation:

X � AS, (2)

Y � WX � WAS,

A � inverse(W).
(3)

Corresponding to EEG, thematricesX, S, andA refer to the
multichannel time series of subjects, the signal sources inside
the brain, and the relationship matrix between the internal
signal sources. Inspired by the above ICA algorithm, the
collected multichannel EEG signals can also be separated to
obtain the approximate original EEG signals of the internal
signal sources, and then convolution is used to learn the
biometric characteristics of the approximate internal signal
sources for identity identification.*e details of neural network
architecture called ICAConvNet are as follows.

2.4.1. ICA Stage. A matrix with random initial weights is
provided as the separation matrixW, which is multiplied by
the neural network input (matrix X) to obtain the

approximate internal signal sources matrix Y, as shown in
equation (3). Taking Y as the input of the subsequent
convolution operations, the weights of W are iteratively
optimized via backpropagation. *e ICA stage may be
regarded as a kind of implementation of ICA algorithm
using neural network.

2.4.2. Convolution Stage. A typical multilayer convolution
neural network, including multiple convolution layers and
pooling layers, is expected to extract the biometric char-
acteristics of the signal sources inside the brain and com-
press the parameter scale. *e convergent parameters of
convolutional kernels are obtained after several iterations of
optimization.

2.4.3. Output Stage. *e EEG biometric features learned
during the convolution stage are combined and outputted.
First, the features are flattened and then selected by multiple
fully connected layers. Finally, the recognition results are
outputted by Softmax function. In order to improve the
generalization performance of the system, the dropout
function is added between the fully connected layers.

*e idea of combining ICA and neural network has been
used in functional magnetic resonance imaging [31], but the
ICA stage is generally relatively independent from neural

Data 
Augmentation

Resting State EEG

ICAConvNet
Training

Trained
ICAConvNet

Data 
Pre-processing

Train Sets

Test Sets

Predicted
Identity

Enrollment

Identification

Preparation

Figure 3: Overview of the proposed personal identification system.

Input: resting state EEG data D that are a two-dimensional matrix of channels × points, window length L, stride S

Output: Samples

(1) Samples � ∅;
(2) index � 0;
(3) While index + L ≤ len(D.Points) do
(4) samplestart � index;
(5) sampleend � index + L;
(6) Samples.append(D[: , samplestart: sampleend]);//Create a sample
(7) index � index + S;
(8) Return Samples;

ALGORITHM 1: Sample segmentation based on sliding windows.
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network, and the weight optimization of W has nothing to
do with network. *e proposed system integrates ICA into
neural network architecture, and the weight optimization of
W depends on the back propagation of network.

*e network architecture is plotted in Figure 4 and
implemented using PyTorch [32]. Hyperparameter tuning is
performed on the eyes-open session of PhysioNet dataset by
the grid search method, when a sliding window of
0.5 seconds with a stride of 0.25 seconds is adopted. After
comprehensive consideration of accuracy, complexity, and
training time, the main hyperparameters are finally selected
as follows. In the ICA stage, the number of internal signal
sources is 64. In the convolution stage, three 2-dimensional
convolution layers with ELU activation and three max pool
layers are adopted. In the output stage, two fully connected
layers are established and the dropout rate is 0.5. *e final
output normalization function is Softmax. *e loss function
is cross entropy loss, and the optimizer is Adam with a
learning rate of 3∗ 10− 3.*e loss function of neural network
is shown in equation (4), where N represents the number of
samples, O represents the number of identity labels, yij is a
function (if the true label of sample i is equal to j, take 1;
otherwise, take 0), and pij represents the prediction prob-
ability that the label of sample i is j. All parameters of neural
network are shown in Table 1, where P, C, and O represent
the number of sample points, the number of sample
channels, and the number of identity labels, respectively:

Loss � − 􏽘
N

i

􏽘

N

j

yijlog pij􏼐 􏼑. (4)

2.5. EEG Dataset and Channel Selection. *e EEG signals
used to verify the proposed system are obtained from a
public database called PhysioNet EEG Motor Movement/
Imagery Dataset [33–35]. *e dataset is available free of
charge and all data were collected using a 64-channel
BCI2000 system with a sampling rate of 160Hz. 109 subjects
performed 14 different sessions, consisting of two resting
baseline sessions and three groups of four motor or motor
imagery tasks (T1-T4). Two resting state sessions are chosen,
one for 1 minute with eyes-open (EO) and one for 1 minute
with eyes-closed (EC).

In recent years, low-cost EEG sensors have made great
progress [11], which further increases the possibility that
EEG-based identification systems will be used in practical
applications. In order to evaluate whether the proposed
system works well on these commercial EEG sensors, a series
of experiments are conducted using 14, 32, and 64 channels,
respectively. *e selected 14-channel and 32-channel are
based on the EMOTIV EPOC X 14 Channel Mobile
Brainwear® [10] and EMOTIV EPOC Flex EEG Brainwear®system [36]. Note that the 14 channels of EMOTIV EPOC X
(AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, and
AF4) are all contained in the original 64 channels of
PhysioNet dataset. Because the 32 channels of EMOTIV
EPOC Flex do not correspond precisely to the original 64

channels, four channels have been reselected (i.e., FT7, TP7,
TP8, and FT8). *e selected channels in experiments are
highlighted in red in Figure 5.

2.6. Experimental Setup. To test whether the proposed
system can meet the requirements of identification, two
experiments were performed on PhysioNet datasets.

2.6.1. Data Augmentation Experiment. *e first experiment
validates the importance of data augmentation on the system
performance. *e segmented samples generated by sliding
windows with different lengths and strides are trained and
tested in turn. *e data of the first experiment are all from
the eyes-open session, in which the first 48s are divided as
the training set and the last 12s as the testing set.

2.6.2. Channel Selection Experiment. *e second experiment
examines the effects of 14, 32, and 64 channels on the system
performance using 5-fold cross-validation. In this experi-
ment, eyes-open session, eyes-closed session, and the union
of two resting state sessions are checked in turn.

It should be noted that in both experiments, a sliding
window is executed after the training set and testing set are
divided. After 1000 training epochs, the experimental re-
sults generally tend to be stable, so the termination con-
dition is set as 2000 epochs. *e batch size of the training
sets is 64. *e system performance is evaluated using Rank-
1 accuracy, false rejection rate (FRR), false acceptance rate
(FAR), and equal error rate (EER). Rank-1 accuracy is used
to evaluate the performance in identification scenarios,
which is the probability of correctly identifying a user’s
identity. FRR, FAR, and EER are used to evaluate the
performance in authentication scenarios, where the system
determines whether a user matches his or her claimed
identity [27].

3. Results and Discussion

3.1. Experimental Results. In the data augmentation ex-
periment, the performance of system using different sliding
windows is shown in Table 2. A sliding ratio of 0.5 means
that the overlap rate of window is 50%, and a sliding ratio of
1 means that a fixed window is used. When fixed windows
were applied, the Rank-1 accuracy of 0.25 seconds,
0.5 seconds, 1 second, and 2 seconds was 99.39%, 98.89%,
94.80%, and 60.86%, respectively. When sliding windows
with an overlap rate of 50% were used, the corresponding
Rank-1 accuracy was 99.40%, 99.51%, 99.04%, and 92.74%,
respectively, and the equal error rates were also improved to
0.15%, 0.06%, 0.19%, and 1.67%. *e results show that
sliding windows achieved a better performance than fixed
windows. Interestingly, the performance of a sliding window
of 1 second with a stride of 0.5 seconds was like that of a fixed
window of 0.5 seconds, which may be because the number of
samples eventually generated by these two segmentation
schemes was almost the same. Test accuracy and training loss

Computational Intelligence and Neuroscience 5



Points ×
Channels Input 

Points × Components 

ICA Conv_1 Pool_1 Conv_2 Pool_2 Flatten FC_1 FC_2

So�max
Output

Conv_3 Pool_3

Figure 4: Neural network architecture.

Table 1: Neural network parameters.

Layer Output shape Description
Input (None, 1, P, C) —
ICA (None, 1, P, 64) Linear, in_channels: C, out_channels:64
Conv_1 (None, 32, P/2, 64) Conv2d, in_channels: 1, out_channels:32, kernel: 5 × 3, stride: (2, 1), padding: (2, 1), activation: ELU
Pool_1 (None, 32, P/4, 64) MaxPool2d, kernel: 2 × 1, stride: (2, 1)
Conv_2 (None, 32, P/4, 64) Conv2d, in_channels: 32, out_channels: 32, kernel: 3 × 3, stride: (1, 1), padding: (1, 1), activation: ELU
Pool_2 (None, 32, P/4, 32) MaxPool2d, kernel: 1 × 2, stride: (1, 2)
Conv_3 (None, 32, P/4, 32) Conv2d, in_channels: 32, out_channels: 32, kernel: 3 × 3, stride: (1, 1), padding: (1, 1), activation: ELU
Pool_3 (None, 32, P/8, 32) MaxPool2d, kernel: 2 × 1, stride: (2, 1)
Flatten (None, 32×P/8×32) Flatten
FC_1 (None, 512) Linear, in_channels: 32×P/8×32, out_channels: 512
Dropout (None, 512) Dropout, p: 0.5
FC_2 (None, O) Linear, in_channels: 512, out_channels: O
Softmax (None, O) log_softmax

(a) (b)

Figure 5: Continued.
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(c)

Figure 5: Electrode positions on scalp and their corresponding channels (red represents selected channels, and white represents unused
channels). (a) 14 channels, (b) 32 channels, and (c) 64 channels.
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Figure 6: Continued.

Table 2: Comparison of the performance of the proposed personal identification systems with different sliding windows.

Window (s) Sliding ratio Scale of training set Training time (min) Rank-1 (%) FRR (%) FAR (%) EER (%)

0.25 0.5 41747 560 99.40 0.15 0.15 0.15
1 20928 309 99.39 0.17 0.17 0.17

0.5 0.5 20819 273 99.51 0.06 0.07 0.06
1 10464 136 98.89 0.19 0.19 0.19

1 0.5 10355 147 99.04 0.20 0.18 0.19
1 5232 74 94.80 1.38 1.38 1.38

2 0.5 5123 85 92.74 1.67 1.68 1.67
1 2616 43 60.86 10.55 10.55 10.55

Bold values indicate the best performance.
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curves of different windows are plotted in Figure 6. After
2000 rounds of training, the first three augmentation
schemes were all in the first echelon and Rank-1 accuracy
can reach over 99%, which indicated that the scheme using a
window of 0.5 seconds with a stride of 0.25 seconds can
achieve excellent performance with less training time. Fig-
ure 7 shows the detection error trade-off (DET) curves of the
data augmentation experiment, that is, the relationship
between FAR, FRR, and EER, were represented by threshold
changes. *e smaller EER meant a better performance in
authentication scenarios. *e scheme using a window of
0.5 seconds with a stride of 0.25 seconds also achieved the
best EER of 0.06%. To some extent, for ICAConvNet-based
identification system, more samples may bring certain
performance gains. In addition, sliding windows with the
same window length helped to reduce the acquisition time of
the enrollment stage. In summary, a sliding window of
0.5 seconds with a stride of 0.25 seconds is suitable for the
proposed system. If the window length is further reduced to
0.25 seconds, the performance is not improved, and the
training time is significantly increased.

In the channel selection experiment, referring to com-
parison results of data augmentation experiment, a sliding
window of 0.5 seconds with a stride of 0.25 seconds was used.
*e performance of 14, 32, and 64 EEG channels in different
sessions is shown in Table 3. *e selected 14 channels and 32
channels are based on market available EMOTIV EPOC X
and EMOTIV EPOC Flex, as plotted in Figure 5. According
to the experimental results, the performance of 64 channels
was generally the best, followed by 32 channels and 14
channels slightly worse. However, although the number of
channels was as low as half or even less than a quarter, the

performance of the system did not suffer a significant
degradation. *erefore, the proposed system had an ex-
cellent identification performance even with very few EEG
electrodes and can be used to build a practical identification
system using low-cost EEG sensors. In addition, the average
Rank-1 accuracy can achieve more than 99% in the cross-
validation of different sessions, which indicated that the
proposed system was effective and robust.

3.2. Comparison with Related Works. Our work was com-
pared with the performance of other EEG-based identifi-
cation systems using PhysioNet dataset, as shown in Table 4.
It should be noted that the results selected were from the 14
channels of the union session in the channel selection ex-
periment. *e specific result of 5-fold cross verification was
that Rank-1 accuracy was 98.152216%, 99.573588%,
99.599431%, 99.819098%, and 99.457294% and EER were
0.465176%, 0.155298%, 0.077230%, 0.064428%, and
0.144111%.*e schemes proposed byM. Fraschini et al. [23],
M. Garau et al. [24], and T. Schons et al. [26] require 64 EEG
channels and 12-second signal segments, which may mean a
long wait during the enrollment and identification stages for
users. A similar situation exists in the approaches proposed
by D. L. Rocca et al. [22] and J.-H. Kang et al. [25]. In the
work of S. Yang et al. [37], the accuracy of 99% is achieved on
T1-T4 tasks with 9-channel data; however, the window time
is increased to 30 seconds. In the 16-channel system pro-
posed by Y. Sun et al., only 1 second of EEG is needed to
complete the work, but introducing LSTM into network
architecture will inevitably increase the computational
complexity, thus increasing the training time required for
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Figure 6: Test accuracy and training loss curves for different sliding windows. (a) Testing accuracy and (b) training loss.
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Table 3: Comparison of the performance of the proposed personal identification systems with 14-, 32-, and 64-channel EEG signals
(positions of the electrodes are shown in Figure 5).

Session Channels Rank-1 (%) FRR (%) FAR (%) EER (%)

EO
14 99.04± 0.95 0.25± 0.21 0.25± 0.21 0.25± 0.21
32 99.29± 0.81 0.19± 0.16 0.19± 0.16 0.19± 0.16
64 99.29± 0.85 0.21± 0.22 0.21± 0.22 0.21± 0.22

EC
14 99.11± 0.85 0.18± 0.15 0.19± 0.16 0.19± 0.15
32 99.31± 0.90 0.15± 0.23 0.17± 0.24 0.16± 0.23
64 99.44± 0.75 0.16± 0.19 0.16± 0.19 0.16± 0.19

EO&EC
14 99.32± 0.60 0.18± 0.15 0.18± 0.15 0.18± 0.15
32 99.64± 0.35 0.09± 0.06 0.09± 0.06 0.09± 0.06
64 99.78± 0.23 0.06± 0.08 0.07± 0.08 0.07± 0.08
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high identification performance [27], as shown in Table 5. In
contrast, the proposed system adopts a sliding window of
0.5 seconds and selects 14 EEG channels based on the
existing low-cost EEG sensors, which still has certain ad-
vantages in Rank-1 accuracy and EER. Meanwhile, ICA-
ConvNet has a shorter loading time and a faster computing
speed, when the testing PC is equipped with an Intel 10700
CPU, a Nvidia 2080Ti GPU, and a Seagate 1 TB HDD.
*eoretically, the proposed system has better practicability.
*rough a combination of ICAConvNet and optimized
sliding window, our work has a better overall performance.

4. Conclusions

In this paper, a personal identification system using resting
state EEG is proposed, which is designed by combining ICA
and convolution computation. *e number of channels in
the system can be as few as 14, and a sliding window of
0.5 seconds is applied for data augmentation. Different
sliding window schemes were compared on publicly ac-
cessible PhysioNet database to select the optimal data
augmentation parameters. In the cross-validation of 109
subjects, Rank-1 of 99.32± 0.60% and EER of 0.18± 0.15%
were achieved, respectively. Compared with related work,
our system has certain advantages in the accuracy, com-
putational complexity, and stability, which further advances
the implementation of practical EEG-based identification
systems.

*e identification application of resting state EEG is
discussed in this paper. In the future, the characteristics of
nonresting state EEG can be further studied. In addition, the

challenges faced by EEG-based identification systems in
practical application are also worth exploring, such as the
permanence and stability of EEG.

Data Availability

PhysioNet EEG Motor Movement/Imagery Dataset can be
visited at https://physionet.org/content/eegmmidb/1.0.0/.
*e code of the proposed system is publicly available at
https://github.com/hitfyd/Personal-Identification-System-
using-Resting-State-EEG.
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Smart health surveillance technology has attracted wide attention between patients and professionals or specialists to provide early
detection of critical abnormal situations without the need to be in direct contact with the patient. *is paper presents a secure smart
monitoring portable multivital signal system based on Internet-of-*ings (IoT) technology. *e implemented system is designed to
measure the key health parameters: heart rate (HR), blood oxygen saturation (SpO2), and body temperature, simultaneously. *e
captured physiological signals are processed and encrypted using the Advanced Encryption Standard (AES) algorithm before sending
them to the cloud. An ESP8266 integrated unit is used for processing, encryption, and providing connectivity to the cloud overWi-Fi.
On the other side, trusted medical organization servers receive and decrypt the measurements and display the values on the
monitoring dashboard for the authorized specialists. *e proposed system measurements are compared with a number of com-
mercial medical devices. Results demonstrate that the measurements of the proposed system are within the 95% confidence interval.
Moreover, Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Relative Error (MRE) for the proposed
system are calculated as 1.44, 1.12, and 0.012, respectively, for HR, 1.13, 0.92, and 0.009, respectively, for SpO2, and 0.13, 0.11, and
0.003, respectively, for body temperature. *ese results demonstrate the high accuracy and reliability of the proposed system.

1. Introduction

Many inventors and researchers have competed to create new
systems that help specialists to diagnose and possibly treat some
diseases. Diseases are usually associated with changes in some
physiological parameters in the human body (e.g., heart rate,
oxygen saturation, body temperature, blood pressure, etc.).*e
diagnosis of such diseases requires making some checks in the
hospital to measure how a physiological parameter is away

from the normal rates and then determine the positive or
negative presence of those diseases. More deviations from
normal rates are strong markers of death for a wide range of
patients [1]. However, many people cannot go to the hospital
continuously because they may not have enough time to go to
the hospital from time to time, they have a chronic illness, or
the coordinating specialist is abroad. In addition, medical care
at hospitals may cost a lot. For those people, personal health
devices are reliable solutions to monitor and track vital signs at
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home and also can call for medical help in case of emergency
[2–6]. Personal health devices have an increasing interest and
have become commercially available [7–9].

With recent advances in IoT and wireless sensor networks
[10], many attempts have been made to deliver patient data
remotely without going to the hospital [11]. *is helps spe-
cialists to determine the appropriate action ahead or to send a
specific equipped medical help. In emergency cases, the
transmission of critical patient data can significantly impact
patient life [12]. With cloud computing, which is a paradigm
shift in computing and storage, IoT-based health monitoring
systems found newways of innovation [13, 14].*e cloud is the
place where patient data is processed and stored, allowing vital
signs of a patient to be monitored in real time or stored for
historical reviews. Storing patient data in the cloud provides
several benefits, including availability, reliability, and conve-
nience at a relatively low cost [15, 16]. Various researchers
[17–19] have addressed the opportunities and challenges of
using cloud computing in the healthcare field. However,
communication and storage of patient data within most cloud-
based healthcare systems are in plain form, which puts the
patient personality and privacy at stake [20]. Yi et al. [21]
addressed some security threats regarding sensitive physio-
logical data transmitted over the public channels and stored in
the backend systems. *us, an approach for delivering critical
patient data to relevant healthcare providers without com-
promising patient privacy is needed.

*e proposed system provides a secure and real-time
solution for private health data records stored in the cloud.
IoT biosensors are used to capture key biological parameters
(heart rate, blood oxygen saturation (SpO2), and body
temperature) from a patient at a comfortable home.*en, an
IoT-based microcontroller encrypts, processes, and delivers
secure health records to the public cloud. On the other side,
only specialists at trusted healthcare centers can monitor the
biological parameters of the patient in real time. Also, they
can review historical records to predict any unusual activities
and also can assign precautions to prevent any emergency
cases.*e proposed healthmonitoring system targets several
patients with medical issues, such as patients in accidents or
emergency places, patients with motion disabilities, patients
with chronic illness, patients whose doctors are abroad, or
elders who need continuous monitoring.

Securing patient data is achieved using the AES algo-
rithm, which is a symmetric encryption algorithm that offers
an excellent compromise between encryption speed and
security [22]. AES algorithm is employed in the proposed
system to secure patient data before storing it in the cloud.
*is ensures data integrity and privacy and the secure
distribution of patient data in public networks.

Although there are plenty of researches and papers on
the topic of health monitoring, our research, unlike most
monitoring systems, adds some key contributions in the field
that are as follows:

(i) A low cost and accurate health monitoring system is
implemented to monitor the heart rate, blood oxygen
saturation, and body temperature of patients without
the need to be in direct contact with specialists

(ii) Multiple medical sensors are incorporated with a
compact and powerful microcontroller chip in a
small-sized device with the help of IoT infrastruc-
ture. So, the implementation is simple and, at the
same time, effective

(iii) Medical measurements are encrypted before
transmission to cloud storage. So, the proposed
framework keeps the privacy and integrity of patient
data

(iv) End-to-end security for medical records is ensured
between the patient node and the healthcare center

(v) *e proposed system relies on a Wi-Fi-based
connection, which provides fast communication
between the patient module and the specialists
module with low power consumption compared to
other technologies

*e rest of this paper is organized as follows. Section 2
discusses some preliminaries in the context of the research
work. Section 3 gives the previous studies related to the
proposed system. Section 4 presents the proposed health
monitoring system, layers, and actors of the system. System
implementation is introduced in Section 5. In Section 6, the
experimental results are discussed. Finally, the paper con-
clusion is given in Section 7.

2. Preliminaries

2.1. Blood Oxygen Saturation. Body cells and tissues need
oxygen to live. Oxygen is carried from the lungs and
absorbed into the Red Blood Cells (RBCs). Hemoglobin is
the protein that carries oxygen in the RBCs and transports it
throughout the body. *e heart pumps oxygenated blood
from the left ventricle to the whole body cells and tissues
through the circularity system. It receives the deoxygenated
blood and pumps it towards the lungs again to be oxy-
genated during the inhalation process. Blood oxygen satu-
ration, termed SpO2, is an estimation of the amount of
oxygen dissolved in the blood, which is described as the
percentage of oxygenated hemoglobin to the total amount of
hemoglobin, expressed as

SpO2(%) �
HbO2

HbO2 + Hb
× 100. (1)

SpO2 is one of the clinical vitals preferably measured by
specialists to determine howmuch oxygen is saturated in the
blood. Normal oxygen saturation for most healthy persons is
94% to 100% at sea level. SpO2 is a key indicator for the
effectiveness of the respiratory system, and it can aid in the
detection of hypoxemia. Furthermore, SpO2 level can help in
the early detection of COVID-19 pneumonia [23, 24], which
may cause initially unnoticeable low arterial oxygen satu-
ration. *e author in [23] reported that COVID-19 pneu-
monia patients have oxygen saturations as low as 50%.

*e SpO2 level is commonly measured by a pulse oxi-
meter, which has a Light Emitting Diode (LED) to shine the
light through the fingertip and a photodetector (PD) to
measure the amount of the reflected light. *e structure of
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the pulse oximeter is depicted in Figure 1. When the light is
emitted from the LED through the fingertip, some of the
light is absorbed by the blood and the other amount is
reflected to the PD. Figure 2 describes the resulting wave-
form of the output of the PD, which has a pulsatile waveform
due to the periodic change of the amount of the blood
underneath the sensor due to the periodic pumping of the
blood from the heart, which affects the amount of the re-
flected light. *e more the amount of blood is, the more
absorbed light and less reflected light arriving at the PD.*e
Direct Current (DC) component in the resulting waveform
is due to the reflectance of light on bones, tissues, and other
stationary parts, while the Alternating Current (AC) com-
ponent represents the pulsatile change of the arterial blood
that forms the photoplethysmography (PPG) signal [25–27].

With two light beams with different wavelengths, typi-
cally Red (660 nm) and Infrared (IR) (880 nm), it is reported
that HbO2 and Hb absorb the two different wavelengths with
different amounts (Figure 3). Hb has a higher absorption at
660 nm, while HbO2 has a higher absorption at 880 nm.*is
characteristic reveals that the amount of absorbed light at
660 and 880 nm can be used to estimate the amount of
dissolved oxygen in the blood (SpO2). *e two separate PPG
signals determined from the Red and IR LEDs are used to
find the ratio R, which is used to calculate the SpO2 level [28].

R �
(AC/DC)Red

(AC/DC)IR
. (2)

*e accurate estimation of SpO2 is based on empirical
calibration with the ratio R for the specific device. Equation
(3) is often used in the literature to approximate the SpO2
value based on R [28].

SpO2[%] � 110 − 25(R). (3)

Another approximation to find the value of SpO2 using
the ratio R is developed by Maxim Integrated based on
empirical calibration for their medical products and is de-
fined as [29]:

SpO2(%) � 104 − 17(R). (4)

In our study, the MAX30102 sensor, a product ofMaxim
Integrated, is adopted to measure the SpO2 level and the
heart rate.

2.2.Heart Rate. *e heart rate is denoted as the frequency at
which the heart pumps blood to the arteries, and it is
measured by the number of contractions of the heart per
minute. *e heart rate is a reflection of the physical and
mental state of the body. It varies conditionally according to
the body physical needs, as in the case in which the oxygen
saturation level is low.

Pulse oximeters can determine the frequency of the
heartbeats by calculating the time between consecutive peaks
in the PPG signal using a single light source (e.g., Red LED), as
shown in Figure 2.*e heart rate is typically measured in beats
per minute (bpm). *e normal heart rate of healthy adult
persons is between 60 and 100 bpm, while they are at rest.

2.3. AES Algorithm. Data security is an essential target in
everything in our lives on all applications. Data is required
to be protected from assaults and intruders. Due to the
great revolution of the Internet and its applications, there
is a critical need to employ security techniques to
secure the transmitted information. Authorized users can
transmit and receive data from a distance with commu-
nication networks. To be reliable, data needs to be
safeguarded from unapproved change (integrity),
hidden from unlicensed access (confidentiality), and ac-
cessible to an approved entity when required (availabil-
ity). Not only should the data be trusted when it is stored
in a computer, but there should also be a way to preserve
its privacy when it is transmitted over a communication
network.

*e AES ciphering algorithm is cost-effective, and it is
based on the Rijndael procedure [22], which is an iterated
block ciphering process with variable key size and variable
block size. *e key size and block size can be autonomously
192, 128, or 256 bits. *e cipher key is a rectangular array
with four rows and a number of columns equal to the key
size divided by 32. In addition, the intermediate resulting
ciphertext describes a state and it is in the shape of a
rectangular array of four rows, and a number of columns
equal to the block size divided by 32. *e number of rounds
performed on the intermediate state is related to the key size.
For key sizes of 192, 128, and 256 bits, the numbers of
rounds are 10, 12, and 14, respectively. Every round com-
prises a fixed sequence of transformations, except the last
and the first rounds.

*e AES comprises a number of rounds. Any round,
except the final one, involves ShiftRows, SubBytes,
AddRoundKey, andMixColumns functions. In the SubBytes
step, a linear substitution for every byte is performed
according to Figure 4. In the final round, no MixColumns
operation is executed. Every byte in the array is updated
using an 8-bit S-box, which provides nonlinearity in
the cipher system. *e S-box is derived from the multipli-
cative inverse over the finite Galois Field GF (28), known to
have good nonlinearity characteristics. *e S-box is selected
to prevent fixed-point as well as opposite-fixed-point
attacks.

*e step of ShiftRows operates on the rows of the state.
It cyclically shifts the bytes in every row. For the AES
process, the first row is left unaffected. Every byte of the
second row is shifted a single byte to the left. Also, the third
and fourth rows are shifted by offsets of two and three
bytes, respectively. For the blocks of size 192 bits or 128
bits, the shifting patterns are the same. In this manner,
every column of the output state of the ShiftRows step is
composed of bytes from every column of the input state. In

LED PD

Figure 1: Pulse oximeter structure.
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the state of the 256-bit blocks, the first row is unaffected and
the shiftings for the second, third, and fourth rows are
1 byte, 3 bytes, and 4 bytes, respectively, as demonstrated in
Figure 5.

In the MixColumns step, the four bytes of every
column of the state are merged with a linear invertible
transformation. *e MixColumns function requires four
bytes as input and outputs four bytes, where every input
byte involves all four output bytes. With ShiftRows,
MixColumns delivers diffusion in the cipher system.
Every column is treated as a polynomial over GF(28) and is
subsequently multiplied with a fixed polynomial
c(x) � 3x3 + x2 + x + 2. *e MixColumns step can also be
considered as multiplication by a particular matrix, as
demonstrated in Figure 6.

3. Related Studies

With recent advances in cloud computing and IoT, mobile
healthcare devices were developed to provide healthcare
services with more flexibility and speed at a lower cost. *is
helps patients receive healthcare and medical treatment
anytime and helps specialists to monitor their patients in real
time. From the perspective of healthcare providers, the IoT
has the potential to reduce device downtime through remote
provision. Besides, the IoT provides efficient scheduling of
the limited resources by ensuring their best use and serves
more patients [30].

In this context, several researchers have developed smart
medical and healthcare surveillance and monitoring archi-
tectures. Yi et al. [21] proposed a secure health monitoring
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Figure 3: Oxygenated and deoxygenated hemoglobin absorption graph for red and infrared wavelengths [27].
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system in which private health data is encrypted using AES
and split into three different servers to keep the privacy of
the data even if one server is compromised. *is approach
defends the system against both outside and inside attacks.
However, it requires more computational steps regarding
generating and distributing public keys among three data-
base servers. Ali et al. [31] implemented an IoTand Android-
based health monitoring system to measure the heart rate,
oxygen saturation, and body temperature of patients.
Measurements are sent via Bluetooth to a mobile application
and can be transmitted using Wi-Fi to the Internet. *ey

compared the results with those of a commercially available
product and reported a maximum deviation of 2%.

Mohammed et al. [32] integrated IoTand cloud computing
in building an ECGmobile application, which provides the end-
users with visualization for their ECG signals and logging data
uploaded to the specificmedical cloud. Amicrocontroller board
was used to capture the ECG signal from a patient and send it to
the mobile device in a wireless manner using Bluetooth tech-
nology. ECG data is saved as a binary file into the SD card of the
mobile phone, and the user has the ability to send this file to the
cloud to become available for specialist inspection.

b1 b2 b3 b4

b5 b6 b7 b8

b9 b10 b11 b12

b13 b14 b15 b16

d1 d2 d3 d4

d5 d6 d7 d8
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S

Figure 4: SubBytes step.
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Figure 5: ShiftRows step.
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Figure 6: MixColumns step.
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Al-khafajiy et al. [33] proposed a Smart Healthcare
Monitoring System (SW-SHMS) to monitor elderly people in
their homes in real time using a mobile application. It uses a
pulse sensor connected to an Arduino Uno to track the heart
rate and oxygen saturation of an elder. Data from a pulse
sensor is transferred to amobile device through Bluetooth.*e
mobile application collects vital data from wearable sensors
and sends the data to the cloud for processing and storage to
become available for relevant hospitals or specialists.

Gupta et al. [34] adopted IoT and a microcontroller to
monitor the vital signs of the patient. *ey considered only
one perspective, which is the ECG signal. Raspberry Pi was
used to collect data from wearable sensors and send it to a
MySQL database. *e authors also employed the GSM
wireless network to send alert messages to healthcare centers
in emergency cases. Ghosh et al. [35] implemented an IoT
sensing module to measure various vital signs (ECG, body
temperature, and patient position). *is module is con-
nected to a local web server via a COM connection for local
monitoring and it can send measurements to cloud storage
for remote monitoring.

Lloret et al. [36] presented a framework to improve the life
of elders that depends on several types of communication to
ease their daily affairs. *ey proposed Ambient Assisted Living
(AAL) based wireless communication sensors, which help el-
ders to avoid dangerous situations. Elsts et al. [37] proposed a
Sensing Platform for HEalthcare in a Residential Environment
(SPHERE) based on IoT technology. *ey presented SPHERE
IoT network infrastructure for healthcare in a home environ-
ment with low power wireless network performance. Moustafa
et al. [38] introduced a remote monitoring solution for de-
veloping real-time control of medical devices in eHealth ap-
plications. *ey presented a secure, scalable, unified, and real-
time infrastructure based on sensors and IoT to remotely
monitor patients. Park et al. [39] presented an emergency alert
and an elderly health monitoring system that encompasses
active capturing of brain and body movement signals, com-
munication signal analysis, warning, and detection processes.

Khan et al. [40] presented a healthcaremodel to employ IoT
technology within the field of crafty wellness care. *ey in-
troduced a complete and effective healthcare monitoring
framework planned based on the IoT and RFID tags. Mighali
et al. [41] described a reliable and smart remote monitoring
system with low cost for controlling the body motility and the
position of elderly people. Tuli et al. [42] suggested a novel
model named HealthFog for incorporating deep learning in
edge computing devices and implementing it for automatic
heart disease analysis. *is model delivers healthcare as a fog
service through IoTdevices and proficientlymanages the data of
heart patients. *e presented model is adaptive to a variety of
operation modes of quality of service (QoS) and prediction
accuracy based on user demands. Sodhro et al. [43] presented an
efficient and intelligent monitoring andmeasurement approach
for medical healthcare applications by transmitting critical
patient data with good QoS through wireless networks. Alab-
dulatif et al. [44] discussed the main concept of a smart health
IoT surveillance system in real time for cloud medium.

Table 1 summarizes the different features adopted
with different healthcare-monitoring-related studies in the

literature. Generally, there are few contributions in the
literature on medical emergency applications adopting IoT
and cloud computing technologies. Some of those intro-
duced techniques have critical problems with medical data
security and real-time communication. *e traditional
health monitoring systems are believed not to achieve ad-
equate security, and they are not recommended for real-time
communication. In addition, they have low robustness and
require more computations in medical data processing and
transmission. Hence, they increase the computational
overhead. Taking into account the limitations of the state-of-
the-art works, an efficient IoT and cloud-computing-based
secure and real-time health monitoring communication
system for medical emergency applications is the main
contribution of this paper. *is framework consists of IoT
biosensors, an IoT-based microcontroller, an AES mecha-
nism, and cloud storage to efficiently monitor, process,
protect, store, and transmit patient medical data. Moreover,
the proposed system achieves real-time communication of
transmitted medical data with high quality, high robustness,
and low computational complexity compared to the tradi-
tional related systems.

4. Proposed IoT and Cloud-Computing-Based
Secure Health Monitoring System

*e proposed health monitoring system aims to monitor
vital data from patients or elderly people, secure it, transmit
it to a public cloud database, and provide a real-time
monitoring dashboard for authorized caregivers or health-
care centers at any time and anywhere. *e implementation
of the proposed system involves a three-layer structure of
different technologies. *e layers of the proposed system are
the patient layer, the cloud layer, and the doctor layer. *e
system architecture of the proposed model with the three
layers is shown in Figure 7 and described as follows.

4.1. Patient Layer. *e patient layer consists of the patient and
an IoT module. *e IoT module acquires vital data from
medical sensors attached to the patient body, encrypts that
data, and sends ciphered data to the cloud database (i.e., second
layer). *e IoT module consists of a number of biomedical
sensors that measure the key vital data, (heart rate, blood
oxygen saturation, and body temperature), and a Wi-Fi-based
microcontroller that processes this vital data, encrypts it using
AES algorithm and sends it directly to the cloud database over
Wi-Fi without the need to a local server or an intermediate
mobile application. *is procedure is performed automatically
without patient interaction, making it more convenient for
patients with motion disabilities and elderly people.

MAX30102 [53], shown in Figure 8(a), is a high sensi-
tivity pulse oximeter employed to measure the heart rate and
blood oxygen saturation of a patient through his fingertip.
DS18B20 sensor [54], shown in Figure 8(b), is used to
measure body temperature. *ese sensors are connected to
the ESP8266 NodeMCU [55] microcontroller, which con-
trols the whole system and provides the processing and
transmission functionalities (Figure 8(c)). ESP8266
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NodeMCU is an emerging IoT chip with a small-size, low-
cost, self-contained Wi-Fi module, high processing speed,
and capability of running self-contained applications.

*e ESP8266 Crypto library [56] is adopted to provide
the AES implementation for the ESP8266 module. Vital data
is encrypted with a 128-bit key using Cipher Block Chaining
(CBC) mode, and then encoded with Base64 format. After
that, it is sent to the cloud.

AES algorithm is selected to encrypt the sensor readings,
because it is simple to be implemented within the hardware
using the appropriate software library, unlike other encryption
algorithms, which may not be supported to be implemented in
the hardware devices. In addition, it provides a good com-
promise between the speed of computations and the complexity.

4.2. Cloud Layer. *e cloud layer is responsible for providing
a safe place for private health data. Cloud receives sensitive
data from the patient layer and stores it in a ciphered form,
which makes the system more robust against not only external
attacks but also internal attacks that can be initiated by the cloud

service provider [57]. *e cloud layer is not charged in any
processing of data, but it delivers data as it is to the next layer.

Firebase [58] is employed in this work. It is a real-time
cloud database, acquired by Google, and intended for IoT
solutions. Figure 9 shows a screenshot of the created real-
time database on Firebase, showing encoded values for heart
rate, SpO2, and body temperature.

4.3. Doctor Layer. *is layer enables doctors at trusted
healthcare centers to monitor and track vital data in real time.
*is enables doctors to predict any unusual activity and it can
assign precautions to prevent any emergency case. *is layer is
synchronized with the cloud layer to receive updates of patient
data in real time, which is in a ciphered form. A backend
mechanism is used to fetch and decrypt received data and
deliver it to the monitoring dashboard. First, doctors should log
in via a web interface to be authenticated to prevent fraud
access; and then, they are directed to themonitoring dashboard.
*e web interface is developed using HTML5, JavaScript,
BootStrap, and ASP.NET.

Patient Layer Cloud Layer Doctor Layer

Patient

IoT module

NodeMCU
Microcontroller

10110100... 10110100...BFbHeo7H... BFbHeo7H...

Cloud database Local server Monitoring 
dashboard

Doctor

Figure 7: Architecture of the proposed model.

Table 1: Summary of different features in healthcare monitoring studies.

Feature Type Sample studies

Monitoring mode Local [31–33, 35]
Remote [12, 21, 34]

Transmission type Cloud-based [21, 31, 33, 34]
Device-to-Device [12, 32, 35]

Communication protocol

Wi-Fi [31, 34]
Bluetooth [31–33]

Mobile cellular network [34]
Zigbee [12]

Is secured Yes [12, 21, 45]
No [32–35]

Monitored sign

Respiration [46–50]
Heart rate & SpO2 [31, 33]
Body temperature [31, 35]

ECG [12, 32, 34, 35]
Blood pressure [51, 52]
Patient position [35, 41]
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5. System Design and Implementation

*e proposed system uses the MAX30102 pulse oximeter to
measure the heart rate and the blood oxygen saturation by
calculating the ratio of oxygenated hemoglobin to deoxygenated
hemoglobin, which is then used to calculate the percentage of
oxygenated blood levels (SpO2), as discussed in Sections 2.1 and
2.2. For the heart rate and SpO2 measurements, the patient is
asked to put his fingertip on the finger probe shown in Fig-
ure 10. *e finger probe consists of a plastic holder with a soft
contact surface, which is used to fit the fingertip on the sensor.

*e other end of the finger probe is connected to the device
circuit board. *e temperature sensor is placed under the
armpit of the patient, whereas this position is recommended by
specialists tomeasure the body temperature. Also, the other end
of the sensor is connected to the specified socket in the circuit
board. *e block diagrams describing the procedures for
measuring the heart rate, SpO2, and body temperature are
shown in Figures 11 and 12. *e device is powered by a 3.7V
rechargeable battery, which is a good choice for small size and
long-time operation. *e proposed device sends the measured
medical data every five seconds, periodically. So, this is an

Figure 9: Screenshot of the real-time cloud-based database.

(a) (b)

(c)

Figure 8: (a) MAX30102 sensor, (b) DS18B20 sensor, and (c) ESP8266 NodeMCU WiFi Devkit.
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important factor that guarantees the achievement of acceptable
QoS of delivering the proposed device measurements. Figure 13
shows the complete hardware implementation of the IoT
module with relevant sensors and the microcontroller being
connected. *e complete system flowchart is depicted in Fig-
ure 14, indicating basic actors and their roles, whereas each
actor has its own functionality to achieve the system goal, as
follows.

5.1. Sensor Module. *is module involves capturing raw
physiological data from the patient’s body, and sends this
data to a Microcontroller Unit (MCU) for processing. *is
module comprises two sensor types: pulse oximeter sensor
and body temperature sensor. *e MAX30102 pulse oxi-
meter sensor, shown in Figure 8(a), is involved in this study
to measure the heart rate and the blood oxygen saturation.
*e MAX30102 is a reflective pulse oximeter that includes
internal LEDs, photodetectors, optical elements, and low-
noise electronics with ambient light cancellation. *e

communication between the MAX30102 sensor and the
MCU is through the I2C interface. DS18B20 temperature
sensor, shown in Figure 8(b), is used to sense the patient skin
temperature. *e DS18B20 digital thermometer provides 9-
bit to 12-bit Celsius temperature measurements and com-
municates with the MCU through the 1-Wire interface.
Table 2 shows a summary of the technical specifications for
the utilized sensors.

5.2. IoT Module. *e IoT module is the coordinator of the
whole patient layer. *e process flow along this module
includes the following steps:

(1) Receive raw physiological data from sensors through
an appropriate interface (I2C or 1-Wire).

(2) Process the received data and convert it into nu-
merical values (heart rate, blood oxygen saturation,
and body temperature).

(3) Encrypt vital signs using the AES algorithm with a
128-bit key.

Figure 10: Finger probe used to fit the fingertip on the MAX30102 sensor. *e sensor is placed inside the plastic holder.

Patient Finger

Light MAX30102 NodeMCU

Heart
Rate

SpO2

Figure 11: Heart rate and SpO2 monitoring block diagram.

TemperatureNodeMCUDS18B20

Figure 12: Block diagram of body temperature monitoring.
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Figure 14: Complete system implementation flowchart.

Figure 13: Hardware implementation of the IoT module.

Table 2: Summary of technical specifications for the utilized sensors [53, 54].

Sensor Accuracy Resolution Current

MAX30102 — 18 bits
Standby: 600 μA
IR LED: 20mA
RED LED: 20mA

DS18B20 ±0.5°C 0.0625°C 1mA
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(4) Establish a connection to the cloud database over a
Wi-Fi link.

(5) Send ciphered data to cloud storage.

*ese tasks are accomplished using the ESP8266
NodeMCU developing kit, shown in Figure 8(c). ESP8266 is
an Arduino-like board with extra beneficial features, such as
802.11 b/g/n Wi-Fi support, integrated TCP/IP protocol
stack, 3.3 V operating voltage, low current consumption
(10 μA∼170mA), attachable flashmemory (16MB), and high
processor speed (80∼160MHz). ESP8266 is programmed
using the open-source Arduino IDE in order to accomplish
its commissioned tasks.

5.3.Cloud. *e cloud is the place where patient data is stored.
Firebase cloud database server is adopted in this work to store
patient data, so that the IoT module can communicate with
the medical organization to allow the specialist to access and
diagnose patient vital signs from anywhere at any time.

5.4. Hospital Local Server. *is entity is responsible for
receiving data from cloud storage, decrypting it with the
appropriate decryption key, and then delivering it to the
doctor’s terminal. It also holds a SQL database comprising a
table for patient information and another table for login
credentials in order to control access to the system and
provide authorization for users according to granted
permissions.

5.5.DoctorTerminal. It is the last destination of patient data,
where vital data of the patient is examined by a specialist to
determine any health issues associated with this data and
assign precautions to prevent any emergency cases. First, the
specialist is asked to provide his credentials to determine his
roles, after which he can proceed to the monitoring dash-
board to view and interact with patient data in real time.*e
monitoring dashboard is updated automatically with every
update in the cloud database.

6. Experimental Results

*e proposed system provides a way to keep an eye on key
biological indicators of a patient on a secure and real-time
basis. With the proposed system, securing patient data is
assured by encrypting the data to ensure data privacy and
secure distribution of patient data in public networks. *e
proposed system initiates the encryption process on the
IoTmodule, as illustrated in Figure 14, and then sends the
ciphered data to the cloud. *e server at the trusted
healthcare center is synchronized with the cloud storage,
and it is notified when the cloud storage is updated. After
that, the healthcare center server fetches the new data
from the cloud, which is in ciphered form. *en, the
healthcare center server deciphers the data using the
decryption key, which is kept secret between the system
and the healthcare center. Hence, if a non-trusted user
tries to sniff the outgoing data or gain access to the cloud
storage, he will get ciphered data that cannot be

deciphered except by using the correct decryption key.
Moreover, the decryption key is unique for each module,
and it is hard-coded on the microprocessor program and
it cannot be inferred by an attacker.

*e monitoring dashboard is shown in Figure 15. It
displays the received patient data in cipher form and the
decrypted values.

To evaluate the accuracy and effectiveness of the pro-
posed health monitoring system, the measurements are
compared to those of a number of commercial devices: High
Care heart rate monitor, pulse oximeter, and a medical
thermometer to measure the heart rate, SpO2, and the body
temperature. *e reference devices used in the comparison
are shown in Figure 16.

*e two statistical analysis tools, namely, linear corre-
lation and Bland-Altman plot, are adopted to validate the
proposed system accuracy.*e measurement setup is shown
in Figure 17, indicating that the proposed system values
appear on the laptop screen, and the reference measure-
ments are shown in the reference device.

A number of measurement points (50 heart rate points,
50 oxygen saturation level points, and 40 body temperature
points) are taken from 20 different individuals (8 males and
12 females) of different ages (4–60 years) at different times.
*e data points are collected and compared against the
reference measurements.

*e experimental and actual measurements with error
for heart rate sensor are shown in Table 3. *e results reveal
high agreement with the reference measurements, as shown
in Figure 18, demonstrating that the proposed device is
highly accurate.

Similarly, the results for the SpO2 and body temperature
sensors are shown in Table 4, Figure 19, Table 5, and
Figure 20.

Moreover, the RMSE, MAE, and MRE are computed for
the proposed system as follows:

RMSE �

��������������������

􏽐
K
i�1 HRrefi

− HRmesi
􏼐 􏼑

2

K

􏽳

,
(5)

MAE �
1
K

􏽘

K

i�1
HRrefi

− HRmesi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (6)

MRE �
1
K

􏽘

K

i�1

HRrefi
− HRmesi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

HRrefi

, (7)

where HRref is the reference measurement from the com-
mercial device, HRmes is the measurement from the pro-
posed device, and K is the number of measurements.

*e coefficient of determination, denoted as R2, is a
measure of the correlation between two variables. It ranges
from 0, which indicates no correlation, to 1, which indi-
cates a perfect match. Table 6 summarizes the results of the
proposed system for the three monitored health
parameters.

In addition, Tables 7–9 compare the error rates for the
proposed system against those of a number of solutions in
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the literature. *is demonstrates the high accuracy and
reliability of the proposed system against the solutions in the
literature and the feasibility of applying the proposed device
for clinical use.

*e linear correlation analysis measures the degree of the
linear relationship between two variables. *e linear rela-
tionship between two variables x and y is defined as;

y � ax + b, (8)
where a and b are the slope and the intercept of the line,
respectively.

*e line of the perfect match has slope� 1 and inter-
cept� 0, i.e.,

y � x. (9)

Figure 15: Monitoring dashboard, indicating the ciphered and decrypted values for heart rate, SpO2, and body temperature readings.

(a) (b) (c)

Figure 16: Reference devices. (a) Heart rate measuring device, (b) SpO2 measuring device, and (c) temperature measuring device.

Figure 17: Reading from the proposed system versus high care reading.
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Figures 21–23 show the linear correlation plots for heart
rate, SpO2, and body temperature results, respectively. As
shown in the figures, most of the measurements are close to
the line of the perfect match. *e statistical analysis results
indicate that the fit line for measurement points closely
coincides with the line of the perfect match.

Figures 24–26 show the corresponding Bland-Altman plots
of the difference between measurements versus the average for
the three health parameters, respectively.*e plots indicate that

all difference points are within the 95% limits of agreement,
where the upper 95% limit of the agreement is defined as:

95%upper � mean + 1.96 × SD, (10)

and the lower 95% limit of the agreement is defined as:

95%lower � mean − 1.96 × SD, (11)

where SD is the standard deviation for the differences.

Table 3: Proposed system readings versus commercial device (High Care) readings for HR.

Reading no. Proposed system reading Reference reading Error (%)
1 88 88 0.00
2 107 104 2.88
3 78 78 0.00
4 100 99 1.01
5 68 67 1.49
6 107 108 0.93
7 83 82 1.22
8 88 85 3.53
9 93 91 2.20
10 78 78 0.00
11 75 76 1.32
12 78 76 2.63
13 83 81 2.47
14 65 66 1.52
15 83 84 1.19
16 78 79 1.27
17 75 75 0.00
18 83 83 0.00
19 93 95 2.11
20 65 65 0.00
21 78 77 1.30
22 125 124 0.81
23 125 127 1.57
24 88 85 3.53
25 83 85 2.35
26 88 89 1.12
27 75 75 0.00
28 107 109 1.83
29 71 71 0.00
30 75 75 0.00
31 78 77 1.30
32 83 82 1.22
33 115 117 1.71
34 116 115 0.87
35 107 107 0.00
36 115 112 2.68
37 93 92 1.09
38 100 101 0.99
39 93 93 0.00
40 115 117 1.71
41 93 91 2.20
42 78 79 1.27
43 88 88 0.00
44 109 107 1.87
45 100 100 0.00
46 107 107 0.00
47 100 99 1.01
48 83 82 1.22
49 93 92 1.09
50 107 109 1.83

Computational Intelligence and Neuroscience 13



5 10 15 20 25 30 35 40 45 50 550
Measurement number

50

60

70

80

90

100

110

120

130

140

H
ea

rt
 ra

te
 [b

pm
]

Proposed
Actual

Figure 18: Heart rate comparison.

Table 4: Proposed system readings versus commercial device (Oximeter) readings for SpO2 levels.

Reading no. Proposed system reading Reference reading Error (%)
1 99 98 1.02
2 98 97 1.03
3 100 98 2.04
4 99 99 0.00
5 100 99 1.01
6 97 98 1.02
7 98 99 1.01
8 99 98 1.02
9 98 98 0.00
10 99 99 0.00
11 99 99 0.00
12 99 99 0.00
13 99 100 1.00
14 100 98 2.04
15 99 100 1.00
16 99 97 2.06
17 100 99 1.01
18 99 98 1.02
19 100 99 1.01
20 99 98 1.02
21 98 97 1.03
22 100 100 0.00
23 99 99 0.00
24 100 98 2.04
25 98 99 1.01
26 99 97 2.06
27 99 100 1.00
28 98 98 0.00
29 97 99 2.02
30 98 99 1.01
31 99 98 1.02
32 98 98 0.00
33 99 97 2.06
34 100 99 1.01
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Table 4: Continued.

Reading no. Proposed system reading Reference reading Error (%)
35 99 98 1.02
36 98 97 1.03
37 98 100 2.00
38 98 99 1.01
39 98 98 0.00
40 99 98 1.02
41 97 98 1.02
42 100 100 0.00
43 100 99 1.01
44 97 99 2.02
45 97 97 0.00
46 98 99 1.01
47 100 99 1.01
48 99 99 0.00
49 98 97 1.03
50 99 100 1.00
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Figure 19: SpO2 level comparison.

Table 5: Proposed system readings versus commercial device (medical thermometer) readings for body temperature.

Reading no. Proposed system reading Reference reading Error (%)
1 34.75 34.6 0.43
2 35.5 35.4 0.28
3 33 32.9 0.30
4 35.13 35.1 0.09
5 33.5 33.7 0.59
6 35.63 35.6 0.08
7 36.63 36.5 0.36
8 35.5 35.6 0.28
9 36.5 36.4 0.27
10 35.75 35.9 0.42
11 35.25 35.4 0.42
12 35.63 35.8 0.47
13 34.75 34.8 0.14
14 35.75 35.9 0.42
15 34.5 34.5 0.00
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Table 5: Continued.

Reading no. Proposed system reading Reference reading Error (%)
16 32.9 32.8 0.30
17 34.75 34.7 0.14
18 33.63 33.6 0.09
19 36 36.1 0.28
20 35.5 35.5 0.00
21 33.5 33.3 0.60
22 35.5 35.4 0.28
23 34.33 34.2 0.38
24 33.25 33.2 0.15
25 35.13 35 0.37
26 35.5 35.5 0.00
27 33.75 33.9 0.44
28 36.13 36.2 0.19
29 35.63 35.6 0.08
30 34.88 34.8 0.23
31 33.88 34.1 0.65
32 35.8 36.1 0.83
33 34.75 34.8 0.14
34 35.75 36 0.69
35 35.63 35.7 0.20
36 36.13 36.1 0.08
37 35.25 35 0.71
38 35.38 35.3 0.23
39 35.25 35.1 0.43
40 35.88 36.1 0.61
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Table 7: Comparison of HR error rates for the proposed and other solutions.

Work RMSE MAE MRE (%)
[59] 2.34 2.17 2.93
[31] 3.87 3.4 4.93
Proposed 1.44 1.12 1.20

Table 8: Comparison of SpO2 error rates for the proposed and other solutions.

Work RMSE MAE MRE (%)
[31] 1.41 1.2 1.24
Proposed 1.13 0.92 0.93

Table 9: Comparison of body temperature error rates for the proposed and other solutions.

Work RMSE MAE MRE (%)
[59] 0.70 0.65 0.66
[31] 0.61 0.50 1.66
Proposed 0.13 0.11 0.31
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Figure 21: Linear relationship between measured and reference HR measurements.

Table 6: Summary of the proposed system results for different health parameters.

Parameter RMSE MAE MRE R2

HR 1.44 1.12 0.012 0.992
SpO2 1.13 0.92 0.009 0.074
Body temperature 0.13 0.11 0.003 0.982
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*e above results indicate that the measurements of the
proposed system closely coincide with the reference mea-
surements of the commercial products.

7. Conclusions and Future Works

Health monitoring systems play a crucial role in the field of
health care, diagnosis and early predicting issues regarding
one’s health. In addition, these systems are a means of
cutting medical costs regarding periodical hospital checks
and doctor visits. *us, developing a system that delivers
health data from the patient place to a relative or a medical
specialist became a necessity with the increasing demand.

*e main outcomes of this paper are as follows:

(i) *is paper presented a secure, low-cost, real-time,
and trustable health monitoring system that pro-
vides a real-time monitoring dashboard for bio-
logical indicators within a secure environment using
IoT and cloud computing.

(ii) *e proposed system adopts the AES algorithm to
encrypt vital signals captured from sensors before
sending them to the cloud for storage.

(iii) An ESP8266 microcontroller is utilized to carry out
the processing and encryption functions and con-
nectivity to the cloud over Wi-Fi.

(iv) *e proposed system measurements are compared
with those of a commercially available High Care
medical device.

(v) *e results have revealed high agreement with the
reference measurements.

(vi) *e RMSE, MAE, and MRE between the reference
and the measured readings are computed as 1.44,
1.12, and 0.012, respectively, for HR, 1.13, 0.92, and

0.009, respectively, for SpO2, and 0.13, 0.11, and
0.003, respectively, for body temperature. *is in-
dicates the high accuracy of the proposed system
and its reliability to monitor the health and vital
signs of patients and elders at home.

We have tried to guarantee an acceptable computational
complexity for the proposed system by adopting the fol-
lowing approaches:

(i) AES algorithm is selected to encrypt the sensor data,
because it is simple to be implemented within the
hardware using the appropriate software library,
unlike other encryption algorithms, which may not
be supported to be implemented in the hardware
devices. In addition, it provides a good compromise
between the speed of computations and the
complexity.

(ii) Wi-Fi technology is adopted in this solution, be-
cause it is faster and more reliable.

(iii) We rely on the cloud servers as a backend for our
solution as they are characterized by their super
computational power, unlimited storage, high re-
source utilization, and low cost.

(iv) Messages are sent from the device every 2 seconds.
Each message contains a single read. Moreover, data
transmission is based on TCP. So, there is no need for
a retransmission mechanism, because the packets are
automatically retransmitted if the transmission fails.

(v) *e solution has three layers: patient layer, cloud
layer, and doctor layer. In real cases, where many
patients are enrolled into the system, each patient
will have his own IoT module to connect to the
cloud server. Each patient will be located inside a
different patient layer. In this case, the architecture

Mean + 1.96SD

Mean -1.96SD

Mean = -0.008

32.5 33 33.5 34 34.5 35 35.5 36 36.5 3732

Temperature average 1/2 (〖Temp〗_mes+〖Temp〗_ref) [″°C″]

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5

Te
m

p.
 d

iff
er

en
ce

 (〖
Te

m
p〗

_m
es
–
〖T

em
p〗

_r
ef)

 [″
°C

″
]

Difference
Perfect agreement

Mean
 95% Limits of agreement

Figure 26: Bland–Altman plot of body temperature.
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involves multiple instances of the patient layer,
while the cloud layer and the doctor layer remain as
single instances. *e cloud and the doctor layers are
constructed with high processing and large storage
capabilities to support processing of a huge amount
of data that could be received from the patient
layers.

(vi) In this work, we employed the Firebase cloud server,
and a real-time cloud database acquired by Google
and intended for IoT solutions.

However, some limitations of the proposed solution may
be encountered, which may make the device fail. *e failure
cases include the following:

(i) Loss of Internet connectivity
(ii) Loss of the direct Wi-Fi link between the node and

the local access point (e.g., wrong credentials)
(iii) Loss or drop of the power source, such that the

nodes or the sensors cannot be powered up
(iv) Misconfiguration or utilization of the sensors in a

wrong way
(v) Operation at exceeded limits for sensors that are

defined in the datasheet

Future research directions may include further devel-
opment of the proposed system to monitor more biomedical
aspects such as heart activity, blood pressure, and blood
glucose by integrating appropriate sensors. In addition, au-
tomated diagnosis for common diseases may be integrated
with the proposed device. Moreover, a framework to process
encrypted data may be developed to provide decision-making
about the status of individuals, while data is encrypted.
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In the USA, each year, almost 5.4 million people are diagnosed with skin cancer. Melanoma is one of the most dangerous types of
skin cancer, and its survival rate is 5%. -e development of skin cancer has risen over the last couple of years. Early identification
of skin cancer can help reduce the human mortality rate. Dermoscopy is a technology used for the acquisition of skin images.
However, the manual inspection process consumesmore time and requiredmuch cost.-e recent development in the area of deep
learning showed significant performance for classification tasks. In this research work, a new automated framework is proposed
for multiclass skin lesion classification. -e proposed framework consists of a series of steps. In the first step, augmentation is
performed. For the augmentation process, three operations are performed: rotate 90, right-left flip, and up and down flip. In the
second step, deep models are fine-tuned. Two models are opted, such as ResNet-50 and ResNet-101, and updated their layers. In
the third step, transfer learning is applied to train both fine-tuned deep models on augmented datasets. In the succeeding stage,
features are extracted and performed fusion using a modified serial-based approach. Finally, the fused vector is further enhanced
by selecting the best features using the skewness-controlled SVR approach. -e final selected features are classified using several
machine learning algorithms and selected based on the accuracy value. In the experimental process, the augmented HAM10000
dataset is used and achieved an accuracy of 91.7%. Moreover, the performance of the augmented dataset is better as compared to
the original imbalanced dataset. In addition, the proposed method is compared with some recent studies and shows
improved performance.

1. Introduction

-e development of skin cancer has risen throughout the
previous decade [1]. Ultraviolet rays in the sun damage the
skin over time and cause cancer cells to develop [2].
Usually, such conditions have hidden risks that lead to a
lack of confidence and psychological distress in humans
and to skin cancer risks. Several types of skin cancer exist,

including basal cells, melanoma, actinic keratosis, and
squamous cell carcinoma [3].-e squamous cell carcinoma
is contrasted against actinic keratosis (solar keratosis) [4].
Each year, the incidence rate of both melanoma and
nonmelanoma continues to grow [2]. -e deadliest form of
skin cancer is melanoma and quickly spread to other body
parts due to the malignancy of neural crest neoplasia of
melanocytes [5].
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In the United States, almost 5.4 million new cases of skin
cancer are detected each year. Due to melanoma, more than
10,000 deaths are registered every year in the USA [6]. In the
USA, 104,350 new cases of skin cancers were diagnosed
during the year 2019, where the numbers of deaths were
7230. In the year 2020, 196,060 Americans are diagnosed
with melanoma. According to these facts, melanoma cases
are increasing approximately 2% [7]. Recently, in the year
2021, 207.39 K peoples are diagnosed with skin cancer
whereas the numbers of deaths are 70.18 K. According to the
facts, when the lesion is detected earlier, the survival rate
increases approximately 98% [7]. -e summary of diagnoses
and deaths due to skin cancer is illustrated in Figure 1.

Dermatologists diagnose malignant lesions via a der-
moscopic visual examination technique [8]. Diagnosis of
skin cancer using dermoscopy is challenging due to various
textures and wounds [9]. However, the manual inspection of
dermoscopic images makes it difficult to diagnose skin
cancer with better accuracy. -e accuracy of the lesion di-
agnosis depends on the dermatologist’s experience [9]. Few
other techniques are available for diagnosing skin cancer,
such as biopsy [7] and macroscopic [10]. Due to the complex
nature of skin lesions, the clinical methods need more at-
tention and time [11, 12].

-e computer-based detection (CAD) techniques are
introduced by several researchers in medical imaging [7, 13].
-ey introduced CAD techniques for several cancers such as
skin cancer [14], brain tumor [15, 16], lung cancer [17, 18],
COVID-19 [19, 20], and more [21–23]. A simple CAD
technique consists of four key steps such as preprocessing of
input images, detection of infected parts, features extraction,
and classification. A computerized method can be helpful as
a second opinion for dermatologists to verify the manual
diagnosis results [8]. -e advancement in machine learning,
like deep learning, has shown much achievement in medical
imaging in the last couple of years. Convolutional Neural
Network (CNN) is a form of deep learning used for auto-
mated features extraction [6]. A convolutional neural net-
work is a computer vision technique that automatically
distinguishes and recognizes images’ features [24]. Due to its
high accuracy, it has attracted interest in medical image
processing, agriculture, biometric, and surveillance, to name
a few. A simple CNN typically entails a series of layers such
as a convolutional layer, ReLU layer [25], normalization
layer, pooling layer [26], fully connected layer, and Softmax
layer [27]. In many techniques, researchers used some
pretrained deep learning models for the classification tasks.
A few publically available pretrained deep learning models
are AlexNet, VGG, GoogleNet, InceptionV3, and ResNet to
name a few [28]. -ey used these models through transfer
learning [7]. Few researchers used feature selection and
fusion techniques to improve recognition accuracy [29, 30].

-e computer-aided diagnostic systems can allow der-
matologists and physicians to make decisions, decrease
diagnostic costs, and increase diagnostics reliability [31]. An
automated skin lesion identification mechanism is chal-
lenging due to several challenges such as changing ap-
pearance and imbalanced datasets to name a few [32].
Chaturvedi et al. [6] presented an automated framework for

multiclass skin cancer classification. Five steps were in-
volved in the presented method: dataset preprocessing,
classification models (pretrained deep learning), fine-
tuning, feature extraction, and performance evaluation.
During the evaluation process, it is noted that the maxi-
mum accuracy of 93.20% was achieved for an individual
model (ResNet-101), whereas a complete precision of
92.83% was performed on the ensemble model (Incep-
tionResNetV2 + ResNet-101). In the end, they concluded
that the training of deep learning models with the best
setup of hyperparameters could be performed better than
even ensemble models. Hsin et al. [33] presented the au-
tomatic lightweight diagnostic algorithm for skin lesion
diagnosis. -e presented algorithm was more reliable,
feasible, and easy to use. For the experimental process, the
HAM10000 dataset was used and achieved an accuracy of
85.8%. Besides, this method was tested on a five-class
KCGMH dataset and achieved an accuracy of 89.5%.
Kumar et al. [9] presented an automated electronic device.
-ey considered numerous challenges such as skin cancer
injuries, skin colors, asymmetric skin, and the shape of the
area affected. -ey used fuzzy C-means to divide homo-
geneous image regions. -en, some texture features are
extracted and trained with the Differential Evolution (DE)
algorithm. -e experimental process was conducted on
HAM10000 and achieved an accuracy of 97.4%.

Afshar et al. [8] presented a computerized method for
lesion localization and identification. For the lesion locali-
zation, they used RCNN architecture and extract deep
features. Later, the best features are selected using Newton-
Raphson (IcNR) and artificial bee colony (ABC) optimi-
zation. Daghrir et al. [5] developed a hybrid approach for
diagnosing suspect lesions that may be checked for mela-
noma skin cancer. -ey used a coevolutionary neural net-
work and two classical classifiers in three different methods.
Shayini [2] presented a classification framework using
geometric and textural information. -ey used ANN for the
final features classification. Results showed improved ac-
curacy as compared to the existing techniques. Akram et al.
[7] presented deep learning-based lesion segmentation and
classification process. -ey used Mask RCNN architecture
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Figure 1: Graph of infected and death cases of skin lesion.
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for lesion segmentation. Later, a 24-layered CNN archi-
tecture was designed for the multiclass skin lesion
classification.

Moreover, many other techniques are introduced such as
deep learning and improved moth-flame optimization [34],
teledermatology-based architecture [35], hierarchical three-
step deep framework [35], and more [36, 37].

1.1. Challenges. Several challenges affect the multiclass le-
sion classification accuracy. As compared to binary class
classification, the multiclass problem is a complex and
challenging recognition process. -e following challenges
are considered in this research work:

(i) Classifying multiple skin lesions into a correct class
is challenging due to the high similarity among
different lesions.

(ii) -e imbalanced dataset classes increase the prob-
ability of a higher sample class.

(iii) Multiclass skin lesion types have similar shapes,
colors, and textures, which also extract similar
features. In the later stage, those features are clas-
sified into an incorrect skin class.

(iv) In the fusion step, multiproperties features are fused
in one matrix for better accuracy, but it is a high
chance that several redundant features are also
added. -is kind of problem later increases the
computational time.

(v) In the feature extraction step, several essential
features are also removed, which may cause a
problem of misclassification. -erefore, a good
feature optimization technique is required [38].

1.2. Major Contributions. In this work, an automated
technique has been proposed for multiclass skin lesion
classification. -e significant contributions in this work are
as follows:

(i) Intraclass pixel change operations are implemented
for data augmentation based on the left to right flip,
up-to-down flip, and rotation at 90 degrees. -is
step shifts entire image pixels for differentiating the
images from each other for a fair training of a deep
model.

(ii) A modified serial-based approach is proposed for
the fusion of extracted deep features.

(iii) A novel skewness-controlled SVR approach is
proposed for the best feature selection. -e best-
selected features are finally classified using super-
vised learning algorithms.

-e rest of the manuscript is organized in the following
order. Section 2 presented the proposed methodology in-
cluding deep feature, selection of best features, and fusion
process. Results and comparisons with existing techniques
are presented in Section 3. Finally, the manuscript is con-
cluded in Section 4.

2. Proposed Methodology

For themulticlass skin lesion classification, a new framework
was proposed using deep learning and features selection.-e
proposed framework consists of a series of steps such as data
augmentation, model fine-tuning, transfer learning, feature
extraction, the fusion of extracted features, and selection of
best features. In the augmentation phase, three operations
are performed: rotate 90, right-left flip, and up and down
flip. In the fine-tuning model step, two models are opted,
such as ResNet-50 and ResNet-101, and updated their layers.
Later, transfer learning is applied to train both fine-tuned
deep models on augmented datasets. In the subsequent step,
features are extracted and performed fusion using amodified
serial-based approach. Finally, the fused vector is further
enhanced by selecting the best features using the skewness-
controlled SVR approach. -e main architecture diagram of
the proposed framework is illustrated in Figure 2.

2.1. Data Augmentation. Data augmentation is a vital in-
formation extension approach in machine learning (ML).
Data augmentation showed much importance in deep
learning due to a massive amount of data for training a
model. In this article, the HAM10000 dataset is selected for
the experimental process. -is dataset consists of seven
highly imbalanced classes. Initially, the HAM10000 dataset
includes more than 10,000 images of seven skin classes such
as 6705 images of melanocytic nevi, 1113 images in mela-
nomas, 1099 images in benign keratoses, 514 images in basal
cell carcinomas, 327 images of actinic keratoses, 142 images
in vascular lesions, and 115 images in dermatofibromas [39].
From this information, it is noted that few classes are highly
imbalanced; therefore, it is essential to balance this dataset.
On imbalanced datasets, the deep learning models are not
trained for better performance. A few sample images are
shown in Figure 3.

-ree operations are performed in the data augmenta-
tion phase: rotate 90, right-left flip (LR), and up and down
flip (UD). -ese operations are applied multiple times until
the number of images in each class reached 6000. In the end,
the numbers of images in the newly updated dataset are
42,000, which are previously 10,000. Mathematically, these
operations are performed as follows.

Consider an image dataset ρ � a1, . . . , ak􏼈 􏼉 [40], where
ak ∈ U is an example image from the dataset. Let ak have
fully N pixels; then, the homogeneous pixel matrix coor-
dinates ∁k or ak is defined as follows:

∁K �

Y1 Z1 1

Y2 Z2 1

⋮ ⋮ 1

Yn Zn 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where each row of single-pixel indicates the exact coordi-
nates. Consider that the size of an input image is
256 × 256 × 3, represented by Ui,j,k having ith rows, j th
columns, and k th channels, where Ui,j ∈ Ri×j. -e flip-up
(UD) operation is formulated as follows [41]:
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U
t

� Uj,i, (2)

where Ut denotes the transposition of the original image.
-is image is further updated as follows:

U
V

� U(m+1−i)j, (3)

where UV denotes the vertical flip image. -e horizontal flip
(LR) operation is performed as follows:

U
H

� Ui(n+1−j), (4)

where UH denotes the horizontal flip image. -e third
operation, named rotate 90, is formulated as follows:

Rot �

cos β −sin β 0

sin β cos β 1

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (5)

where Rot denotes the rotation matrix of the image. Vi-
sually, these operations are illustrated in Figure 4. -is
figure shows that three operations are performed on each
original image: vertical flip (UD), horizontal flip (LR), and
rotate 90.

2.2. Convolutional Neural Networks. A convolutional
neural network (CNN) is a computer vision technique
that automatically distinguishes and recognizes images’
features [24]. A simple CNN architecture for image
classification is illustrated in Figure 5. In this figure, skin
lesion images are considered as input, passed to the
convolutional layer. In this layer, weights are transformed
into features that are further refined into the pooling layer.
Later, the features are transformed into 1D in a fully
connected layer. -e features of this layer are finally
classified through the Softmax layer.
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Figure 2: Architecture of proposed methodology.
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Figure 3: Sample skin lesion images of the HAM10000 dataset [7].
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2.3. Transfer Learning. Transfer learning is a technique to
define applied knowledge based on one or more source
activities. Consider a domain M consisting of two parts:

M � z, Q(Z){ }, (6)

where y is a feature space, and the distribution is marginal:

q(Z), Z � z1, . . . ., zn􏼈 􏼉, zi ∈ Z. (7)

Given a two-component task U and X,

U � φ, Q(X | Z)􏼈 􏼉 � φ, δ􏼈 􏼉;

X � x1, . . . , xn􏼈 􏼉, xi ∈ φ,
(8)

where φ is label space containing a prediction function; then,
δ is trained as

xi, zi( 􏼁, zi ∈ Z, xi ∈ φ. (9)

Each vector of features in theM domain and δ represents
an appropriate label.

δ xi( 􏼁 � zi( 􏼁. (10)

Suppose the source domain MS and an objective domain
MT, where M � z, Q(Z){ } and the task is US and UT, where
U � φ, Q(φ|Z)􏼈 􏼉. Hence, TL is defined as follows:

(i) yS ≠yT: different feature space
(ii) Q(Zs)≠Q(ZT): different marginal possibilities
(iii) φS ≠ φT: different label spaces
(iv) Q(ZS|YS)≠Q(ZT|YT): different conditional

probabilities

Original Images

UD Flip

LR Flip

Rotate 90

Figure 4: Flip operations in data augmentation.

Input Layer

Skin Lesion
Images
Dataset

Convolutional
Layer

Fully Connected
Layer

• Actinic Keratosis
• Basal Cell

Carcinoma
• Benign Keratosis
• Dermatofibroma
• Melanocytic Nevi
• Melanoma
• Vascular LesionPooling Layer

Figure 5: A general structure of a CNN model for skin lesion classification.
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Visually, this process is illustrated in Figure 6.-is figure
describes that the ImageNet dataset used as source data has
1000 object classes. After transferring knowledge of the
source model to the target model, the weights and labels are
updated according to the target dataset.-eHAM10000 skin
cancer dataset is utilized as a target dataset with seven skin
classes in this work.

2.4. Fine-Tuned ResNet-50 Deep Features. Residual Network
(ResNet) is a traditional neural network model for many
computer vision tasks utilized as an integrated network
element. -e network has a depth of 50 layers and a size of
224 × 224 pixels in the input [42]. When it comes to residual
learning functions, ResNet may reformulate network layers
given an input mapping reference. -e layers are stacked
directly within ResNet. -e basic idea of ResNet-50 is to use
identity mapping to anticipate what is required to obtain the
final prediction of previous layer output [43]. ResNet-50
reduces the disappearing gradient effect by applying an
alternative bypass shortcut. It may help the model overcome
the overfitting training problem. Visually, it is shown in
Figure 7.

Moreover, a complete architecture is also given in
Figure 8. -is figure describes that five residual blocks are
used in this network, and in each residual block, multiple
layers are added to convolve hidden layer features. Overall,
this network includes 50 deep layers with a 7 × 7 input layer
receptive field, followed by a max-pooling layer of 3 × 3
kernel size.

-e last fully connected (FC) layer is removed, and a new
FC layer is added in the fine-tuning process. -en, the new
FC layer is connected with the Softmax layer and final
classification output layer. -e fine-tuned architecture is
shown in Figure 9. -is figure describes that the augmented
skin lesion dataset is considered an input to this network,
and in the output, seven classes of different skin cancer types
are gotten. After this, the TL technique is employed to train
this network, and a newmodified network is obtained. In the
training process, the following parameters are initialized; for
example, the learning rate is 0.0001, the epochs are 100, the
minibatch size is 64, and the learning method is Stochastic
Gradient Descent (SGD). Features are extracted from the
global average pooling layer, which is later utilized for the
classification process. -e dimension of an extracted feature
on this layer is N × 2048, where N denotes the dermoscopy
images.

2.5. Fine-Tuned ResNet-101 Deep Features. ResNet-101
consists of 104 layers composed of 33 squares, of which the
previous blocks use 29 squares directly [44]. Figure 10 shows
a brief description of the ResNet-101 CNN model. In this
figure, it is described that the output of the first residual
block is 112 × 112. After the first convolutional layer, a max-
pooling layer is added of filter size 3 × 3 and stride 2. Using
the same sequence, four more residual blocks are added, and
each block consists of several layers, as given in Figure 11.
-is model was initially trained on the ImageNet dataset;
therefore, the output was 1000D.

In this work, this model is fine-tuned according to the
target dataset named HAM10000 having seven skin classes.
-e FC layer is removed in the fine-tuning process and a new
FC layer is added with seven outputs. Later, the FC layer is
connected with the Softmax layer and output layer and
trained using TL. -e following parameters are initialized in
the training process: the learning rate is 0.0001, epochs are
100, the minibatch size is 64, and the learning method is
Stochastic Gradient Descent (SGD). Features are extracted
from the average pooling layer, which is later utilized for the
classification process. On this layer, the dimension of
extracted features is N × 2048.

2.6. Feature Fusion. Feature fusion is an essential topic in
pattern recognition, wheremultisource features are fused in one
vector. -e main purpose of feature fusion is to increase the
object information for accurate classification. In this work, we
consider the idea of a serial-based approach named modified
serial-based feature fusion. -e proposed fusion approach
works in two sequential steps. In the first step, all features of
vectors are fused in one matrix, and later on, a standard error
mean- (SEM-) based threshold function is proposed.

Assume that P and Q are two function rooms on the
sample size pattern Δ. -e corresponding two characteristic
vectors δ ∈ P and c ∈ Q for an arbitrary sample are f ∈ Δ.
-e serial-based feature combination of f is defined as

ω �
δ
c

􏼠 􏼡. Of course, if the vector feature δ is n-dimensional

and c is m-dimensional, then the combined serial feature ω
is (n + m)-dimensions [45]. A serial combined feature space
is created by combining all serially merged feature vectors of
pattern samples of (n + m)-dimensions. -e resultant ω
vector has dimension N × 4096. After this step, SEM is
computed of ω using the following formulation:

SEM �
s
�
n

√ ,

s �

��������������

􏽘

n

i�1

ωi − Mean( 􏼁
2

n − 1

􏽶
􏽴

,

Thr �

Fus(i), forωi ≥ SEM,

Nfus(j), elsewhere,

⎧⎪⎨

⎪⎩

(11)

where Thr denotes the threshold function, Fus(i) is fused
feature vector of dimension N × 2506, Nfus(j) is a feature
that is not considered in the fused vector, and s is a standard
deviation value. -e output of this step is further refined in
the feature selection step, as given below.

2.7. Feature Selection. -e goal of feature selection is to
reduce input variables when a predictive model is developed.
-is process minimizes the computational time of a pro-
posed system and improves classification accuracy. In this
work, a new heuristic search-based feature selection method
is proposed named skewness-controlled SVR. In the first
step, a skewness feature vector is extracted from the fused
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vector Fus(i). -is step aims to find the likelihood of the
features falling in the specific probability distribution.
Mathematically, skewness is computed as follows:

Skew �
3Fus(i) − Median

s
, (12)

where Skew is the skewness feature vector, Fus(i) is the
mean value of the fused feature vector, and s is the standard
deviation. Using this skewness value, a threshold function is
defined to select features at the first stage.

Thr 1 �
Sel(i), for Fus(i)≥ Skew,

Ignore, elsewhere.
􏼨 (13)

Using this threshold function, features are selected at the
initial phase. -e selected features of this phase are later
validated using a fitness function Support Vector Regression
(SVR). -e SVR is formulated as follows.

Assume that the dataset for training Q comprises the
instances q, each having an attribute ui, an associated class,
and vi. ui ∈ Sel(i) is a selected feature and vi represents
labels; i.e., (u1, v1), (u2, v2), . . . , (uq, vq)􏽮 􏽯. On the dataset D,
b is a bias, and the linear function f(x) may be defined as
follows:

f(u) � δ1u1 + δ2u2 + · · · + δdud + b, (14)

Source Dataset
(ImageNet)

Transfer Learning
akiec bee

mel nv vase

bkl df

Source Model (ResNet-50,
ResNet-101)

Source Labels
1000 Classes Seven Classes

Target Model Fine-Tune
ResNet-50, Fine-Time

ResNet-101

Target Dataset
(Augmented
HAM10000)

Figure 6: Transfer learning-based training a new target model for the classification of skin lesions.
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Figure 7: Residual identity mapping.
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Figure 8: Architecture of ResNet-50.
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where the weight δi is defined as input space Sd; i.e., δi ∈ Sd.
-e maximum margin size is determined by the Euclidean
weight (‖Y‖). -e flatness, therefore, requires a minimum
weight standard in the case of the following equation. Here,
the definition of (‖Y‖) is

‖Y‖
2

� Y
2
1 + Y

2
2 + · · · + Y

2
d. (15)

Each training data error may be represented as 〈ui, vi〉.

Erri ui( 􏼁 � vi − δiui + b( 􏼁. (16)

If there is error Erri(ui), the deviation is permitted to be
within it, and the previous equation may be expressed as s.

vi − δiui + b( 􏼁≤ s,

δiui + b( 􏼁 − vi ≤ s.
(17)

Using these two equations, the minimization issue for δ
can be formulated as follows:

minimized:
1
2
‖Y‖

2
, (18)

subject to

vi − δiui + b( 􏼁≤ s,

δiui + b( 􏼁 − vi ≤ s.
(19)

-e restrictions of the above equation imply that the
function f corresponds to all pairings (ui, vi) with a devi-
ation of s. However, the assumption is not accepted in all
instances when the slack variables ziz

∗
i are neither required

nor necessary in case of violation of the assumption. -e
optimization problem may be reformulated using slack
variables as follows:

minimize:
1
2
‖Y‖

2
+ C 􏽘

d

i�0
zi + z
∗
i( 􏼁, (20)

subject to

∀i � vi − δiui + b( 􏼁≤ s + z,

∀i � δiui + b( 􏼁 − vi ≤ s + z
∗
,

∀i: zi ≥ 0,

∀i: z
∗
i ≤ 0,

(21)

where C is the penalty constant, which does not meet the
constraints. It also helps in reducing overfitting. -e Kernel
is defined by the input data K(ui, uj) and can substitute the
occurrence of the dot product between the tuples to avoid
the dot product on a data tuple changed. All computations
are therefore done in the original input areas. In this work, a
radial basis Kernel/Gaussian function is utilized:
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Figure 9: Block diagram of fine-tuned ResNet-50.
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K ui, uj􏼐 􏼑 � exp −
ui, uj + 1

�����

�����
2

􏼒 􏼓

2ρ2
. (22)

-e accuracy is computed using SVR, and if accuracy is
less than the target accuracy value, then Sel(i) is again
updated. -is process is continued until the maximum
number of iterations is performed. In this work, the target
accuracy is 90%, and the numbers of iterations are 5. Fol-
lowing this process, a feature vector is obtained called the
best-selected feature vector of dimension N × 1456 and
further fed to supervised learning algorithms for final
classification.

3. Experimental Results and Discussion

-e proposed method is evaluated on the augmented
HAM10000 dataset. Dataset is divided into 70 : 30, where the
70% data is used for the training of a model, and the rest of
the 30% is utilized for the testing process. -e other training
hyperparameters; for example, epochs are 100, the mini-
batch size is 64, and the learning rate is 0.0001. -e 10-fold
method was carried out for cross-validation [46]. Seven
performance measures are used for the experimental pro-
cess: recall rate, precision rate, false-negative rate (FNR),
Area under Curve (AUC), accuracy, time, and F1-score. -e
proposed method is implemented in MATLAB 2020b,
Corei7, with a RAM 16GB and 8GB graphics card.

3.1. Results. In this section, the proposed method results are
described in numerical values (Tables) and confusion ma-
trixes. Total ten classifiers are utilized for the experimental
process, such as Linear Support Vector Machine (LSVM),
Quadratic SVM (QSVM), Cubic SVM (CSVM), Medium

Gaussian SVM (MGSVM), Cosine K-Nearest Neighbor
(CKNN), Weighted KNN (WKNN), Coarse KNN (CKNN),
Ensemble Subspace Discriminative (ESD), Ensemble
Boosted Tree (EBT), and Ensemble Subspace KNN
(ESKNN). Five experiments are performed for the validation
of the proposed framework such as (i) Experiment # 1:
classification using fine-tuned ResNet-50 CNN model, (ii)
Experiment # 2: classification using Fine-Tuned ResNet-
101CNN model, (iii) Experiment # 3: perform features fu-
sion of Fine-Tuned ResNet-50 and ResNet-101 CNNmodels,
and (iv) Best Features (BF) selection.

3.1.1. Experiment # 1. In the first experiment, features are
extracted using fine-tuned ResNet-50 CNN model, and
results are computed. -e augmented dataset was used for
the experimental process. -e results of this experiment are
given in Table 1. CSVM has the highest accuracy of 92.7% in
this table, with computational time 1190.3 (sec). Figure 12
shows the confusion matrix of CSVM for this experiment. In
this figure, the diagonal values represent the correct pre-
dicted values such as AKIEC (96%), BCC (93%), BKL (87%),
DF (97%), MEL (86%), NV (94%), and VASC (99%), re-
spectively. Moreover, the recall rate is 93.14, the precision
rate is 93.14, and F1-score is 93.14%, respectively. Compared
with the rest of the classifiers, it is noticed that the CSVM
showed better classification accuracy. Moreover, the com-
putational time of each classifier is also noted and plotted in
Figure 13. -is figure shows that the CKNN has the lowest
computational time of 274.55 (sec).

3.1.2. Experiment # 2. Table 2 presents the results of fine-
tuned ResNet-101 CNN features using the augmented
HAM10000 dataset. -is table shows that the best accuracy
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3 × 3 with S=0
and
P=0
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Figure 11: Transfer learning architecture with modified ResNet-101 model (n� 23 for ResNet-101; stride∗ S and padding∗ P).
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achieved by CSVM is 92.1%, with a computational time of
11321.1 (sec), recall rate is 92.7, the precision rate is 92.42,
and F1-score is 92.56%, respectively. Figure 14 shows the

confusion matrix of CSVM. In this figure, the diagonal
values represent the correct predicted values such as AKIEC
(96%), BCC (92%), BKL (85%), DF (98%), MEL (86%), NV

Table 1: Classification accuracy of fine-tuned ResNet-50 deep features using augmented HAM10000 dataset.

Classifier Recall rate (%) Precision rate (%) FNR (%) AUC Accuracy (%) Time (sec) F1-score (%)
LSVM 86.42 86.85 13.57 0.988 86.5 742.5 86.63
QSVM 92.00 92.14 8.00 0.992 91.7 1046.1 92.07
CSVM 93.14 93.14 6.858 0.994 92.7 1190.3 93.14
MGSVM 89.57 90.00 10.42 0.988 89.3 1906.8 89.78
CKNN 53.25 65.28 46.75 0.898 60.8 274.5 58.65
CKNN 80.42 79.00 19.57 0.967 78.7 287.6 79.70
WKNN 85.14 84.42 14.85 0.98 83.6 262.3 84.78
ESKNN 93.14 92.57 6.858 0.99 92.3 4514.7 92.85
EBT 55.28 86.71 44.71 0.974 57.1 1546.0 86.49
ESD 86.28 57.00 13.71 0.85 86.1 839.8 56.12
-e bold value represents best ones.

96% 1% 2% <1% 1% <1%

3% 93% 2% <1% 1% <1% <15%

3% 2% 87% <1% 6% 1%

<1% 1% 1% 97% <1% 1%
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Figure 12: Confusion matrix of CSVM using ResNet-50 model for HAM10000 dataset.
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Figure 13: Time plot for fine-tuned ResNet-50 CNN model using augmented HAM10000 dataset.

Table 2: Classification accuracy of fine-tuned ResNet-101 deep features using augmented HAM10000 dataset.

Classifier Recall rate (%) Precision rate (%) FNR (%) AUC Accuracy (%) Time (sec) F1-score (%)
LSVM 86.00 86.28 14.00 0.98 85.5 746.2 86.14
QSVM 91.57 91.71 8.428 0.992 91.1 1010.2 91.64
CSVM 92.71 92.42 7.285 0.992 92.1 11321.1 92.56
MGSVM 89.42 89.42 10.57 0.988 88.9 1919.4 89.42
CKNN 78.87 77.85 21.14 0.961 77.2 268.2 78.36
CKNN 58.42 63.00 41.27 0.887 58.9 263.6 60.62
WKNN 84.85 84.00 15.14 0.977 83.3 260.5 84.42
EBT 56.57 56.57 43.42 0.855 57.2 1544.5 56.57
ESKNN 80.28 92.28 19.71 0.99 92.1 4590.9 85.86
ESD 85.85 86.28 14.14 0.98 85.6 821.79 86.06
-e bold value represents best ones.
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(93%), and VASC (99%), respectively. As given in this table,
a few other classifiers are also implemented and show that
the CSVM gives better accuracy. Moreover, the computa-
tional time is computed for each classifier, and the minimum
noted time is 260.5 (sec) for theW-KNN classifier.-e noted
time is also plotted in Figure 15.

3.1.3. Experiment # 3. In the next experiment, features are
fused using the serial-based extended (SbE) approach.
Results are given in Table 3. -is table represents the best
accuracy achieved by the ESD classifier of 95%, further
demonstrating in a confusion matrix, given in Figure 16.
-is figure represents the correct predicted values such as
AKIEC (97%), BCC (94%), BKL (89%), DF (98%), MEL
(89%), NV (99%), and VASC (99%), respectively. -e
other computed measures are recall rate, precision rate,
FNR, AUC, and F1-score of 95.0, 95.0, 5.00, 0.99, and
95.0%, respectively. -e CSVM achieved the second-best
accuracy of 94.9%, whereas the recall rate and precision
rates are 95.0%. Comparison with the rest of the classifiers
shows the superiority of the ESD classifier. Moreover, the
computational time is also noted, as illustrated in
Figure 17.

Compared with the results of this experiment with Ta-
bles 1 and 2, it is noticed that the fusion using the SbE
approach significantly improves the classification accuracy.
-e limitation of this step increases computational time,
which needs to be minimized.

3.1.4. Experiment # 4. Finally, the proposed feature selection
algorithm is applied on the fused feature vector and achieved
an accuracy of 91.7% on the ESD classifier, where the
computational time is 1367 (sec), given in Table 4.-e recent
time was 4118 (sec), which is significantly minimized after
the selection algorithm. -is table also showed that the
proposed accuracy decreases, but on the other side, it helps
to minimize the computational time. -e accuracy of the
ESD classifier is further verified using a confusion matrix
given in Figure 18. In this figure, the diagonal values rep-
resent the correct predicted values such as AKIEC (94%),
BCC (91%), BKL (85%), DF (93%), MEL (83%), NV (97%),
and VASC (99%), respectively.

-e F1-score-based analysis is also conducted and
plotted in Figure 19. In this figure, it is illustrated that the
value of the F1-score is improved after the feature fusion
process except the CKNN and EBT classifier. Moreover, the
feature selection approach reduced the computational time
but accuracy is degraded. Overall, the proposed framework
performed well on the selected dataset. In the last, the
proposed method accuracy is compared with some recent
techniques, as given in Table 5. In this table, Khan et al. [7]
presented a deep learning method for skin lesion classifi-
cation. -ey used the HAM10000 dataset and achieved an
accuracy of 88.5%. -e recent best-reported accuracy was
91.5%, achieved by Sevli [47]. -e proposed accuracy is
91.7% and 95% for the best feature selection approach and
fusion approach. Based on this accuracy, it is noted that the
proposed method showed improved accuracy.
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Figure 14: Confusion matrix of CSVM using ResNet-101 model for HAM10000 dataset.
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Figure 15: Time plot for fine-tuned ResNet-101 CNN model using augmented HAM10000 dataset.

Computational Intelligence and Neuroscience 11



Table 3: Classification results using SbE approach-based deep features fusion on augmented HAM10000 dataset.

Classifier Recall rate (%) Precision rate (%) FNR (%) AUC Accuracy (%) Time (sec) F1-score (%)
LSVM 92.71 92.85 7.285 0.992 92.50 1303.8 92.78
QSVM 94.85 94.85 5.142 0.997 94.80 2400.4 94.75
CSVM 95.00 95.00 5.00 0.854 94.90 2868.5 95.00
MGSVM 92.85 93.14 7.142 0.995 92.60 4501.6 92.99
CKNN 61.71 73.14 38.28 0.910 62.20 562.0 66.94
CKNN 84.14 83.57 15.85 0.975 82.60 550.5 83.85
WKNN 83.42 84.57 16.27 0.971 82.10 530.7 83.99
ESD 95.00 95.00 5.00 0.997 95.00 4118.2 95.00
FKNN 88.14 87.57 11.85 0.931 87.00 543.2 87.85
EBT 62.00 62.22 38.00 0.855 62.80 69886.0 62.11
-e bold value represents best ones.
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Figure 16: Confusion matrix of ESD using ResNet-50 and ResNet-101 model for HAM10000 dataset.
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Figure 17: Time plot for the fusion of ResNet-50 and ResNet-101 using augmented dataset (HAM10000).

Table 4: Classification results using proposed feature selection algorithm on augmented HAM10000 dataset.

Classifier (ESD) Recall rate (%) Precision rate (%) FNR (%) AUC Accuracy (%) Time (sec) F1-score (%)
500 78.42 79.28 21.57 0.954 78.3 102.4 78.85
1000 64.85 66.71 35.14 0.902 65.1 132.5 65.77
1500 87.14 87.57 12.85 0.978 86.8 406.0 87.35
2000 83.57 84.42 16.42 0.97 83.3 748.4 83.99
2500 89.71 90.14 10.28 0.984 89.5 1293.5 89.92
3000 91.85 92.00 8.142 0.99 91.7 1367.6 91.92
-e bold value represents best ones.
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4. Conclusion

In this work, a new framework is presented for multiclass
skin lesion classification using deep learning. -e proposed
method consisted of a series of steplike data augmentation,
feature extraction using deep learning models, the fusion of
features, selection of parts, and classification. -e experi-
ment was performed on an augmented HAM10000 dataset.
-e number of experiments was performed, such as non-
augmented and augmented datasets, and achieved accuracy
with a nonaugmented dataset of 64.36% using ResNet-50
and 49.98% using ResNet-101. -e augmented dataset
achieved an accuracy of 95.0% for feature fusion and 91.7%
for feature selection. -e results show that the augmentation
process helps improve the classification accuracy for a
complex dataset.

Moreover, the fusion process increases the performance
but also increases the computational time. -is process can
be further refined through a feature selection process.
However, according to the results, the feature selection
process decreases the computational time and reduces ac-
curacy. But from the overall comparison with recent tech-
niques, feature fusion and feature selection technique both
perform better than previous techniques. -e new datasets
ISBI 2020 and ISIC 2020 can be used for the experimental
process in future work. Latest deep learning models can be
used as feature extraction. Fusion can be performed using
parallel approaches. -e selection process can be refined,
which not only reduces the time but also increases accuracy.

Data Availability

-e HAM10000 dataset is utilized in this work for the ex-
perimental process. -e dataset is publically available at
https://dataverse.harvard.edu/dataset.xhtml?
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E. Musulen, and C. Ferrándiz, “Actinic keratosis with atypical
basal cells (AK I) is the most common lesion associated with
invasive squamous cell carcinoma of the skin,” Journal of the
European Academy of Dermatology and Venereology, vol. 29,
pp. 991–997, 2015.

[5] J. Daghrir, L. Tlig, M. Bouchouicha, and M. Sayadi, “Mela-
noma skin cancer detection using deep learning and classical
machine learning techniques: a hybrid approach,” in Pro-
ceedings of the 2020 5th International Conference on Advanced
Technologies for Signal and Image Processing (ATSIP), pp. 1–5,
Sousse, Tunisia, 2020.

[6] S. S. Chaturvedi, J. V. Tembhurne, and T. Diwan, “A multi-
class skin cancer classification using deep convolutional

94% 1% 4% 1%

7% 91% 2% <1% <1% <1% <1%

6% 2% 85% <1% 7% 1%

1% 3% 1% 95% <1% <1%

5% 1% 9% <1% 83% 1% <1%

<1% <1% 1% <1% 1% 97%

1% <1% <1% <1% 99%

Akiec

Bcc

Bkl

Df

Mel

Nv

Vasc

Tr
ue

 C
la

ss

Akiec Bcc Bkl Df Mel Nv Vasc

Predicted Class

Figure 18: Confusion matrix of ESD classifier using a proposed
feature selection algorithm.

0
LSVM QSVM CSVMMGSVMCKNN CKNN WKNN ESD FKNN EBT

10

20

30

40

50

60

F1
-S

co
re

 (%
)

F1-Score

70

80

90

100

86.63 92.07 93.14 89.78 58.65 79.7 84.78 92.85 86.49 56.12

86.14 91.64 92.56 89.42 78.36 60.62 84.42 56.57 85.86 86.06

92.78 94.75 95 92.99 66.94 83.85 83.99 95 87.85 62.11

ResNet50

ReNet101

Fusion

Figure 19: F1-score-based analysis of middle steps like ResNet-50,
ResNet-101, and fusion.

Table 5: Comparison with existing techniques.

Reference Year Dataset Accuracy (%)
[7] 2020 HAM10000 88.5
[48] 2020 HAM10000 86.1
[49] 2020 HAM10000 83.1
[30] 2021 HAM10000 85.50
[47] 2020 HAM10000 91.5
Proposed (fusion) 2021 HAM10000 95.0
Proposed (feature selection) 2021 HAM10000 91.7
-e bold value represents best ones.

Computational Intelligence and Neuroscience 13

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/DBW86T
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/DBW86T


neural networks,”Multimedia Tools and Applications, vol. 79,
no. 39-40, pp. 28477–28498, 2020.

[7] T. Akram, Y.-D. Zhang, and M. Sharif, “Attributes based skin
lesion detection and recognition: a mask RCNN and transfer
learning-based deep learning framework,” Pattern Recogni-
tion Letters, vol. 143, pp. 58–66, 2021.

[8] P. Afshar, S. Heidarian, F. Naderkhani, A. Oikonomou,
K. N. Plataniotis, and A. Mohammadi, “Covid-caps: a capsule
network-based framework for identification of covid-19 cases
from x-ray images,” Pattern Recognition Letters, vol. 138,
pp. 638–643, 2020.

[9] M. Kumar, M. Alshehri, R. AlGhamdi, P. Sharma, and
V. Deep, “A de-ann inspired skin cancer detection approach
using fuzzy c-means clustering,” Mobile Networks and Ap-
plications, vol. 25, no. 4, pp. 1319–1329, 2020.

[10] A. R. Lopez, X. Giro-i-Nieto, J. Burdick, and O. Marques,
“Skin lesion classification from dermoscopic images using
deep learning techniques,” in Proceedings of the 2017 13th
IASTED international conference on biomedical engineering
(BioMed), pp. 49–54, Innsbruck, Austria, 2017.

[11] S. Roy, T. D. Whitehead, S. Li, F. O. Ademuyiwa, R. L. Wahl,
and F. Dehdashti, “Co-clinical FDG-PET radiomic signature
in predicting response to neoadjuvant chemotherapy in triple
negative breast cancer,” European Journal of Nuclear Medicine
and Molecular Imaging, 2021.

[12] K. Dutta, S. Roy, T. D. Whitehead et al., “Deep learning
segmentation of triple-negative breast cancer (TNBC) patient
derived tumor xenograft (PDX) and sensitivity of radiomic
pipeline to tumor probability boundary,” Cancers, vol. 13,
no. 15, p. 3795, 2021.

[13] A. Sedik, A. Iliyasu, M. E El-Rahiem et al., “Deploying ma-
chine and deep learning models for efficient data-augmented
detection of COVID-19 infections,” Viruses, vol. 12, no. 7,
p. 769, 2020.

[14] T. Saba, M. A. Khan, A. Rehman, and S. L Marie-Sainte,
“Region extraction and classification of skin cancer: a het-
erogeneous framework of deep CNN features fusion and
reduction,” Journal of Medical Systems, vol. 43, pp. 289–319,
2019.

[15] I. Ashraf, M. Alhaisoni, R. Damaševičius, R. Scherer, and
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+e Internet of Medical +ings (IoMT) enables digital devices to gather, infer, and broadcast health data via the cloud
platform.+e phenomenal growth of the IoMT is fueled by many factors, including the widespread and growing availability of
wearables and the ever-decreasing cost of sensor-based technology. +e cost of related healthcare will rise as the global
population of elderly people grows in parallel with an overall life expectancy that demands affordable healthcare services,
solutions, and developments. IoMT may bring revolution in the medical sciences in terms of the quality of healthcare of
elderly people while entangled with machine learning (ML) algorithms.+e effectiveness of the smart healthcare (SHC) model
to monitor elderly people was observed by performing tests on IoMT datasets. For evaluation, the precision, recall, fscore,
accuracy, and ROC values are computed. +e authors also compare the results of the SHC model with different conventional
popular ML techniques, e.g., support vector machine (SVM), K-nearest neighbor (KNN), and decision tree (DT), to analyze
the effectiveness of the result.

1. Introduction

+e Internet of things (IoT) is a system of interrelated
computing devices that are provided with unique identifiers
(UIDs) and the ability to transfer data over a network
without requiring human-to-human or human-to-computer
interaction. +e practical application of IoT devices with
medical technology used in healthcare is the IoMT. IoT
helps to transfer the data of healthcare devices and

applications on medical ITservers for remote analysis. IoMT
allows medical staff to access patients’ healthcare data re-
motely through a web platform or any mobile application in
real time to deal with patients’ medical issues and help them
avoid any future severe circumstances. +is technology of
interconnected medical devices allows the patients to
monitor their health conditions following the treatment
suggestions of the doctors by engaging in smart devices and
applications while creating ease for the doctors to know the
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medical history of the patients before the checkup through
the collection of real-time data using IoMT [1].

In short, healthcare coupled with IoMT improves the
quality of life, gives superior care administrations, and can
make more cost-effective frameworks. In IoMT, a sup-
portive mechanism between the sensors, communication
modules, and users is required to efficiently and securely
provide health services. IoMT technology is considered
helpful in strengthening healthcare by providing self-care
and early diagnosis features using a remote monitoring
system. People are becoming more engaged and aware of
their well-being as healthcare innovations advance. In this
situation, the need for remote treatment is higher than
ever. However, existing healthcare systems require
technology to transform patient care by providing real-
time patient information and encouraging doctors to take
practical treatment steps [2].

Health facilities are not accessible or affordable to all,
despite having excellent infrastructure and cutting-edge
technology. Smart healthcare (SHC) aims to assist users by
informing them about their medical conditions and keeping
them informed about their health. SHC allows people to
handle specific emergencies on their own. SHC employs
modern information technology, e.g., IoT, big data, cloud
computing, and artificial intelligence (AI), to completely
change the current healthcare system into a more efficient
and convenient one [3].

SHC promotes interaction among all stakeholders in
the medical industry. It ensures that users receive the
services they require, assisting parties in making informed
decisions and facilitating resource distribution. SHC
technology improves disease diagnosis, patient treatment,
and overall quality of life. SHC systems based on IoT and
big data can link patients with providers across various
healthcare systems efficiently. SHC systems are also be-
coming more linked to different wearable devices used for
real-time healthcare surveillance through the Internet. In
SHC, wearable health devices (such as blood pressure
monitors, glucometers, smartwatches, and so on) com-
bined with IoT gadgets allow for continuous patient sur-
veillance and treatment even when they are at home. +e
World Health Organization (WHO) predicts that “by 2050,
the number of senior citizens will have risen to about 1.5
billion” [4]. +e elderly population (including persons
older than 60 years) requires the most significant health-
care needs. Elderly people are more vulnerable to chronic
diseases because of a decreasing immune system and re-
quire regular visits to healthcare facilities and more
hospitalizations.

Elderly people move from one level of treatment to
another as they age. +ese patients, on the other hand,
have limited access to specialized senior care facilities. A
multifaceted strategy is essential to avoid health issues in
the elderly population. An excellent preventive system
that includes routine medical checkups allows for early
disease detection and optimal care. Furthermore, older
adults and their families should be aware of potential
diseases to recognize them and start treatment as soon as
possible [5].

Many countries built technologies and communication
networks to help people live their lives more efficiently and
simply. Many industries drive technology development,
which transforms people’s lifestyles. A related perspective on
the link between technology and aging is technological
transition and consumption, emphasizing the aged as active
users and co-creators. Smart homes (SHs), smart cities, and
mobile apps are examples of developments and innovations
to assist the senior population’s well-being through generic
design. In the case of elderly people, IoMT-enabled SHC is
an emerging solution for providing constant and holistic
monitoring, reducing human caregiver effort, and assisting
in clinical decision making. Rather than being hospitalized,
elderly people can be supported using various “smart” de-
vices in their own homes [6]. +e SH idea is a viable and
cost-effective approach to improve non-intrusive home
treatment for seniors, enabling greater independence, en-
suring good health, and avoiding social isolation. According
to [7], SH solutions are regarded as information-based
technology that gathers and disseminates user data with the
resident, family members, and primary care physicians in a
passive manner. SH solution also refers to using essential
and assistive gadgets to create an environment where many
house features are automated and devices may connect. SHs
assist elderly people in their homes. Sensors and actuators
integrated into the housing infrastructure track the occu-
pants’ bodily signals, ambient conditions, daily behavior
patterns, and sleep patterns, among other things. SHs also
have a role in improving people’s quality of life. Health and
wellness tracking technologies include wearable activity
trackers using accelerometers and sensors. +ey also include
non-wearable, embedded sensor activity monitors to track
everyday activities.

An emergency medical service system (EMSS) is a
complete system that organizes individuals, facilities, and
equipment to offer health and safety services to sufferers of
unexpected sickness or injury in a quick, effective, and
coordinated way. EMSS aims to provide prompt treatment
to sufferers of unexpected and life-threatening accidents to
avoid unnecessary fatality or long-term morbidity. With
advanced information and communication technologies,
EMSS can deliver services that address the requirements of
the elderly [8].

Elderly people having a weak immune system require
daily checkups to maintain their health. For this purpose,
they need to go to the hospitals or clinics, which is the main
issue because of the mobility problems faced by elderly
people [9]. In this case, SHC can provide the facility to the
elderly by continuously monitoring their health without
going to the hospital and helping medical experts make
efficient decisions about patient health. Despite having this
technology there exist some other challenges that restrict the
usage of SHC for elderly people’s health monitoring. Many
senior citizens are reluctant to adopt this technology.

Many senior citizens are unfamiliar with current tech-
nology [10], its advantages, and how to use the gadgets and
applications. Furthermore, many individuals lack access to
training and technical assistance, and their capacity to utilize
and manage technological systems is a worry. Other
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concerns include issues of privacy, protection, and reli-
ability. +e cost and use of communication technologies are
critical elements in expanding medical facilities for the el-
derly to address technological challenges. Device design and
usability are important requirements that should be prior-
itized to make the software simple to understand and use.

ML, an application of AI, gives systems the ability to
learn from data automatically and make decisions without
human assistance. ML is the study of allowing machines to
learn and create their programs to make themmore human-
like in their actions and decisions. ML enables the systems to
improve them from experience without being explicitly
programmed. It also enables the machines or software to
analyze, predict, and sort huge amounts of data. To make
better decisions in the future, the learning process begins
with data, instructions, and observations. ML algorithms use
statistics to identify the patterns in massive quantities of
data, e.g., numbers, words, images, etc. ML is subdivided
into supervised, unsupervised, semisupervised, and rein-
forcement ML that uses different types of data and produces
specific results [11].

2. Literature Review

Many studies have been done on the emerging technology
named IoMT. Researchers have published many papers from a
different perspective, focusing on specific issues and challenges.

Iyer [12] proposed a framework and protocol related to
an IoT-based patient monitoring system and suggested that
patients’ health can be monitored using IoT devices and
sensors connected to the Internet. +e medical nursing
system (MNS) based on IoT has been designed that uses
different communication methods to transfer the data, e.g.,
sensors, Wireless Fidelity (Wi-Fi), radio-frequency identi-
fication (RFID), and Bluetooth [13]. In [14], the authors
proposed the patient monitoring system with the help of
patient body weight. Another IoT-based system was pro-
posed in [15] to monitor and track autism patients with the
help of sensors by collecting the signals from the brain.

A new scheme based on IoT was proposed in [16] to
convert the old hospitals into smart hospitals that will help
manage the information in an advanced way. Another de-
sign using IoT as a back-end platform was proposed in [17]
to monitor the health of aged patients by a method of the
end-to-end medical healthcare system. An Indian researcher
[18] presented a model based on IoT for the electronic
healthcare unit using RFID technology and an experienced
healthcare system Mycin (an AI-based system to identify
bacteria causing different infections).

Pinto [19] presented a novel idea in cardio signals and
proposed a technique for cardiac patients named Inex-
pensive Cardiac Arrhythmia Management (iCarMa) that
will indicate the severity of the cardiac patient and its timely
detection and diagnosis. Research has been conducted to
continuously monitor the patient’s health using an accurate
algorithm for sensing the patient’s events, e.g., steps
counting, immobility and fall, etc.

A fascinating idea presented in [20] was to help non-
professionals know about the disease with the help of a bot.

+is bot can be linked with various sensors on a smartphone
to give a more flexible service utilizing IoMT. An emphasis
on its use in [21] is that it will be very beneficial for the
patients if major diseases can be predicted early on. +is can
be done with the help of IoT that facilitates the patients in the
domain of remote healthcare systems.

Papageorgiou [22] proposed cost-efficient IoT-based
living assistance for elderly people. It tracks and stores the
critical details of patients employing a cloud-connected
wristband. +is proposed scheme triggered an alarm during
emergency conditions to assist patients by alerting the
healthcare experts to take the appropriate steps and deci-
sions. Darshan [23] presented a healthcare monitoring
system that offers emergency assistance to the patients
through assessing their emergency condition based on their
movement monitoring.

+is paper reports a practical cryptosystem to secure the
transmission of medical images in an Internet of Healthcare
+ings (IoHT) environment. +e dynamics of a 2D trigono-
metric map created utilizing various well-knownmaps, such as
logistic-sine-cosine maps, are investigated in this research. +e
map has an endless number of solutions, according to a stability
study. +e map’s complicated dynamics are demonstrated
using the Lyapunov exponent, bifurcation figure, and phase
portrait. A strong cryptosystem is built using the map’s se-
quences. First, the newly developed trigonometric map gen-
erates three key streams combined with the picture
mechanisms (R, G, and B) to calculate the Hamming distance.
+e output distance vector, conforming to each section, is then
Bit-XORed with each of the critical streams. +e subsequent
shuffled vectors are then Bit-XORed (diffusion) by the saved
outputs as of the early stage, and finally, the image vectors are
joined to create the encrypted image. +e data stored in the
system must be encrypted or anonymized using cryptography
and data anonymization techniques [24].

Tamper-proof steganography includes efficient procedures
to encrypt the image or concealedmessage before implanting it.
Quantum inspired varients of controlled alternative quantum
walks (CAQWs) which are used to determine the pixels for
secret/hidden bits in the carrier image.+e design employed in
ourmethod prevents the need for pre or post-encryption of the
carrier and secret images. Also, our design shortens removing
hidden material since only the stego image and primary
conditions to run the CAQWs are required. +e designed
protocol showed extraordinary outcomes in terms of their
security, good visual quality, high resistance to data loss bouts,
and high embedding capacity [25].

In quantum computing, a quantum algorithm is an
algorithm which runs on a realistic model of quantum
computation, the most commonly used model being the
quantum circuit model of computation. Quantum walks
establish a universal quantum computational model ex-
tensively utilized in cryptography. +is research designed a
new encryption appliance for privacy-preserving IoT-based
healthcare schemes to defend patients’ privacy. +e en-
cryption/decryption procedures are based on measured al-
ternate quantum walks. +e simulation results show that
image encryption protocol is healthy and well organized for
protecting patients’ privacy protection [26]. Another
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healthcare monitoring system was proposed in [27] that is
based on lightweight sensor-enabled wearable devices. +ese
devices collect, analyze, and share real-time patient
healthcare information. In this model, data are collected
using an “Arduino-based wearable system” with body sensor
networks. Also, “LabVIEW” is integrated with this system to
allow for remote patient surveillance.

In [28], a proposed system includes feasible IoTwearable
devices to collect the patient’s health-related information. It
used different ML-based classification methods such as “DT,
logistic regression (LR), and library for support vector
machine (LibSVM)” to forecast the occurrence of illnesses.
Lastly, a “mathematical model” is utilized to propose a
personalized IoT solution for each scenario.

Ghose [29] proposed an ML algorithm that uses the
Naive Bayes (NB) algorithm and the SVM to detect and
analyze heart disease. To predict coronary heart disease,
SVM and Bayes Net algorithms were used [30, 31].

Various ML methods are used to improve the accuracy
of diabetic disease inspection. +e authors suggested an ML
algorithm that uses NB [32] and DT [33] to predict diabetic
disorders. Otoom [34] used ML algorithm classification and
regression tree (CART) to help diagnose diabetes.

ML methods are also used to forecast thyroid diseases.
SVM and DTare employed as classification algorithms, with
the dataset coming from the UCI repository. Advanced
methods for thyroid disease diagnosis proposed in [35] use
fuzzy maps and data mining algorithms.

A wireless body sensor network (WBSN)-enabled IoT
healthcare solution was proposed in [36, 37]. It uses a
wireless body network made up of small, lightweight sensor
nodes to keep track of the patient. +is solution employs a
variety of ML techniques to improve security by protecting
WBSN from hackers.

3. Effectiveness Comparison of IoMT-Enabled
Smart Healthcare Model

In this research work, a model is developed to monitor
elderly people’s activities and provide them automated as-
sistance when required. +e IoMT has a vital role to play in
monitoring elderly people. In this model, an artificial neural
network (ANN) approach is used to monitor elderly people
intelligently and efficiently.

Figure 1 demonstrates the IoMT-enabled SHC model,
which depends on two phases: training and validation. +e
cloud is used for communication between the two phases.
+e training phase is composed of the three layers: the
sensory layer, preprocessing layer, and application layer.+e
sensory layer contains various input parameters that get the
human body’s values and pass these values through IoMT to
store in a database. +e data received through IoMTmight
hold missing or noisy data. So, they are known as raw data.

+e next layer is the preprocessing layer. It is an important
layer that handles the missing values by moving average and
normalization to remove the noisy data. After this process,
the preprocessing layer’s output is sent to the application
layer.+e application layer is further divided into two layers,
namely, prediction layer and performance layer.

In the prediction layer, ANN is utilized to predict the
disease further. It consists of three layers named as input,
hidden, and output layers. +e backpropagation algorithm
involves several steps: weight initialization, feedforward,
feedback error propagation, and weight and bias updates. In
the hidden layer, each neuron has a function of activation
like f(j)� sigmoid(j).

+e sigmoid function for input and the model’s hidden
layer can be written as

ψj � b1 + 􏽘

m

i�1
ωij ∗ ri􏼐 􏼑,

φj �
1

1 + e
−ψj

, where j � 1, 2, 3, . . . , n.

(1)

Input is taken from the output layer as shown in the
following equation:

ψk � b2 + 􏽘
n

j�1
υjk ∗φj􏼐 􏼑. (2)

Output layer activation function is shown in the fol-
lowing equation

φk �
1

1 + e
−ψk

, where k � 1, 2, 3, . . . , r. (3)

Error in backpropagation can be written as

E �
1
2

􏽘
k

τk − φk( 􏼁
2
, (4)

where τk represents the desired output and outk is the
calculated output.

In equation (5), the layer is written as the rate of change
in weight for the output.

φW ∝ −
zE

zW
,

φυj,k � −ϵ
zE

z]j,k

.

(5)

+e chain rule method is written as follows:

φυj,k � − ε
zE

zφk

×
zφk

zψk

×
zψk

z]j,k

. (6)
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+e value of weight change can be found by inserting the
values in equation (6), and the results are shown in the
following equation:

φυj,k � ϵ τk − φk( 􏼁 × φk 1 − φk( 􏼁 × φj􏼐 􏼑,

φυj,k � ϵξkφj,
(7)

where

ξk � τk − φk( 􏼁 × φk 1 − φk( 􏼁,

φωi,j∝ − 􏽘
k

zE

zφk

×
zφk

zψk

×
zψk

zφj

⎡⎣ ⎤⎦ ×
zφj

zψj

×
zψj

zωi,j

,

φωi,j � −ε 􏽘
k

zE

zφk

×
zφk

zψk

×
zψk

zφj

⎡⎣ ⎤⎦ ×
zφj

zψj

×
zψj

zωi,j

,

φωi,j � ε 􏽘
k

τk − φk( 􏼁 × φk 1 − φk( 􏼁 × ]j,k􏼐 􏼑⎡⎣ ⎤⎦ × φk 1 − φk( 􏼁 × ri,

φωi,j � ε 􏽘
k

τk − φk( 􏼁 × φk 1 − φk( 􏼁 × ]j,k􏼐 􏼑⎡⎣ ⎤⎦ × φj 1 − φj􏼐 􏼑 × ri,

φωi,j � ε 􏽘
k

ξk ]j,k􏼐 􏼑⎡⎣ ⎤⎦ × φj 1 − φj􏼐 􏼑 × ri,

φωi,j � εξj ri,

(8)

where

ξj � 􏽘
k

ξk ]j,k􏼐 􏼑⎡⎣ ⎤⎦ × φj 1 − φj􏼐 􏼑. (9)

Output and hidden layers are shown in equation (10) in
which the weight and bias between them are updated:

]+
j,k � ]j,k + λFφυj,k. (10)

+e process of updating weight and bias between the
input layer and the hidden layer is shown in the following
equation:

ω+
i,j � ωi,j + λFφωi,j, (11)

where λF is the learning rate of the IoMT-enabled smart
model. +e convergence of the model depends upon the
careful selection of λF. +e equation above is used to update
the weight of the hidden and input layers.

After the prediction layer, the output of the prediction
layer will be sent to the performance layer to predict the
healthcare issue based on accuracy andmiss rate whether the
learning criteria meet or not. In the case of “no,” the

prediction layer will be updated, but in the case of “yes,” the
output will be stored on the cloud database. Now, in the
validation phase, the input will be sensed from input layer
parameters and sent to ANN to determine whether the
healthcare issue is found or not. In the case of “no,” the
process will be discarded, and in the case of “yes,” the
message will display that healthcare issue found.

4. Simulation Results

+is paper presents a SHC system that can enable remote
healthcare consultations, elderly management, and home-
care over global wide area networks and heterogeneous
platforms. +e simulation results of the research are de-
scribed below.

Tables 1 and 2 show the training and validation con-
cerning accuracy and miss rate. ANN algorithm has been
implemented to the dataset of 4848 sets of records; fur-
thermore, 3393 samples (70%) and 1455 samples (30%) are
used for training and validation purpose, respectively. In
performance evaluation layer, various statistical metrics are
used to measure the proposed system performance as
shown in equation (12). +e parameters are derived by the
following formulas:
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sensitivity �
􏽐 true positive

􏽐 condition positive
,

specificity �
􏽐 true negative

􏽐 condition negative
,

accuracy �
􏽐 true positive + 􏽐 true negative

􏽐 total population
,

miss rate �
􏽐 false negative

􏽐 condition positive
,

fallout �
􏽐 false positive

􏽐 condition negative
,

likelihood positive ratio �
􏽐 true positive ratio
􏽐 false positive ratio

,

likelihood negative ratio �
􏽐 true positive ratio
􏽐 false positive ratio

,

positive predictive value �
􏽐 true positive

􏽐 predicted condition positive
,

negative predictive value �
􏽐 true negatiive

􏽐 predicted condition negative
.

(12)

+e IoMT-enabled SHC model estimates anticipated
output as negative (−1) and positive (1). +e consequent
output of value negative (−1) indicates that a health issue is
found, whereas positive (1) indicates no health issue.

Table 1 shows IoMT-enabled SHC model monitoring of
elderly people during the training phase. During tranining,
1522 positive (healthy) and 1871 negative (unhealthy)
samples are used. It clearly observed that 1422 samples are
correctly predicted in the case of healthy samples., while 100
records are wrongly predicted as negative, implying that
there is a healthcare issue. Similarly, a total of 1871 samples
were picked, with negative indicating the presence of a
healthcare issue. 1754 samples are correctly predicted as
negative, indicating the presence of a healthcare issue. 117
samples are incorrectly predicted as positive, indicating the
absence of a healthcare issue, although a healthcare issue
exists.

Table 2 displays the model’s prediction of health status
during the validation phase. During validation, a total of
1455 samples are utilized in which 686 are positive (healthy)
and 769 are negative (unhealthy) samples are used. It is
discovered that 626 samples contain true positives that are
accurately forecasted, and no healthcare issue is discovered,
while 60 records are mistakenly predicted as negative, im-
plying that a healthcare issue is discovered. Similarly, 769

samples were picked, with negative indicating the presence
of a health issue. 710 samples are accurately predicted as
negative, indicating the presence of a healthcare issue. 59
samples are incorrectly predicted as positive, indicating the
absence of a healthcare issue, although healthcare issues
exist.

Table 3 shows the model’s accuracy, sensitivity, speci-
ficity, miss rate, and precision during the training and
validation phase. +e model during training gives accuracy,
sensitivity, specificity, miss rate, and precision of 0.936,
0.934, 0.937, 0.064, and 0.924, respectively. During valida-
tion, the model gives accuracy, sensitivity, specificity, miss
rate, and precision of 0.918, 0.912, 0.923, 0.082, and 0.913,
respectively.

Furthermore, specific statistical measures of the model
are included to forecast values during training, e.g., fallout,
LR+, LR−, and NPV give the result of 0.062, 15.064, 0.068,
and 0.946, and during validation, they are 0.076, 12, 0.088,
and 0.922, respectively.

According to the results shown in Table 4, the IoMT-
enabled SHC model is more effective than the conventional
ML classification-based methods like SVM, KNN, and DT
while analyzing the IoMT data.

+e comparison of the previously published approach
and the proposed model to monitor elderly people is
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Figure 1: IoMT-enabled smart model to monitor elderly people’s health using ML.

Table 1: Training of the IoMT-enabled SHC model during the monitoring of elderly people’s health.

Training results

Input

Total number of samples (3393) Result (output)
Expected output Predicted positive Predicted negative

1522 (positive) True positive (TP) False negative (FN)
1422 100

1871 (negative) False positive (FP) True negative (TN)
117 1754

Table 2: Validation of the IoMT-enabled SHC model during the monitoring of elderly people’s health.

Validation results

Input

Total number of samples (1455) Result (output)
Expected output Predicted positive Predicted negative

686 (positive) True positive (TP) False negative (FN)
626 60

769 (negative) False positive (FP) True negative (TN)
59 710
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shown in Table 5. +e proposed model achieved 0.936
accuracy for monitoring the healthcare of elderly people
in an efficient way which is better than the previous
approaches.

5. Conclusion

+e research is responsible for overcoming the challenges of
elderly care services. +e research realizes the needs of the
elderly healthcare system. In this research work, innovative
medical services for the elderly are compared based on the real
needs and challenges of the elderly and caregivers. Tomeet the
basic needs of elderly healthcare, the researchers used ML
techniques for getting better outcomes. After simulation
results, the research conclusions are summarized: the elderly
healthcare service interface of the IoMT has a higher accuracy
during validation, which gives accuracy, sensitivity, speci-
ficity, miss rate, and precision of 0.918, 0.912, 0.923, 0.082, and
0.913, respectively. +e system of the proposed approach may
be improved in the future by using a fusion-based machine
learning approach and federated learning approach as well.
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-e development of artificial intelligence and worldwide epidemic events has promoted the implementation of smart healthcare
while bringing issues of data privacy, malicious attack, and service quality. -eMedical Internet of -ings (MIoT), along with the
technologies of federated learning and blockchain, has become a feasible solution for these issues. In this paper, we present a
blockchain-based federated learning method for smart healthcare in which the edge nodes maintain the blockchain to resist a
single point of failure and MIoT devices implement the federated learning to make full of the distributed clinical data. In
particular, we design an adaptive differential privacy algorithm to protect data privacy and gradient verification-based consensus
protocol to detect poisoning attacks. We compare our method with two similar methods on a real-world diabetes dataset.
Promising experimental results show that our method can achieve high model accuracy in acceptable running time while also
showing good performance in reducing the privacy budget consumption and resisting poisoning attacks.

1. Introduction

With the growth in volume and types of clinical data, there is
an urgent need for efficient mining models to analyze these
data so as to help disease diagnosis, provide medical solu-
tions, and improve the medical care for patients. Machine
learning is an effective tool with powerful computation
capabilities, which has been used in many fields, such as
image recognition, natural language processing, and
healthcare. However, machine learning models can only
reach high accuracy with abundant training data, which is
especially important in healthcare that sometimes decides
whether a patient’s life can be saved. Traditional centralized
training methods usually require collecting a large amount
of data from a powerful cloud machine, which may cause
serious user privacy leakage, especially in the medical do-
main. Many governments have issued laws prohibiting
collecting data relevant to user privacy, such as the European
Union’s General Data Protection Regulation (GDPR). -e

emergence of the Medical Internet of -ings (MIoT) em-
powers traditional fields such as healthcare, medical care,
public health, and community services, where large numbers
of MIoT devices such as wearable sensors are distributed at
the edge of the network to collect patient data. Federated
learning (FL) [1], as a distributed machine learning
framework, can allow multiple devices to train machine
learning models collaboratively without sharing their raw
data, which just contributes to realizing smart healthcare in
the MIoT while reducing the privacy leakage of patients.

A typical FL-based smart healthcare application is shown
in Figure 1, where onboard sensors collect clinical data from
patients, multiple edge devices perform FL algorithm col-
laboratively, and the final machine learning models evaluate
the patient’s physical health and even request the emergency
service in the cloud if necessary. However, one of the
drawbacks of vanilla FL is that it needs a trustworthy central
server to aggregate the model parameters uploaded by de-
vices and distribute the global model to all devices. Once the
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central server is crashed by attackers, the FL training will
stop. As a ledger with properties of tamper-proof, collective
maintenance, and traceability, blockchain can replace the
central server to decentralize the coordination process in FL,
thus resisting single points of failure and illegal tampering
attacks. In this way, the traditional elements in blockchain
can be mapped into the training stages of FL as follows: each
block represents a single training round, where the stored
transactions represent model parameters uploaded by de-
vices in that round. -en all devices can look up the model
parameters from the latest block and update their local
models. In view of these advantages, lots of blockchain-
based FLmethods have been proposed to be applied in many
fields, such as smart home [2], Industrial Internet of -ings
(IoT) [3], and smart healthcare [4]. But with more and more
advanced privacy attacks, there are still several challenges
that need to be addressed while applying blockchain-based
FL to healthcare: (1) the model parameters stored in the
blockchain may still be stolen by attackers to infer the
original private clinical data; (2) clinical data of some edge
devices may be poisoned to mislead the FL process; (3) edge
devices have no incentive to contribute dataset and com-
puting power to FL.

Aimed at the above challenges, this paper integrates FL
with blockchain and advanced cryptography to realize a
smart healthcare model in a secure and privacy-preserving
manner. -e main contributions of the paper are mainly as
follows:

(1) We propose a blockchain-based FL framework for
smart healthcare, which not only builds an accurate
collaborative model based on multiple edge devices
but also provides governance of the whole training
process.

(2) To add an extra layer of security of blockchain-based
FL, we propose adaptive differential privacy (DP)
algorithm that adapts noise according to the training
process, balancing privacy, and model accuracy.

(3) We design an efficient consensus protocol based on
gradient verification, which encourages reliable
MIoTdevices and edge nodes to contribute their data
and computing power to federated learning.

-e rest of the paper is organized as follows. We in-
troduce related works in Section 2 and give our method in
Section 3. Section 4 shows the experimental results of our
method. We draw conclusions and outline future work in
Section 5.

2. Related Work

With the development of artificial intelligence (AI), it is a
common practice to deploy AI applications to assist medical
diagnosis, which can improve the diagnosis rate of diseases
and reduce the waiting time of patients. Dai et al. [5] turned
the prediction of hospitalization task into a supervised
classification problem, resulting in a considerable amount of
potential saving in medical resources. Son et al. [6] devel-
oped a Support Vector Machine (SVM) model to identify
predictors of medication adherence in heart failure patients.
Tariq et al. [7] developed amultimodal fusion AImodel from
past medical data to predict the severity of COVID-19. In
order to solve the problem of the absence of reliable data,
Sedik et al. [8] presented a data augmentation framework to
expand the limited dataset and used convolutional neural
network and convolutional long short-termmemory models
to detect the COVID-19. However, the above-centralized
training methods [5–8] need to collect sensitive clinical data
in a single database, which is undesirable due to data privacy
concerns. Instead, federated learning emerges as a distrib-
uted framework that performs collaborative learning while
keeping all the sensitive data locally, providing a privacy-
preserving solution for connecting the fragmented health-
care data on the edge devices. Many works that used FL in
smart healthcare have been proposed in recent years.
Qayyum et al. [9] proposed a clustered FL-based method to
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Figure 1: A typical FL-based smart healthcare application.
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process clinical visual data at the edge so as to allow remote
hospitals to benefit from multimodal data in a privacy-
preserving manner. Brisimi et al. [10] predicted hospitali-
zations for patients with heart diseases by solving distributed
sparse Support Vector Machine problems using FL. Xu et al.
[11] gave a review for FL methods and pointed out the
implications and potentials of FL in healthcare particularly.
Zhang et al. [12] employed differential private generative
adversarial network (DPGAN) to generate diverse patient
data in a privacy-preservation way and leveraged FL to train
COVID-19 models in collaboration with multiple hospitals.
But these works [9–12] all need a central server to aggregate
and distribute model parameters during the federated
learning, which is vulnerable to a single point of failure
attack.

To address this vulnerability, blockchain is introduced to
enable full decentralized FL, which is also the idea of this
paper. El Rifai et al. [13] integrated the FL and blockchain for
the first time in a medical setting and proposed a smart
contract to realize transparency and immutability while
sharing knowledge. Passerat-Palmbach et al. [14] presented
an advanced blockchain-orchestrated federated learning
framework in medicine and outlined some challenges. Połap
et al. [4] designed a multiagent medical system based on FL
and blockchain that can separate complicated tasks into
individual objects and process medical data in real time.
While the integration of blockchain and FL can resist a single
point of failure and enable life-cycle governance of the
training process, due to the transparency of blockchain, it
raises concerns with regard to the privacy of the model pa-
rameters. To this end, Liu et al. [15] proposed a blockchain-
based secure FL framework for 5G networks, in which dif-
ferential privacy noise was added on the updates to prevent
inference attacks. Kumar et al. [16] proposed a blockchain-
based FL framework that trained a collaborative deep learning
model for COVID-19 detection using clinical data from
multiple hospitals and added Laplace noise to the local
gradients to ensure privacy. Rahman et al. [17] proposed a
hybrid FL framework for the Internet of Health -ings
(IoHT) that supported lightweight DP to realize the privacy
and anonymization of the IoHT data. However, differential
privacy used by [15–17] will cause some loss of data utility,
which will reduce the availability of smart healthcare. In this
paper, we design an adaptive differential privacy algorithm to
achieve a balance between data privacy and data utility.

On the other hand, poisoning attack [18] launched by
malicious users is also another challenge faced by block-
chain-based FL methods. Although Liu et al. [15] executed
smart contracts to identify malicious participants who ini-
tiated poisoning attacks, they assumed that there was a
public test dataset in advance, which was unrealistic for
smart healthcare with private data of patients. In this paper,
we present a simple gradient verification method that does
not need a public test dataset to detect poisoning attacks.

3. Proposed Model

3.1. -reat Model. In this section, we give the threats faced
by smart healthcare.

-reat 1. Potential data privacy leakage. AI models built
on clinical data may be attacked by adversaries to infer
patient privacy.
-reat 2. Single point of failure. Existing smart
healthcare models rely on a central server to store the
clinical data or exchange the model parameters. Once
the central server is crashed, the model training will end
with failure.
-reat 3. Poisoning attacks. Due to the vulnerability of
the MIoT, adversaries may launch poisoning attacks on
the MIoT device’s data or local model parameters,
which will compromise the correctness of FL.

For ease of understanding, the main symbols used in this
paper are listed in Table 1.

3.2. System Architecture. Our smart healthcare system is
mainly composed of the user layer and edge node layer. -e
user layer mainly includes wearable sensors, MIoT devices,
and mobile terminals. -ey are used to monitor patients’
physiological condition, collect clinical data, and train FL
model locally. Edge nodes are mainly composed of base
stations equipped with edge computing servers that have
powerful computation and communication capabilities.
-ey maintain the blockchain as miners, receive and store
the model parameters, and authenticate the parameters by
consensus protocol. -e training process in one round is
shown in Figure 2.

As shown in Figure 2, a complete training process of one
round can be formulated as the following steps:

(1) Hospitals determine and send the training task to the
blockchain, and then the genesis block is created and
distributed to all the MIoTdevices and edge nodes to
perform model initialization. -e genesis block
mainly contains the following information:① initial
model parameters w0 and total training rounds T;②
public keys of all parties that are used to create
signatures; ③ initial reputation value of all edge
nodes and MIoT devices; ④ reputation update
function.

(2) -eMIoTdevice trains the model locally based on its
collected clinical data and adds DP noise to the local
gradient (see details in Section 3.3.1) so as to cope
with -reat 1.

(3) -e MIoT device uploads the noised gradient along
with the signature to its associated edge node in the
form of transactions.

(4) After receiving data from devices within their cov-
erage, the edge nodes first verify the legality of the
signature and then elect a verification committee to
detect whether the local gradients are poisoned
update (see details in Section 3.3.2) so as to cope with
-reat 3.

(5) A leader is randomly selected to generate a new block
containing the necessary model parameters for this
training round. -e verification committee verifies
the new block and broadcasts the valid one to
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synchronize the ledgers of all edge nodes (see details
in Section 3.3.2) so as to cope with -reat 2.

(6) -e MIoTdevice downloads the latest block from its
associated edge node and updates its local model by
the global gradient stored in the block. -e next
training round starts from step 2 until the model
converges or the maximum rounds are reached.

Next, we will introduce the main construction of our
method in detail.

3.3. Construction of Method

3.3.1. Adaptive Differential Privacy Algorithm. -e ad-
vanced privacy attacks such as model inversion [19] and
model extraction attack [20] have shown that the model
parameters stored in the blockchain are not enough to

protect the privacy of raw clinical data. References [18, 21]
used Shamir secret sharing and threshold Paillier encryption
to protect local gradients, respectively, but both consume
large computation overhead. In contrast, differential privacy
technology needs less computation overhead, which is more
suitable for MIoT devices with limited resources.

In principle, DP is a strictly provable mathematical
framework whose basic idea is to add carefully designed
noise to the input or output of a function so that the
modification of any individual sample in the dataset will not
have a significant impact on the output. -e related defi-
nitions are as follows.

Definition 1 (differential privacy [22]). A randomized al-
gorithm A: D⟶ R is (ε, δ)-differentially private if for any
two datasets D and D′ differing in an individual sample and
any output O ∈ R:

Table 1: Main symbols.

Symbols Definitions
T -e total number of training rounds
K -e number of MIoT devices
M -e size of the verification committee
gi,t -e local gradient of i-th device in the t-th training round
gi,t -e noised gradient of i-th device in the t-th training round
Ct -e gradient clipping threshold in the t-th training round
G Prior threshold
ε Privacy budget
δ Violation probability of the “pure” differential privacy

leader

4. gradient verification

edge node

MIoT device

3. upload grad
ien

t 3. upload gradient

local
training

local gradient

add
nosie

MIoT device

local
training

local gradient

add
nosie

2.train the model locally and add DP noise

1.publish the
task

edge node edge node

verification commitee

hospital

blockchain

5. generate new
block and broadcast

6. next round of training

MIoT device

local 
training

local gradient

add 
nosie

… …

Figure 2: Training process in one round.
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Pr[A(D) � O]≤ e
ε

× Pr A D′( 􏼁 � O􏼂 􏼃 + δ, (1)

where ε is the privacy budget. A small εmeans a higher level
of privacy preservation but greater accuracy loss for algo-
rithm A and vice versa. δ is the probability that measures the
violation of the “pure” differential privacy, which is usually a
small value.

Definition 2 (sensitivity [22]). For any real-valued function
f: D⟶ Rd with D as the input dataset and Rd as the d-
dimensional vector output, the sensitivity of f is

Δf � max
D,D′

f(D) − f D′( 􏼁
����

����p
, (2)

where D and D′ are two adjacent datasets differing in an
individual sample and ‖•‖p denotes the Lp norm.

Definition 3 (Gaussian mechanism [22]). Assume that L2
norm is used to compute the sensitivity of function f.
(ε, δ)-differentially privacy can be realized via adding
Gaussian noise to the output of function f:

A(D) � f(D) + N 0, (Δfσ)
2
I􏼐 􏼑, (3)

where N(0, (Δfσ)2I) is the Gaussian distribution with
mean 0 and standard deviation Δfσ and I is the identity
matrix.

From the above definitions, we can see that the private
information in a dataset can be hidden by adding noise, but
at the same time, the noise will lower the data utility.
Reference [23] added noise on the raw data by local dif-
ferential privacy, but it reduced the model accuracy severely.
Reference [24] added Gaussian noise on the clipped gradient
but did not explain how to select the clipping threshold. -e
value of the threshold is important to the FLmodel: too large
a value will add excessive noise and too small a value will
over clip the gradient, both of which will cause serious
accuracy loss. Aimed at this issue, we draw on the idea of the
RMSProp optimization algorithm and propose an adaptive
differential privacy algorithm for MIoT devices, which can
flexibly adjust the clipping threshold according to the
training process to reduce the negative impact of noise on
the model accuracy.

RMSProp is a variant of gradient descent algorithm for
machine learning, which speeds up the convergence rate by
adjusting the step size. -e iteration formula is as follows:

E g
2

􏽨 􏽩
t
←(1 − c)E g

2
􏽨 􏽩

t−1 + c gt( 􏼁
2
,

θt←θt−1 − η
gt����������

E g
2

􏽨 􏽩
t

+ ε0
􏽱 ,

(4)

where θt is the model parameter in the t-th iteration, gt is the
gradient, η is the learning rate, E[g2]t−1 is the cumulative
square of the historical gradient, c is an exponent of gradient
accumulation, and ε0 is to ensure that the divisor is not zero,
generally set to 10−8. Due to the continuity and gradualness
of the convergence process [25], the historical gradient can
usually be used to estimate the current gradient. -erefore,

E[g2]t−1 in the RMSProp algorithm can be regarded as the
prior knowledge of the current gradient.

-e existing method [26] lets C ≈ ‖􏽥gt‖2 be the ap-
proximate optimal value of the clipping threshold. But
according to the training process in Figure 2, the MIoT
device cannot obtain the global gradient of the current
training round before uploading the local gradient. So based
on the idea of RMSProp, this paper uses the prior knowledge
E[􏽥g2]t−1 to predict the global gradient 􏽥gt of the current
round and then sets 􏽥gt as the clipping threshold; that is,
Ct � β

�������

E[􏽥g2]t−1

􏽱

, where β denotes the local clipping factor,
and the prior knowledge E[􏽥g2]t−1 is computed as follows:

E 􏽥g
2

􏽨 􏽩0 � 0
→

,

E 􏽥g
2

􏽨 􏽩
t−1←(1 − c)E 􏽥g

2
􏽨 􏽩

t−2 + c 􏽥gt− 1( 􏼁
2
.

(5)

Note that the prior knowledge E[􏽥g2]0 � 0 in the first
training roundwill result inC1 � β

������

E[􏽥g2]0

􏽱

� 0, which cannot
be used for gradient clipping. -erefore, we set another prior
threshold G: when the prior knowledge of the gradient is
insufficient in the initial training stage (i.e., E[􏽥g2]t−1 <G), set
the gradient clipping threshold as a fixed value C; when the
training continues until the prior knowledge satisfies
E[􏽥g2]t−1 >G, set the gradient clipping threshold as
Ct � β

�������

E[􏽥g2]t−1

􏽱

.G usually takes an empirical value according
to the training process of the model, which may vary in dif-
ferent datasets, but a simple way is to set G as the prior
knowledge E[􏽥g2]t−1 in a certain training round. So we have

Ct �
C, whenE 􏽥g

2
􏽨 􏽩

t−1 <G,

β
�������
E 􏽥g

2
􏽨 􏽩

t−1

􏽱
, whenE 􏽥g

2
􏽨 􏽩

t−1 >G.

⎧⎪⎨

⎪⎩
(6)

-en, in the t-th training round, the MIoT device
i(1≤ i≤K) clips the local gradient gi,t and adds DP noise as
follows:

gi,t �
gi,t

max 1, gi,t

����
����2/Ct􏽮 􏽯

+ N 0, C
2
t σ

2
􏼐 􏼑. (7)

Since the value of
�������

E[􏽥g2]t−1

􏽱

in equation (6) decreases as
the model converges, the local clipping threshold Ct will also
decrease, making the DP noise ξ ∼ N(0, (Ctσ)2I) in equa-
tion (7) less, which contributes to the convergence of the
model in the later training stage.

3.3.2. Consensus Protocol Based on Gradient Verification.
Since MIoTdevices are widely distributed in the open network
edge, the clinical data they collect may be of low quality and
even be poisoned by adversaries, and then the local gradient
trained on this kind of data will deviate from the global con-
vergence trend. To remedy the adverse effects of thesemalicious
gradients on the blockchain-based FL, we integrate gradient
verification with consensus protocol to carry out a consensus
process among the edge nodes. Each edge node identifies and
removes malicious gradients uploaded by its associated MIoT
devices so as to only aggregate qualified gradients to generate
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the global model and achieve reliable FL. Unlike the proof-of-
work (PoW) protocol which consumes a lot of computing
resources, our protocol is improved on Algorand [27]. In each
round of training, only some miners are selected to verify the
new block by Byzantine agreement protocol, and the com-
munication overhead among miners is further reduced, so the
consensus efficiency is high and the forking probability is ex-
tremely low. -e specific details are as follows:

(1) Initialization. A group of edge nodes with powerful
computation and communication capabilities are chosen as
miners. -ese miners not only generate or verify block but
also execute gradient verification. To ensure the security of
the blockchain, we assume that, at any point, no more than
1/3 of the miners are malicious. In addition, we assign an
initial reputation value to each miner. If a miner is identified
by other miners to return a falsified verification result or a
fake block, then its reputation value will decrease by 1.

(2) Gradient Verification. After receiving the data from its
associated MIoT devices, the miner first verifies the legality of
the sender by checking the digital signature. If the signature is
valid, then the miner puts the local gradient into the transaction
pool. Subsequently, some miners are selected to form a veri-
fication committee, which is responsible for identifying and
filtering malicious gradients. In this paper, we present a rep-
utation-based consistent hashing protocol to designate the
verifier role to some miners. Specifically, given a hash ring
whose space is assigned to miners in proportion to their rep-
utation value, we repeatedly rehash the initial SHA-256 hash of
the last block and map the result to the hash ring. -e miner
corresponding to the space where the hash lies is chosen to be
the member of the verification committee. -is step is repeated
until the size of the committeeM is reached, which is shown in
Figure 3. -e principle of the above process is similar to that of
Algorand [27]: the probability of a party being selected is
proportional to its reputation. Since the adversary cannot obtain
the state of the block until it is generated, they cannot predict the
output of the consistent hashing and launch targeted attacks.

-e verification committee executes the multi-KRUM
algorithm [28] on gradients in the transaction pool and
accepts the top majority of the gradients in each training
round. -e specific process is as follows:

Step 1. Assume that R is the total number of gradients in
the transaction pool and f is the number of Byzantine
gradients.-e verifier adds up the Euclidean distance of
each gradient to its closest R-f-2 gradients and uses the
sum as the quality score of the gradient:

s(i, t) � 􏽘
i⟶j

gi,t − gj,t

�����

�����. (8)

Step 2. -e verifier selects the R-f gradients with the lowest
scores as qualified gradients and signs them using its
public key. To prevent some malicious verifier from ar-
bitrarily accepting the gradients from its colluding MIoT
devices, we require that anMIoTdevice’s gradient must be
signed by most verifiers before it is finally accepted.

(3) Candidate Block Verification. A miner is randomly
chosen from the verification committee as the leader of
the current training round. -e leader collects qualified
gradients in the transaction pool and generates a new
block shown in Figure 4, from which it can be seen that,
except for the hash value used to link the previous block,
the block also contains all the qualified gradients and
corresponding signatures of the verification committee.
-en the new block along with the signature of the leader
is sent to the verification committee to verify the validity
of the block, mainly by checking the signature of the
leader and verifiers. Only when more than 2/3 of the
verifiers agree on the block, the block is determined to be
valid and broadcasted to arrive at a consensus in the
blockchain through the popular gossip protocol [29].
Otherwise, an empty block is created.

(4) Global Model Training. All the MIoT devices download
the latest block from the blockchain, compute the global
gradient by averaging all the qualified gradients stored in the
block, and then update their local models. -e next training
round will begin until the model converges or reaches the
maximum number of rounds. Note that, in each round of
training, the reputation value of the MIoTdevice whose local
gradient is identified as qualified and the verifier who returns
the correct verification result will both increase by 1; oth-
erwise, their reputation value will decrease by 1. When the
reputation value decreases to zero, the entity (e.g., MIoT
device or edge node) is put into the blacklist and prohibited
from participating in the consensus.

-e security of the above consensus protocol can be
guaranteed from the following aspects: (1) In each round of
training, we use consistent hashing to select different miners to
verify the newblock.-e output of consistent hashing cannot be
predicted by attackers in advance, so attackers cannot launch
targeted attacks on specific verifiers. In addition, as designed by
the consensus protocol, the probability of aminer being selected
as a verifier is proportional to its reputation value, so attackers
cannot increase the probability of being selected through Sybil
attack without increasing its own reputation value, which
further strengthens the security. (2) We require that an MIoT
device’s gradient can be identified as qualified onlywhen it owns
the signatures of most verifiers so as to prevent some malicious
verifiers from colluding with some MIoT devices. (3) -e
consensus protocol follows Algorand [27], requiring that the
newly generated block can only be identified as valid and
broadcasted after it is approved bymore than 2/3 of the verifiers,
so its security is equivalent to that of Algorand.

3.4. SecurityAnalysis. Our scheme uses a differential privacy
mechanism to protect data privacy, so how to track the
accumulated privacy loss during training under a given
privacy budget is very important. In this paper, we use the
privacy accountant proposed by Abadi et al. [24] to compute
the privacy loss, which is used by many related works
[15, 17]. Related definitions are as follows.
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Definition 4 (privacy loss). Assume that A: D⟶ R is a
randomized algorithm, D and D′ are adjacent datasets
differing in an individual sample, and then the privacy loss of
output O ∈ R is

c o, A, D, D′( 􏼁≜ log
Pr[A(D) � o]

Pr A D′( 􏼁 � o􏼂 􏼃
. (9)

Definition 5 (moment accountant). -e moment accoun-
tant of algorithm A at the λth moment is defined as

α(λ)≜ max
D,D′

log EO∼A(D) exp λc O, A, D, D′( 􏼁( 􏼁􏼂 􏼃. (10)

Theorem 1 (composability). Assume that algorithm A is
composed of a sequence of subalgorithms A1, A2, . . ., Ak. For
any moment λ, the moment accountant of A is bounded by the
sum of moment accountant of A1, A2, . . ., Ak:

αA(λ)≤ 􏽘
k

i�1
αAi

(λ). (11)

Theorem 2 (tail bound). For any ε> 0, the algorithm A is
(ε, δ)-differentially private for

δ � min
λ

exp αA(λ) − λε( 􏼁. (12)

According to -eorem 1, the privacy loss of our method
is proportional to the number of MIoT devices and training
rounds. Assume that the number of MIoT devices is K and
training rounds is T. Let the overall moment accountant be
α(λ) and themoment accountant of device i(1≤ i≤K) in the
t-th round be αi,t(λ). Based on -eorem 1, we have

α(λ)≤ 􏽘
T

t�1
􏽘

K

i�1
αi,t(λ), (13)

where αi,t(λ) mainly keeps track of the DP noise
ξ ∼ N(0, (Ctσ)2I) added on the clipped gradient of devices,
shown as equation (7). -e computation of αi,t(λ) is as
follows.

Let μ0 and μ1 be the probability density function of
Gaussian distribution N(0, (Ctσ)2) and N(1, (Ctσ)2), re-
spectively. μ denotes the mixed Gaussian distribution μ �

(1 − q)μ0 + qμ1 of μ0 and μ1, where q is the sampling
probability of local training. -en we need to compute
αi,t(λ) � log max(E1, E2), where

E1 � Ex∼μ0
μ0(x)

μ(x)
􏼠 􏼡

λ
⎡⎣ ⎤⎦, (14)

E2 � Ex∼μ
μ(x)

μ0(x)
􏼠 􏼡

λ
⎡⎣ ⎤⎦. (15)

Since the noise distribution ξ ∼ N(0, (Ctσ)2I) added on
the local gradient is the same for all MIoT devices, the com-
putation of αi,t(λ), 1≤ i≤K, 1≤ t≤T is the same for all de-
vices. By equation 13, it suffices to compute or bound the
overall moments α(λ) of our method.-en we can use the tail
bound in -eorem 2 to convert the moment bounds to
(ε, δ � minλ exp(α(λ) − λε))- differential privacy guarantee.
Note that, in the execution of DP-based deep learning methods
[24], the value range of integer λ is usually 0≤ λ≤ 100.

4. Experiments

Wewant to demonstrate the following points when designing
the evaluation of our method: (1) Our method can make a
tradeoff between the model accuracy and privacy preserva-
tion. (2) Given a reasonable privacy budget, the running time
of our method is less than similar blockchain-based FL
methods. (3) Our method is robust to poisoning attack.

(1) Models and datasets: the experiments are conducted
under Ubuntu 18.04 system with Intel i7-8700K
CPU, GTX 1080T GPU, and 16GB RAM. We im-
plement a small blockchain prototype based on
Ethereum in Go language and train the deep learning
model in Python. go-python v1.0 [30] library is used
to interface between Python and Go. We use a
convolutional neural network (CNN) composed of
two 5× 5 convolution layers, a full-connected layer
and a softmax output layer (1,663,370 parameters), as
the deep learning model, in which the model weights
are initialized by normal distribution N(0,0.022) and
the biases are initialized as 0. As for the experimental
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dataset, a diabetes dataset from the American Na-
tional Institute of Diabetes and Digestive and Kidney
Diseases available online [31] is employed, which is
composed of eight medical predictor variables and a
target variable shown in Table 2, aiming to predict
whether the patient has diabetes. We split the dataset
into training and testing datasets in the ratio of 70 :
30. In order to simulate 20 distributed MIoTdevices
in smart healthcare, we randomly shuffle and divide
the dataset into 20 parts evenly, and each part is
regarded as the local clinical data of an MIoTdevice.

(2) Hyperparameters and baselines: each MIoT device
trains the model locally with the batch size of 64 and
local iterations of 20, and the gradient parameters are
transformed into byte streams for transmission by
pickle module. -e hyperparameters in the adaptive
DP algorithm are set as follows:
G � 10− 6, β � 1.2, σ � 4, δ � 10− 4, c � 0.1, C � 3.
Unless stated otherwise, we set the privacy budget
ε � 3 as default. In order to provide a comparison for
our method, we choose two methods as the baseline:
(1) BlockFL [32]: a blockchain-based FL method
running on a device; (2) original FL [1]: the original
federated learning method without any additional
privacy-preserving strategies.

4.1. Model Accuracy. Given two different privacy budgets,
we compare the model accuracy of our method with BlockFL
and original FL, as shown in Figure 5.

We can find the following:

(1) Our method exhausts the privacy budget ε � 2 and
ε � 3 in the 36th and 53rd rounds and achieves
model accuracy of 78.5% and 82.7%, respectively. It
can be seen that the larger the privacy budget, the
higher the model accuracy but the lower the level of
privacy preservation simultaneously. In order to
balance the model accuracy and data privacy, we set
the privacy budget ε � 3 in the rest of the experi-
ments unless stated otherwise.

(2) Original FL and BlockFL achieve higher model ac-
curacy than our method; this is because our method
adds DP noise on the gradient while the other two
methods preserve the raw gradient. But given an
appropriate privacy budget, our method protects the
data privacy with only a slight accuracy loss. For
example, when the privacy budget ε � 3, our method
achieves 82.7% accuracy, which is only slightly lower
than 84.5% of original FL and 84% of BlockFL.

4.2. Running Time. In order to evaluate the introduction of
blockchain on the training efficiency of federated learning,
we compare the running time of the three methods, as
shown in Figure 6, from which we can see that the running
time of BlockFL and our method is greater than that of
original FL. For example, when the training reaches 50
rounds, the running time of original FL, BlockFL, and our

method is 1047 s, 1702 s, and 1624 s, respectively. -is is
because the consensus protocol in the blockchain involves
time-consuming operations such as block generation,

Table 2: Experimental dataset.

November Field name Data type
1 Pregnanci Integer
2 Glucose Integer
3 BloodPressure Integer
4 Skin-ickness Integer
5 Insulin Integer
6 BMI Integer
7 DiabetesPedigreeFunction Integer
8 Age Integer
9 Outcome Integer
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verification, and broadcast. -erefore, blockchain-based FL
methods (i.e., BlockFL and our method) achieve a series of
security attributes such as auditability, reliability, and re-
sistance to a single point of failure at the cost of some
computation overhead, so they are more suitable for fields
with high-security requirements, such as the medical field.

Since blockchain-based FL methods usually include
local training phase and consensus phase, Figure 7 com-
pares the average running time per round of each phase for
BlockFL and our method under different number of local
devices. It can be seen that, due to the designed adaptive DP
algorithm, the local training phase of our method consumes
slightly more time than that of BlockFL, which does not
have any additional privacy-preserving mechanism, but
their local training time does not increase with the number
of devices. On the contrary, their consensus time is pro-
portional to the number of devices, and the consensus time
of our method is less than that of BlockFL. -is is because
the PoS consensus protocol used by BlockFL needs to
continuously compute nonce until reaching the target
condition, which is time-consuming, while our method
uses a more efficient consistent hashing protocol and
gradient verification method.

4.3. Privacy Budget Consumption. In the designed adaptive
differential privacy algorithm, we adjust the clipping
threshold Ct according to the training process. Figure 8
shows the change of Ct during the training.We can find that,
in the first 10 rounds, Ct keeps unchanged, which is because
we fix it as 3 in the initial training stage according to
equation (6). As the training goes on, the value of Ct

gradually decreases.
In order to further measure the effect of the designed

adaptive differential privacy algorithm in reducing privacy
budget consumption, we compare our method with the
conventional DP-based method, which fixes the clipping
threshold as C� 3. We record the privacy budget consumed
by the two methods when reaching the specified model
accuracy, as shown in Table 3, where εD and εA denotes the
privacy budget consumed by the conventional method and
our method, respectively.

From Table 3, we can see that our method consumes
much less privacy budget than the conventional method to
reach the same model accuracy. For example, when the
model accuracy is 80%, 82%, and 84%, our method reduces
the privacy budget by 57%, 96%, and 81%, respectively,
compared with the conventional method.

Figure 9 further shows how the privacy budget of the
two methods consumes during the training process. It can
be seen that the curves of the two methods almost overlap
at the beginning, but the increase of the privacy budget of
our method gradually decreases in the later stage of
training, while the privacy budget of the conventional
method still increases linearly. -is proves that our
method uses the same fixed clipping threshold as the
conventional method due to insufficient prior knowledge
at the beginning but adopts the adaptive DP algorithm in
the latter to reduce the consumption of the privacy budget.

4.4. Resistance to Poisoning Attack. Since MIoT devices are
usually located at the edge of an open network, they may face
poisoning attacks from adversaries. In order to evaluate the
ability of our method to resist poisoning attacks, we use a
label flipping attack to generate poisoned samples by
changing the labels of training samples and keeping the
sample features unchanged. -en, we assign the poisoned
samples to the designatedMIoTdevices and define the attack
success rate as the proportion of incorrectly predicted
samples on the test dataset. We set the proportion of poi-
soned MIoT devices as 30% and took an average of 20 ex-
periments as the final results.

Figure 10 shows the training loss of the three methods,
from which we can see that, due to the limit of privacy
budget ε � 3, our method converges in 53 rounds, but the
other two methods cannot converge even within 70 rounds.
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Figure 11 further shows the attack success rate of the
label flipping attack on the three methods. Since the original
FL and BlockFL lack a mechanism to detect the poisoned

gradient, their attack success rate is almost always greater
than 50%. However, our method limits the attack success
rate to less than 20% in the later stage of training, and
experimental data shows that four MIoT devices have been
put into the blacklist at the end of the training, indicating
that the consensus protocol based on gradient verification
we design can effectively resist a certain proportion of
poisoning attack.

5. Conclusions

In order to make full use of clinical data to improve the
accuracy of disease diagnosis and medical service, smart
healthcare based on MIoT has been widely exploited in
recent years. However, it still faces challenges such as patient
privacy leakage and various attacks from adversaries. To this
end, we propose a blockchain-based federated learning
method for smart healthcare. In particular, we design an
adaptive differential privacy algorithm to carefully adjust the
amount of noise added on the gradient to strike a balance
between the privacy budget and accuracy degradation. -e
FL process is managed by a verification-based consensus
protocol to prevent poisoning attacks and single point of
failure. -e experimental results on a real-world diabetes
dataset show that our method can achieve similar accuracy
to the original FL in acceptable running time. We also il-
lustrate its ability to reduce the privacy budget consumption
and withstand poisoning attacks. In the future, we will
continue to explore and advance our method with public
partners to make more improvements in smart healthcare.

Data Availability

-e diabetes dataset is publicly available at https://www.
kaggle.com/uciml/pima-indians-diabetes-database. Other
data in this paper come from the data statistics of the test
process. All the data are real and can be used.

Table 3: Privacy budget consumed by our method and conven-
tional method.

Accuracy δ εD εA
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0.84 7.64 4.21
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Figure 9: Privacy budget consumption of our method and con-
ventional method.
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Accurate monitoring of air quality can no longer meet people’s needs. People hope to predict air quality in advance and make
timely warnings and defenses to minimize the threat to life. (is paper proposed a new air quality spatiotemporal prediction
model to predict future air quality and is based on a large number of environmental data and a long short-term memory (LSTM)
neural network. In order to capture the spatial and temporal characteristics of the pollutant concentration data, the data of the five
sites with the highest correlation of time-series concentration of PM2.5 (particles with aerodynamic diameter ≤2.5mm) at the
experimental site were first extracted, and the weather data and other pollutant data at the same time were merged in the next step,
extracting advanced spatiotemporal features through long- and short-termmemory neural networks.(emodel presented in this
paper was compared with other baseline models on the hourly PM2.5 concentration data set collected at 35 air quality monitoring
sites in Beijing from January 1, 2016, to December 31, 2017. (e experimental results show that the performance of the proposed
model is better than other baseline models.

1. Introduction

In recent years, with the rapid development of society, the
pressure on the environment has become more and more
serious, and some serious air pollution problems have se-
riously threatened people’s health. In the case of cardio-
vascular disease, exposure to PM2.5 (fine particulate matter
with a particle size of less than 2.5 μm) as short as several
hours to several weeks can lead to an increase in mortality,
which can lead to a reduction in lifespan for up to several
years. Lowering the concentration of PM2.5 can effectively
reduce the above risks [1]. In addition, there are more and
more studies on the relationship between gas pollution and
neurodegenerative diseases such as Alzheimer’s disease. A
2015 study showed that prolonged exposure to PM2.5 can
lead to an advance in the first outpatient time for neuro-
degenerative diseases, with more than 3 million premature
deaths per year due to PM2.5 exposure [2–5]. (erefore,
accurate prediction of its mass concentration plays a key role
in atmospheric management decisions [6]. Predicting air

pollutant concentrations in advance is the basis for en-
hancing air pollution prevention and achieving compre-
hensive environmental management, which is important for
public health and government decision-making [7].

However, predicting air quality concentrations is diffi-
cult, and it is not only susceptible to other factors, such as
meteorological factors (temperature, relative humidity, wind
speed, and precipitation), traffic pollution, industrial
emissions, and so on. It is also affected by the concentration
of other pollutants in the air. Specifically, the temperature
has an effect on atmospheric and ventilating conditions.
Humidity and precipitation have an effect on the deposition
of particulate matter, while wind speed contributes to the
diffusion of particulate matter [8]. Traffic pollution and
industrial emissions will produce some harmful gases such
as SO2, NO2, O3, and CO. Some related analyses show that
O3 will inhibit the growth of PM2.5, PM10, NO2, CO, and
SO2, and PM2.5, PM10, and CO are strongly correlated in
each season (correlation coefficient is generally >0.5) [9]. So
these effects also pose challenges for air quality predictions.
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At the same time, air quality prediction is not only spatially
dependent. In the time dimension, the PM2.5 concentration
of the experimental site is also affected by the air mass
concentration of the site in the past, so we need to capture
both spatial dependence and time dependence.

In order to solve the above challenges, the author
extracted the concentration data of the five sites with the
closest correlation with the experimental site and the highest
correlation of PM2.5 concentration sequence data to extract
its spatial dependence; then the meteorological factors and
other pollutant data at the same time were merged as the
next input. Next, the previously integrated time-series data
with hysteresis p were input into the LSTM neural network
with n hidden layers and one fully connected layer for
training.(e LSTM neural network is used to extract its time
dependence, which will be combined to extract spatiotem-
poral features and output future predictions of PM2.5.
LSTM is a time-cycle neural network that effectively solves
long-term dependency problems and avoids gradient dis-
appearance and explosion. It has been proposed to predict
future output with past inputs. Compared with the tradi-
tional recurrent neural network (RNN) [10], it is unique in
that it is designed with a loop body structure that has proven
to be very suitable for prediction based on time-series data.
And the disappearing gradient problem has better perfor-
mance than RNN [11–13].

(e contribution of this paper mainly includes three
aspects: first, this paper proposes a new air quality spatio-
temporal prediction model to predict future air quality.
Second, integrating historical time air quality data, air
quality data from nearest neighbors, meteorological data,
and other pollutant data can improve prediction accuracy
and help models better predict changes in air quality. (ird,
the paper evaluates the proposed model on the hourly
concentration data set from January 1, 2016, to December 31,
2017, in Beijing. (e experiment demonstrates the effec-
tiveness of the method.

(e rest of the paper is organized as follows: Section 2
describes the related work; the data and methods used in the
experiments are detailed in Section 3; Section 4 reports on
the results and discussion; and summary and outlook are
drawn in Section 5.

2. Related Work

In recent years, more and more researchers use deep
learning neural network technology to overcome the
problems in the fields of big data and artificial intelligence,
which is mainly due to its ability to realize effective learning
of feature representation from massive input data and to
deeply analyze the potential deep-seated features between
data. Because the problem of environmental pollution has
become more and more serious in recent years, people pay
more attention to health problems, and the relevant envi-
ronmental health departments have also strengthened
management and monitoring, which has led more and more
researchers to focus on the research of air quality. Re-
searchers have carefully studied and put forward many
prediction models of air quality, which can be roughly

divided into three types: single prediction model. It uses the
existing methods to predict the air quality data. For the
improved prediction model, there are various deficiencies in
the prediction of a single model, so the research institute can
improve the prediction performance of the existing methods
by improving the corresponding weight parameters, adding
optimization algorithms, or adding various auxiliary data on
the basis of the existing method research: joint prediction
model. Although the improved model can make up for the
shortcomings of a single model to a certain extent, there are
still some limitations. (erefore, researchers continue to
make in-depth exploration, combine two or more single
models together, give full play to their respective advantages,
learn from each other, and combine to further improve the
prediction accuracy of the model.

2.1. Spatiotemporal Prediction. In recent years, as air pol-
lution has been paid more and more attention, researchers
have also proposed many spatiotemporal prediction models
to achieve future predictions of air quality. Qi et al. [14]
proposed a novel combined prediction scheme based on
CNN and LSTM for urban PM2.5 concentration; the model
uses CNN to extract the spatial characteristics of inputs
between monitoring stations and uses LSTM to predict
future air pollution concentrations by learning the charac-
teristics contained in past air pollution concentration time-
series data. Zhou et al. [15] proposed a hybrid model for
spatiotemporal forecasting of PM2.5 based on graph con-
volutional neural network and long short-term memory; the
model applies a graph convolutional network (GCN) to
extract the spatial dependence between different sites and
LSTM to capture the time dependence between observations
at different times. Wen et al. [16] proposed a deep multi-
output LSTM (DM-LSTM) neural network model that was
incorporated with three deep learning algorithms (i.e., mini-
batch gradient descent, dropout neuron, and L2 regulari-
zation) to configure the model for extracting the key factors
of complex spatiotemporal relations. Wang and Song [17]
proposed a novel spatiotemporal convolutional long short-
term neural network for air pollution prediction; high-level
spatiotemporal features are extracted by a combination of
convolutional neural network (CNN) and long short-term
memory neural network (LSTM-NN), and meteorological
data and aerosol data are integrated to improve model
prediction performance. Box and Jenkins [18] proposed a
deep spatiotemporal ensemble model for air quality pre-
diction; the model combines the collection method of the
partitioning strategy based on the weather pattern and finds
the spatial correlation by analyzing the causal relationship
between the sites and generating the spatial data as relative
sites and relative regions; finally, the depth LSTM-based time
predictor is used to learn the long- and short-term de-
pendence of air quality. (ese models achieve spatiotem-
poral prediction by analyzing spatiotemporal data, but the
model proposed in this paper is different from the above
mentioned. (is paper proposes a new air quality spatio-
temporal prediction model to integrate experimental air
quality data of the site, air quality data of nearest neighbors,
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meteorological data, and other pollutant data and combine
LSTM deep neural network to extract spatiotemporal feature
and ultimately achieve future predictions.

2.2. Classical Model for Time-Series Prediction.
Forecasting flow in a spatiotemporal network can be viewed
as a time-series prediction problem. Existing time-series
models such as the autoregressive integrated moving average
model (ARIMA [19]), seasonal ARIMA [20], and the vector
autoregressive model [21] can capture the temporal de-
pendencies very well, yet it fails to handle spatial
correlations.

2.3. Neural Networks for Sequence Prediction. Neural net-
works and deep learning [22] have gained numerous suc-
cesses in the fields such as compute vision [23], speech
recognition [24], and natural language understanding [25].
Recurrent neural networks (RNNs) have been used suc-
cessfully for sequence learning tasks [26]. (e incorporation
of long short-term memory (LSTM) [27] or gated recurrent
unit (GRU) [28] enables RNNs to learn long-term temporal
dependency. Some researchers have come up with some bold
ideas that combine recursive neural networks with recurrent
neural networks to process time-series data, which may
better capture the spatiotemporal characteristics of the data.
However, as the depth of the network increases, the training
cost will also increase greatly, and training will become more
and more difficult. Is there any way to improve the accuracy
of model prediction without increasing the difficulty of
training? It is the direction of future researchers and the
problems to be solved.

3. Data and Method

3.1. Research Areas and Data. (e research area is Beijing,
and the data come from the hourly data of 35 air monitoring
stations and meteorological monitoring stations in Beijing.
(e air quality data of Beijing from January 1, 2016, to
December 31, 2017, came from the website of Beijing En-
vironmental Protection Testing Center (https://www.
bjmemc.com.cn/). (e location maps of Beijing and 35
monitoring stations are shown in Figure 1. (is paper
renumbered the samples and predicted the PM2.5 con-
centration in representative sites. (e S1 station is the urban
environmental assessment point; the S17 and S23 stations
are the suburban environmental assessment points; the S29
station is the control point and the regional point; and S31 is
the traffic pollution monitoring point. Air quality data is
collected every hour; there are around 17,000 records for
each site. Auxiliary data includes simultaneous meteoro-
logical data (temperature, dew point, pressure, wind di-
rection, and wind speed) and other pollutant data (SO2,
NO2, O3, and CO), which have also been shown to be highly
correlated with PM2.5 concentration [29–33]. (e meteo-
rological data come from the National Climate Data Center
(NCDC), and other pollutant data are also from the Beijing
Environmental Protection Testing Center website. (e data
sets used in the research are available directly from the

website https://beijingair.sinaapp.com/. (e data set is first
filled with outliers and missing values, normalized, and
scaled to [0,1]. (e data record of each site is different. (is
paper selects 67% of the total number of data records as the
test set, and the remaining 33% records as the test set.

3.2. Extraction for Spatial Factors. According to Tobler’s
First Law of Geography, everything is related to other things,
and similar things are more closely related, that is, the in-
fluence of the neighboring sites on the experimental site is
greater than that of the distant sites. To illustrate the spatial
characteristics of the PM2.5 concentration sequence, the
authors calculated the distance between two sites and the
Pearson correlation coefficient for the PM2.5 concentration
sequence at each of the two sites.

(e Haversine formula is used as recommended by
Wikipedia to calculate the distance between two sites based
on the latitude and longitude of each site.(is formula uses a
sine function to maintain enough valid numbers even if the
distance is small. (e formula is as follows:

haver sin
d

R
􏼠 􏼡 � haver sin φ2 − φ1( 􏼁 + cos φ2( 􏼁haver sin(△λ),

(1)

where

haver sin(θ) � sin2
θ
2

􏼠 􏼡 + cos(φ2) �
(1 − cos(θ))

2
, (2)

where haver sin(·) indicates the distance between stations, R
is the radius of the Earth and can take an average of 6371 km,
φ1 and φ2 indicate the latitude between two points, and ∆λ
represents the difference between two latitudes.

(e Pearson correlation coefficient is used to measure
the linear correlation strength between continuous variables.
(e formula is as follows:

r(si, sj) �
Cov si, sj􏼐 􏼑

σ si( 􏼁σ sj􏼐 􏼑􏼐 􏼑
, (3)

where r represents the correlation coefficient of the sequence
of PM2.5 concentration between sites, Cov is the covariance,
σ is the standard deviation.

(e correlation coefficients of the 10 stations with the
highest PM2.5 concentration sequence correlation between
each of the 35 sites are shown in Figure 2. It can be observed
from the figure that the value of the correlation coefficient of
most stations is greater than 0.7, so adjacent stations can be
used to improve the prediction accuracy of the station. (e
process of spatial factor extraction is shown in Figure 3. (e
initial data set used in this paper is the time-series data
collected by 35 stations per hour. (e data set includes five
features, PM2.5 (time average concentration of particles with
aerodynamic diameter ≤2.5mm), PM2.5_24 h (daily average
concentration of particles with aerodynamic diameter
≤2.5mm), PM10 (time average concentration of particles
with aerodynamic diameter ≤10mm), PM10_24 h (daily
average concentration of particles with aerodynamic
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diameter ≤10mm), and AQI (air quality index), then we will
calculate the correlation coefficient between the stations by
the formula mentioned above, and extract the concentration

of the top 5 stations with the highest correlation with the
experimental site, and finally obtain the separate time-series
data of 35 stations. Each data record includes six charac-
teristics (self PM2.5 concentration, adjacent station
1_PM2.5 concentration, adjacent station 2_PM2.5 concen-
tration, adjacent station 3_PM2.5 concentration, adjacent
station 4_PM2.5 concentration, adjacent station 5_PM2.5
concentration), as the initial data for the next stage for use.
As for the temporality of PM2.5 distribution, relevant re-
search has pointed out that the current moment of the
station has a good correlation with a certain moment in the
past. In order to further reflect the spatiotemporal corre-
lation between the sites, the site timing data obtained above
is combined with the auxiliary data including meteorological
data and other pollutant data, and the delayed timing values
are input into the model. (en long- and short-term
memory neural networks are applied to extract their spa-
tiotemporal correlation [34].

3.3. ST_LSTM Model. (e prediction framework of the
model proposed in this paper is shown in Figure 4.(e input
of the model includes the fusion of three parts of data,
including site autocorrelation concentration and adjacent
site concentration data, meteorological data (temperature,
dew point, pressure, wind direction, and wind speed), and
other pollutant data (SO2, NO2, O3, and CO). (e output is
the predicted value of the experimental site PM2.5 at (t+ 1,
t+ 2, . . . , t+N). (e model is divided into three parts:
extraction of site autocorrelation concentration and related
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Figure 2: Correlation coefficient of 10 stations with the highest
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concentration data of adjacent sites, the fusion of auxiliary
data and extraction of spatiotemporal features, and pre-
diction of future PM2.5 concentration.

(e first part is the extraction of spatial factors. (at is to
say, the site self-correlation concentration and the con-
centration data of the adjacent sites are extracted. (e
specific content is described in detail in Section 3.2.

(e second part is the fusion of auxiliary data. Auxiliary
data are added to extract more spatiotemporal features when
the model is trained. All data are processed through cleaning
and missing values before use, and records with outliers are

deleted. For the PM2.5 concentration values, meteorological
data, and other pollutant data for each site, the authors used
the method of mean filling, fixed value filling, and inter-
polation filling to process the missing values. (e merged
data is normalized as an input to the next stage.

(e last part is the extraction of spatiotemporal features
and the prediction of future PM2.5 concentration. (e
temporal and spatial features of the normalized time-series
data are extracted using an LSTMmodel withmultiple hidden
layers. (e predicted sequence value at the time of (t+ 1, t+ 2,
. . . , t+N) is predicted using data with a lag of past time t.
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4. Experiments

4.1. Evaluation. In order to evaluate the performance of the
model proposed in this paper, the author used three eval-
uation indicators, namely the mean absolute error (MAE),
root-mean-square error (RMSE), and the decision coeffi-
cient (R squared, R2). Because of the limitations of RMSE
and MAE, that is, the same algorithm model, solving dif-
ferent problems cannot reflect the pros and cons of this
model for different problems. Because the data is different in
different practical applications, it is impossible to directly
compare the predicted values, so it is impossible to judge
which model is more suitable for predicting which problem.
(erefore, the prediction results are converted into accuracy,
and the results are all between [0,1]. For the prediction
accuracy of different problems, it can be compared and
judged which model is more suitable for predicting which
problem. R2 is the best indicator of linear regression. (e
calculation formula for the three indicators is as follows:

MAE �
1
m

􏽘

m

i�1
y

(i)
test − 􏽢y

(i)
test

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (4)

RMSE �

���������������

1
m

􏽘

m

i�1
y

(i)
test − 􏽢y

(i)
test􏼐 􏼑

2

􏽶
􏽴

, (5)

R
2

� 1 −
􏽐

m
i�1 y

(i)
test − 􏽢y

(i)
test􏼐 􏼑

2

􏽐
m
i�1 y

(i)
test − 􏽢y

(i)
test􏼐 􏼑

2 � 1 −
MSE 􏽢ytest, ytset( 􏼁

Var ytest( 􏼁
, (6)

where y
(i)
test indicates the predicted value and ytest represents the

true value. (e smaller the value of MAE and RMSE, the
smaller the model error and the better the prediction per-
formance.(e larger the value of R2 the better themodel effect,
the maximum value is 1; when R2 is 1, the prediction model
does not have any mistakes; when R2 is 0, the model is equal to
the reference model; when R2 is less than 0, it means that the
learned model is not as good as the benchmark model.

4.2. Settings. In the prediction architecture proposed in this
study, several super parameters are preset, including the
number of LSTM layers, the number of neurons in each
LSTM layer, the number of fully connected layers, the
number of neurons in each fully connected layer, and time
step. While fixing other parameters, the impact of each
parameter on the prediction performance of the model is
checked to determine the best parameters.

Table 1 details the error size of the prediction results
obtained using different hidden layers. (e data show that
when the number of hidden layers is 3, the error is the
smallest. (erefore, this study uses an LSTM network with
three hidden layers. (e number of neurons in each layer is
100; the number of fully connected layers is 1; and the
number of neurons in each layer is 1. In addition, other
parameter settings in the research are as follows: Adam
algorithm is used as the optimization algorithm; Mae
function is used as the cost function; the batch size is 128; the

tanh function is used as the excitation function of this study;
the maximum number of iterations is 100; the learning rate
is 0.01; and the performance of the model is the best. In this
study, MAE, RMSE, and R2 are used as indicators to de-
termine the impact of time step on prediction performance.
Relevant studies have pointed out that a small time step
cannot ensure sufficient long-term memory input of the
model, but a large time step allows too many irrelevant
inputs to be added [50]. Table 2 shows the impact of different
time steps on prediction performance. It can be observed
from the table that when the time step is 14, the performance
of the model is the best.

4.3. Baselines. In order to test the overall performance of the
current model, the author conducted a series of comparative
experiments on two types of baseline models: nondeep
learning model and deep learning model.

(1) Nondeep learning baseline model. (is includes
linear regression (LR) models, support vector re-
gression (SVR) models, random forest (RF), and
autoregressive moving average (ARMA) models.

(2) Deep learning baseline model. (at is, it contains the
different components in the model presented in this
paper. It includes LSTM_N model (with only spatial
factor data), LSTM_NW model (with spatial and
meteorological data), LSTM_NE model (with spatial
and other pollutant data), LSTM_WE model (with
meteorological and other pollutant data), LSTM_S
model (without any auxiliary data), and ST_LSTM
model (model presented in this paper).

5. Results and Discussion

5.1. Prediction Performance. After determining the optimal
network architecture for the current prediction task, the
training set is used to train the current ST_LSTM model
until convergence and then evaluated on the test set. (is
paper predicts the PM2.5 concentration value for the next
hour for the monitoring station numbered 1 in Beijing and
compares the predicted value of the model with the real
value. (e Beijing No. 1 site drawn using the ST-LSTM
model proposed in this paper predicts the PM2.5 concen-
tration value and the observed PM2.5 concentration value
for the next hour as shown in Figure 5. It can be observed
from the figure that the predicted value is substantially
consistent with the observed value. (e R2 value between the
observed and predicted data indicates that the model can
capture 93% of the interpreted variance. (e feasibility and
accuracy of the proposed model are verified.

At the same time, the author also plotted the curve of the
true value and the predicted value on the test set. (e plot of
the true value and the predicted value of the test site of
Beijing No. 1 is shown in Figure 6. From the figure, the
author observes that the trend of the two curves is roughly
the same, and the degree of fitting is better. It is indicated
that the model proposed in this paper can accurately capture
the temporal and spatial variation of PM2.5 and achieve a
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Table 2: Comparison of model performance with different time lags.
Parameter Parameter (h) MAE (μg/m3) RMSE (μg/m3) R2

Time lag

1 7.81 12.727 0.92
2 8.26 13.020 0.92
4 7.31 12.374 0.92
8 7.26 12.219 0.93
10 7.06 12.132 0.93
12 7.03 12.074 0.93
14 6.83 12.048 0.93
16 6.99 12.082 0.93
24 7.33 12.393 0.92

Table 1: Comparison of different hidden layers on model performance.
Hidden layers MAE (μg/m3) RMSE (μg/m3) R2

1 7.57 12.261 0.944
2 7.54 13.250 0.944
3 7.34 11.963 0.947
4 7.99 12.260 0.944
5 7.69 12.407 0.943
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relatively accurate prediction of air quality in the future
(predicted future concentration of PM2.5).

5.2. Comparison of Experiments. (e comparison of the
predicted performance of the model proposed in this paper
with the other eight baselines at the next hour is shown in
Table 3 on the three evaluation indicators of MAE, RMSE,
and R2. It can be found that the deep learning baseline model
performs better than the nondeep learning baseline model,
where the SVM nondeep learning baseline model performs
the worst. Comparing the three evaluation indicators of all
deep learning baseline models, it is found that the proposed
model performs optimally in predicting performance. Due
to data limitations, the authors only conducted a comparison
of the predicted results of the next 1 to 6 hours of the deep
learning baseline model. (e numerical values of the above
six deep learning models on the MAE indicator are shown in
Table 4 and are used to predict the air quality from the 1st
hour to the 6th hour. From the numerical values, we can
observe the predictions in the next 1 to 3 hours and the 6th
hour. (e error of the model proposed in this paper is the
smallest. (e error of the LSTM_NE model is the smallest at
the fourth and fifth moments. (e performance of the
prediction model proposed in this paper ranks second; the
possible reason is that other pollutant factors have a greater
impact on PM2.5 concentration. (e LSTM_NE model only
considers other contaminant factors, and the model pro-
posed in this paper not only considers other pollutant factors
but also considers meteorological factors. Considering more
factors, it weakens the influence of other pollutant factors.
From the comparison of the data of the two models
LSTM_NW and LSTM_NE, the author observed that the
prediction performance of the second to sixth moments
except for the 1st hour, the error of the LSTM_NE model is
smaller than the error of the LSTM_NW model. It also

echoes the above conjecture that the influence of other
pollutant factors on PM2.5 concentration is greater than that
of meteorological factors on PM2.5 concentration.

6. Conclusions and Outlook

(is paper presents a spatiotemporal prediction model for
future prediction of air quality based on long short-term
memory (LSTM) neural network. (e model achieves more
accurate and stable future predictions by integrating his-
torical time air quality data, air quality data from nearest
neighbors, meteorological data, and other pollutant data into
the model. At the same time, the author used the real data
sets of Beijing from January 1, 2016, to December 31, 2017, to
evaluate the model proposed in this paper using MAE,
RMSE, and R2 evaluation indicators. (e validity of the
model is presented in the paper.

Generally, the proposed model is suitable for processing
data from multiple monitoring sites in a single city as an
input to a time series that can combine the interaction of
multiple sites with the time dependence of air pollutants in
the prediction system. However, there are still some limi-
tations: (1) it can only predict the air pollutant concentration
of a single site in a single city and cannot achieve the overall
forecast of the city. In the future, it is hoped that all the site
data and site prediction data in the city can be combined to
achieve a comprehensive forecast for the entire city. (2) (e
model proposed in the article is only evaluated on the Beijing
data set and has certain limitations. In the future, it is hoped
that more monitoring data of other urban monitoring sites
can be collected to further verify the performance of the
model. (3) In the future work, I hope to consider more
impact factors, such as traffic flow. (is will allow you to
better capture changes in air quality and obtain more ac-
curate predictions.

Table 4: Mean absolute error (MAE) values for different models predicted for the 1st to 6th hour of each baseline.
MAE (μg/m3) 1st hour 2nd hour 3rd hour 4th hour 5th hour 6th hour
LSTM_N 7.02 10.78 14.09 17.27 20.25 22.40
LSTM_NW 7.33 11.02 14.03 16.71 19.15 21.19
LSTM_NE 7.79 10.33 13.24 15.54 17.88 20.26
LSTM_WE 6.99 10.37 13.18 16.98 18.09 19.85
LSTM_S 7.81 12.19 14.59 17.95 19.81 22.56
ST_LSTM 6.81 10.22 12.87 15.92 18.53 19.69

Table 3: Comparison of various baseline models with the model’s indicators for the next hour.
Baseline model MAE (μg/m3) RMES (μg/m3) R2

LR 13.08 23.707 0.903
RF 8.02 15.131 0.918
SVM 34.69 68.106 0.255
ARMA 7.46 13.958 0.923
LSTM_N 7.11 13.943 0.922
LSTM_NW 7.33 13.567 0.926
LSTM_NE 7.79 12.757 0.919
LSTM_WE 7.21 12.353 0.926
LSTM_S 7.81 14.664 0.916
ST_LSTM 6.81 12.080 0.930
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To unlock information present in clinical description, automatic medical text classification is highly useful in the arena of natural
language processing (NLP). For medical text classification tasks, machine learning techniques seem to be quite effective; however,
it requires extensive effort from human side, so that the labeled training data can be created. For clinical and translational research,
a huge quantity of detailed patient information, such as disease status, lab tests, medication history, side effects, and treatment
outcomes, has been collected in an electronic format, and it serves as a valuable data source for further analysis. ,erefore, a huge
quantity of detailed patient information is present in the medical text, and it is quite a huge challenge to process it efficiently. In
this work, a medical text classification paradigm, using two novel deep learning architectures, is proposed to mitigate the human
efforts. ,e first approach is that a quad channel hybrid long short-term memory (QC-LSTM) deep learning model is
implemented utilizing four channels, and the second approach is that a hybrid bidirectional gated recurrent unit (BiGRU) deep
learning model with multihead attention is developed and implemented successfully. ,e proposed methodology is validated on
twomedical text datasets, and a comprehensive analysis is conducted.,e best results in terms of classification accuracy of 96.72%
is obtained with the proposed QC-LSTM deep learning model, and a classification accuracy of 95.76% is obtained with the
proposed hybrid BiGRU deep learning model.

1. Introduction

,ere is a huge increase in the total number of electronic
documents available online due to the development of in-
formation and Internet technology. ,is huge and un-
structured form of text enables the automated text
classification to a great extent [1]. In the field of NLP, text
classification is one of the most important fields, and it helps
in the assignment of the text documents to proper classes
depending on their content. Many challenges and solutions
are exhibited by the publicly available documents, and its
classification is mainly intended for web classification, un-
structured text classification, sentiment classification, spam
e-mail filtering, and author identification [2]. Supervised
classification techniques, like support vectormachine (SVM)
or naı̈ve Bayesian classifier (NBC), are employed for

extraction of features when done by the most common bag
of words approach [3]. As some words can be neglected
easily along with the small training data here, it may suffer
from sparsity problem.,erefore, recent studies concentrate
on focusing of more complex features. In the text classifi-
cation field, a special emphasis is always given to the medical
text classification as a lot of medical records along with
medical literature are contained in the medical text [4]. ,e
medical records include the doctor’s examination, diagnosis
procedures, treatment protocols, and notification of im-
provement of the disease in the patient. ,e entire medical
history along with the prescription effect of the medicine on
the patient is also stored in the medical record. ,e medical
literature includes the oldest and recent documents of the
medical techniques used for diagnosis and treatment of a
particular disease [5]. Both these two information resources
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are very important in the field of clinical medicine. Due to
the advent of information technology, tremendous quantity
of electronic medical records and literature have been found
online, which provides good resources of data mining in the
medical field. Text classification in medical field is quite
challenging because of two main issues: first, it has a few
grammatical mistakes, and second, a lot of medical tech-
niques are presented in the text [6]. With the advent of deep
learning, such as convolutional neural networks (CNN) and
recurrent neural network (RNN) being used widely in image,
signals, and other applications, it has been equally successful
in medical text classification [7].

Medical data can be classified on word, sentence, and
even document levels in some works [8]. A good amount of
medical data is available online, and these data provide
useful information about the disease, symptoms, treatment,
patient history, medication, and so on. To imbibe the most
useful information, they need to be classified into their
respective classes. An important step towards further
implementation, such as classification and design of an
automated medical diagnosis tool, is enabled by this task.
Only very few works with respect to medical text classifi-
cation has been proposed in literature, and only a handful
amount of works have addressed multiclass medical text
classification and some works have concentrated on binary
medical text classification [9]. ,e majority of the medical
text classification models are either on the word level or the
sentence level classification rather than the document level
classification. A recent comprehensive survey on text clas-
sification from shallow to deep learning was discussed in [8],
and a survey on text classification algorithms was thoroughly
analyzed recently in [9]. ,ese two survey papers are very
much useful as all the past techniques, associated working
methodologies, datasets analysis, and comparison of all the
results along with the possible future works are discussed
well, thereby making it a nonnecessity for other authors to
repeat the past works over and over again. However, a few
essential works, which deal with medical text classification,
are discussed in this work as follows. A famous work for
medical text classification, which is being cited by almost
every researcher in the medical text classification, was done
by Hughes et al., where they have used more complex
schemes to specify the classification features using CNN
[10]. A systematic literature review along with the open
issues present in it, exclusively in the field of clinical text
classification research trends, was analyzed comprehensively
by Mujtaba et al. [11]. A novel neural network-based
technique using a BiGRUmodel [12], a paradigm using weak
supervision and deep representation [13], a rule-based
feature representation with knowledge guided CNN [14], a
deep learning-based model using hybrid BiLSTM [15], and
an improved distributed document representation with
medical concept description for traditional Chinese medi-
cine clinical text classification [16] are some of the famous
works in the medical text classification. A cancer hallmark
text classification using CNN was proposed by Baker et al.,
where the medical datasets were thoroughly investigated
[17]. Other works in medical text classification, providing

some interesting results, include the integration technique of
attentive rule construction with neural networks [18], ge-
netic programming with the data driven regular expressions
evolution methodology [19], improving multilabel medical
text classification by means of efficient feature selection
analysis [20], multilabel learning from medical plain text
with convolutional residual models [21], and ontology based
two-stage approach with particle swarm optimization (PSO)
[22]. A medical social media text classification integrating
consumer health technology [23], NLP-based instrument for
medical text classification [24], efficient text augmentation
techniques for clinical case classification [25], and hybrid-
izing the idea of deep learning with token selection for the
sake of patient phenotyping [26] are some of the applications
related to medical text classification in general health
technology aspects. ,e application of medical text classi-
fication in clinical assessments deals with the works, such as
time series modelling using deep learning in the intensive
care unit (ICU) data [27], phenotype prediction for mul-
tivariate time series clinical assessment using LSTM [28],
hybridizing of RNN, LSTM, GRU, and BiLSTM for ex-
traction of the clinical concept from texts [29], and iden-
tifying of the depression status in youth using unstructured
text notes along with deep learning in [30]. An automatic
text classification scheme, known as FasTag, which deals
with unstructured medical semantics, was proposed recently
in [31]. Similarly, many NLP tools are available in literature
with specific observations, source codes, frameworks, and
licenses, such as CLAMP, MPLUS, KMCI, SPIN, and
NOBLE [32]. Every work proposed in literature has its own
merits and demerits. No method is consistently successful at
all times and no method is a consistent failure too. On
analyzing this important point, after several trial-and-error
attempts, in this work, two efficient deep learning models for
medical text classification are proposed as a boost to the
existing methods reporting some good results.,erefore, the
main contributions in the paper are as follows:

(i) A quad channel hybrid LSTM deep learning model
has been implemented, and to the best of our
knowledge, no one has ever developed, such a type of
model for medical text classification. ,e main in-
tention to develop a quad channel hybrid LSTM
model is because, with four input channels, the
characteristic diversity of the input can be greatly
improved, thereby enhancing the classification ac-
curacy of the model.

(ii) A hybrid BiGRUmodel with a multihead attention is
also successfully developed, and the primary in-
tention to develop such a model is that the effective
features in multiple subspaces can be well explored
and the concatenation of the convolutional layers
with the BiGRU layer can definitely provide good
classification accuracy.

,e organization of the paper is as follows. In Section 2,
the two deep learning models for medical text classification
are proposed, and the results and discussion are present in
Section 3, followed by the conclusion in Section 4.
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2. Design of Deep Learning Models for
Classification of Medical Text

,e hybrid deep learning models developed for medical text
classification include two methods such as a quad channel
hybrid LSTM model as a first method and hybrid BiGRU
model as the second method.

2.1. Proposed Method 1: Quad Channel Hybrid LSTMModel.
Generally, there is a limitation of the semantic features as
only the word level embedding is used often by the tradi-
tional CNN and RNN networks. ,ere is a very limited
capability when utilized by these models especially when the
semantics has to be determined by these words. ,erefore,
expansion of channels is quite necessary, and the usage of
multilevel embedding is required so that the characteristic
diversity of the input is improved. For every word in the text,
the relative importance is quite contrasting from the mo-
dality, which is conveyed. Few words can give a lot of
contribution to modality, while some words have less
contribution to modality. ,erefore, to learn the charac-
teristics of every word in a detailed manner, hybrid attention
is added after LSTM, so that a tradeoff is achieved for various
words with contrasting emotions. ,ereby, the learning
potential of the LSTM representation is improved. Overall,
the unique characteristics in the learning of neural network
representation are also improved. ,is specific aspect helps
to refine the generalization, so that the overfitting can be
easily prevented [33]. ,e division of the proposed model is
done in the following parts, such as word embedding, hy-
bridizing of CNN with LSTM, and hybrid attention scheme
followed by the design of quad channel LSTM.

2.1.1. Word Embedding. For the representation of the word,
an unsupervised learning algorithm called GloVe is utilized
in order to obtain vector representations for words [34]. It is
a count-based word representation natural language pro-
cessing tool, and it utilizes the overall statistics. In between
the words, the main semantic properties are captured by a
vector of real numbers. By analyzing the Euclidean distance
or the cosine similarity, the semantic similarity between the
two words is computed easily. Word and character levels are
two kinds of word segmentation considered in this model.
Word2vec model proposed in [34] uses the related attributes
between words, so that the semantic accuracy is increased.
To deal with the dimensionality problem, a low dimensional
space representation is utilized. CBOW and skip-gram are
the two architectures used for word embedding in
Word2vec.,e surrounding words are utilized to predict the
center word by CBOW method, and the central words are
utilized to predict the surrounding words by skip-gram
method. CBOW is fast in terms of swiftness for training the
word embedding when compared to skip-gram. Skip-gram
seems to be better with regard to accuracy when the semantic
detail is expressed. ,erefore, to train the word embedding,
Word2vec model dependent on skip-gram is utilized in this
paper. Figure 1 expresses the structure of a word embedding
module.

2.1.2. CNN with LSTM Module. One of the primary algo-
rithms of deep learning techniques is CNN. It is a famous
feed forward neural network with a deep structure, which
has convolution calculation, and it has been successfully
implemented in computer vision and NLP. In this work, the
hybrid combination of CNN along with LSTM is utilized.
For processing the sequential data, RNN is used widely. ,e
past output and the current input are concatenated together
by this RNN model. ,e activation function tanh is used to
control it, so that the sequence states can be considered. At a
time t, the RNN derivative will spread and communicate to
time t − 1, t − 2, ..., l, thereby leading to the existence of a
multiplication coefficient. Gradient explosion and disap-
pearance occur when there is continuous multiplication
occurring. During the forward process, the input of the start
sequence has a very small or negligible effect on the late
occurring sequences, and therefore, it is considered as a
main problem of loss distance dependence. By means of
introducing several gates, LSTM problem can be easily
solved. ,e memorization of the input is done in a selective
manner by the LSTM gate structures [35].,ememorization
of the most vital information is done, and the less important
information is forgotten completely. ,ereby, the assess-
ment of the next new information that could be saved in the
current state is generated successfully. To a sigmoid func-
tion, the preceding state output ht−1 and the contemporary
input in a function Xt are fed as an input so that a value
between 0 and 1 is generated, thereby determining the
current new information that could be retained easily. ,e
complete state Ct of the next moment is obtained with the
help of forget gate and the input gate, and it is utilized for the
inception of the hidden layer ht of the succeeding state,
thereby forming the output of the present unit. ,e deter-
mination of the output is done by the output gate with
respect to the information obtained from the cell state. A
sigmoid function homogeneous to input gate, which gen-
erates a value ot between 0 and 1, shows the amount of cell
state information determined to project it as output. When
the multiplication of the cell state information happens with
ot, it is activated by means of utilizing tanh layer, and so, the
output details of the LSTM representation ht are modeled.
Figure 2 shows the illustration of a typical LSTM unit with
suitable inputs and outputs. For the LSTM, the corre-
sponding alliances between the various gates are mathe-
matically expressed as follows:

zt � tanh Wz ht−1, Xt􏼂 􏼃 + bz( 􏼁,

it � sigmoid Wi ht−1, Xt􏼂 􏼃 + bi( 􏼁,

ft � sigmoid Wf ht−1, Xt􏼂 􏼃 + bf􏼐 􏼑,

ot � sigmoid Wo ht−1, Xt􏼂 􏼃 + bo( 􏼁,

ct � ft · Ct−1 + it · zt,

ht � ot · tanh ct( 􏼁.

(1)

Figure 3 expresses the illustration of a LSTMunit utilized
in this work. ,e gradient problem explosion will surely
occur if the length of the input sequences is longer, thereby
making it hectic to learn the information from a long-time
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context. To solve this issue, the most popular variation of
RNN that can be utilized is LSTM, and by means of
launching a gate structure in every LSTM unit, this problem
can be easily solved. ,e discarding information from a cell
state is decided by the forget gate, and the assessment of new
inputs is determined by the input gate. Depending on the
present state of the cell, the determination of output value is
done based on the information added to the cell state. A
four-channel mechanism is introduced in the CNN-LSTM
model by means of giving multiple labels of embeddings as
input simultaneously at a given instant of time, so that
multiple aspects of features are acquired. ,erefore, the
extraction of both word level and character level features can
be done easily and at the same time. Based on the embedding
granularity, the structure is split into the character and word
levels. In each channel, the structure of model is sequential,
and it is divided into two unique but different parts, such as
CNN and LSTM neural network. For the input sequence X,
the convolution result c is computed along with the con-
volution kernel K and is mathematically represented as

c � conv(X, K) + b. (2)

For simplification of the representation, the LSTM
procedure is unified as LSTM(x). Series and parallel
structures can be utilized for CNN and LSTM neural net-
works. Generally, series structures are commonly used in
spite of the information loss due to the nature of the con-
volution process. Many time series characteristics are lost
with the series structure, and so, compressed information is
received with LSTM neural network. ,erefore, series
structure is replaced by parallel structure, and the results
obtained are pretty good. In every channel, the recording of
the structure is done, and it is expressed as

channel(x) � [conv(x) ⊕ LSTM(x)]. (3)

,e basic explanation of the character and word levels is
obtained from (3). With x representing the input and the
output, expressed as Cout and Wout, it can be expressed as
follows:

Cout � channelembedding � vw(x),

Wout � channelembedding � vc(x).
(4)

,eword level embedding vectors trained is expressed as
vw, and the character level embedding vector trained is
expressed as vc, respectively.,e interpretation and outcome
of the output of the four channels are merged as a hidden
layer output and is represented as

h � Cout ⊕Wout􏼂 􏼃. (5)

To the fully connected (FC) layer, this hidden layer result
is sent, and finally for the classification output, the Softmax
layer is used and is represented as

y
⌢

� softmax(dense(h)). (6)

,e four-channel representation is explained in the
following sections, respectively.

2.1.3. Hybrid Attention Model. A vital constituent of the
dynamic pliable weight structure is represented by the
weight score w and its computation is expressed as

ei � v
T
a tanh Wrhi + b( 􏼁,

hi �〈ht
′: ct〉,

(7)

where ht
′ indicates the LSTM output at a specific time t, hi

expresses the hidden layer output, ct indicates the states in
LSTM, va indicates the random initialization vector, b

represents the bias, which is randomly initialized, and Wr

indicates the random initialization weight matrix. ,e
computation of score w is done as follows:

w �
exp ei( 􏼁

ε
􏽘

Tx

k�1
exp eik( 􏼁⎡⎢⎣ ⎤⎥⎦, (8)

where the sequence length is expressed as x.
,e dynamic adaptive weight is weighted to an output

vector ci and is represented as

ci � 􏽘

Tx

j�1
w · hj. (9)

2.1.4. Design of the Quad Channel Hybrid LSTM Model.
,e input text is first embedded, and then, the vector
representation of these sequences is obtained to get a better
semantic depiction and extricate the best text features. After
the vector portrayal of these sequences are obtained, then
these sequences are convolved by utilizing the convolution
layer. ,e word-level semantic features can be well extracted
by this model, and so, the input data along with the output
size can be reduced by means of mitigating the overfitting
aspect. ,e convolutional layer processes the data efficiently,
and it sends it to the LSTM layer, so that the timing
characteristics of the data can be well analyzed. ,erefore, to
increase the classification accuracy and avoid the secondary
information of context semantics, this architecture is
achieved. Figure 4 illustrates the quad channel hybrid at-
tention model.

2.2. Proposed Method 2: Hybrid BiGRU Model with a Mul-
tihead Attention. To the word embedding layer, the data
processing results are fed as input, and the corresponding
word vectors are obtained as output, which has rich se-
mantics and a very low dimensionality. To extract the local
features, CNN has a very strong ability, and parallel com-
puting is enabled by it, so that a high training speed is
achieved. To get the feature maps, multiple filters with
suitable filter sizes are adopted. ,e features obtained from
convolution are dealt with much efficiency here by means of
applying maximum pooling and average pooling ap-
proaches, so that a good feature information is captured, and
then, it is concatenated thereby the sentences are represented
well. In order to get exact and more accurate semantic
information, BiGRU is applied, so that the context infor-
mation is extracted. ,e main reason for implementing the
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BiGRU is due to the inability of CNN to capture context
information and the gradient explosion problem caused by
the simple RNN. In multiple subspaces, more effective and
potential features can be obtained by themultihead attention
rather than using single-head attention. ,e multihead at-
tention layer outputs are nothing but the weighted word
vector representation. Many global features are obtained by
means of implementing the maximum and average pooling
techniques, so that the word vector can be represented more
accurately. Depending on the distinct attributes of CNN,
BiGRU along with the multihead attention, the features are
merged or concatenated as final features, and then, it is fed to
the FC layer. Finally, the Softmax classifier is utilized to
perform the classification process.

2.2.1. CNN and Text CNN. By means of imitating the bi-
ological visual perception mechanism, CNN was con-
structed, and so, both supervised learning and unsupervised
learning are done easily [36]. With a very small amount of
calculation, the lattice point features are obtained by CNN as
the sparsity of the connections between the layers is enabled
along with the sharing of parameters of convolutional kernel
in the hidden layer. Figure 5 explains the structure of the
CNN and it comprises of input layer, convolutional layer,
and pooling layer along with a FC layer.

A text classification model known as text CNN is de-
veloped in [37] by making some preliminary adjustments or
modifications in the input layer of the traditional CNN, and
this work has been partly inspired by it and has been used in
our work too. After the padding, the length of the sentence is
considered to be n, the filter size is denoted by h, and the

word embedding dimension is denoted by d. ,e successful
merging of words such as xi, xi+1, ..., xi+h−1 is expressed in
every sentence as xi: i+h−1. By means of using a nonlinear
function, the resulting of a feature ti is obtained from a
collection of words xi: i+h−1 and it is represented as follows:

ti � f wgxi+h−1 + bi( 􏼁. (10)

,e bias term is represented as bi and w ∈ Rhd is a filter
kernel. In the sentence representation [x1: h,x2: h+1, ...,

xn− h+1]
T, this filter is used to each window of words, so that a

feature map [t1, t2, ..., tn− h+1]
T is obtained, and thus, the

feature extraction from a filter is expressed by the previously
mentioned process. ,e extraction of local features of var-
ious sizes is done by means of utilizing the diverse char-
acteristics of the different filter kernel size. In this work,
maximum and average pooling techniques are implanted to
the features, which are obtained from the convolution layer,
so that more features are extracted. Figure 6 expresses the
proposed hybrid BiGRU deep learning model architecture.

2.2.2. Description of BiGRU Utilized in the Work. A famous
kind of RNN is GRU [38], and to fathom issues like long-
term memory along with gradients in the backpropagation
process, this technique was utilized to solve the problem and
it is more or less similar to LSTM. With sequential data as
input, recursion is performed in the evolutionary direction
of sequences by this class of RNN and the connection of all
the neurons are in a chain. ,e information can be well
received by the neurons from their own historical moments
because of the cyclic factors addition in the hidden layer.,e
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Figure 4: Proposed quad channel hybrid attention model.
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traits of sharing both memory and parameters are present in
the RNN. In order to deal with the nonlinear feature learning
of several data, RNN seems to be quite superior. ,e RNN
gradient disappearance is a huge problem, and so, long-term
historical load features cannot be learnt and LSTM is
proposed by researchers, as in between the long short-term
sequence data, the correlation information can be easily
learnt. To deal with LSTM and its huge parameters along
with a very slow or moderate convergence rate, GRU has
been procured. ,us, a famous alternative of LSTM is GRU
as it has very less parameters and can achieve a high con-
vergence rate along with a good learning performance too
[38]. Internally, the GRU model comprises of update gate
and reset gate. ,e input gate and forget gate of LSTM are
replaced by the update gate of GRU. ,e effect of output
information of the hidden layer neuron is represented by the
update gate at the preceding moment in the hidden layer

neurons of the present moment. ,e influence degree is
pretty high when the value of updating gate is large. At the
preceding moment, the hidden layer neuron outputs are
indicated by the reset gate, and less information is generally
ignored when the reset gate value is large. A typical illus-
tration of a GRU is depicted in Figure 7.

Using the following formulae, the hidden layer unit can
be computed:

zt � σ Wz. ht−1, xt􏼂 􏼃( 􏼁,

rt � σ Wr. ht−1, xt􏼂 􏼃( 􏼁,

􏽥ht � tanh W. rt ∗ ht−1, xt􏼂 􏼃( 􏼁,

􏽥ht � 1 − zt( 􏼁∗ ht−1 + zt ∗ 􏽥ht.

(11)

where zt represents the update gate and rt represents the
reset gate.
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,e sigmoid function is represented by σ. ,e hyperbolic
tangent is expressed by tanh.,e training parameter metrics
considered here are Wr, Wz along with Ur, Uz, and U. ,e
training parameter metrics W and U, resetting gate rt, input
xt at the current moment, and output ht−1 at the previous
moment of the hidden layer neuron are used to assess the
candidate activation state 􏽥ht at the present moment. To grasp
the association between current load along with the past and
future load effecting components, a good capacity is present
in the BiGRU network as the deep features of the load data
can be conductively extracted. ,e structural representation
of BiGRU is shown in Figure 8.

Its computations are as follows:

Y2 � g VA2 + V′A2′( 􏼁. (12)

,e computation of A2′ is as follows:

A2 � f WA1 + Ux2( 􏼁,

A2′ � f W′A3′ + Ux2( 􏼁.
(13)

,e hidden layer value St is highly affiliated to St−1 in the
forward calculation. ,e hidden layer value St is also highly
concomitant to St−1 in the reverse calculation. Depending on
the success of both the forward and reverse calculations, the
computation on final output is obtained. For the bidirec-
tional RNN, the computation is as follows:

ot � g VSt + V′St
′( 􏼁,

St � f Uxt + WSt−1( 􏼁,

St
′ � f U′xt + W′St−1′( 􏼁.

(14)

2.2.3. Implementation of Cross-Entropy Loss Function.
For classification issues, the implementation of the cross-
entropy loss function is usually done [39]. ,e probability of
each category is computed by the cross-entropy, and it
materializes with sigmoid or softmax function mostly.
Sigmoid function is usually expressed as follows:

σ(z) �
1

1 + e
−z. (15)

,e following function is obtained once the sigmoid
function σ(z) is derived and represented as

σ′(z) �
e

−z

1 + e
−z

( 􏼁
2 � δ(z)(1 − δ(z)). (16)

,e sigmoid function curve is smoother if the value of x

is large or small, which specifies that the derivative σ′(x) is
inclined closely to zero.,emodel needs to predict two cases
in the dichotomy situations. For each of these categories, the
prediction probabilities are p and 1 − p. ,e expression of
cross-entropy loss function at this time is given as

L �
1
N

􏽘
i

Li �
1
N

􏽘
i

− yi. log pi( 􏼁 + 1 − yi( 􏼁. log 1 − pi( 􏼁􏼂 􏼃,

(17)

where the label of sample i is indicated by yi, negative and
positive classes are indicated by 0 and 1, and pi represents
the likelihood that the sample i is anticipated to be positive.

2.2.4. Incorporation of the Multihead Attention Mechanism
Scheme. A famous brain signal processing procedure similar
to vision of humans is the visual attention mechanism. In
order to procure the specific area that needs to be carefully
pivoted on, the global image is scanned quickly by the
human vision and is termed as focus of attention. To get
more detailed information, attention resources are fully set
to this area so that the necessary attention is paid, and the
useless information is avoided completely. ,erefore, from a
huge amount of information, the information with high
values can be easily screened out with very limited attention
resources. ,e efficiency and accuracy of visual information
processing are improved to a great extent by means of using
human visual attention mechanism. To different fields of
deep learning, attention mechanism has been applied, such
as image processing tasks, NLP tasks, and speech recognition
tasks. ,erefore, to understand the development of deep
learning methodology, the working of attention mechanism
is quite important. When similar sentences appear, then the
model will be prompted by the attentionmechanism to focus
more on the words, so that the learning capability along with
its generalization ability of the model is enhanced. A very
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Figure 7: An illustration of a GRU.
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special case of the general attention mechanism is the self-
attention mechanism. ,e attention-related query matrix is
represented by Q, the key matrix is represented by K, and the
value matrix is represented by V. ,e condition of Q � K �

V is satisfied in the self-attention mechanism. ,e distance
between the words is completely ignored, and the depen-
dency relationship is calculated directly. ,e internal
structure of a sentence can be learnt well, and a good at-
tention can be paid to the interdependence between the
internal words. To enhance the learning model ability and
increase the neural network interpretability, the RNN is
combined with the CNN model. Figure 9 explains the basic
structure of multihead attention. A variation of the general
attention is nothing but the scaled dot product attention at
the central position. ,e computation of the scaled dot
product attention for given matrices Q ∈ Rn∗d, K ∈ Rn×d,
and V ∈ Rn∗d is given as follows:

Attention(Q, K, V) � softmax
QK

T

��
d

√􏼠 􏼡V, (18)

where the total number of hidden units in the neural net-
work model is expressed as d.

,e self-attention mechanism is adopted by the multi-
head attention implying that Q � K � V as projected in
Figure 9. ,erefore, to apprehend the dependencies within a
full series pattern, the calculation of the current position
information along with the other position’s information is
done because of this mechanism. For instance, if the input is
considered as a sentence, then every word in it should be
managed with attention calculation. On the inputs Q, K, and
V, a linear transformation is performed by the multihead
attention. ,e scaled dot product attention computation is
performed multiple times as it is a multihead attention
mechanism [40]. For every head calculation, the linear
projections of Q, K and V are quite divergent from each
other. ,e number of calculations is actually meant by the
number of heads. If the ith head is considered as an example,
then it is represented as follows:

Q′ � Q∗W
Q
i ,

K′ � K∗W
K
i ,

V′ � V∗W
V
i .

(19)

,e output of the BiGRU layer is received by this layer,
and so it is represented as

Q � K � V � yt. (20)

,e ultimate result of this head is represented as

Mi � softmax
Q′K′T

��
d

√⎛⎝ ⎞⎠V′. (21)

3. Results and Discussion

In this section, the evaluation indices and datasets utilized
along with the respective analysis of the two proposed deep
learning models is analyzed comprehensively.

3.1. Evaluation Index. ,e evaluation indices considered in
this work are accuracy, precision, recall, and F score. ,eir
respective formulae are as follows:

accuracy �
TP + TN

TP + FN + TN + FP

,

recall �
TP

TP + FN

,

precision �
TP

TP + Fp

,

F1 �
2∗ precision∗ recall
precision + recall

,

(22)

where TP, TN, FP, and FN represent true positive, true
negative, false positive, and false negative, respectively.
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Figure 8: Illustration of a BiGRU.
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3.2. Datasets Utilized. In order to conduct the performance
evaluation of the proposed approach for medical text
classification, the experiments were tested on two important
benchmarking medical literature datasets, such as the
Hallmarks dataset and AIM dataset. ,ese datasets are
available in [17] and is nothing but a group of biomedical
publication abstracts, which are annotated for the hallmark
of cancer. In about 1852 biomedical publication abstracts,
three hallmarks of cancer are contained in this dataset, such
as activating invasion and metastasis, deregulating cellular
energetics, and tumor promoting inflammation. AIM
dataset, known as activating invasion, and metastasis da-
tabase has two sets of categories, such as positive and
negative. All the in-depth details of the dataset can be ob-
tained in [17]. ,e details of the datasets are tabulated in
Table 1.

3.3. Analysis with Proposed Model 1: Quad Channel Hybrid
LSTM. For the proposed quad channel hybrid LSTM, the
experiments were analyzed with various parameters in
order to get the consolidated best results.,e batch size was
set as 512, and the filter size was chosen in the ranges
between [1, 3, 5, 7, 9]. ,e feature map number was
assigned as 200, and the activation function was experi-
mented with various combinations, such as ReLU, sigmoid,
SoftPlus, and hard sigmoid. ,e values of the LSTM output
were set as 128, respectively. ,e learning rate analyzed in
this experiment is tested with various values, such as 0.1,
0.01, 0.001, and 0.0001, in order to assess the performance,
and the dropout rate was analyzed with 0.2, 0.3, 0.4, and 0.5,
to check out for the best results. ,e loss considered is
binary cross entropy and the optimizer utilized is again
experimented with Adam, SGD, Nadam, and AdaGrad, to
provide a comprehensive analysis.

,e experiment was tried for various convolution ker-
nels, and the results are reported in Table 2. ,e best results
are obtained when the kernel filter size is set as [1, 3, 5] as an
accuracy of 72.18, precision of 70.52, recall value of 69.69.
and F1-score of 70.10 are obtained for the Hallmarks dataset,
and an accuracy of 94.12, precision of 85.71, recall value of
83.93, and F1-score of 84.81 are obtained for the AIM
dataset. If the kernel filter size is further increased, then it
leads to degradation in the performance computation
measures.

,e convergence of the objective function to the local
minimum is determined by the learning rate, and it serves as
a significant hyper parameter in almost all the deep learning
applications. In order to make sure that the convergence of
the objective function is successfully implemented to the
local minimum in a specific interval of time, choosing the
learning rate should be done wisely. ,e convergence would
be very slow or moderate if the learning rate is quite small. A
cost function oscillation will occur if the learning rate is too
high. ,e experiment was tried for different learning rates,
and the results are reported in Table 3. ,e best results are
obtained when the learning rate is set as 0.01 as an accuracy
of 73.18, precision of 71.95, recall value of 72.67, and F1-
score of 72.30 are obtained for the Hallmarks dataset, and an
accuracy of 95.72, precision of 86.77, recall value of 83.98,
and F1-score of 85.35 are obtained for the AIM dataset. ,e
experiment was started with the learning rate of 0.1, but it
did not provide satisfactory results. However, when leaning
rate was set as 0.01, the best result was obtained and if the
learning rate is further decreased, then there is a degradation
in the performance metrics measures.

,e experiment was tried for different dropout rates, and
the results are reported in Table 4. ,e best results are
obtained when the dropout rate was gradually increased
from 0.2 to 0.5.When the dropout rate was set as 0.5, the best

Concat
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Linear

Linear Linear Linear

Figure 9: Multihead attention scheme.
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results are obtained, and an accuracy of 72.93, precision of
70.95, recall value of 69.67, and F1-score of 70.30 are ob-
tained for the Hallmarks dataset, and an accuracy of 94.73,
precision of 87.81, recall value of 88.98, and F1-score of 88.39
are obtained for the AIM dataset.

Table 5 shows the analysis of results with different op-
timizers for the proposed quad channel hybrid model. ,e
best results are obtained when Adam optimizer is used
instead of SGD, Nadam, and AdaGrad as a high accuracy of
72.98, precision of 69.65, recall value of 71.61, and F1-score
of 70.61 are obtained for the Hallmarks dataset, and an
accuracy of 95.12, precision of 87.17, recall value of 85.99,
and F1-score of 86.57 are obtained for the AIM dataset.

Table 6 shows the analysis of results with different ac-
tivation functions for the proposed quad channel hybrid

model. ,e best results are obtained when ReLU activation
function is used instead of Sigmoid, SoftPlus, and hard
sigmoid as a high accuracy of 71.92, precision of 70.92, recall
value of 68.62, and F1-score of 69.75 are obtained for the
Hallmarks dataset, and an accuracy of 92.17, precision of
88.83, recall value of 86.91, and F1-score of 87.85 are ob-
tained for the AIM dataset.

Table 7 shows the consolidated analysis of the proposed
quad channel hybrid model with the best combinations of
values. ,e best results are obtained when the convolution
filter size is [1, 3, 5], learning rate is 0.01, dropout rate is 0.5,
optimization function used in Adam along with ReLU ac-
tivation function is used instead of Sigmoid, SoftPlus, and
hard sigmoid, and the results are interpreted. ,e proposed
quad channel LSTM model produces an accuracy of 75.98,

Table 1: Dataset details.

Datasets Classes Sentence length Vocabulary size Dataset size Training set Validation set Test set
Hallmarks 3 833 29141 8472 5931 1694 847
AIM 2 833 29141 2646 1853 529 264

Table 2: Analysis with different convolution kernel conditions for the proposed quad channel hybrid model.

Kernel filter sizes Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

[1, 3] Hallmarks 62.58 55.76 54.82 55.28
AIM 81.44 75.36 79.21 77.23

[1, 3, 5] Hallmarks 72.18 70.52 69.69 70.10
AIM 94.12 85.71 83.93 84.81

[1, 3, 5, 7] Hallmarks 71.49 62.98 64.98 63.96
AIM 79.90 73.98 72.81 73.39

[1, 3, 5, 7, 9] Hallmarks 64.71 59.37 55.91 57.58
AIM 57.36 52.90 54.27 53.57

Table 3: Analysis of results with different learning rates for the proposed quad channel hybrid model.

Learning rate Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

0.1 Hallmarks 59.85 61.76 60.78 61.26
AIM 75.47 78.31 79.16 78.73

0.01 Hallmarks 73.18 71.95 72.67 72.30
AIM 95.72 86.77 83.98 85.35

0.001 Hallmarks 72.19 70.99 72.98 71.97
AIM 84.65 79.99 79.81 79.89

0.0001 Hallmarks 71.73 74.31 73.81 74.05
AIM 82.36 80.91 79.73 80.31

Table 4: Analysis of results with different dropout rates for the proposed quad channel hybrid model.

Dropout rate Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

0.2 Hallmarks 69.75 61.65 62.89 62.26
AIM 90.17 87.38 85.12 86.23

0.3 Hallmarks 71.76 63.63 61.79 62.69
AIM 56.23 51.80 52.67 52.23

0.4 Hallmarks 71.19 65.99 63.18 64.55
AIM 79.71 73.99 72.91 73.44

0.5 Hallmarks 72.93 70.95 69.67 70.30
AIM 94.73 87.81 88.98 88.39
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precision of 71.95, recall value of 70.67, and F1-score of
71.30, which are obtained for the Hallmarks dataset, and an
accuracy of 96.72, precision of 88.87, recall value of 86.98,
and F1-score of 87.91 are obtained for the AIM dataset.

3.4. Analysis with Proposed Model 2: Hybrid BiGRU Model
with Multihead Attention. ,e analysis with the proposed
second model deals with analysis of various filter sizes of
CNN, analysis with different layers of BiGRU, analysis with
different learning rates, analysis with different dropout rates,
analysis with different optimizers, and analysis with different
activation functions. To test the model, various convolution
kernel filter sizes were effectively utilized, and the results are
tabulated in Table 8. ,e efficiency of the model training will
be greatly affected by the different kernel sizes, and so, the
accuracy of the experimental results can vary. ,e best re-
sults are obtained when the kernel filter size is set as [1, 3, 5]
as an accuracy of 73.88, precision of 69.54, recall value of
68.67, and F1-score of 69.10 are obtained for the Hallmarks
dataset, and an accuracy of 95.29, precision of 89.88, recall
value of 84.13, and F1-score of 86.90 are obtained for the
AIM dataset. If the kernel filter size is further increased, then
it leads to degradation in the performance computation
measures.

For the developed hybrid BiGRU model, the analysis is
done with a single layer and multiple layers too, and the
analysis of these results is tabulated in Table 9. ,e best

results are obtained when the number of layers is set as two,
as an accuracy of 72.11, precision of 71.87, recall value of
72.75, and F1-score of 72.30 are obtained for the Hallmarks
dataset, and an accuracy of 94.01, precision of 88.95, recall
value of 84.91, and F1 score of 86.88 are obtained for the
AIM dataset. If the layer size is slightly increased, then it
leads to a degradation in the performance computation
measures.

Multiple learning rates are assessed in this experiment
for this architecture also, so that an optimal learning rate is
found out, and the results are tabulated in Table 10. ,e best
results are obtained when the learning rate is set as 0.01, as an
accuracy of 74.18, precision of 73.58, recall value of 72.93,
and F1-score of 73.25 are obtained for the Hallmarks dataset,
and an accuracy of 95.12, precision of 87.87, recall value of
87.27, and F1-score of 87.56 are obtained for the AIM
dataset. ,e experiment was started with the learning rate of
0.1 but it did not provide satisfactory results. However, when
leaning rate was set as 0.01, the best result was obtained. If
the learning rate is further decreased, then there is degra-
dation in the performance metrics measures, similar to the
proposed first model.

,e experiment was tried for different dropout rates, and
the results are reported in Table 11. ,e best results are
obtained when the dropout rate was gradually increased
from 0.2 to 0.5.When the dropout rate was set as 0.4, the best
results are obtained, and an accuracy of 72.82, precision of
71.56, recall value of 70.92, and F1-score of 71.23 are

Table 5: Analysis of results with different optimizers for the proposed quad channel hybrid model.

Optimizer Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

Adam Hallmarks 72.98 69.65 71.61 70.61
AIM 95.12 87.17 85.99 86.57

SGD Hallmarks 71.72 63.58 61.84 62.69
AIM 82.35 78.98 77.21 78.08

Nadam Hallmarks 71.43 65.98 63.28 64.60
AIM 86.76 72.98 72.31 72.64

AdaGrad Hallmarks 70.61 61.56 60.81 61.18
AIM 94.41 85.13 85.26 85.19

Table 6: Analysis of results with different activation functions for the proposed quad channel hybrid model.

Optimizer Dataset (%) Accuracy (%) Precision (%) Recall (%) F1-score (%)

ReLU Hallmarks 71.92 70.92 68.62 69.75
AIM 92.17 88.83 86.91 87.85

Sigmoid Hallmarks 69.71 64.72 60.81 62.70
AIM 55.31 50.90 52.21 51.54

SoftPlus Hallmarks 70.49 64.97 66.91 65.92
AIM 77.73 74.91 72.82 73.85

Hard sigmoid Hallmarks 64.35 61.75 60.81 61.27
AIM 89.48 86.22 85.22 85.71

Table 7: Consolidated results for the best combination values of the proposed quad channel hybrid model.

Model Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

Quad channel LSTM Hallmarks 75.98 71.95 70.67 71.30
AIM 96.72 88.87 86.98 87.91
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obtained for the Hallmarks dataset, and an accuracy of 94.22,
precision of 89.87, recall value of 88.21, and F1-score of 86.12
are obtained for the AIM dataset.

Table 12 shows the analysis of results with different
optimizers for the proposed hybrid BiGRU model. ,e best
results are obtained when Adam optimizer is used instead of
SGD, Nadam, and AdaGrad, as a high accuracy of 70.52,
precision of 74.78, recall value of 73.16, and F1-score of 73.96
are obtained for the Hallmarks dataset, and an accuracy of

93.98, precision of 88.63, recall value of 89.08, and F1-score
of 88.85 are obtained for the AIM dataset.

Table 13 shows the analysis of results with different
activation functions for the proposed quad channel hybrid
model. ,e best results are obtained when sigmoid activa-
tion function is used instead of ReLU, SoftPlus, and hard
sigmoid, as a high accuracy of 74.69, precision of 72.29, recall
value of 71.91, and F1-score of 72.09 are obtained for the
Hallmarks dataset, and an accuracy of 94.29, precision of

Table 8: Analysis with different convolution kernel conditions for the proposed hybrid BiGRU model.

Kernel filter sizes Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

[1, 3] Hallmarks 71.85 61.79 60.70 61.24
AIM 93.27 89.36 85.29 87.27

[1, 3, 5] Hallmarks 73.88 69.54 68.67 69.10
AIM 95.29 89.88 84.13 86.90

[1, 3, 5, 7] Hallmarks 72.52 69.72 65.99 67.80
AIM 82.79 76.91 73.78 75.31

[1, 3, 5, 7, 9] Hallmarks 70.48 67.72 63.85 65.72
AIM 58.39 51.84 57.18 54.37

Table 9: Analysis of results with different BiGRU layers.

Layers Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

1 Hallmarks 67.81 59.16 57.19 58.15
AIM 91.11 83.35 83.26 83.30

2 Hallmarks 72.11 71.87 72.75 72.30
AIM 94.01 88.95 84.91 86.88

3 Hallmarks 71.91 69.27 65.91 67.54
AIM 81.16 76.18 75.37 75.77

4 Hallmarks 72.73 66.17 64.98 65.56
AIM 69.69 54.99 57.21 56.07

Table 10: Analysis of results with different learning rates.

Learning rate Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

0.1 Hallmarks 63.85 56.16 55.81 55.98
AIM 88.17 82.36 81.28 81.81

0.01 Hallmarks 74.18 73.58 72.93 73.25
AIM 95.12 87.87 87.27 87.56

0.001 Hallmarks 74.41 69.91 69.98 69.94
AIM 82.64 77.09 76.91 76.99

0.0001 Hallmarks 70.71 64.71 65.91 65.30
AIM 61.36 55.16 57.73 56.41

Table 11: Analysis of results with different dropout rates for the proposed hybrid BiGRU model.

Dropout rate Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

0.2 Hallmarks 61.88 57.19 58.84 58.00
AIM 89.72 83.58 82.97 83.27

0.3 Hallmarks 71.51 66.73 64.70 65.69
AIM 62.39 57.18 55.23 56.18

0.4 Hallmarks 72.82 71.56 70.92 71.23
AIM 94.22 89.87 88.21 86.12

0.5 Hallmarks 72.45 68.97 67.88 68.42
AIM 81.61 75.98 74.92 75.44
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89.74, recall value of 88.56, and F1-score of 89.14 are ob-
tained for the AIM dataset.

Table 14 shows the consolidated analysis of the proposed
hybrid BiGRU model with the best combinations of values.
,e best results are obtained when the convolution filter size
is [1, 3, 5], learning rate is 0.01, dropout rate is 0.4, opti-
mization function used is Adam along with sigmoid acti-
vation function instead of ReLU, SoftPlus, and hard sigmoid,
and the results are interpreted. ,e proposed hybrid BiGRU
model produces an accuracy of 74.71, precision of 70.82,
recall value of 68.99, and F1-score of 69.89, which are ob-
tained for the Hallmarks dataset, and an accuracy of 95.76,
precision of 88.38, recall value of 84.15, and F1-score of 86.21
are obtained for the AIM dataset.

3.5. Baseline Methods and Overall Comparison with Other
Methods. For text classification, the following baseline
methods are used for comparison, such as CNN, LSTM,
BiLSTM, CNN-LSTM, CNN-BiLSTM, logistic regression,
naı̈ve Bayesian classifier (NBC), SVM, and BiGRU. Ta-
ble 15 reports the compared classification accuracy of the
two proposed architectures against other machine and
deep learning models on the two datasets. Actually, just
one or two works published in high quality peer-reviewed
journals are available online for comparison of the pro-
posed deep learning models with the results of the other
deep learning models on the same dataset. ,erefore, in

this work, the results have been computed and then
compared by analyzing the proposed deep learning model
results with the standard and conventional deep learning
techniques.

,e developed two models have obtained very good
results and crossed the performance of the state of art
literature compared with some deep learning models. In
machine learning and deep learning, it has to be observed
that the final classification accuracies may range from a
plus or minus two to three percent, but the working
methodology and interpretation of the result are more
important than trying to prove or obtain slightly higher
classification accuracy than the other methods. ,erefore,
with this understanding the proposed quad channel hy-
brid LSTM model produced a high classification accuracy
of 75.98% for the Hallmark dataset, and the same model
produced a classification accuracy of 96.72% for the AIM
dataset. ,e high performance is due to the development
of four channels, so that the inherent features can be learnt
and observed well through those channels, thereby en-
hancing the characteristic diversity of the input. Similarly,
the hybrid BiGRU with multihead attention model pro-
duced a high classification accuracy of 74.71% for the
Hallmark dataset, and the same model produced a clas-
sification accuracy of 95.76% for the AIM dataset. ,is is
due to the effective capturing of the features by the hybrid
model along with the careful selection of appropriate
hyperparameters.

Table 12: Analysis of results with different optimizers for the proposed hybrid BiGRU model.

Optimizer Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

Adam Hallmarks 70.52 74.78 73.16 73.96
AIM 93.98 88.63 89.08 88.85

SGD Hallmarks 69.72 65.23 61.83 63.48
AIM 69.31 66.57 68.27 67.40

Nadam Hallmarks 70.13 68.84 68.64 68.73
AIM 80.62 75.96 72.56 74.22

AdaGrad Hallmarks 65.15 62.46 55.81 58.94
AIM 86.15 81.59 81.28 81.43

Table 13: Analysis of results with different activation functions for the proposed hybrid BiGRU model.

Optimizer Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

ReLU Hallmarks 71.64 67.39 66.69 67.03
AIM 88.39 82.20 83.61 82.89

Sigmoid Hallmarks 74.69 72.29 71.91 72.09
AIM 94.29 89.74 88.56 89.14

SoftPlus Hallmarks 73.12 71.03 71.82 71.42
AIM 83.39 81.91 82.84 82.37

Hard sigmoid Hallmarks 61.22 58.92 57.41 58.15
AIM 85.87 83.19 81.49 82.33

Table 14: Comparison of results for the best combination values of the proposed BiGRU hybrid model.

Model Dataset Accuracy (%) Precision (%) Recall (%) F1-score (%)

Hybrid BiGRU model Hallmarks 74.71 70.82 68.99 69.89
AIM 95.76 88.38 84.15 86.21
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4. Conclusion and Future Work

By means of extracting the structured information, such as
specification of the diseases and the pathological conditions
associated with it, the information embedded in the clinical
text is unlocked by using automated clinical text classifi-
cation. By means of using symbolic techniques/statistical
techniques, the tackling of the medical text classification is
done. Handcrafted expert rules are usually needed every
time with symbolic techniques, and they are quite expensive
and cumbersome to develop. Statistical techniques, like
machine learning, seem to be quite effective for the medical
text classification tasks. However, it still requires extensive
human efforts in order to label a large set of training data. In
this paper, two deep learning models have been developed,
and it has been successfully validated on two datasets too.
When the proposed quad channel hybrid LSTM is imple-
mented to Hallmarks dataset, a classification accuracy of
75.98% is obtained, and when it is implemented to AIM
dataset, a classification accuracy of 96.72% is obtained.
When the proposed hybrid BiGRUmodel is implemented to
Hallmarks dataset, a classification accuracy of 74.71% is
obtained, and when it is implemented to AIM dataset, a
classification accuracy of 95.76% is obtained. Future works
aim to develop more effective hybrid deep learning models
for the efficient classification of medical texts. Future works
also aim to explore content-based features and a variety of
other domain specific features and plans to amalgamate it
with very efficient hybrid deep learning techniques to get a
good classification accuracy.
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,e prediction of human diseases precisely is still an uphill battle task for better and timely treatment. A multidisciplinary diabetic
disease is a life-threatening disease all over the world. It attacks different vital parts of the human body, like Neuropathy,
Retinopathy, Nephropathy, and ultimately Heart. A smart healthcare recommendation system predicts and recommends the
diabetic disease accurately using optimal machine learning models with the data fusion technique on healthcare datasets. Various
machine learning models and methods have been proposed in the recent past to predict diabetes disease. Still, these systems
cannot handle the massive number of multifeatures datasets on diabetes disease properly. A smart healthcare recommendation
system is proposed for diabetes disease based on deep machine learning and data fusion perspectives. Using data fusion, we can
eliminate the irrelevant burden of system computational capabilities and increase the proposed system’s performance to predict
and recommend this life-threatening disease more accurately. Finally, the ensemblemachine learningmodel is trained for diabetes
prediction. ,is intelligent recommendation system is evaluated based on a well-known diabetes dataset, and its performance is
compared with the most recent developments from the literature. ,e proposed system achieved 99.6% accuracy, which is higher
compared to the existing deep machine learning methods. ,erefore, our proposed system is better for multidisciplinary diabetes
disease prediction and recommendation. Our proposed system’s improved disease diagnosis performance advocates for its
employment in the automated diagnostic and recommendation systems for diabetic patients.

1. Introduction

A recent development in biotechnologies and high
throughout computing progressively contribute to quick and
affordable e-healthcare data collections and disease diagnosis.
,e efficiency and reliability are dependent on accurate model
building from e-healthcare big data. One of many life-
threatening diseases is diabetes disease (DD) [1–3].

Diabetes disease arrests 422 million adults all over the
world [4]. ,e death rate due to diabetes disease is 1.5
million, and 3.7 million deaths are due to diabetes and high
blood pressure [4]. Diabetes disease is a multidisciplinary
disease that arrests the human body’s significant parts like
the kidney, eyes, lungs, and heart. ,e diagnosis of this
disease was done either manually by a medical practitioner
or by any automatic device.
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All of these types of measurements for diabetes disease
have some benefits and some drawbacks. Any experienced
medical expert cannot manually find the diabetes disease
early due to some hidden side effects on the human body.
With the intelligent recommendation system’s help and
application of deep machine learning (DML) and artificial
intelligent methods, this disease can be predicted at the
earlier stage [5–9] with a minimal error rate.

,ere are some healthcare automated systems for de-
tection and recommendation of human diseases in recent
researches. Myocardial infarction [10] is an acute disease for
blood circulation in the heart. In this paper, deep CNN is
applied for detection and to prevent humans from a heart
attack. A computer-aided diagnosis (CAD) system [11] is
used by applying the transfer learning technique for accurate
and timely response to reduce the extensive calculation. In
this paper, a CAD system works efficiently and accurately to
detect and prevent heart attacks. Internet of Healthcare
,ings (IoHT) and Decentralization Interoperable Trust
(DIT) [12] framework are a better healthcare system. In this
paper, blockchain is used for data privacy and security. In
this research, data is collected via IoHT at each point and
transformed through blockchain for smooth and accurate
healthcare data for better system accuracy.

Many ensemble learning models have been used in recent
healthcare researches for better accuracy. For example, hepa-
tocellular carcinoma [13] is a hazardous cancer disease in the
human body. In this paper, an automated prediction system is
developed using a stack learning approach for deep learning
and examining healthcare data about this deadly disease. Stack
learning is an ensemble learning technique. In this paper,
evolutionary computational techniques are also used to ex-
amine the healthcare data about hepatocellular carcinoma
disease. In cervical cancer [14] diagnosis, an ensemble machine
learning approach is used. In this paper, two approaches are
used for predicting disease on an images dataset.

In mobile edge computing [15], an automated recom-
mendation system is proposed for the joint computation of
multiuser offloading and task caching. In this paper,
Q-learning and Deep-Q-Network-based algorithms are
proposed for this system. Multilevel vehicular edge cloud
computing [16], secure federated learning for 5G [17], and
augmented Coronavirus disease detection [18] used an ad-
vanced ensemble deep learning approach for better results.

For detection of COVID-19 disease, a deep learning
approach is adopted with an augmented approach [18] and it
achieved 100% accuracy. In industrial mobile edge com-
puting [19], the deep ensemble learning approach is used for
resource allocation and data security.

,e importance of a smart healthcare recommendation
system is increasing day by day for better and timely pre-
diction. To minimize the risk of life-threatening human
diseases, we need an efficient system for diagnosing and
effectively recommending life-threatening diseases such as
diabetes. Electronic health records (EHRs) play an essential
role in smart healthcare recommendation systems for pre-
dicting life-threatening diseases, especially for multidisci-
plinary and life-threatening diabetes diseases. However, the
data collected from sensors and EHRs are unstructured. To

manage adequately such kinds of multisourced data for
further examining is a challenging task.

Further, extracting the critical features and fusing them
in a structured form is also a hectic and skills-demanding
task. ,erefore, this section is further divided into two parts:
a wearable sensors-based diabetes prediction system and
extracting information from EHRs textual data. ,en, data
fusion is essential for better results and accurate prediction
of diabetes disease with DML.

Many recommendation systems for healthcare are already
proposed in recent researches. ,e significant contribution of
this research is to enrich the healthcare dataset for the best
prediction of multidisciplinary diabetes disease. We have
collected the patients’ data through wearable sensors and
EHRs in the textual record form of each patient. After col-
lecting the records of each patient, essential data from both
ends are fused to enrich the healthcare dataset. ,e Ensemble
deep learning approach works accurately and produces better
results in larger healthcare datasets. Finally, we have devel-
oped a better recommendation system by collecting patients’
records and applying an ensemblemachine learning approach
for accurate and timely prediction and recommendation of
multidisciplinary diabetes disease patients.

,e organization of the paper is as follows: Section 2
describes the most recent developments of diabetes disease
detection and recommendation from the literature; Section 3
provides research methodology, data fusion, and proposed
DML model; Section 4 presents the dataset selection, pre-
processing, data fusion, and results and discussion; Section 5
describes the conclusion and future work; and the last
section is devoted to references.

2. Related Work

Many researchers contributed to diagnosing diabetes dis-
ease. ,ey have used machine learning (ML) classifier and
artificial intelligence (AI) assistance for the prediction of
diabetes disease. With the help of artificial intelligence, we
can easily collect healthcare data. After collecting the big
data from the healthcare center, we can easily predict human
diseases, including multidisciplinary diabetes diseases.

In early detection of diabetes disease [20], the k-nearest
neighbor (KNN) classifier model was used and the result was
comparedwith that of the support vectormachine (SVM)model
achieving 85.6% accuracy. In this paper, the KNN machine
learning classifier was used for predicting diabetes disease. ,e
results comparison was made with another machine learning
classifier called SVM to authenticate the work. For the detection
of diabetes type II disease [21], the authors used a convolution
neural network (CNN) and compared their work with the linear
regression (LR) model and multilayer perceptron (MLP). In this
paper, the neural network was used to diagnose diabetes type II
disease. For results comparison, twomachine learning classifiers
were used for the authenticity of the work. An accuracy of 77.5%
was achieved in the area under the curve (AUC). Analysis of
early detection of diabetes disease with feature selection tech-
nique [22] was carried out using SVM classifier and their results
were compared with random forest (RF), näıve Bayes (NB),
decision tree (DT), and KNN classification models. ,e highest
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accuracy achieved with SVM was 77.73%. In this paper, the
feature selection technique was adopted. With the help of the
feature selection technique, we can reduce the system’s com-
putational capability and improve accuracy. Multiple machine
learningmodelswere applied for comparison and authenticity of
results. Bloodless techniques for the prediction of diabetes
disease are used with computational tools [23]. ,e accuracy
achieved through this technique was 91.67%. In diabetic reti-
nopathy detection [24], the deep (DNN) technique was adopted.
,e accuracy achieved via CNN was 74.4%. Detection of
multiclass retinal disease [25] was done with with AI. ,e CNN
classifier was used and it achieved 92% accuracy.

A data-driven approach is used for predicting diabetes
and cardiovascular diseases [26] with ML. ,is paper
adopted an extreme gradient boost and compared it with the
LR, SVM, RF, and weighted ensemble model. An accuracy of
95.7% was achieved in the area under the ROC curve. In type
II diabetes disease prediction [27], an ensemble classification
model was adopted. ,e accuracy achieved via this model
was 82.2% in the AUC. A new methodology, smartphone-
based diabetes detection [28], was presented. In this paper,
image data was considered for diagnoses and further di-
rections. A microcontroller-based agent [29] was used to
measure the blood glucose level of patients. A sensor in-
tegrated therapy [30] for diabetes disease was used to
monitor glucose levels in a diabetic patient. A self-recom-
mendation smart app [31, 32] was used and trained on
recorded health data like patients’ daily physical activities
and other important parameters related to diabetes.

,e valuable information extraction from wireless sensor
data and the patient’s electronic medical record is also chal-
lenging for predicting multidisciplinary disease. To handle this
challenge, different models have been presented for extracting
the most valuable information from the healthcare textual data
[33–35] for making a dataset for the prediction of diabetic
disease. ,e textual dataset collected through EHR’s was pre-
processed and converted into a meaningful format as per smart
healthcare recommendation system demands. ,e wireless
sensor data of healthcare was also collected through wireless
devices. After collecting data through a wireless communication
device, data was preprocessed for removing noisy wireless data
to make a rich and accurate healthcare dataset. In this way, we
can easily apply machine learning algorithms for predicting
multidisciplinary diabetes disease.

After collecting and converting meaningful data from
textual data and fusing preprocessed wireless sensor data
[36–38] for making a rich healthcare dataset of diabetes,
Table 1 shows the comprehensive limitation of previously
published approaches.

3. Smart Healthcare Recommendation
System for Multidisciplinary
Diabetes Patients

,is section explains the overall structure of a smart
healthcare recommendation system for multidisciplinary
diabetes disease patients (SHRS-M3DP) in detail. ,e
proposed approach is divided into distinct layers for an

accurate description of each layer working. In the end, the
ensemble DML structure is presented, which is further
deployed in the whole SHRS-M3DP to predict and rec-
ommend diabetes disease in the patients. It should deliver a
concise and accurate representation of the experimental
results, explanation, and the conclusion of experiments that
can be drawn.

3.1. Smart Healthcare Recommendation System for Multi-
disciplinary Diabetes Patients. ,is part explains the overall
structure of a smart healthcare recommendation system for
multidisciplinary diabetes disease patients (SHRS-M3DP).
Initially, the general structure of the proposed SHRS-M3DP
is described. ,en, a proposed system’s structure is divided
into distinct layers for an accurate description of each layer
working. Finally, the ensemble deep learning model struc-
ture is presented, and it is further deployed in the whole
SHRS-M3DP to predict and recommend diabetes disease in
the patients.

,e proposed structure of the SHRS-M3DP system is
exhibited in Figure 1. It is divided into two main segments:
(1) training phase and (2) validation phase. ,ese phases are
essential for the accurate prediction of multidisciplinary
diabetes disease. ,ese phases communicate via a cloud. ,e
training phase comprises seven levels: (i) sensory layer, (ii)
EHRs layer, (iii) raw feature layer-1, (iv) raw feature layer-2,
(v) fused raw feature layer, (vi) preprocessing layer, and (vii)
application layer. ,e sensory layer comprises input pa-
rameters, including age, family history, glucose, skin
thickness, blood pressure (BP), pregnancies, insulin, and
body mass index (BMI). ,e sensory layer’s input values are
collected and transferred to the database, raw feature layer-1,
through the Internet of medical things (IoMT). Because
wireless communication is applied, data collected from
multiple feature nodes and stored in the database may be
inaccurate. For that reason, we considered such kind of data
as feature raw data. EHRs layer consists of lab reports,
questions, observation, and the patient’s medical history. All
the data collected from the EHRs layer are reports and need
some methodology to convert them into a structured format
for further processing.

,e Framingham risk factors (FRFs) methodology used
in the smart healthcare monitoring system for heart disease
prediction [39] is adopted to extract data from the EHRs, as
shown in Figure 2, and stored in raw feature layer-2.

,e data fusion approach is then applied for fusing the
common features of both sensory data and EHRs to generate
enhanced healthcare data on multidisciplinary diabetes
disease.

,ese fused feature data are then stored in the fused
feature layer for further processing to predict diabetes
disease.

,e following preprocessing layer plays a crucial role in
the model. All deficiencies received through the sensory
layer previously via wireless communication and EHRs layer
are preprocessed in this phase. ,ese missing values are
managed by applying moving averaging and normalization
methodology to mitigate noisy results. Subsequently, after
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Table 1: Summary of existing literature reviews.

Paper Classification methodology
adopted Limitations Advantages

[12] ML
1. Single dataset
2. No data fusion
3. Only structured data

Only the optimal feature selection technique was adopted

[13] ML and AI
1. Single dataset
2. No data fusion
3. Only DR image data

,e bloodless technique was adopted

[18] DML and generalized linear model 1. Single EHRs dataset
2. No data fusion

1. Electronic health record
2. Data fusion
3. Feature selection

[19] AI
1. Single dataset
2. No data fusion
3.Only DR image data

1. Automated software
2. Smartphone-based DR and sight-threatening detection

[20] AI and ML 1. Single dataset
2. No data fusion

Incorporating wearable devices and IoT to collect and manage big
data

[29] Supervised ML 1. Single dataset
2. No data fusion

1. Combine structured and unstructured data
2. Feature selection
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Figure 1: Proposed SHRS-M3DP model.

4 Computational Intelligence and Neuroscience



preprocessing, the fused feature dataset is forwarded to the
application layer. ,is layer is further divided into two
sublayers: (i) prediction layer and (ii) performance layer. In
the prediction layer, an ensemble DML model is applied to
predict multidisciplinary diabetes disease.

,e ensemble deep learning combines several individual
models to obtain better generalization performance of any
predictive classification problem. ,e convergence process
of the ensemble ML model is implemented in three ways: (1)
max voting, (2) averaging, and (3) weighted average for
classification.

,e ensemble ML model used an advanced boosting
technique for regularizing, limiting the overfitting issue, and
producing better accuracy compared to otherMLmodels. As
a result, the response rate of the ensemble ML model is ten
times faster compared to other ML models. In the ensemble
ML model’s boosting technique, the trained dataset is di-
vided into multiple weak learners. ,e average error rate of
one weak learner is updated in the next weak learner. Re-
sultantly, the final strong learner was found to have a
minimal error rate for prediction.

Ensemble deep machine learning classifier can be
expressed as follows:

F(x) � 􏽘
m

αmhm(x), (1)

where F(x) is a strong learner of ensemble classifiers, αm is
weight calculated by considering the last iteration’s error,
and hm(x) is a weak learner

In this way, we can achieve maximum prediction ac-
curacy. ,e operational flow of the advanced boosting en-
semble DML model is shown in Figure 3 (Algorithm 1).

,e results are then sent to the performance layer. In this
layer, data received from the previous layer is calculated. ,e
performance layer results are evaluated based on accuracy,
precision, recall, F1, root mean square error (RMSE), and

mean average error (MAE) achieved by the SHRS-M3DP
model. After comparing results, “YES” indicates that our
proposed SHRS-M3DP model successfully predicted diabetes
disease, and “NO” means the prediction layer of the proposed
SHRS-M3DP model will be modified till the learning criteria
objectives are attained. After successfully training the pro-
posed SHRS-M3DP model, the trained fused model moves to
a cloud to further import and predict diabetes disease.

,e validation phase comes in the last where trained
fused SHRS-M3DP model is imported for prediction to
authenticate whether the patient is affected with multidis-
ciplinary diabetes disease based on the results.

,e results are then sent to the next layer, called the
performance layer. In this layer, the data received from the
prediction layer is evaluated.

,e performance layer results are then evaluated based
on accuracy, precision, recall, F1, root mean square error
(RMSE), and mean average error (MAE) achieved by the
SHRS-M3DP model. After comparing the results, “YES”
indicates that our proposed SHRS-M3DPmodel successfully
predicted diabetes disease, and “NO” means the prediction
layer of the proposed SHRS-M3DP model will be updated
until the learning criteria are achieved. After successfully
training the proposed SHRS-M3DPmodel, the trained fused
model moves to a cloud to further import and predict di-
abetes disease.

,e last phase is the validation phase. In this phase, the
trained fused SHRS-M3DP model is imported for recom-
mendation to validate whether the patient is affected with
multidisciplinary diabetes disease based on the results.

4. Experiments

,e data collected from EHRs and sensors were discussed
previously in the proposed SHRS-M3DPmodel. In addition,
the fused feature database was also discussed in the last

Figure 2: EHRs record conversion flow chart [40].
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section. In this section, the proposed SHRS-M3DP model’s
performance is evaluated, and the results are discussed.

4.1.Dataset. ,e proposed SHRS-M3DPmodel is simulated
with two different diabetes disease datasets: Hospital
Frankfurt Germany diabetes dataset [42] and Pima Indians
diabetes dataset. ,e Hospital Frankfurt Germany diabetes
dataset consists of 2000 cases with eight features. ,e Pima
Indians diabetes dataset consists of 768 patients with eight
features. ,e fused features dataset for an experiment was
made with the combination of features of both datasets. Both
datasets’ cases with some missing values are managed with
proposed filtering, and normalization techniques were
discussed earlier. ,e combined, fused dataset features are
shown in Table 2. ,e fused features attributes, measuring
units, and their ranges are also mentioned.

,e fused features dataset consists of 2768 cases with
eight features. A deep machine learning model cannot be
utilized for the small dataset having nominal values.
,erefore, all the nominal data is converted into numeric
values for utilizing the ensemble deep learning model.
Detailed features description of fused features is shown in
Table 2.

4.2. Performance Evaluation. ,e experiment was carried
out to indicate the proposed SHRS-M3DP model’s perfor-
mance for diagnosing diabetic disease. Initially, the data was
collected from sensors, which were transferred through
IoMT to the feature database. Similarly, the patients’ data
collected through lab reports, questions, observations, and
medical history were converted from unstructured format to
structure format for further preprocessing. After collecting
the features from sensors and EHRs, both datasets’ features
were combined to make a rich health dataset for better
prediction and recommendation of diabetes disease. Finally,

Original Data

Classifier

Weighted data

Classifier

Weighted data

Classifier Ensemble
Classifier

Figure 3: Flow chart of ensemble ML algorithm [41].

Input: training set (xi − yi)􏼈 􏼉
n

i�1 and a differentiable loss Function L(yi, F(x)), number of iterations M.
Output: A targeted person affected by diabetes disease or safe from the diabetes disease
Step 1:
(1) Initialize model with a constant value: F0(x) �

argmin
c

􏽐
n
i�1 L(yi, c)

(2) For m� 1 to M:
(1) Compute so-called pseudo-residuals: rim � − [σL(yi, F(xi))/σF(xi)]F(x)�F(xm− 1(x))for i � 1, . . . . . . . . . ..n

(2) Fit a base learner (orweak learner, i.e., tree) hm(x) to (pseudo residuals), train it using the training set (xi − yi)􏼈 􏼉
n

i�1

(3) Computemultiplier rm by solving the following one dimensional optimization problem : cm �
argmin
c

􏽐
n
i�1 L

(yi, Fm− 1(xi) + chm(xi))

(4) Update themodel: Fm(x) � Fm− 1(x) + cmhm(x)

(3) Output Fm(x)

ALGORITHM 1: Ensemble ML-based diabetes prediction.

Table 2: Feature information about the diabetes disease.

Sr. no. Attribute Unit Ranges
1 Age Year 01–120
2 Family history Yes (1), no (0) 0, 1
3 Glucose mg/Dl 37–380
4 Skin thickness Mm 0–210
5 Blood pressure (BP) mm Hg 90–190
6 Pregnancies Number (0–9) 0–8
7 Insulin uU/ml 0–764
8 BMI Kg/m2 14–80.6
9 Diagnosis result Positive (1), negative (0) 1, 1
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the processing module analyzed the final combined, fused
feature dataset for further processing.

Furthermore, the Hospital Frankfurt Germany diabetes
dataset and Pima Indians diabetes dataset were then utilized
for training the diabetes disease prediction model. For
evaluation purposes, the proposed ensemble deep learning
model was compared with some other classifiers: SVM, LR,
KNN, NB, RF, and DT. ,e proposed SHRS-M3DP model
was used before and after the feature selection and per-
formance was compared. ,e datasets were divided ran-
domly into 80% and 20%, respectively, to train and test the
models mentioned above in the proposed model.

4.3. Evaluation Metrics. Dissimilar evaluation metrics were
used to conclude the model’s overall efficiency, as shown in
Table 3. With the accuracy metric’s help, we can present the
proposed deep learning model’s overall predictive ability. In
the confusion matrix, true positive (TP) and true negative
(TN) determine the proposed classifier’s capability to predict
the absence and presence of diabetes disease. false negative
(FN) and false positive (FP) identify the proposed model’s
total false prediction. Recall metric and precision metric
calculate the sensitivity and success of the diabetes disease
presented model individually.

,e function measure (FM) metric is used for prediction
accuracy. Root mean square error (RMSE) and mean ab-
solute error (MAE) calculate the difference and absolute
variations among the predicted and the actual values. ,e
values of yi, 􏽢yi denote the total numbers of observations of
the predicted values and the actual values, respectively.

4.4. Results. ,is section presents the results of the above-
mentioned proposed model and a comparison with other
classifiers, respectively. ,e complete details of all classifiers
for diabetes prediction are divided into three parts: pre-
diction of diabetes disease, Pima Indians diabetes dataset
consisting of 768 cases with eight features, Hospital
Frankfurt Germany diabetes dataset consisting of 2000
patients with eight features, and finally with fused features
dataset having 2768 cases with eight features as shown in
Table 2, respectively.

,e proposed SHRS-M3DP ensemble deep learning
model prediction accuracy with other baseline classifiers is
shown in Figure 4. ,e comprehensive explanation of each
classifier before data fusion and after data fusion is as
follows:

(i) Learner regression classifier (LR): LR accuracy in
dataset 1 is 74.6% for predicting diabetes disease
with 786 cases. In dataset 2, LR performed better,
with 77.7% accuracy with 2000 cases. Still, in the
final data fusion dataset, the accuracy for LR’s
prediction of diabetes disease is decreased to 75.2%
with 2786 cases.

(ii) Näıve Bayes (NB): NB classifier’s accuracy in dataset
1 is 72% for predicting diabetes disease with 786
cases. In dataset 2, NB performed better, with 76.5%
accuracy with 2000 cases. Still, in the final data

fusion dataset, the accuracy for LR’s prediction of
diabetes disease is decreased to 74% with 2786 cases.

(iii) Random forest (RF): RF classifier’s accuracy in
dataset 1 is 74.8% for predicting diabetes disease
with 786 cases. In dataset 2, RF also performed
better, with 81.2% accuracy with 2000 cases. Still, in
the final data fusion dataset, the accuracy of random
forest’s prediction of diabetes disease is decreased to
80.5% with 2786 cases.

(iv) K-nearest neighbor (KNN): KNN classifier’s accu-
racy in dataset 1 is 73.3% for predicting diabetes
disease with 786 cases. In dataset 2, KNN also
performed better, with 77.7% accuracy with 2000
cases. In the final data fusion dataset, the accuracy of
predicting diabetes disease with KNN is also in-
creased up to 80.8% with 2786 cases.

(v) Decision tree (DT): DT classifier’s accuracy in
dataset 1 is 74% for predicting diabetes disease with
786 cases. In dataset 2, DT performed better, with
83.7% accuracy with 2000 cases. In the final data
fusion dataset, the accuracy of prediction of diabetes
disease with DT is 84.3% with 2786 cases.

(vi) Support vector machine (SVM): SVM classifier’s
accuracy in dataset 1 is 74.6% for predicting dia-
betes disease with 786 cases. In dataset 2, SVM
performed better, with 84% accuracy with 2000
patients. In the final data fusion dataset, the ac-
curacy for predicting diabetes disease with SVM is
84.3% with 2786 cases.

,e proposed ensemble deep machine learning model
performed outstandingly as compared to all the baseline
classifiers. ,e proposed ensemble DML classifier’s accuracy
in dataset 1 is 72.7% for predicting diabetes disease with 786
cases. However, it is low due to the small dataset. In dataset
2, ensemble ML performed better and achieved 91% accu-
racy with 2000 cases, higher than all other classifiers. In the
final data fusion dataset, the accuracy of prediction of di-
abetes disease with the proposed ensemble ML model is
99.6%, having a minimal error rate.

,e summary of performance metrics, accuracy, preci-
sion, recall, F1, root mean square error, and mean absolute
error of selected datasets individually and data fusion
datasets, is presented in Tables 4–6.

Different DML classifiers are compared with the pro-
posed model by various evaluation metrics, as shown in
Table 4. In this experiment, only Pima Indians diabetes
dataset is considered, without feature selection technique.
,e performance of each metric on a given dataset is pre-
cisely shown in Table 4. ,e proposed model’s overall
performance is less compared to the other classifiers due to
the small dataset and the absence of feature selection
technique.

In Table 5, only the Hospital Frankfurt Germany dia-
betes dataset is considered, without feature selection tech-
nique. Different DML classifiers are compared with the
proposed model by various evaluation metrics, as shown in
Table 5.
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Figure 4: Accuracy of models before and after data fusion.

Table 3: Performance metrics.

Name of metric Description Equation #
Accuracy (Acc) (TP + TN)/(TP + TN + FP + FN ) (a)
Precision (Pre) TP /(TP + FP) (b)
Recall (Rec) TP /(TP + FN) (c)
F1-measure (FM) ((2 ∗Pre ∗Rec)/(Pre + Rec)) (d)
RMSE

����
1/N

√
􏽐

N
i�1 (yi − 􏽢yi)

2 (e)
MAE

����
1/N

√
􏽐

n
i�1 |yi − 􏽢yi|

2 (f )

Table 4: Comparison results of the proposed model with other classifiers before data fusion on the Pima Indians diabetes dataset.

Classifier model Acc (%) Pre (%) Rec (%) FM (%) RMSE MAE
Logistic regression 74.68 0.68 0.52 0.59 0.25 0.50
Naı̈ve Bayes 72.08 0.62 0.52 0.57 0.28 0.53
Random forest 74.68 0.69 0.50 0.58 0.25 0.50
K-nearest neighbors 73.38 0.67 0.48 0.56 0.27 0.52
Decision tree 74.03 0.63 0.63 0.63 0.26 0.51
Support vector machine 74.68 0.70 0.48 0.57 0.25 0.50
∗Proposed model 72.73 0.63 0.56 0.59 0.27 0.52

Table 5: Comparison results of the proposed model with other classifiers before data fusion on the Hospital Frankfurt Germany diabetes
dataset.

Classifier model Acc (%) Pre (%) Rec (%) FM (%) RMSE MAE
Logistic regression 77.75 0.71 0.58 0.64 0.22 0.47
Naı̈ve Bayes 76.50 0.67 0.61 0.64 0.24 0.48
Random forest 81.25 0.75 0.69 0.71 0.19 0.43
K-nearest neighbors 77.75 0.71 0.59 0.65 0.22 0.47
Decision tree 83.75 0.73 0.83 0.78 0.16 0.40
Support vector machine 84.00 0.79 0.73 0.76 0.16 0.40
∗Proposed model 91.00 0.89 0.84 0.86 0.09 0.30
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,e proposed model’s overall performance is more
outstanding compared to the other classifiers due to the large
dataset, as shown in Figure 4. ,erefore, our proposed deep
machine learning model can achieve more accurate results
concerning a higher dataset ratio. In this experiment, the
proposed model achieved 91% accuracy, much higher
compared to other DML classifiers. On the other hand, in
this experiment, RMSE and MAE are also very low com-
pared with different DML classifiers’s RMSE and MAE.

In Table 6, both diabetes datasets are being considered
with the data fusion technique. Different DML classifiers
are compared with the proposed model by various eval-
uation metrics, as shown in Table 3. ,e performance of
each metric on a given dataset is precisely shown in Ta-
ble 6. ,e proposed model’s overall performance is much
higher compared to the other classifiers due to the fused
technique by making a rich healthcare dataset. Our
proposed model performed outstandingly due to the data
fusion technique and produced extraordinary results. In
this experiment, the proposed model achieved 99.64%
accuracy, much higher compared to other DML classifiers.
In this experiment, RMSE is 0%, and MAE is only 0.06%.
As shown in Table 6, all other classifiers produce results
less than 85%.

Our proposed model accurately performed well with the
help of data fusion technique. Our proposed ensemble DML
model has achieved higher accuracy compared to other
studies done in the recent past. ,e details of recent studies
on diabetes with their authors are also summarized and
shown in Table 7. ,e significant contribution for higher
accuracy in our model is due to data fusion. In this way, we
have made a rich healthcare dataset for the prediction of
multidisciplinary diabetes disease. In this way, we have
achieved higher accuracy compared to other studies, which
is 99.6%.

5. Conclusion

,e prediction of human diseases, particularly multidisci-
plinary diabetes, is challenging for better and timely treat-
ment. A multidisciplinary diabetes illness is a life-
threatening disease worldwide which attacks major essential
human body parts. A proposed SHRS-M3DP model is
presented to predict and recommend multidisciplinary di-
abetes disease in the patients quickly and efficiently. ,e
ensemble deepMLmodel and data fusion technique are used
for fast response and better accuracy rate. ,e proposed
model efficiently predicted and recommended whether the
patient is a victim of multidisciplinary diabetes disease or
not. ,e proposed SHRS-M3DP model can also identify the
effect of human body parts: Neuropathy, Retinopathy,
Nephropathy, or Heart. ,e proposed SHRS-M3DP model
simulation is made by using Python language. Finally, the
study of this research concluded that the proposed SHRS-
M3DP model’s overall performance is 99.6%, which is
outstanding compared to previously published approaches.

5.1. Contribution. Many recommendation systems for
healthcare have already been proposed in recent researches.
,e significant contribution of this research is to enrich the
healthcare dataset for the best prediction of multidisci-
plinary diabetes disease. We have collected the patients’ data
through wearable sensors and EHRs in the textual record
form of each patient. After collecting the records of each
patient, essential data from both ends are fused to enrich the
healthcare dataset. ,e ensemble deep learning approach
works accurately and produces better results in larger
healthcare datasets. Finally, we have developed a better
recommendation system by collecting patients’ records and
applying an ensemble machine learning approach for

Table 6: Comparison results of the proposed model with other classifiers after data fusion on a fused dataset.

Classifier model Acc (%) Pre (%) Rec (%) FM (%) RMSE MAE
Logistic regression 75.27 0.67 0.55 0.61 0.25 0.50
Naı̈ve Bayes 74.01 0.64 0.55 0.59 0.26 0.51
Random forest 80.51 0.75 0.65 0.70 0.19 0.44
K-nearest neighbors 80.87 0.77 0.63 0.70 0.19 0.44
Decision tree 84.30 0.77 0.78 0.77 0.16 0.40
Support vector machine 84.30 0.81 0.71 0.76 0.16 0.40
∗Proposed model 99.64 1.00 0.99 0.99 0.00 0.06

Table 7: Summary of comparison using diabetes datasets with existing methods.

Sr.
no. Author/year Fusion

method Classifier/compared with classifier Overall
accuracy

1 Mohebbi et al. [10]/2017 — CNN/LR, MLP 77.5%
2 Sneha and Gangil [11]/2019 Yes/— SVM/RF, NB, KNN, DT 77.7%
3 Nguyen et al. [16]/2019 — Ensemble ML/— 82.2%

4 Aminah and saputro [9]/
2019 — KNN/SVM 85.6%

5 Sah and sarma [12]/2018 — AI 91.6%
6 Dinh et al. [15]/2019 — XGB/LR, SVM, RF, weight ensemble model 95.7%

7 Proposed method Yes/yes Ensemble deep machine learning classifier/LR, NB, DT, KNN, RF,
SVM 99.6%
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accurate and timely prediction and recommendation for
multidisciplinary diabetes disease patients. ,e overall
performance of our recommendation system is 99.6%. In
this way, future academic research and practices will be
helpful for new researchers in this medical field, especially
for automated prediction and recommendation systems for
human diseases.

5.2. Future Work. ,e proposed SHRS-M3DP recommen-
dation system achieved overall good performance. However,
there is still a need to work for a better generalized efficient
prediction and recommendation system for all human
diseases.,e complexity of the deep ensemble algorithm will
also be considered in the near future for accurate and quick
results of this algorithm.
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*e correct prediction of heart disease can prevent life threats, and incorrect prediction can prove to be fatal at the same time. In
this paper different machine learning algorithms and deep learning are applied to compare the results and analysis of the UCI
Machine Learning Heart Disease dataset. *e dataset consists of 14 main attributes used for performing the analysis. Various
promising results are achieved and are validated using accuracy and confusion matrix. *e dataset consists of some irrelevant
features which are handled using Isolation Forest, and data are also normalized for getting better results. And how this study can
be combined with some multimedia technology like mobile devices is also discussed. Using deep learning approach, 94.2%
accuracy was obtained.

1. Introduction

Heart disease describes a range of conditions that affect your
heart. Today, cardiovascular diseases are the leading cause of
death worldwide with 17.9 million deaths annually, as per the
World Health Organization reports [1]. Various unhealthy
activities are the reason for the increase in the risk of heart
disease like high cholesterol, obesity, increase in triglycerides
levels, hypertension, etc. [1]. *ere are certain signs which the
American Heart Association [2] lists like the persons having
sleep issues, a certain increase and decrease in heart rate (ir-
regular heartbeat), swollen legs, and in some cases weight gain
occurring quite fast; it can be 1-2 kg daily [3]. All these
symptoms resemble different diseases also like it occurs in the
aging persons, so it becomes a difficult task to get a correct
diagnosis, which results in fatality in near future.

But as time is passing, a lot of research data and patients
records of hospitals are available. *ere are many open
sources for accessing the patient’s records and researches can

be conducted so that various computer technologies could
be used for doing the correct diagnosis of the patients and
detect this disease to stop it from becoming fatal. Nowadays
it is well known that machine learning and artificial intel-
ligence are playing a huge role in the medical industry. We
can use different machine learning and deep learningmodels
to diagnose the disease and classify or predict the results. A
complete genomic data analysis can easily be done using
machine learning models. Models can be trained for
knowledge pandemic predictions and also medical records
can be transformed and analyzed more deeply for better
predictions [4–6].

Many studies have been performed and various machine
learning models are used for doing the classification and
prediction for the diagnosis of heart disease. An automatic
classifier for detecting congestive heart failure shows the
patients at high risk and the patients at low risk by Melillo
et al. [7]; they used machine learning algorithm as CART
which stands for Classification and Regression in which
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sensitivity is achieved as 93.3 percent and specificity is
achieved as 63.5 percent. *en for improving the perfor-
mance electrocardiogram (ECG) approach is suggested by
Rahhal et al. [8] in which deep neural networks are used for
choosing the best features and then using them. *en, for
detecting heart failures, a clinical decision support system is
contributed by Guidi et al. [9] for preventing it at an early
stage. *ey tried to compare different machine learning
models and deep learning models especially neural net-
works, as support vectormachine, random forest, and CART
algorithms. An 87.6 percent accuracy was achieved by
random forest and CART, which outperformed everyone
used in the classification. Combining the natural language
processing with the rule-based approach, Zhang et al. [10]
achieved 93.37 percent accuracy when the NYHA HF class
was found from the unstructured clinical notes. SVM
techniques used for detecting patients who already have
diabetes and then predicting heart disease by Parthiban and
Srivatsa [11] achieved a 94.60 percent accuracy rate, and the
features taken were common like blood sugar level, age of
the patient, and their blood pressure data.

In machine learning, a common problem is the high
dimensionality of the data; the datasets which we use contain
huge data and sometimes we cannot view that data even in
3D, which is also called the curse of dimensionality [12]. So,
when we perform operations on this data, we require a huge
amount of memory, and sometimes the data can also grow
exponentially and overfitting can happen. *e weighting
features can be used, so the redundancy in the dataset can be
decreased which in turn also helps in decreasing the pro-
cessing time of the execution [13–17]. For decreasing the
dimensionality of the dataset, there are various feature
engineering and feature selection techniques which can be
used to remove that data not having that much importance
in the dataset [18].

In literature, when feature engineering and feature se-
lection are applied, the results improve, both for classifi-
cation as well as predictions. Dun et al. [19] tried various
machine learning and deep learning techniques for detecting
the heart disease and also performed hyperparameters
tuning for increasing the results accuracy. Neural networks
achieved high accuracy of 78.3 percent, and the other models
were logistic regression, SVM, and ensemble techniques like
Random Forest, etc. For reducing the cardiovascular fea-
tures, Singh et al. [20] used generalized discriminant analysis
for extracting nonlinear features; a binary classifier like an
extreme learning machine for less overfitting and increasing
the training speed and the ranking method used for all these
was Fisher. *e accuracy achieved was 100 percent for
detecting coronary heart disease. Arrhythmias classification
was done by Yaghouby et al. [21] for heart rate variability. A
multilayer perceptron neural network was used for doing the
classification and 100 percent accuracy is achieved by re-
ducing the features or Gaussian Discriminant Analysis. Asl
et al. [22] used Gaussian discriminant analysis for reducing
the HRV signal features to 15 and 100 percent precision is
achieved using the SVM classifier.

For dealing with data that are of high variance or high
dimensional data, by using appropriate dimensionality

reduction techniques like PCA, we can store valuable in-
formation in new components [23]. PCA is used by many
researchers as the first preference while dealing with high
dimensionality data. Rajagopal and Ranganathan [24] used
five different dimensionality reduction techniques which are
unsupervised (linear and nonlinear), and neural network is
used as a classifier for classifying cardiac arrhythmia. Fas-
tICA (used for independent component analysis) with a
minimum of 10 components was able to achieve an F1 score
of 99.83 percent. Zhang et al. [25] used the AdaBoost al-
gorithm which is based on PCA for detecting breast cancer.
Negi et al. [26] combined uncorrelated discriminant analysis
with PCA so that the best features that are used for con-
trolling the upper limb motions can be selected and the
results were great. Avendaño-Valencia et al. [27] tried to
reduce heart sounds to increase performance by applying
PCA techniques on time-frequency representations.
Kamencay et al. [28] tried a new method for different
medical images reaching an accuracy of 83.6 percent when
trained on 200 images by using PCA-KNN which is a scale-
invariant feature used in medical images for the scaling
purpose. Ratnasari et al. [29] used a gray-level threshold of
150 based on PCA and ROI, all of these used for reducing
features of the X-ray images.

*e studies of the past are mainly based on a 13-feature
dataset. *e classification is common in every study to
predict if a patient has heart disease or not, and also one
most common pattern which can be seen is that the dataset
commonly used is of Cleveland [30]. *e results obtained
achieved great accuracies like random forest with 89.2
percent accuracy [31]; decision tree with 89.1 percent ac-
curacy [32]; ANN with 92.7 percent accuracy [33], 89
percent [33], and 89.7 percent accuracy [34]; and SVM
accuracy with 88 percent [34]. A hybrid model is created
which achieved an accuracy of 94.2 percent by GA þ NN
[35]. PCA models achieved an accuracy of 92 and 95.2
percent as PCA þ regression and PCA1þNN [36]. *e di-
mensionality reduction was the main focus here for learning
three things: (i) selection of the best features, (ii) validation
of performance, and (iii) use of six different classifiers for
calculating the 74 features which are selected.

Heart disease is very fatal and it should not be taken
lightly. Heart disease happens more in males than females,
which can be read further from Harvard Health Publishing
[37]. Researchers found that, throughout life, men were
about twice as likely as women to have a heart attack. *at
higher risk persisted even after they accounted for tradi-
tional risk factors of heart disease, including high choles-
terol, high blood pressure, diabetes, body mass index, and
physical activity. *e researchers are working on this dataset
as it contains certain important parameters like dates from
1998, and it is considered as one of the benchmark datasets
when someone is working on heart disease prediction. *is
dataset dates from 1988 and consists of four databases:
Cleveland, Hungary, Switzerland, and Long Beach V, and
the results achieved are quite promising.

*e rest of the paper is divided into four sections. Section
1 consists of the introduction, Section 2 consists of the
literature review, Section 3 consists of themethodology used,
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Section 4 consists of the discussion, Section 4 consists of the
results analysis, and Section 5 consists of conclusion and
future scope.

2. Literature Review

*e summary of the literature review can be seen in Table 1.
Several approaches have been performed on this popular
dataset, but the accuracy obtained by all the approaches is
more with time computations.

3. Methodology

3.1. Description of the Dataset. *e dataset used for this
research purpose was the Public Health Dataset and it is
dating from 1988 and consists of four databases: Cleveland,
Hungary, Switzerland, and Long Beach V. It contains 76
attributes, including the predicted attribute, but all pub-
lished experiments refer to using a subset of 14 of them. *e
“target” field refers to the presence of heart disease in the
patient. It is integer-valued 0� no disease and 1� disease.
*e first four rows and all the dataset features are shown in
Table 1 without any preprocessing. Now the attributes which
are used in this research purpose are described as follows and
for what they are used or resemble:

(i) Age—age of patient in years, sex—(1�male;
0� female).

(ii) Cp—chest pain type.
(iii) Trestbps—resting blood pressure (in mm Hg on

admission to the hospital). *e normal range is
120/80 (if you have a normal blood pressure
reading, it is fine, but if it is a little higher than it
should be, you should try to lower it. Make healthy
changes to your lifestyle).

(iv) Chol—serum cholesterol shows the amount of
triglycerides present. Triglycerides are another
lipid that can be measured in the blood. It should
be less than 170mg/dL (may differ in different
Labs).

(v) Fbs—fasting blood sugar larger than 120mg/dl (1
true). Less than 100mg/dL (5.6mmol/L) is normal,
and 100 to 125mg/dL (5.6 to 6.9mmol/L) is
considered prediabetes.

(vi) Restecg—resting electrocardiographic results.
(vii) *alach—maximum heart rate achieved. *e

maximum heart rate is 220 minus your age.
(viii) Exang—exercise-induced angina (1 yes). Angina is

a type of chest pain caused by reduced blood flow
to the heart. Angina is a symptom of coronary
artery disease.

(ix) Oldpeak—ST depression induced by exercise rel-
ative to rest.

(x) Slope—the slope of the peak exercise ST segment.
(xi) Ca—number of major vessels (0–3) colored by

fluoroscopy.

(xii) *al—no explanation provided, but probably
thalassemia (3 normal; 6 fixed defects; 7 reversible
defects).

(xiii) Target (T)—no disease� 0 and disease� 1, (an-
giographic disease status).

3.2. Preprocessing of the Dataset. *e dataset does not have
any null values. But many outliers needed to be handled
properly, and also the dataset is not properly distributed.
Two approaches were used. One without outliers and feature
selection process and directly applying the data to the
machine learning algorithms, and the results which were
achieved were not promising. But after using the normal
distribution of dataset for overcoming the overfitting
problem and then applying Isolation Forest for the outlier’s
detection, the results achieved are quite promising. Various
plotting techniques were used for checking the skewness of
the data, outlier detection, and the distribution of the data.
All these preprocessing techniques play an important role
when passing the data for classification or prediction
purposes.

3.2.1. Checking the Distribution of the Data. *e distribution
of the data plays an important role when the prediction or
classification of a problem is to be done. We see that the
heart disease occurred 54.46% of the time in the dataset,
whilst 45.54% was the no heart disease. So, we need to
balance the dataset or otherwise it might get overfit. *is will
help the model to find a pattern in the dataset that con-
tributes to heart disease and which does not as shown in
Figure 1.

3.2.2. Checking the Skewness of the Data. For checking the
attribute values and determining the skewness of the data
(the asymmetry of a distribution), many distribution plots
are plotted so that some interpretation of the data can be
seen. Different plots are shown, so an overview of the data
could be analyzed. *e distribution of age and sex, the
distribution of chest pain and trestbps, the distribution of
cholesterol and fasting blood, the distribution of ecg resting
electrode and thalach, the distribution of exang and oldpeak,
the distribution of slope and ca, and the distribution of thal
and target all are analyzed and the conclusion is drawn as
shown in Figures 2 and 3.

By analyzing the distribution plots, it is visible that thal
and fasting blood sugar is not uniformly distributed and they
needed to be handled; otherwise, it will result in overfitting
or underfitting of the data.

3.2.3. Checking Stats of the Normal Distribution of Data.
Checking the features which are important for heart disease
and not important for heart disease is shown in Figures 4 and
5, respectively. Here the important factors show a different
variation which means it is important.

*e conclusion which can be drawn from these statistical
figures is that we can see a Gaussian distribution which is
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Table 1: Summary of the literature review.

Sr.no. Author Year Findings

1 Gárate-Escamila et al. [38] 2020 DNN and ANN were used with the X 2̂ statistical model. *e clinical data parameters were
used for conforming the predictions.

2 Harvard Medical School [37] 2020 Hungarian-Cleveland datasets were used for predicting heart disease using different machine
learning classifiers and PCA was used for dimensionality reduction and feature selection

3 Zhang et al. [25] 2018 AdaBoost classifier with PCA combination was used for the feature extraction and the
accuracy of the prediction was increased

4 Singh et al. [20] 2018
Heart rate variability was for the detection of coronary artery disease. Fisher method and
generalised discriminant analysis with binary classifiers were used for the detection of

important features.

5 Chen et al. [16] 2018 A subspace feature clustering was used as a subset of stratified feature clustering and for
doing a feature reduction of the clusters formed

6 Yang and Nataliani [15] 2018 A fuzzy clustering method especially fuzzy c-means was used for various feature weighted
methods and features were reduced

7 Kumar [32] 2017 Different machine learning algorithms were applied for getting the results and then
compared with each other

8 Rajagopal and Ranganathan
[24] 2017

Combination of probabilistic neural network classifier, PCA, kernel PCA, and unsupervised
dimensionality reduction was used so that feature reduction can be used and a domain expert

was used for the correct analysis of the result

9 Zhang et al. [10] 2017
Support vector machine is used for the classification purpose of the clinical data which is
matched with the codes of New York heart association; further findings are left for other

researchers

10 Khan and Quadri [31] 2016 *e main aim of this research was to summarize the best model and angiographic disease
status by analyzing different unstructured data and using data mining techniques

11 Negi et al. [26] 2016
Uncorrelated linear discriminant analysis with PCA was used for studying the

electrocardiogram and Wilson methods were also used for the distinction of upper limb
motions

12 Dun et al. [19] 2016 *ey applied a variety of deep learning techniques and ensemble techniques and also
performed hyperparameter tuning techniques for increasing the accuracy.

13 Rahhal et al. [8] 2016 ECG approach is used by consulting various domain experts and then MIT-BIH arrhythmia
database as well as two other databases called INCART and SVDB, respectively

14 Imani and Ghassemian [17] 2015
*ere are several times when the data is not enough, so Imani approached a weighted

training sample method including feature extraction for the spatial dimension of the images
and the accuracy was increased

15 Guidi et al. [9] 2014 Neural networks, SVM, and fuzzy system approach are used and Random Forest is used as a
classifier, for the prediction of heart failure by using a clinical decision support system

16 Santhanam and Ephzibah
[36] 2013 A regression technique with PCA with its different versions like PCA1, PCA2, PCA3, and

PCA4 was used and the features were extracted and the results were promising

17 Ratnasari et al. [29] 2013 *e datasets used were Cleveland–Hungarian dataset and the UCI machine learning datasets
were analyzed with feature selection techniques

18 Kamencay et al. [28] 2013 Object recognition was performed with scale-invariant feature transformation. Caltech 101
database was used for the evaluation purpose.

19 Melillo et al. [7] 2013 Two public Holster databases were used for finding high-risk and low-risk patients. Cart
algorithm is applied for the classification purpose.

20 Amma [35] 2012 *e dataset used was from University of California, Irvine. *e genetic algorithm was used
for the training purpose and neural network for the classification purpose.

21 Keogh and Mueen [12] 2012 How to break the curse of dimensionality using PCA, SVM, and other classifiers and reduce
features.

22 Parthiban and Srivatsa [11] 2012 Diabetes is one of the main causes of heart disease. *e classifiers used are Näıve Bayes and
SVM for extracting important features and classification purpose.

23 Srinivas et al. [34] 2010 Prediction of heart diseases in the coal mines was the prime consideration, and decision tree,
näıve Bayes, and neural networks were used for the classification

24 Das et al. [33] 2009 On Cleveland dataset, using a SAS-based software, a great accuracy was achieved with
different ensemble techniques

25 Yaghouby et al. [21] 2009 Cardiac arrhythmias was considered using the MIT-BIH database. HRV similar to [20] was
used.

26 Asl et al. [22] 2008 Generalised discriminant analysis and SVM were used for feature reduction and
classification

27 Avendaño-Valencia et al. [27] 2009 Feature extraction was based upon the heart murmur frequency with time representation
frequency and PCA was used for the analysis of the features

28 Guyon et al. [23] 2008 Book for doing feature extraction efficiently.
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important for heart disease and no Gaussian distribution
which is playing that much important role in heart disease.

3.2.4. Feature Selection. For selecting the features and only
choosing the important feature, the Lasso algorithm is used
which is a part of embedded methods while performing
feature selection. It shows better predictive accuracy than
filter methods. It renders good feature subsets for the used
algorithm. And then for selecting the selected features, select
from the model which is a part of feature selection in the
scikit-learn library.

3.2.5. Checking Duplicate Values in the Data. *e duplicates
should be tackled down safely or otherwise would affect the
generalization of the model. *ere might be a chance if
duplicates are not dealt with properly; they might show up in
the test dataset which is also in the training dataset. *e
duplicate values can be seen in Table 2.

3.3. Machine Learning Classifiers Proposed. *e proposed
approach was applied to the dataset in which firstly the
dataset was properly analyzed and then different machine
learning algorithms consisting of linear model selection in
which Logistic Regression was used. For focusing on
neighbor selection technique KNeighborsClassifier was
used, then tree-based technique like DecisionTreeClassifier
was used, and then a very popular and most popular
technique of ensemble methods RandomForestClassifier

was used. Also for checking the high dimensionality of the
data and handling it, Support Vector Machine was used.
Another approach which also works on ensemble method
andDecision Treemethod combination is XGBoost classifier
as shown in Figures 6 and 7.

3.4. Deep Learning Pseudocode.
(i) Dataset of training
(ii) Dataset of testing
(iii) Checking the shape/features of the input
(iv) *e procedure of initiating the sequential layer
(v) Adding dense layers with dropout layers and ReLU

activation functions
(vi) Adding a last dense layer with one output and

binary activation function
(vii) End repeat
(viii) L (output)
(ix) End procedure

3.5. Deep Learning Proposed. *ere are two ways a deep
learning approach can be applied. One is using a sequential
model and another is a functional deep learning approach.
In this particular research, the first one is used. A sequential
model with a fully connected dense layer is used, with the
flatten and dropout layers to prevent the overfitting and the
results are compared of the machine learning and deep

Table 1: Continued.

Sr.no. Author Year Findings

29 UCI Machine Learning
Repository [30] 1998 *is dataset is used for many ML and deep learning benchmark results

30 Liu and Motoda [18] 1998 Feature importance and how to select them appropriately was discussed in this book

31 Wettschereck et al. [14] 1997 K-NN algorithm was used for the classification as they are mostly the derivatives for the lazy
learning algorithms for the feature selection using weighted methods

32 Wettschereck and Dietterich
[13] 1995 Different classification problems decision boundaries were analyzed, and the problem was

tackled using nested generalized example
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Figure 1: Class distribution of disease and no disease.
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learning and variations in the learning including compu-
tational time and accuracy can be analyzed and can be seen
in the figures further discussed in the Results section.

3.6. Evaluation Process Used. For the evaluation process,
confusion matrix, accuracy score, precision, recall, sensi-
tivity, and F1 score are used. A confusion matrix is a table-
like structure in which there are true values and predicted
values, called true positive and true negative. It is defined in
four parts: the first one is true positive (TP) in which the
values are identified as true and, in reality, it was true also.
*e second one is false positive (FP) in which the values
identified are false but are identified as true. *e third one is
false negative (FN) in which the value was true but was
identified as negative.*e fourth one is true negative (TN) in
which the value was negative and was truly identified as
negative. *e table is shown in Figure 8.

In Figure 8, P� positive, N� negative, TP� true positive,
FN� false negative, FP� false positive, TN� true negative.

*en for checking how well a model is performing, an
accuracy score is used. It is defined as the true positive values
plus true negative values divided by true positive plus true
negative plus false positive plus false negative.*e formula is

accuracy �
TP + TN

TP + TN + FP + FN
. (1)

After accuracy there is specificity which is the proportion
of true negative cases that were classified as negative; thus, it
is a measure of how well a classifier identifies negative cases.
It is also known as the true negative rate. *e formula is

specificity �
TN

TN + FP
. (2)

*en there is sensitivity in which the proportion of actual
positive cases got predicted as positive (or true positive).
Sensitivity is also termed as recall. In other words, an un-
healthy person got predicted as unhealthy. *e formula is

sensitivity �
TP

TP + FN
. (3)

3.7. Use of Multimedia. *e whole knowledge which will be
obtained could be transferred to the mobile devices means,
when the person will input these symptoms in the mobile
device in which the trainedmodel will already be present and
then can analyze the symptoms and could give the pre-
scription accordingly. Different doctors could be taken
under consideration and a complete autonomous system
could be generated. We can also integrate the doctors’
numbers if the model is showing high risk and they can
consult the doctor. And if they are showing less symptoms,
then medicines already prescribed by the doctors for a
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Figure 2: Distribution of age and sex.
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certain range will be shown.*is system will prove beneficial
and the workload on the doctors would also be less. Also in
these current times of coronavirus, we need more autono-
mous systems which would also help in keeping the vir-
tuality between persons more. *us we could create some
applications with the help of doctors and make it work.

4. Analysis of Results

By applying different machine learning algorithms and then
using deep learning to see what difference comes when it is
applied to the data, three approaches were used. In the first
approach, normal dataset which is acquired is directly used
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Table 2: Duplicate values.

Age Sex Cp Trest bps Chol Rest ecg *alach Exang Old peak Slope Ca *al T
38 1 2 138 175 1 173 0 0.0 2 4 2 1
Using the pandas’ function for dropping these values is the simplest. It is also an important part while performing data preprocessing.

Original dataset

Feature selection

Machine learning classifier module

LRDTRFC XGBoost SVM

Isolation forest

Data-preprocessing
module

Figure 6: 1st schematic diagram of the proposed model.
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for classification, and in the second approach, the data with
feature selection are taken care of and there is no outliers
detection. *e results which are achieved are quite prom-
ising and then in the third approach the dataset was nor-
malized taking care of the outliers and feature selection; the
results achieved are much better than the previous tech-
niques, and when compared with other research accuracies,
our results are quite promising.

4.1. Using the First Approach (withoutDoing Feature Selection
and Outliers Detection). As can be seen in Figure 1, the
dataset is not normalized, there is no equal distribution of
the target class, it can further be seen when a correlation
heatmap is plotted, and there are so many negative values; it
can be visualized in Figure 9.

So, even if the feature selection is done, still, we have
outliers which can be seen in Figure 10.

By applying the first approach, the accuracy achieved by
the Random Forest is 76.7%, Logistic Regression is 83.64%,
KNeighbors is 82.27%, Support Vector Machine is 84.09%,
Decision Tree is 75.0%, and XGBoost is 70.0%. SVM is
having the highest accuracy here which is achieved by using
the cross-validation and grid search for finding the best
parameters or in other words doing the hyperparameter
tuning.*en after machine learning, deep learning is applied
by using the sequential model approach. In the model, 128
neurons are used and the activation function used is ReLU,
and in the output layer which is a single class prediction
problem, the sigmoid activation function is used, with loss as
binary cross-entropy and gradient descent optimizer as
Adam. *e accuracy achieved is 76.7%.

4.2. Using the Second Approach (Doing Feature Selection and
No Outliers Detection). After selecting the features (feature

selection) and scaling the data as there are outliers, the
robust standard scalar is used; it is used when the dataset is
having certain outliers. In the second approach, the accuracy
achieved by Random Forest is 88%, the Logistic Regression is
85.9%, KNeighbors is 79.69%, Support Vector Machine is
84.26%, the Decision Tree is 76.35%, and XGBoost is 71.1%.
Here the Random Forest is the clear winner with a precision
of 88.4% and an F1 score of 86.5%.

*en deep learning is applied with the same parameters
before and the accuracy achieved is 86.8%, and the evalu-
ation accuracy is 81.9%, which is better than the first
approach.

4.3. Using the4irdApproach (byDoing Feature Selection and
Also Outliers Detection). In this approach, the dataset is
normalized and the feature selection is done and also the
outliers are handled using the Isolation Forest. *e corre-
lation comparison can be seen in Figure 10. *e accuracy of
the Random Forest is 80.3%, Logistic Regression is 83.31%,
KNeighbors is 84.86%, Support Vector Machine is 83.29%,
Decision Tree is 82.33%, and XGBoost is 71.4%. Here the
winner is KNeighbors with a precision of 77.7% and a
specificity of 80%. A lot of tips and tricks for selecting
different algorithms are shown by Garate-Escamila et al.
[38]. Using deep learning in the third approach, the accuracy
achieved is 94.2%. So, the maximum accuracy achieved by
the machine learning model is KNeighbors ( 83.29%) in the
third approach, and, for deep learning, the maximum ac-
curacy achieved is 81.9%.*us, the conclusion can be drawn
here that, for this dataset, the deep learning algorithm
achieved 94.2 percent accuracy which is greater than the
machine learning models. We also made a comparison with
another research of the deep learning by Ramprakash et al.
[39] in which they achieved 84% accuracy and Das et al. [33]

Original dataset

Deep learning module

Dropout layers Output (Sigmoid)Dense layers (ReLU)

Robust scalar

+

Figure 7: 2nd schematic diagram of the proposed model.
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achieved 92.7 percent accuracy. So our algorithm produced
greater accuracy and more promising than other approaches
[40, 41]. *e comparison of different classifiers of ML and
DL can be seen in Table 3.

4.4. Architecture for Using Deep Learning Approach. Here in
this architecture, we used three dense layers: the first dense
layer consists of 128 units, the second dense layer consists of
64 units, and the third dense layer consists of 32 units. For

the first layer, the Dropout Layer (HyperParameter) is 0.2
and for the second is 0.1.

5. Conclusion and Future Scope

In this paper, we proposed three methods in which com-
parative analysis was done and promising results were
achieved. *e conclusion which we found is that machine
learning algorithms performed better in this analysis. Many
researchers have previously suggested that we should useML
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Table 3: Comparative analysis.

Classifiers Accuracy (%) Specificity Sensitivity
Logistic regression 83.3 82.3 86.3
K neighbors 84.8 77.7 85.0
SVM 83.2 78.7 78.2
Random forest 80.3 78.7 78.2
Decision tree 82.3 78.9 78.5
DL 94.2 83.1 82.3

Computational Intelligence and Neuroscience 9



where the dataset is not that large, which is proved in this
paper. *e methods which are used for comparison are
confusion matrix, precision, specificity, sensitivity, and F1
score. For the 13 features which were in the dataset,
KNeighbors classifier performed better in the ML approach
when data preprocessing is applied.

*e computational time was also reduced which is
helpful when deploying a model. It was also found out that
the dataset should be normalized; otherwise, the training
model gets overfitted sometimes and the accuracy achieved
is not sufficient when a model is evaluated for real-world
data problems which can vary drastically to the dataset on
which the model was trained. It was also found out that the
statistical analysis is also important when a dataset is ana-
lyzed and it should have a Gaussian distribution, and then
the outlier’s detection is also important and a technique
known as Isolation Forest is used for handling this. *e
difficulty which came here is that the sample size of the
dataset is not large. If a large dataset is present, the results
can increase very much in deep learning andML as well. *e
algorithm applied by us in ANN architecture increased the
accuracy which we compared with the different researchers.
*e dataset size can be increased and then deep learning with
various other optimizations can be used andmore promising
results can be achieved. Machine learning and various other
optimization techniques can also be used so that the eval-
uation results can again be increased. More different ways of
normalizing the data can be used and the results can be
compared. And more ways could be found where we could
integrate heart-disease-trained ML and DL models with
certain multimedia for the ease of patients and doctors.
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